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Abstract: In Minimally Invasive Surgery (MIS), surgeons need to acquire a specific set of 

skills, before carrying out a “real” operation. Training with the Laparoscopic Surgical Box-

Trainer device helps in acquiring the needed skills for surgery residents which are 

traditionally not taught to them. Video recording of residents’ performance and computer-

assisted surgical trainers for MIS provide valuable information for resident’s assessment.   
In this paper, we propose real-time detection and tracking of a multi-class of laparoscopic 

instruments for an intelligent box-trainer performance assessment system using SSD-

ResNet50 V1 FPN architecture in TensorFlow backend. The dataset has been extracted from 

various laparoscopic box training videos. Using distance measurements and evaluation 

criteria constraints, we present an evaluation of the surgeon’s performance. Based on the 

experimental result, the trained model could identify each instrument at the score of 90% 

fidelity, in each location, within a region of interest. This research is a result of a partnership 

between the Department of Electrical and Computer Engineering and the Department of 
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1 Introduction 

Minimally invasive surgery (MIS) reduces complications and health risks with 
respect to traditional (open) surgery and decreases hospital stay. However, surgeons 
must acquire many skills before carrying out a real operation, for example, 
development of excellent eye-hand coordination while operating using visual 
information from two-dimensional monitor images and having confident control of 
the graspers and other laparoscopic surgery instruments, just to mention a few [1] 
[2]. To help in acquiring these skills various Virtual Reality (VR) trainers have been 
developed which can assist surgery interns to improve their skills [3] [4]. The 
assessment of surgical skills requires a considerable amount of time and effort. In 
recent decades, various training methods have been introduced to provide valuable 
feedback, expedite the development of surgery skills and assess the trainees’ 
performance [5] [6] [7]. By monitoring a recorded video of a surgeon’s performance 
or observing it in real-time in an Operating Room (OR) during laparoscopic 
procedures, the assessment procedure can be implemented. Furthermore, object 
detection and distance estimation concerning the laparoscopic surgical instruments 
and the test platforms are two fundamental factors for creating an intelligent 
performance assessment system in MIS [8]. In this paper, we propose a multi-class, 
real-time detection and tracking system for laparoscopic instruments using SSD-
ResNet50 V1 FPN. It will enhance the capabilities of our intelligent box-trainer 
system [9] [10]. The paper is organized as follows: Section 2 reviews related work 
in this research area. Section 3 presents tools and utilities which were applied in this 
approach. Section 4 provides a detailed explanation of the methodology employed 
in this research. Sections 5 and 6 describe the tracking point location procedure and 
the model training and evaluation processes, respectively. In Section 7, the real-
time tracking and assessment procedures are outlined. Finally, in Section 8, 
conclusions and plans for further research are given. 

2 Related Works 

In this section, we focus on the most recent work of researchers regarding surgeons’ 
performance accuracy enhancement during MIS. As mentioned previously, 
laparoscopic instrument detection and tool-tip tracking contribute to the surgeon’s 
performance assessment. In what follows, we review modern methods that have 
been proposed in the areas of object detection algorithms, tooltip tracking, and 
performance assessment [6-35]. Although in the field of MIS, researchers have 
proposed to apply texture features, color detection, Haar wavelets, and gradient-
based features for both processing medical images and hardware-based simulators, 
there is an emerging trend in recent decades to utilize deep learning approaches 
[11]. For laparoscopic box-trainer systems, the approach to detect the surgical tools 
and the movements of tooltips in 3D space by using deep learning along with real-
time performance assessment is relatively new. 
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In more recent studies scholars have been predominantly working on Deep Learning 
algorithms and Computer-Aided Diagnosis (CAD) system [12]. Yamazaki et al. [6] 
applied the open-source neural network platform YOLOv3 to detect the movements 
of surgical instruments in video recordings of laparoscopic gastrectomy procedures. 

Namazi et al. [8] proposed a method to assess the surgeon’s performance using a 
Deep Learning System (SPD-DLS) to identify the surgical phases from recorded 
videos of a laparoscopic procedure. They used a deep Convolutional Neural 
Network (CNN) followed by a Long Short-Term Memory (LSTM) model to 
consider both spatial and temporal information to identify the surgical phases in the 
video. Grantner et al. in [9] proposed an Intelligent Box-Trainer System (IBTS) to 
implement tooltip tracking tasks in 3D space, measurement of the forces applied by 
the grasper’s jaws, and task execution time, and an assessment system for the 
laparoscopic surgeon’s performance using fuzzy logic. They worked with a color-
filtering algorithm for tool-tip tracking. Allen et al. [13] estimated the tooltip 
position by detecting the laparoscopic instrument’s shaft in each image.                 
They employed color space analysis to extract the instrument contours and then 
utilized line fitting to estimate the direction of movement for each laparoscopic 
instrument. In the end, to identify the position of the tool-tip of each instrument they 
employed a linear search. Perez-Escaminosa et al. [14] detected and tracked 
movements of laparoscopic instruments in a three-dimensional workspace using a 
sensor-free system based on green and blue color markers which were placed on the 
tip of the instruments [13] [15]. 

In [16], researchers developed a tracking algorithm using a sequence of image 
contrast enhancement, Sobel Filtering, and color-based segmentation.                     
This algorithm extracts information obtained from the laparoscopic instrument’s 
shaft edge to extract the motion fields of laparoscopic instruments via video 
tracking. Sun et al. [17] utilized an adaptive fusion kinematics method in an 
autonomous surgical instrument detection and tracking algorithm. They developed 
a fuzzy logic system to adjust the kinematics weights and laparoscopic information. 
Huang et. al. [18] proposed a method to estimate the position, velocity, and direction 
of laparoscopic instruments which were used in a tracking module. They utilized an 
Inertial Measurement Unit (IMU) providing direct motion information for the 
laparoscopic instrument tracking module. Moreover, an Extended Kalman Filter 
was employed to integrate the information from the different sources to compensate 
for the biases of the IMU in a unified framework. 

Zahiri et al. [19] implemented an Image-Based Tool Tracking system using two-
color markers placed on two graspers. Gautier et al. in [20] proposed a surgeon’s 
performance assessment system using colored tapes attached to the end of the 
laparoscopic instrument. By tracking the colored tapes, frequency analysis and 
linear discriminant analysis of the 3D reconstructed trajectories of the instruments 
were extracted to assess the surgeon’s skills. Partrige et al. [10] utilized a color-
thresholding motion-tracking program to track the movement of colored 
laparoscopic instrument tips, providing objective performance feedback to a 
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portable laparoscopic box simulator. Dockter et al. [21] developed a 3D tracking 
algorithm at a high rate of computational speed to validate its performance in a da 
Vinci surgical endoscope. Islam et al. [22] presented a tool-tip tracking algorithm 
based upon a fuzzy logic assessment system by utilizing a web-based video 
telemonitoring system to monitor and track movements of surgeons’ hands and the 
surgical tooltips. To assess the surgeon’s skills, they used colored tool-markers to 
extract velocity, acceleration, jerkiness, and snaps of the tools’ movements during 
laparoscopic procedures. In recent studies of laparoscopic surgical operations, 
researchers have been interested in working with Convolutional Neural Networks 
(CNN) and Recurrent Neural Networks (RNN) [23]. Using Region-Based 
Convolutional Neural Networks and a new dataset m2cai16-tool location, Jin et al. 
[24] used learning of instrument regions in cholecystectomy to detect and localize 
the region of interest of surgical tools in laparoscopic surgical videos. 

In [25], Kletz et al. worked with a Deep Learning instance segmentation approach 
in recorded videos using a region-based Fully Convolutional Network.                  
They managed to identify instruments as multi-class instance segmentation and 
determined each instrument classification. Zhang et al. [26] proposed a Modulated 
Anchoring Network for the detection of laparoscopic surgery tools based on the 
Faster R-CNN which was made up of a new anchoring scheme referred to as 
modulated anchoring and a relation module on an existing dataset (m2cai16-tool-
locations) as well as a new private one (AJU-Set). Choi et al. [27] proposed real-
time models for the detection of surgical instruments during laparoscopic surgery 
using a dataset that included information on the seven surgical tools for learning the 
CNN model. To track surgical instruments in real-time, the unified architecture of 
YOLO was applied to the models. 

Wang et al. [28] proposed a multi-label classification deep learning method that 
combined two deep neural networks, VGGNet and GoogLeNet, to detect the 
surgical tools in laparoscopic videos. Colleoni et al. [29] proposed a Fully 
Convolutional Neural Networks (FCNNs) encoder-decoder architecture for surgical 
instrument joint detection and localization using three-dimensional convolutional 
layers to exploit spatio-temporal features from laparoscopic videos. The researchers 
used the EndoVis and UCL dVRK datasets for training testing procedures. Hasan 
et al. [30] presented a U-NetPlus model for the surgical tool segmentation which is 
the modification of the U-Net architecture by introducing both VGG-11 and VGG-
16 as an encoder and redesigned the decoder part by replacing the transposed 
convolution operation with an up-sampling operation based on the nearest-neighbor 
(NN) interpolation followed by two convolution layers. 

In the paper by Kurian et al. [31], researchers used the CNN architecture ResNet50 
to recognize four surgical phases: 

1) Preparation 
2) Trocar placement 
3) Clipping and cutting 
4) Gallbladder retraction 
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They combined ResNet and temporal features in the form of I3D and LSTM. 
Kanakatte et al. [32] presented a deep architecture, in which a pixel-wise instance 
segmentation algorithm segmented and localized the surgical tool in 
cholecystectomy surgery videos. Jo et al. [33] presented a detection and 
classification surgical instruments algorithm in laparoscopic images which can 
work under real-time conditions, too. This algorithm is based on the object detection 
system YOLO9000. In the paper by Jonmohamadi et al. [34], the researcher used 
trained fully convolutional neural networks with U-net and U-net++ architectures 
to segment four key structures of the knee, such as Femur, ACL, Tibia, and 
Meniscus, in an automated fashion. Zhang et al. [35] developed a marker-free 
surgical instrument tracking framework based on object extraction using the 
LinkNet-18 network architecture which belongs to U-Net. In this work, the 
researchers used a masking method to segment each part of a laparoscopic 
instrument such as the end-effector, the shaft, and also the background. For real-
time tracking, a target trajectory has been defined for the laparoscope-holder robot 
to be tracked. Using Euclidean Distance Transformation, the binary image was 
transformed to a distance. 

Zijian et al [36] proposed an algorithm that tracks two parts of the surgical 
instrument: the end-effector and the shaft. In this approach, the shaft detection has 
been done by edge-points and line features and the trained CNN has been utilized 
to track and detect the end-effector. Zhu et al [37] proposed an end-to-end learning-
based approach to predict distances for given objects in the RGB images. Their 
method includes three components: a feature extractor, a distance regressor and a 
multiclass classifier. In this method, a base model extracts features from images, 
then uses ROI pooling to generate a fixed-size feature vector for each object, and 
finally feeds the ROI features into a distance regressor to predict the distance for 
each object. 

3 Tools and Utilities 

In our study, we propose an intelligent box-trainer performance assessment system 
based upon real-time detection and tracking of multi-class of laparoscopic 
instruments. To detect and track the laparoscopic instruments, we used a deep 
learning approach. Our network is based on an open-source Tensorflow Object 
Detection Application Programming Interface (API1), and we used SSD-ResNet-50 
[38] model Feature Pyramid Network (FPN) Architecture as a backbone of our 
network. TensorFlow is a frequently used software for Machine Learning (ML) 
applications that provides an interface to common ML algorithms and executable 
code for various models [39]. In this work, Tensorflow is the backend for object 
detection and image processing algorithm. 

                                                           
1  Application Programming Interface (API) 
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3.1 Experimental Setup 

Our Intelligent Box-trainer System (IBTS) is depicted in Figure 1. It is our 
development platform to create hardware and software architectures and algorithms 
aiming for the development of an objective laparoscopic-surgery skills assessment 
system [9]. The main components of the IBTS are as follows: an FLS box-trainer 
device, two 5-megapixel USB 2.0 cameras with variable-focus lens, a 32’ HD 
computer monitor to visualize the underlying test procedure carried out on a 
particular FLS platform, extra LED strips for better lighting conditions, a tablet 
which is used by the supervising medical personnel, a PC workstation to record the 
test videos and run the tracking and assessment programs and a router to implement 
wireless communications between the tablet and the PC workstation. One of the 
standard FLS pattern cutting tests was used in this study. In this test, the platform is 
an artificial tissue with a bold circle line on it. During the test, the surgeon holds the 
tissue in place by a grasper while using a pair of scissors to cut the tissue around the 
circle such that the cutting distance from the circle line should not exceed 5 mm, 
and cutting into the line is also considered as a failure of the test. 

(a) (b) 

Figure 1 

a) The IBTS System 

b) Tracking the laparoscopic instruments and generating real-time performance assessment using the 

IBTS System in the Homer Stryker M.D. School of Medicine, of WMU 

3.2 Dataset 

In this study, we used our custom dataset (IFCL.LBT100) that has been created for 
laparoscopic box trainer’s performance assessment research. For this project, we 
have created a relatively large dataset using various laparoscopic training videos. 
Our custom dataset is composed of extracted frames from these videos. The frames 
have been manually annotated using the Image Annotation Tool LabelImg2 which 

                                                           
2  http://tzutalin.github.io/labelImg/ 
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is a free and open-source software. Each labeled image has its individual .xml which 
can be converted to .csv files and .tf.record files which are used during training 
processes. Having recorded and processed more test videos we plan to post our 
dataset online for other researchers in this field. 

3.2.1 Partitioning of the Dataset 

Once the annotation of our dataset was finished, we classified all the images and 
.xml, .csv, and .tf record files for the training, testing, and evaluation tasks. 
Typically, the ratio of this arrangement is 6:2:2, i.e., 60% of the images are used for 
training, 20% for testing, and the remaining 20% is used for evaluation purposes. 

3.2.2 Creating the Label Map 

To satisfy the training algorithm, we prepared a label map that maps each of the 
classes to an integer value. This label map is used both by the training and detection 
processes. A simple example of the label map for our dataset contains three labels: 
a scissor, a grasper, and a circle pattern on an artificial tissue which are considered 
as the laparoscopic instruments in a laparoscopic box-trainer. This label map file 
(with the extension of .pbtxt) is illustrated in Figure 2. 

 
Figure 2 

Label map file example 

3.2.3 Data Augmentation 

The TensorFlow Object Detection API Image Preprocessor tool provides multiple 
data augmentation steps with variation and modification from the original data. 
Applying these augmentation steps to the dataset the neural networks can use more 
training data to achieve better performance. In our approach, to train the model 
based on SSD-ResNet50 V1 FPN, we adequately augmented the dataset using 
TensorFlow API data augmentation variables. 
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4 Methodology 

We selected a collection of detection models and pre-trained them on the COCO 
2017 dataset such as the EfficientDet D1 640x640, SSD MobileNet V1 FPN 
640x640, and SSD-ResNet50 V1 FPN from TensorFlow 2 Detection Model Zoo 
and Detecto Module in Pytorch [40]. These models are useful for initialization when 
training on our new datasets. By comparing the performance of these models, we 
have concluded that SSD-ResNet50 delivers better performance with respect to 
real-time detection. We trained our model based upon the SSD-ResNet50 V1 FPN 
Architecture. The entire workflow of the SSD-ResNet50 V1 FPN Architecture is 
illustrated in Figure 3. SSD with the ResNet50 V1 FPN feature extractor in its 
architecture is an object detection model that has been trained on the COCO 2017 
dataset. A Momentum optimizer with a learning rate of 0.04 was used for the region 
proposal and classification network, and the learning rate was reduced on the 
plateau. As shown in Figure 3, the Feature Pyramid Network (FPN) generates the 
multi-level features as inputs to the SSD-ResNet50 Architecture. The FPN is an 
extractor and provides the extracted feature maps layers to an object detector. When 
the model localizes any small object, it draws an object boundary box around it at 
each location. After training the model, the testing procedure was carried out by 
providing the surgical videos as input to the trained model. Afterward, we used 
Tensorboard which is a suitable feature of the TensorFlow Object Detection API.  
It allowed us to continuously monitor and visualize several different 
training/evaluation metrics when our model was being trained. As the final step, we 
obtained the output video containing the labeled surgical instruments and the 
assessment results along with the log file. The generated log file records the surgical 
assessment, the bounding box for each laparoscopic instrument, and the center point 
of each laparoscopic instrument. 

 
Figure 3 

SSD-ResNet50 V1 FPN Architecture 
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5 Tracking Point Location Procedure 

By providing the surgical videos as the input to the trained model, we detected and 
localized each laparoscopic instrument with high accuracy. After object extraction, 
we used Euclidean Distance Transformation3 [35] to measure the distance between 
the center of the circle pattern and the center of the scissors’ bounding box where 
the tissue is cut. To assess the surgeon’s performance, we measure the distance 
between the spot where the tissue is cut and the closest area of the circle. This 
distance should not exceed 5 mm for passing the assessment test. The measurement 
procedures and formulations are defined by Eqs. (1) thru (8). Dis stands for the 
distance of two points in each frame and Pix stands for the pixel point set which 
contained all the pixel points of an extracted object of each frame. 𝐷[𝐴][𝐵] = min{𝐷𝑖𝑠[(𝐴𝑥 . 𝐴𝑦) . (𝐵𝑥  . 𝐵𝑦)] .  (𝐴. 𝐵) ∈ 𝑃𝑖𝑥} 𝐷𝑖𝑠[(𝐴𝑥 . 𝐴𝑦). (𝐵𝑥  . 𝐵𝑦)] = √(𝐵𝑥 − 𝐴𝑥)2 + (𝐵𝑦 − 𝐴𝑦)2 

(1) 

Given a line y = mx+b, the slope m delineates the ratio between the change in x, 
defined by dx, and the change in y, defined by dy. Hence, the slope creates a 
relationship between a change in the y-values with respect to a change in the x-
values which is a derivative of y to x: 𝑑𝑦 = 𝑚𝑑𝑥 (2) 𝑑𝑦2 = (𝐵𝑦 − 𝐴𝑦)2 (3) 𝑑𝑥2 = (𝐵𝑥 − 𝐴𝑥)2 (4) 𝑑𝑥2 + 𝑑𝑦2 =  (𝐵𝑥 − 𝐴𝑥)2 + (𝐵𝑦 − 𝐴𝑦)2 𝑑𝑥2 + 𝑑𝑦2 =  𝐷𝑖𝑠2 

(5) 

By substituting Eq. (2) in Eq. (5) we obtain Eq. (6) 𝑑𝑥2 + (𝑚𝑑𝑥)2 =  𝐷𝑖𝑠2 (6) 

Using Eq. (2) and Eq. (6), we can calculate the changes in the x-values by Eq. (7) 
and the y-values by Eq. (8) to obtain the distance between each of two points in our 
approach. 

𝑑𝑥 = √ 𝐷𝑖𝑠21 + 𝑚2 (7) 

                                                           
3  https://github.com/alejandrods/Social-Distance-Using-TensorFlow-API-Object 
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𝑑𝑦 = 𝑚√ 𝐷𝑖𝑠21 + 𝑚2 (8) 

Using these equations, we measured the bounding boxes of each laparoscopic 
instrument in each frame. Based upon real measurements and the number of pixels 
in each frame, we calibrated the position of each instrument to a real value.             
The assessment measurement algorithm is illustrated in detail in Figure 4. There,    
A marks the center of the circle pattern, and B marks the center of the scissors box. 
Line d, which connects points A and B is defined as the distance of the scissors from 
the center of the circle. Using Eq. (1) to Eq. (8), we calculated the radius of the 
circle in each frame. 

By subtracting the center of the scissors bounding box from the center of the circle 
pattern, the distance between the scissors and the center of the circle is calculated 
for the assessment procedure. These calculations may lead to inaccurate 
measurements under some circumstances, e.g., when the grasper wrinkles the 
artificial tissue, or when the trained model cannot recognize the instrument. In our 
research, there were some short periods, typically lasting for a few seconds, when 
the model couldn’t find the circle which, lead to inaccurate measurement. In other 
cases, the model could detect the circle by keeping the reference center of the circle 
in its place by localizing the bounding box of the circle in each frame. 

 
Figure 4 

Illustration of the assessment measurement calculations 

6 Model Training and the Evaluation Process 

The classification loss, which is used to measure the model’s confidence by 
classifying the pixel’s region confined by the bounding box, is illustrated Figure 5. 
The localization loss that measures the geometric distance between the predicted 
bounding box and the ground truth annotation (validation bounding boxes) is 
depicted in Figure 6. The overall loss function or total loss is a weighted 
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combination of the classification loss and the localization loss [41]. It is depicted in 
Figure 7, which illustrates the performance of the model during training, i.e., what 
the network predicts for the image versus the allocated label of the image at the end 
of each epoch during the training process. The train-validation total loss, as it is 
shown Figure 7, is sometimes higher than the training loss but it decreases over time 
and, hence, it exhibits a satisfactory result. 

 

Figure 5 

The comparison of overall train-classification loss and train-validation classification loss 

 

Figure 6 

The comparison of overall train- localization loss and train-validation localization loss 
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Figure 7 

The comparison of overall train-total loss and train-validation total loss 

7 Real-time Tracking and the Assessment System 

To implement the tracking task, the tracking point has to be located frame-by-frame 
in the laparoscopic test videos. In our implementation, we analyzed tracking and 
generated the surgeons’ performance assessment along with it. 

 
Figure 8 

The real-time tracking and assessment system flowchart 
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In the tracking procedure, we expect that the network detects and localizes each 
laparoscopic instrument in real-time. However, the surgeon’s performance will be 
assessed only during the actual cutting of the tissue. To clarify the reasons for this, 
we have simplified the assessment procedure to just three parts. In each part, many 
components are taken into account for the surgeon’s performance assessment. Only 
the following processes are considered: (1) the surgeon is not cutting, (2) criteria 
evaluation and performance assessment, and (3) circle cutting warning if the 
established criteria are not met. The tracking and assessment system flowchart is 
depicted in Figure 8. In what follows, we investigate each of these processes. 

7.1 Surgeon is not Cutting and the Procedure does not 
Commence 

In this situation, either the surgeon has not started the cutting or the scissors are in 
the air, i.e., they are way above the artificial tissue. By defining different constraints 
for the distance of the center of the circle to the tips of the scissors, the network can 
recognize when the surgeon is not cutting. In Figure 9 (a to h), different conditions 
are illustrated when no cutting takes place. When the surgeon is about to start the 
cutting (a), there is no need for performance assessment. When the surgeon is in the 
middle of the cutting process but he temporarily stops doing it and releases the tissue 
to take a different approach for continuing the task, there is no cutting, either.        
The network recognizes it when a surgeon is not cutting (b, d, e, h). In two illustrated 
scenarios the surgeon intends to continue with the cutting but just a small section of 
the scissors is in the frame. In these cases, the network correctly recognizes the 
situation and decides “no cutting” is taking place (f, g). 

(a) (b) 
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(c) (d) 

(e) (f) 

(g) (h) 

Figure 9 

Surgeon is not cutting leading to no assessment 

7.2 Performance Assessment is Active 

The surgeon’s performance will be assessed based upon an error distance, de, a 
distance between the spot where the scissors made the cut and the section of the 
circle which is at the closest point to the scissors’ tips, as shown in Figure 10.         
The surgeon’s performance is not acceptable unless the error distance de<5 mm, at 
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all times. If this condition is not met, the system renders an assessment but it doesn’t 
accept the surgeon’s performance. In this case, there are three scenarios to consider. 

1)  In Figure 10 (a), the surgeon is cutting, however, he is only getting to a 
position in which he can actually begin with the task. The tips of the scissors 
are too far from the circle and the network should only deliver assessment 
during the pattern cutting task. Clearly, in this situation, we do not expect 
the network to deliver any valid assessment. 

2)  In Figure 10 (b), the tips of the scissors are close enough to the circle, so 
after this moment, the surgeon’s performance will be monitored and 
assessed. Based upon Figs. 10 (c, d, e), the surgeon’s performance is deemed 
good because the measured distance between the tips of the scissors and the 
circle line is less than 5 mm. In Figure 10 (f), the surgeon restarted cutting 
after he had changed the direction he wanted to move the scissors.                   
As expected, in the case of each start, the distance of the scissors’ tips from 
the circle line is typically larger than that when the surgeon is cutting 
continuously. 

3)  In Figs. 10 (g, h), the most challenging scenarios are illustrated: the tissue is 
wrinkled by the grasper but the reference center of the circle is still in its 
place, i.e., it is visible to the camera. 

Having enough images in a dataset has a great impact on training a model. In our 
study, because the number of images was not as large as it should be, the model 
could not recognize the circle in few instances. In particular, when the tissue is 
wrinkled by the grasper such that the circle line disappears from the sight of the 
camera. In a situation like that not only the complete circle cannot be recognized by 
the model, but even an expert cannot recognize it as a circle. Therefore, in such 
moments, we have a pass-fail assessment. To address this problem, we have to 
record more videos including many frames of such cases intentionally containing 
this scenario. Under normal conditions, this situation rarely happens. The more we 
can train a model to understand this scenario, the better the prediction analysis will 
be. In addition, installing a third camera into the system, which is positioned directly 
above the platform, will help in resolving this problem, as we continue our research. 

 

(a) (b) 
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(c) (d) 

(e) (f) 

(g) (h) 

Figure 10 

Surgeon’s performance is assessed leading to performance acceptance or rejection 

7.3 Circle Cutting Warning and Criteria is not Met 

There is an additional requirement for passing the pattern cutting test. It is 
mandatory that the surgeon should not cut through the circle line. To help in meeting 
this constraint, we defined a rule in which if the tips of the scissors are too close to 
the circle line (defined as less than 0.5 mm) it will alert the surgeon about this 
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situation. This scenario is illustrated in Figure 11, when the surgeon was cutting too 
close to the circle line. 

 

(a) 

  

(b) 
Figure 11 

Surgeon is getting too close to the circle, leading to circle cutting 

Conclusions and Future Research 

In this paper, we proposed employing real-time detection and tracking of a multi-
class of laparoscopic instruments for an intelligent box-trainer performance 
assessment system. We generated the dataset using extracted frames of various 
training videos using a laparoscopic box-trainer. Moreover, we added a distance 
measurement algorithm to the object detection algorithm in the TensorFlow 
backend using ResNet-50- architecture. The algorithm continuously measures 
changes in the distance of the center of the circle from the center of the scissors’ 
tips and also the changes of the distance, where the tissue is been cut, from the circle 
line. Using distance measurements and evaluation criteria constraints, we assessed 
whether the surgeon’s performance was accepted or not. Based on the experimental 
result, the trained model could identify each instrument at the score of 90% fidelity, 
in each location within a region of interest, and determine their relative distance 
with 65% reliability, under real-time conditions. There were few instances when the 
detection failed to lead to pass-failed assessment, in particular, when the tissue was 
wrinkled by the grasper. The error rate in carrying out these tasks was less than 
20%. We assume that the performance measures of the system can be improved by 
adding an additional, top camera to the system and measure the distance from 
different perspectives. In future research, we plan to develop an automated 
performance assessment system, by tracking the laparoscopic instruments, under 
real-time conditions, measuring the test execution times and fusing the measured 
data with expert surgeon opinion, in the framework of a fuzzy logic-based 
intelligent decision support system. 
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Abstract: There are many suitable global optimization approaches to find the minimum value 

of an objective function. In this paper, the improvement of the GLOBAL Optimization Method 

is studied, which is based on stochastic clustering. Through its three main components, which 

are sampling, clustering, and local search the algorithm aims to find the global minimum of 

the objective function. Local search methods significantly influence the efficiency of the 

GLOBAL method. The efficiency of our proposal may be improved by dividing the system 

into modules and by creating new variants of both the local and line search methods.            

The main contribution of this work is to show the achievements of modularization and the 

efficiency of the new variants of both local and line search methods. 

Keywords: GLOBAL; Optimization; Local search; Line search; Modular software 

1 Introduction 

There is a wide range of optimization problems ranging from everyday tasks [1, 2] 
to economic issues and theoretical chemical problems [3]. Various stochastic, 
deterministic, and hybrid global optimization methods have been used to solve these 
problems. For example, in these papers, the authors explore numerical solution 
techniques for economic and chemical problems, using differential evolution (DE) 
or genetic algorithm (GA). In recent years, our research group has solved the same 
problems using GLOBAL. It has already proved its relevance in such diverse 
problems [4, 5, 6, 7]. Moreover, it even mastered difficult mathematical problems 
from the field of qualitative analysis of dynamical systems [6, 8, 9,10]. In these 
works GLOBAL was used to find a feature. For example, we find the parameters of 
regions that exhibit chaotic behavior. 
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These problems consist of global and local optimization challenges. During the 
execution of the global search method, we sweep the entire search space, and local 
searches are only executed in near areas where potential optimum values can be 
found. Since global search usually cannot precisely find the global optimum, we 
have to run it until a stopping criteria is reached. Afterwards, we run local searches, 
which are based on function evaluations that are mostly very expensive. Therefore, 
the number of local search runs should be considered. At this point, the clustering 
is responsible for reducing the number of sample points. 

As we start running the global search algorithm, it generates sample points in the 
search space, which are then clustered around the local optimum's basin of 
attraction. If a point cannot be added to an existing cluster, we have to start a local 
search from that point in order to decide which cluster it should be classified to. 

As we follow the operation of the search method, we can easily recognize the three 
main components, which are sampling, clustering, and local search. So we 
separated, our system into three different modules. This way, any of the algorithms 
can easily be implemented, improved, or even replaced. By running and testing 
these modules, we have realized that due to the high number of function evaluations 
the algorithm spends most of the time executing local searches [11]. Therefore, our 
aim was to reduce the time spent in local searches. We found two possible methods 
to achieve our goal. One is to rewrite the local search method, the other is to revise 
the line search method. Both methods have been implemented and tested. 

First of all, we restructured the original Unirandi local search algorithm, so the line 
search method became an independent module. Afterwards, we created more local 
search processes, and we were able to develop three different line search approaches 
based on polynomial interpolation techniques as a result. 

2 Environment 

2.1 Modularized GLOBAL 

Former versions of GLOBAL were available in Fortran, C, and Matlab [5, 12, 13]. 
To make GLOBAL more efficient to work with an easily extendable optimizer, we 
needed an object oriented implementation. To achieve that, we implemented 
GLOBAL in Java and separated the system into the three individual modules 
described earlier [15]. The two major modules are the clustering and the local search 
one, and it's the close cooperation of these modules which makes the algorithm 
efficient. 

In the original version, clustering was an integral part of GLOBAL, and the line 
search was also integrated into the local search method. Due to the modularization, 
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these are significantly easier to call and customize. During the implementation, we 
had to ensure problem-free communication between the individual modules.          
We have solved this by using the Builder pattern. 

An advantage of the Builder pattern is that building and parameterization can be 
automated. An interface is provided where parameters are passed through an XML 
file and are processed by the Builder methods. A proper Optimizer object holding 
the specified configuration is created, which can be called by the user through its 
interface. 

2.1.1 Builder Pattern 

The Builder design pattern ensures the proper module parameterization and helps 
easy reporting of misconfigurations. For every module ,we need a Builder nested 
class that implements setter methods for the module parameters and the required 
sub-modules. The builder also implements the build() function to produce a 
correctly parameterized module instance. In this function, we can check for the 
setting of required parameters, we can set default values, we can check if 
incompatible settings are present and we can log the configuration or report 
problems in a principled way. 

2.1.2 XML Configuration 

In a former version of the Java implementation, a lot of function calls were required 
to set the parameters one after the other. Not just the code was hard to read this way, 
but there were no efficient ways of testing larger sets of functions with different 
parameters. To solve this, we have developed a simple configuration building 
system that takes an XML configuration file and automatically generates the 
necessary function calls. This system automatically exposes all modules and their 
parameters to the XML file, relying only on the module structure. In this way, plenty 
of different parameterizations can coexist in XML files. Finally, it is much more 
readable when we are reviewing our code. The development of a graphical 
configurator also became much easier. 

In the XML sample code below, the construction of the system is a lot more 
comprehensible. GLOBAL has search parameters such as sample size, and it needs 
clustering and local search modules. The XML tags correspond to parameters in the 
configuration tree. The root is the GLOBAL optimizer module, the implementing 
Java class is defined in the class attribute. The tags under Global hold the 
parameters identified by the tag names. The literal parameters can be one of the 
double, long and string types. They will result in a function call on their parent 
module, for example, the NewSampleSize parameter will become 
moduleBuilder.setNewSampleSize(longValue). Sub-modules are similarly easy to 
define, Global's LocalOptimizer parameter will be set to a local optimizer object. 
The sub-modules Java class is specified in the class attribute, the sub-module is 
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built like the root module, in a recursive way. When a module's parameters are set, 
the Builder will output a configured object. 

 
<? xml version ="1.0" ?> 
<Global package =" org.uszeged.inf.optimization.algorithm "  

class =" optimizer.global.serialized.SerializedGlobal "> 
< NewSampleSize type =" long "> 50 </ NewSampleSize > 
< SampleReducingFactor type =" double "> 0.04 </SampleReducingFactor > 
< LocalOptimizer class =" optimizer.local.parallel.NUnirandiCLS "> 

< MaxFunctionEvaluations  type =" long "> 100000 
</ MaxFunctionEvaluations > 
< RelativeConvergence type =" double "> 1e-8 
</ RelativeConvergence > 
< LineSearchFunction class =" optimizer.line.parallel.Fminbnd5 ">  
</ LineSearchFunction > 

</ LocalOptimizer > 
<Clusterizer  
class =" clustering.serialized.SerializedGlobalSingleLinkageClusterizer "> 

<Alpha type =" double "> 0.01 </ Alpha > 
</ Clusterizer > 

</ Global > 

The class attribute of the node points to the Global class in the Optimizer package. 
The first subnode is NewSampleSize, the type is long and has a value of 50, which 
means that the optimizer will randomize at most 50 starting points for local search 
in the search space. The second argument is the SampleReducingFactor with type 
double and a value of 0.04. This means that 4% of the NewSampleSize (the default 
value is 100%, or 1) will be selected from the generated sample points. In this case, 
it is the best 2 samples. The LocalOptimizer node contains a class that must be 
instantiated. The algorithm is specified in the class argument, which must 
implement the interface specified by Global's setLocalOptimizer(LocalOptimizer) 
function. MaxFunctionEvaluations is a parameter for the local search module, not 
the whole optimization process. RelativeConvergence is a termination criterion, 
smaller values represent a longer and more accurate run. The LineSearchFunction 
submodule has no parameters itself, but it is a parameter of the LocalOptimizer.  
The Clusterizer is a parameter of the Global class. The Alpha parameter controls 
the rate at which the clusterizer shrinks its region of influence. The larger the value 
(in the interval [0;1] inclusive interval), the harder it is to cluster a sample. At 1 
clustering is effectively disabled. 

2.2 Local Search 

Local search is a crucial part of the GLOBAL algorithm, hence the performance 
depends a lot on the attached local search method. GLOBAL randomly chooses 
points in the search space, then, by evaluating them we can conclude some 
information about the location of the global optimum. We attempt to create clusters 



Acta Polytechnica Hungarica Vol. 19, No. 2, 2022 

‒ 33 ‒ 

around the local optima from the sample points, which fall into the local optima's 
basin of attraction. To assign the unclustered points to a cluster, we have to start a 
local search from the points which could not be assigned to clusters that were 
already found based on the applied clustering criteria. However, local search is an 
expensive technique because it takes many function evaluations, so we would like 
to limit its use. 

The easy change of the GLOBAL algorithm parts was the main profit of the modular 
implementation. The Local search algorithm is one module of the GLOBAL Java 
implementation. All described local search methods contain a line search technique 
which can be considered as a separate module. Three kinds of local search and three 
variants of line search methods were implemented in the new Java version. 
Therefore, nine combined local and line search versions could be chosen by the 
users. Now the algorithms and the efficiency of these new variants will be discussed 
as follows. 

2.2.1 Unirandi 

The Unirandi [16] local search method was originally part of GLOBAL. We have 
updated it so that arbitrary line search technique can be attached. In this way, we 
created UnirandiCLS, Unirandi with Custom Line Search. The pesudocode can be 
followed in Algorithm 1. 

Unirandi performs line search along randomly generated directions. A trial point is 
computed based on the current point, on the actual generated direction, and on a 
step length parameter. If the current point fails to reduce the best function value the 
negative direction will be tried. The algorithm decreases the step length parameter 
after two consecutive failures along two generated directions. In a successful case 
(the actual function value is smaller than the best one), an arbitrary line search 
technique can be attached which performs further function reductions. 

Algorithm 1 Unirandi local search method with custom line search 
Step 1. While the maximal number of function evaluations is not reached 
  or the change in function values or vectors are larger than a  
 threshold value do: 
Step 2. Generate a random direction. 
Step 3. Run a line search algorithm. 
Step 4. If line search succeeded go to Step 1. 
Step 5. Turn towards the opposite direction. 
Step 6. Run a line search algorithm. 
Step 7. If line search succeeded go to Step 1. 
Step 8. Increase the step length and check the number of iterations, if it is 
 less than 2 go to Step 1. 
Step 9. Decrease the step length and set the number of iterations to zero. 
Step 10. End while. 
Step 11. Save new optimum point. 
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2.2.2 Rosenbrock 

The Rosenbrock [17] method achieves nonlimited search directions by rotating the 
axes, but still searching along them. The essence of the method is that it rotates one 
of the axes towards the most favorable direction and it continues searching along 
the rotated coordinate system's axes. 

After a successful step, it increases the step length. After an unsuccessful step, it 
decreases the step length and turns in the opposite direction. This process is 
continued until at least one function evaluation becomes successful in each 
coordinate direction. After this, the axes are rotated again. The stopping criteria are 
examined after each transformation. 

The Rosenbrock method is rotating the axes towards the best vector using the Gram-
Schmidt orthogonalization process. The best vector is determined by the sum of the 
starting vector and the best vector. 

Algorithm 2 Rosenbrock local search method with custom line search 
Step 1. While the maximal number of function evaluations is not reached 

or the change in function values or vectors are larger than a  
threshold value do: 

Step 2. For: iterate through every dimension. 
Step 3. Do: 
Step 4. Run a line search algorithm. 
Step 5. If the line search is not successful: turn towards the opposite  
 direction. 
Step 6. While line search is not successful and maximum one direction is  
 tested at the same time. 
Step 7. If we don’t have an unsuccessful step in any coordinate direction: 
 rotate coordinates. 
Step 8. Else: halve step length. 
Step 9. End for. 
Step 10. End while. 
Step 11. Save the new optimum point. 

2.2.3 NUnirandi 

A disadvantage of the Unirandi local search method is that it is not effective on ill-
conditioned problems. These problems can be characterized by long, and almost 
parallel contour lines, hence function reduction can only be achieved along a few 
directions. By searching along in random directions Unirandi has difficulty finding 
good directions, especially on high dimensional problems. Many problems, 
especially real-life ones have an ill-conditioned nature, so it is beneficial to 
implement methods that can cope with this kind of problem. 

Both Rosenbrock and NUnirandi [18] (New Unirandi) use the advantages of 
random directions, which idea comes from Unirandi. But NUnirandi, just like 
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Rosenbrock, follows the direction in which we will hopefully find the optimum. 
Once we have found a good direction, we do a few more function evaluations there 
[12]. 

The algorithm is mostly the same as Unirandi, described earlier, but with an 
effective modification in the algorithm. Namely, the method tries to make further 
line searches along the last two saved pattern directions. 

Algorithm 3 NUnirandi local search method with custom line search, supplement 
 to the original Unirandi 

Step 10 1/2-a. For: iterate through the last two saved pattern directions: 
Step 10 1/2-b. Evaluate the new point based on the best point, step length 

and direction. 
Step 10 1/2-c. Run a line search algorithm. 
Step 10 1/2-d. If the line search succeeded go to Step 10 1/2-a. 
Step 10 1/2-e. Turn towards the opposite direction. 
Step 10 1/2-f. Run a line search algorithm. 
Step 10 1/2-g. If the line search succeeded go to Step 10 1/2-a. 
Step 10 1/2-h. End for. 

2.3 Line Search 

An important component of most local search methods is the line search technique. 
Implementation of the local search method is crucial in terms of function 
evaluations. Hence, carefully designed line search algorithms are welcomed. 

As the line search is a separate module in the new Java implementation, it can be 
attached easily to the local search method. A line search algorithm should receive a 
decent direction and a starting point, and in the end, it returns a point with a 
corresponding function value. 

2.3.1 Doubling Stepper 

The algorithm you can see below was originally a part of Unirandi, thus we isolated 
and developed it further. The method moves as far as possible in the search direction 
until the function stops decreasing. Fast progress is ensured by the duplication of 
the step length after each successful step -- this is where the method got its name 
from. 

Algorithm 4 Doubling stepper line search method 
Step 1. Move by step length towards the search direction and evaluate the 

new point. 
Step 2. While the new function value is smaller than the previous one do: 
Step 3. Double step length. 
Step 4. Move by step length towards the search direction and evaluate the 

new point. 
Step 5. End while. 
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2.3.2 Function Fit 

We can use the results we obtained from the doubling stepper's unsuccessful steps 
as base points and fit a curve on them. By fitting a curve near a possible optimum, 
the minimum point of the curve and the optimum we are searching for can be close. 
In this way in the case of some functions-which have sections where we can fit a 
quadratic or biquadratic curve-we can find the optimum way faster. 

Algorithm 5 Function fit line search method that fits a curve on three/five 
points, extension after doubling stepper 
Step 5 1/2-a. If: we have enough (three/five) control points: 
Step 5 1/2-b. For: iterate through the dimensions: 
Step 5 1/2-c. Fit a curve and evaluate its minimum point. 
Step 5 1/2-d. End for. 
Step 5 1/2-e. Save the last three/five best points. 
Step 5 1/2-f. End if. 

Fitting on three starting points. If the doubling stepper made at least three 
unsuccessful steps, it means that we have at least three starting points, where we 
know the function values. Then, we can fit a quadratic curve, and we can obtain the 
minimum point of this curve by using the formula: 𝑥 = 𝑏 − 12((𝑏−𝑎)2(𝑓𝑏−𝑓𝑐)−(𝑏−𝑐)2(𝑓𝑏−𝑓𝑎))(𝑏−𝑎)(𝑓𝑏−𝑓𝑐)−(𝑏−𝑐)(𝑓𝑏−𝑓𝑎)  (1) 

If the minimum value we get with the formula is better than the previously-stored 
optimum, then we use the new one for further calculations. 

Fitting on five starting points. When we are fitting on five starting points, we need 
some preprocessing before calculating the minimum value of the function's 
minimum point. First, we remove the duplicated points, then we create the matrix 𝐴 for elimination. We use Gaussian elimination with partial pivoting. Afterward, 
we can get the minimum value depending on the number of coefficients using the 
cubic equation solution (Cardano-formula), quadratic formula, or just simply divide 
variable c with variable 𝑎. 

3 Results 

Previously, GLOBAL has been compared with common optimization procedures 
on standard test functions. In these comparisons, the standard Unirandi and 
NUnirandi were used in GLOBAL with a simple doubling stepper line search [19, 
20]. In this work as well the standard test functions were used, e.g. Branin, 
Goldstein Price, Six-Hump Camel, Zakharov and Hartmann in several dimensions 
[15]. The directional choice of the local search method was combined with the 
three-line search methods so that a total of nine different algorithms were tested on 
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more than 60 standard test functions. Using the stopping criterion used by László 
Pál et al [11], we were able to compare our results and illustrate the improvement. 
Therefore, we specified that the number of function evaluations in the global search 
should not exceed 100.000, and the sample size was set to fifty and the alpha 
parameter to 0.1. The algorithms were run until they reached a value correct to six 
decimal places, or 100.000 function evaluations, and we analyzed how many 
function evaluations (FE) were needed. During the computation, each test function 
was executed one hundred times and its average was calculated. The success rate 
(SR) shows how many times the global optimum was reached. Finally, the line 
search we developed was compared to the original one and shows the improvement 
in function evaluation (%) between the original line search method and the new one. 

Improvement is defined by dividing the results we get from the original method (the 
one obtained by the doubling stepper) with the results coming from the function 
fitting. For this reason, when reviewing Table 1 we need to look for the rows where 
the percentages are below zero. In these cases, we needed less function evaluations 
with the new method. The local Rosenbrock search method with the five-point-
based fitting line search works better in 78% of solved test cases. For the functions 
Cigar, Sphere, and Sum Squares, we were able to decimate the number of 
evaluations because these have sections where their curves are a quadratic function, 
so that the fitting can find the local optima almost perfectly when the line search 
direction is correct. 

The results show that the algorithm is efficient with this type of function, and if the 
local optimal environment is different, its efficiency is worse. The Rosenbrock 
method with the three-point-based fitting allows us to achieve an improvement in 
60% of the solved test cases. 

Table 1 

The Success Rate (SR) and the number of Function Evaluations (FE) using the Rosenbrock local 

search method on different functions in several dimensions with the percentage of improvement (%) 

using the various line search techniques 

Function Rosenbrock Fit3 Fit5 

 dim SR. FE. SR. FE. % SR. FE. % 

Booth 2 1.00 321 1.00 317 -1 1.00 274 -15 

Cigar-40 40 0.23 77772 0.17 71733 -8 1.00 10286 -87 

Cigar-5 5 1.00 1592 1.00 1529 -4 1.00 946 -41 

Discuss-40 40 1.00 40753 1.00 40759 0 1.00 40597 0 

Discuss-5 5 1.00 3801 1.00 3510 -8 1.00 3679 -3 

Griewank-5 5 0.30 59450 0.23 58292 -2 0.16 57722 -3 

Hartman-3 3 1.00 699 1.00 693 -1 1.00 588 -16 

Hartman-6 6 1.00 2549 1.00 2457 -4 1.00 2090 -18 

Levy 5 0.43 21142 0.40 17374 -18 0.42 17543 -17 

Matyas 2 1.00 375 1.00 360 -4 1.00 289 -23 

Perm-(4.1/2) 4 0.22 59960 0.26 54334 -9 0.34 48054 -20 
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Perm-(4.10) 4 0.30 10670 0.18 11983 12 0.29 10301 -3 

Power sum 4 0.03 75427 0.06 54718 -27 0.12 53936 -28 

Rastrigin 4 0.02 29074 0.04 22214 -24 0.04 25507 -12 

Rosenbrock-5 5 1.00 4780 1.00 5687 19 0.99 4702 -2 

Schaffer 2 0.47 45411 0.42 42124 -7 0.52 49749 10 

Shekel-10 4 0.93 25034 0.93 18441 -26 0.96 17465 -30 

Shekel-5 4 1.00 5346 1.00 6133 15 1.00 5627 5 

Shekel-7 4 0.96 16917 0.95 17112 1 0.96 24148 43 

Shubert 2 1.00 475 1.00 523 10 1.00 457 -4 

Six hump 2 1.00 241 1.00 247 2 1.00 226 -6 

Sphere-40 40 1.00 10002 1.00 9870 -1 1.00 3516 -65 

Sphere-5 5 1.00 733 1.00 706 -4 1.00 380 -48 

Sum squares-40 40 1.00 43011 1.00 42761 -1 1.00 24532 -43 

Sum squares-5 5 1.00 816 1.00 836 2 1.00 860 5 

Zakharov-5 5 1.00 1035 1.00 1045 1 1.00 986 -5 

Zakharov-40 40 1.00 46244 1.00 46487 1 1.00 45293 -2 

Since Unirandi does not take advantage of the calculation and use of the favorable 
direction, this method has not improved as much as the others (see Table 2). When 
using the five-point-based fitting method, the results are usually a few percent 
better. Although we have seen a significant improvement with the fitting, there are 
features where it performs noticeably worse. In 65% and 48% of the solved test 
cases, the two methods were an improvement. 

In all cases, the success rate is mainly not changed. A line search substantially 
affects the number of function evaluations only in the right direction. 

Table 2 

The Success Rate (SR) and the number of Function Evaluations (FE) using the Unirandi local search 

method on different functions in several dimensions with the percentage of improvement (%) using the 

various line search techniques 

Function Unirandi Fit3 Fit5 

 dim SR. FE. SR. FE. % SR. FE. % 

Booth 2 1.00 299 1.00 301 1 1.00 269 -10 

Cigar-40 40 0.00 0 0.00 0  0.00 0  

Cigar-5 5 0.24 90044 1.00 73963 -18 1.00 87779 -3 

Discuss-40 40 1.00 42550 1.00 32731 -23 1.00 36797 -14 

Discuss-5 5 1.00 9774 1.00 7614 -22 1.00 8415 -14 

Griewank-5 5 0.38 57091 0.37 56398 -1 0.40 57067 0 

Hartman-3 3 1.00 995 1.00 811 -19 1.00 945 -5 

Hartman-6 6 1.00 4484 1.00 3979 -11 1.00 5361 20 

Levy 5 0.46 18070 0.58 20163 12 0.42 21427 19 

Matyas 2 1.00 335 1.00 343 3 1.00 318 -5 

Perm-(4.1/2) 4 0.01 23111 0.04 22644 -2 0.03 44854 94 

Perm-(4.10) 4 0.00 0 0.00 0  0.00 0  

Power sum 4 0.04 34460 0.05 27285 -21 0.04 16656 -52 
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Rastrigin 4 0.00 0 0.00 0  0.02 43683  

Rosenbrock-5 5 0.01 79881 0.02 98684 24 0.00 0  

Schaffer 2 0.67 35937 0.61 39623 10 0.54 45265 26 

Shekel-10 4 0.98 19713 0.96 15303 -22 0.98 16026 -19 

Shekel-5 4 1.00 5276 0.99 7180 36 1.00 5781 10 

Shekel-7 4 0.98 21659 0.96 17313 -20 0.96 18538 -14 

Shubert 2 1.00 393 1.00 384 -2 1.00 387 -2 

Six hump 2 1.00 170 1.00 167 -2 1.00 171 1 

Sphere-40 40 1.00 4813 1.00 4833 0 1.00 5471 14 

Sphere-5 5 1.00 556 1.00 548 -1 1.00 573 3 

Sum squares-40 40 1.00 35566 1.00 33610 -5 1.00 40857 15 

Sum squares-5 5 1.00 689 1.00 650 -6 1.00 714 4 

Zakharov-5 5 1.00 783 1.00 781 0 1.00 857 9 

Zakharov-40 40 1.00 27081 1.00 27313 1 1.00 30281 12 

As far as the efficiency increase of NUnirandi is concerned, NUnirandi executed at 
least 65% of the solved test functions with fewer function evaluations with both line 
search methods (See Table 3). All test functions achieved fewer evaluations than 
Rosenbrock. And just as with Rosenbrock, we get more stable results by adjusting 
to five points. 

The performance graphs (see Figure 1) show the percentage of tasks that found the 
global optimum in a given number of function evaluations. As you can see, the 
function of fit3 and fit5 is generally above the traditional doubling step in all cases. 
That is, in addition to a similar number of evaluations, it has already found the 
global optimum in several cases. Since it is never below the traditional doubling 
step in terms of test cases, its use should not be harmful in all cases. 

Table 3 

The Success Rate (SR) and the number of Function Evaluations (FE) using the NUnirandi local search 

method on different functions in several dimensions with the percentage of improvement (%) using the 

various line search techniques 

Function NUnirandi Fit3 Fit5 

 dim SR. FE. SR. FE. % SR. FE. % 

Booth 2 1.00 332 1.00 334 0 1.00 291 -12 

Cigar-40 40 1.00 32283 1.00 30780 -5 1.00 18673 -42 

Cigar-5 5 1.00 1503 1.00 1557 4 1.00 1276 -15 

Discuss-40 40 1.00 36503 1.00 28495 -22 1.00 32039 -12 

Discuss-5 5 1.00 6117 1.00 5110 -16 1.00 5342 -13 

Griewank-5 5 0.38 47461 0.37 50819 7 0.46 48210 2 

Hartman-3 3 1.00 352 1.00 339 -4 1.00 334 -5 

Hartman-6 6 1.00 1141 1.00 1437 26 1.00 1449 27 

Levy 5 0.39 16631 0.50 23831 43 0.50 21598 30 

Matyas 2 1.00 348 1.00 358 3 1.00 323 -7 

Perm-(4.1/2) 4 0.71 44912 0.73 42684 -5 0.79 37474 -17 

Perm-(4.10) 4 0.30 8157 0.25 7969 -2 0.26 7469 -8 
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Power sum 4 0.64 51886 0.77 47936 -8 0.98 39377 -24 

Rastrigin 4 0.01 60261 0.01 62353 3 0.05 35100  

Rosenbrock-5 5 0.99 5284 1.00 5093 -4 0.99 4739 -10 

Schaffer 2 0.62 38196 0.54 34742 -9 0.61 35514 -7 

Shekel-10 4 0.95 16823 0.96 21124 26 0.98 17190 2 

Shekel-5 4 1.00 6200 1.00 4685 -24 1.00 6348 2 

Shekel-7 4 0.96 17637 0.97 15246 -14 0.95 21256 21 

Shubert 2 1.00 470 1.00 425 -10 1.00 456 -3 

Six hump 2 1.00 198 1.00 197 0 1.00 178 -10 

Sphere-40 40 1.00 4949 1.00 4907 -1 1.00 5576 13 

Sphere-5 5 1.00 608 1.00 606 0 1.00 633 4 

Sum squares-40 40 1.00 16198 1.00 16098 -1 1.00 14968 -8 

Sum squares-5 5 1.00 714 1.00 682 -4 1.00 730 2 

Zakharov-5 5 1.00 813 1.00 828 2 1.00 869 7 

Zakharov-40 40 1.00 24075 1.00 24100 0 1.00 26702 11 

 

 

Figure 1 

Proportion of the solved problems 

Unfortunately, we could not achieve an improvement by adjusting more curves one 
after the other. So we won't make a further discussion about this task. 

Conclusions 

We can see that for those functions where the right direction can be found, a quite 
satisfactory improvement in local search can be achieved. We can therefore say that 
it is worth using our method and that we have achieved a certain improvement on 
more than 50-70% of our test functions. This result is not prominent on the whole 
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test set, as can be seen in the figures. But it is very effective for objective functions 
with a quadratic-like local optimum. Also, in the other test cases, the number of 
evaluations will not be much higher. 

In summary, the modularization implementation allows us to quickly and 
effectively test huge amounts of test functions with different combinations. 
Respectively, with all the new line search versions, the user is not expected to 
perform worse than the previous version. Unfortunately, there is no clear choice 
between the new versions, but this modularzation allows us to find the best 
optimizer for each test function. 
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Abstract: One of the biggest problems nowadays in the online environment is the spreading 

of misinformation. Especially during a global pandemic, the most popular topics of fake 

news are related to coronavirus. Therefore, automatic detection of such news in the online 

media or social networks can help with the prevention of misinformation spreading. During 

the recent years, deep learning models proved to be very efficient in this task. However, the 

majority of the research focuses on the training of these models using publicly available 

data collections, mostly containing news articles written in the English language. As the 

spreading of fake news is a global phenomenon, it is also necessary to explore these 

approaches on the various local data sources. The work presented in this paper focuses on 

using the deep learning models for the automatic detection of fake news written in the 

Slovak language. We collected the data from multiple local online news sources related to 

the COVID-19 pandemic and used it to train and evaluate the various deep learning 

models. Thanks to the combination of bidirectional long-short-term memory network with 

one-dimensional convolutional layers, we achieved an average macro F1 score on an 

independent test set of 94%. 

Keywords: natural language processing; deep learning; convolutional neural networks; 

fake news; COVID-19 

1 Introduction 

In recent years, people are spending more and more of their lives online and on 
social media. There are many advantages and disadvantages in moving human 
activity and communication to the online environment. The ability to read, share 
and publish information for all equally is considered the most significant benefit. 
Exchanging information via the Internet will take much less time, money, and 
effort. Despite the fact that the quality of news appearing on social media is much 
lower than in traditional and verified sources, thanks to the mentioned advantages, 
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people tend to search for such news more and more. While the vast majority of 
content on the Internet is user-generated content, the quality of the content varies. 
The majority of the users try to produce true and decent content; however, there 
are also users who create misleading content in the online environment. 

Authors in [1] define anti-social behavior as behavior that violates the 
fundamental rights of others. It is characterized by repeated violations of social 
rules, defiance of authority, and the rights of others. There are several types of 
anti-social behavior in the online environment. One specific type is related to the 
production and spreading of hoaxes, fake news, and false reviews. They are 
purposefully created for the dissemination of misinformation, concealment of true 
information, misleading the reader, or false beliefs of readers. Their occurrence 
tends to increase during public events, disasters, or when evaluating new products. 
In the work presented in this paper, we focused on the detection of fake news. 
Fake news can be defined [2] as news articles that are intentionally and 
demonstrably untrue and misleading their readers. There are two basic properties 
of fake news related to this definition, namely the authenticity of the message, 
according to which we can retrospectively verify false information and the 
intention under which fake news is created. As already mentioned, most often, 
such reports are created for misleading consumers and generally for dishonest 
intent. The authors in [3] supplemented this definition with the following terms, 
which they do not consider to be false in this respect: 

 Satirical news - contain appropriate content that is not intended to 
mislead or mislead consumers 

 Rumors - which do not come from news 

 Conspiracy theories - which are sometimes difficult to describe as real or 
false 

 Misinformation - which is created unintentionally 

 Hoaxes - which are created to entertain or deceive an individual 

Fake news is not a new problem, as the type of traditional media has changed 
from print newspapers to radio and television to online news, so has fake news. 
However, social media and the increasing use and living through the online 
environment have helped make this problem a major one. From a psychological 
point of view, spreading misinformation is very easy because people naturally 
cannot distinguish very well between true and false news. Traditional fake news is 
aimed mainly at consumers, where their vulnerability factors can be taken into 
account. Also, many users spread fake news and trust them to gain power or 
acceptance by others in the community or even to satisfy societal views and needs. 
Fake news is usually spreading on social media through specific accounts. Due to 
their low cost and rapid dissemination of messages, they are widely used today. 
These include social robots, trolls, and cyborgs. Such social robots are created to 
share content and interact with people in the online environment, primarily using 
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computer algorithms. They are designed specifically for the purpose of 
manipulating and spreading false messages. For example, during the 2016 US 
presidential election, more than 19% of online conversation were found to have 
been manipulated presidential election results information in terms of spreading 
false news and disrupting online communities [4].  

The solution how to prevent the massive spread of anti-social behavior and false 
news in the online environment involves the creation of tools for early detection 
and elimination of such information. Today, manual techniques of detection of 
such news are being employed (e.g., human moderators, etc.), but they are 
insufficient as the number of information increases. To eliminate the impact of 
fake news that would achieve the desired results, it is necessary to create 
automated tools for their detection. More recently, such approaches can be helpful 
more than ever, especially during the COVID-19 pandemic. Misinformation 
related to the pandemic and vaccination are spreading through social media 
rapidly, and similar tools able to detect them may be helpful in the prevention of 
their reach. 

Moreover, as the pandemic is a global phenomenon, much of the misinformation 
spreads locally, in different countries, via various local web portals. Therefore, it 
may be interesting to train the models using the data in particular languages.         
In this paper, we focused on training the deep neural network models able to 
detect fake news from the news articles related to COVID-19 written in the Slovak 
language. We decided to use the different architectures of deep learning models, 
as they proved very efficient when applied to the related problems (e.g., fake news 
detection in various domains and languages). In our research, we focused on using 
only the textual content of the articles to capture the linguistic features that 
distinguish the regular articles from the misinformation. 

The presented paper is organized as follows: Section 2 is dedicated to the 
description of existing approaches using neural networks for fake news detection. 
The following section summarizes the data collection and pre-processing steps. 
Then, in Section 4, we describe models training and evaluation of the experiments. 

2 Related Work 

Fake news detection is usually considered a binary classification task, where the 
models predict, based on the content, if a particular news piece contains fake news 
or not. Neural networks are among the most frequently used methods in the area 
of automatic detection of fake news from text. Besides the modeling, many works 
focus on the text pre-processing and appropriate representation. For example, 
authors in [3] claim that when working with traditional news sources, it is 
sufficient to work only with the content of the news piece. On the other hand, 
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when working with the social media posts (or discussion forums or similar 
sources), information related to the source, attachments (e.g., pictures, videos) 
may be useful as well. The title of the news article is usually important, as fake 
news often uses strong or outrageous content, so-called clickbait, which forces the 
user to click on the article and read it. Therefore, it is necessary to explore the 
linguistic aspects and, besides them, also explore the information related to the 
authors of the news, including reactions of the readers [5]. Authors in [6] 
compared neural network models trained using full texts from the articles and just 
the title text. When comparing the evaluation metrics on the full-text data to title 
texts, the models still managed to perform on a similar level. One of the reasons 
may be using of clickbait in the title texts. 

Different network architectures have been used to tackle the automatic fake news 
detection from the text. Convolutional neural networks were used in [7] for the 
detection of fake news in texts containing political statements. Authors also used 
the metadata, describing the authors' info (e.g., occupation) or information related 
to other author's statements. Authors randomly initialized an embedding vector 
matrix to encode the data and metadata and used the convolutional layer of the 
neural network to capture the dependence between the metadata vectors. Next, he 
performed a maximum association operation in the latent space, followed by the 
LSTM layer of the recurrent neural network. Finally, the author combined the 
representations of the texts with the metadata representation from LSTM and 
brought them into a fully connected layer to generate the final prediction.          
The Word2vec tool was used to create the embedding. 

In [8], the authors also aimed to detect fake news using the Capsule neural 
network. They used this model to improve classical CNN and RNN by adding 
specific properties to each source and destination node. The model created by the 
authors is used to identify fake news articles with different lengths. Depending on 
the size of the pieces, the authors used two different architectures. The model uses 
pre-trained vectors to initialize learning. For the short texts, the authors developed 
a structure whose layers are identical to those in the first model, but only two 
parallel networks are considered. In this model, static word embedding is used, 
which represents pre-trained vectors that are kept static during training, and only 
other parameters are trained. The model containing medium and long texts 
achieved the best accuracy using a non-static word embedding 99.8%. The model 
containing short texts was still evaluated using metadata because it was more 
difficult to detect false messages. 

In [9], the authors used a dataset containing reports from the period of the US 
presidential election in 2016. They used a deep neural network as a model and 
solved the problem of binary classification. The first layer in the neural network 
consists of pre-trained word embedding using Word2vec. Embedding is used as an 
input to a convolution layer with 128 filters and a window size of 3.                   
For evaluation, the authors used an accuracy metric where they were able to 
achieve 93.5% accuracy. The authors in [10] also used content from the US 
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presidential election in 2016 - toxic comments from Twitter. They provide an 
overview of various pre-processing options, standard deep learning models, and 
popular transformers models. 

In [11], the authors worked on designing a deep convolutional neural network to 
detect fake news. They developed the model so that the functions learn to 
automatically distinguish the elements for classifying fake news through several 
hidden layers built into the neural network. The authors used the uncontrolled 
GloVe learning algorithm as an embedding model. The model was followed by 
three parallel convolution layers, a maximum common layer, and finally, an 
output layer based on prediction. They also used a single flatten layer, which 
converts elements taken from a common layer and maps them to a separate 
column, which is then moved to a fully connected layer. The authors used ReLU 
as the activation function, the primary function of which is to remove negative 
values from the activation map by setting it to zero. By evaluating the model, they 
managed to obtain an accuracy of 98.36%. 

When considering the detection of fake news in the Slovak language, the work 
[12] is the only one that explores the dataset of texts in the Slovak language. The 
aim was to explore different approaches to detecting fake news based on 
morphological analysis. The authors have created their own data set, which 
contains articles in the Slovak language from the local news sources. The authors 
used articles containing the keywords "NATO" and "Russia". These were 
classified into two specific classes according to the publisher's source using the 
web portal www.konspiratori.sk. Since the Slovak language has complex rules for 
declension, the authors have decided that the use of morphologically annotated 
corpora from the Slovak National Corpus will contribute to automated 
morphological analysis. The morphological analysis was applied to all articles in 
the dataset, and each word was assigned a set of morphological tags. Contrary to 
other works, the authors did not use the neural network but used the decision tree 
model. They divided the analyzed data set in the ratio 70:30 and set the different 
depths of the tree with the model using entropy. With the decision tree model, 
they achieved an accuracy of 75%. 

3 Data Collection and Pre-Processing 

In the work presented in this paper, we focused on detecting fake news in Slovak 
online space. To obtain the data from various local online newspapers, we used 
the MonAnt platform [13]. We used the platform to collect the news articles 
related to COVID-19 pandemic from mainstream local newspapers, as well as 
from unreliable sources, often publishing conspiratory content. In general, we 
focused on covering different types of sources to be able to collect both regular 
news articles as well as misleading pieces. In the MonAnt platform, we created 
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connectors to the web news portals Aktuality, Hospodárske noviny, TA3, 

Hnonline, Slobodný Vysielač, Zem & Vek, Magazín pán občan, Hlavné správy, 
Proti prúdu, Rady nad zlato etc. and filtered the articles containing the selected 
keywords: Covid, Covid-19, Coronavirus, SARS-CoV-2. 

To train the models using such data, we needed to obtain the class label. At first, 
the target feature was derived according to the www.konspiratori.sk database.    
The database is a result of the local media experts aiming to monitor and reporting 
of fake news in different local media and contains a ranking of many regional 
online news portals and their respective "score", representing the probability of 
publishing misleading information and fake news in their sites. We used the score 
for initial labeling and derived the binary target feature according to the 
trustworthiness of the sources, separating the reliable sources (with very low 
scores) from the suspicious ones (the highest scores). However, such labeling only 
considered the credibility of the whole source (e.g., website or newspaper) but not 
the credibility of individual reports. Such an approach may lead to incorrect 
labeling, as many conspiratory websites also publish regular news. We've 
concluded that the best way to assign relevance to articles correctly is to manually 
re-label the content from the conspiratory websites and correct the labels for the 
articles, which contain standard information (e.g., re-published news from the 
press agencies, etc.). After such correction, the dataset consisted of 12,885 
documents containing regular news and 851 articles labeled as fake news.          
The target attribute was heavily imbalanced. Usually, in such cases, application of 
some of the balancing techniques (e.g. over/undersampling, or more advanced 
SMOTE) is very common. However, after conduction of preliminary experiments 
on a similar data [14] we found out, that such modification is not necessary in this 
case. 
During the pre-processing phase, we removed all punctuation marks, non-
alphabetic characters, hypertext links not essential for the detection of fake news 
and kept only the letters of the Slovak alphabet. We also removed words that 
referred to the article's source (e.g., writing or photo credits). We wanted to focus 
solely on the textual content of the news piece; such data in the text may present 
an information leak about the source; therefore, we decided to remove them. 
Besides that, also stopwords were removed (e.g., prepositions, conjunctions, 
pronouns, etc.). 
To train the models, it was necessary to convert the text content of the articles into 
a vector representation. Vector word representation or word embeddings is a 
technique where individual words are represented as vectors with a real value in a 
predefined n-dimensional vector space. Word embeddings capture the semantic 
and syntactic meaning, so almost similar vectors represent similar words placed 
close together in vector space. The result of word embeddings is a coordinate 
system in which similar words are placed close together. In our work, we used 
Word2vec embeddings. Word2vec is a technique for natural language processing 
published in 2013 [15]. The Word2vec algorithm uses a neural network model to 
learn word associations from a large corpus of text. 
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4 Models Training and Evaluation 

In the experiments, we used the convolutional neural network (CNN), Long-
Short-Term Memory (LSTM) network, and a CNN combined with the 
bidirectional LSTM. CNN is one of the most popular types of deep neural 
networks. The main advantage of CNN is that it automatically detects the 
important features without any human supervision. This is why CNN would be an 
ideal solution to computer vision and image classification problems. The benefit 
of using CNNs for sequence classification is that they can learn from the raw time 
series data directly, and do not require domain expertise to manually engineer 
input features. CNN's use the convolution operation instead of the general 
multiplication of matrices in at least one of the layers in their architecture. One 
dimensional convolutional layer creates a convolution kernel that is convolved 
with the layer input over a single spatial (or temporal) dimension to produce a 
tensor of outputs. A typical CNN architecture consists of three layers, a 
convolution layer, a pooling layer, and a fully connected layer. Layers are used to 
analyze images, objects, speech, or language features. LSTM is a recurrent neural 
network introduced by [16]. It is modified to solve the vanishing gradient problem 
and can model sequences and long-term dependencies more accurately.              
The LSTM architecture contains special units called memory blocks located in a 
hidden layer instead of neurons. These blocks have memory cells with separate 
connections that remember and store the network's temporary state. They also 
contain multiplicative units that control the flow of information and are called 
gateways. Authors in [17] introduced a special type of recurrent neural network, 
namely the bidirectional recurrent neural network (BRNN). The idea is to bring 
each training sequence in both directions into two separate recurrent networks 
connected to the same output layer. Two independent RNNs create the BRNNs by 
dividing the state neurons into the part responsible for the forward and backward 
direction. 

 

 

Figure 1 

Workflow of the experiments 
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Figure 1 depicts the workflow of the experiments. The dataset consisted of 13,736 
news articles, 12,885 regular, and 851 fake news. We divided the dataset into a 
training and test set. The training set contained 9,615 documents, of which 9,000 
were relevant and 615 fake news. The test set, used for evaluating the model, 
contained 4,121 documents, of which 3,901 articles were regular news and 220 
fake news. We used 10% of the training set to validate the model. The validation 
set was created by a stratified random split of the training set at each training of 
the model. Data pre-processing steps were described in Section 3. 

4.1 The Architecture of the Models 

In the phase of modeling, we used the following settings of models: 

 activation function 

o hidden layers: ReLU 

o output layers: sigmoid 

 loss function: binary cross-entropy 

 optimizer: Adam 

 regularization: Dropout, spatial dropouts 

Because linear functions are severely limited and cannot recognize and learn 
complex patterns in the data needed to classify images, text, or sequences, neural 
network architectures use nonlinear activation functions [18]. Activation function 
is a function which decides, whether a neuron should be activated or not by 
calculating weighted sum and further adding bias. We used Rectified Linear Unit 
(ReLU) - non-linear activation function used in nearly all modern neural network 
architectures. The output of ReLu is the maximum value between zero and the 
input value. Output is equal to zero when the input value is negative and the input 
value when the input is positive [19], [20]. The sigmoidal activation function is 
used as a nonlinear activation function on the output layer. We use it as the 
problem is a binary classification task, and usually, it can be used in conjunction 
with binary cross-entropy. This function transforms values in the range 0-1; thus, 
it determines the probability with which the input belongs to a given class. 

In single-layer neural network architectures, the loss functions can be calculated 
directly from the weights. For training feedforward neural networks, error 
backpropagataion is used. Error backpropagation is about determining how 
changing the weights impact the overall loss in the neural network.                     
The backpropagation works by computing the gradient of the loss function with 
respect to each weight by the chain rule, computing the gradient one layer at a 
time, iterating backward from the last layer [21], [22]. As a loss function, we used 
Binary Cross-Entropy (BCE). BCE is a type of loss function used in binary 
classification problems. The function is used in the neural network to predict the 
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probability of a given example that belongs to one of two classes. The activation 
function on the output layer is, in this case, a sigmoidal function. 

Optimizers are algorithms used to change the attributes of neural networks (e.g., 
weights, learning rate) to reduce loss. In our work, we used the Adaptive moment 
estimation (Adam) optimizer. It is a method that calculates individual adaptive 
learning rates for each parameter. It is designed as a combination of Adagrad and 
RMSProp methods, where it takes advantage of both. Adagrad works well in 
sparse transitions, and RMSprop works well in online and non-stationary 
conditions. Both also maintain the speed of learning. The advantages of this 
optimizer are that it works with sparse gradients, is directly implementable, and 
does not require much memory. Overall, this model is considered robust and 
suitable for wide use in solving optimization problems in machine learning [23], 
[24]. 

Goodfellow [25] defined regularization as any adjustment made to a learning 
algorithm and aims to reduce generalization losses. The dropout regularization 
technique is one of the most used regularizations in the field of deep learning.       
It provides a computationally inexpensive but powerful method for a wide range 
of models. Dropout can prevent overfitting by temporarily removing neurons with 
all of their incoming and outgoing connections and forces a neural network to 
learn more robust features that are useful in conjunction with many different 
random subsets of the other neurons [26], [27]. Also, we used a spatial version of 
Dropout. This version performs the same function as Dropout; however, it drops 
entire 1D feature maps instead of individual elements. In this case, 
SpatialDropout1D will help promote independence between feature maps. 

In experiments, we compared the following architectures: 

 CNN model. The embedding layer was followed by a one-dimensional 
convolution layer with 100 filters and window size 2 and the activation 
function ReLu. 1D CNN was followed by the pooling layer - 
GlobalMaxPooling, whose output is input to a feedforward neural 
network with one dense layer with 256 neurons and Relu activation 
function. The output layer contained one neuron and a Sigmoid activation 
function. 

 LSTM model. The embedding layer was followed in this model by 
LSTM layers with 128 units. In this experiment, we added a dropout 
regularization layer with a parameter of 0.2, representing 20% of the 
input neurons that will be deactivated with each epoch, thus preventing 
over-fitting. Then were continued one fully connected layer with 128 
neurons, and ReLu activation function and an output layer with one 
neuron, and a sigmoid activation function. 

 biLSTM + CNN model. The embedding layer was followed by spatial 
Dropout with parameter 0.2. The output from the regularization layer was 
the input to the bidirectional recurrent LSTM layer with 64 units, with a 
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recurrent dropout of 0.1. The architecture continues with a one-
dimensional convolution layer that contained 32 filters and a window 
size of 3. It was followed by the GlobalMaxPooling layer, which 
represented the entrance to the feedforward neural network with one 
dense layer with 64 neurons and a ReLU activation function. Then, the 
dropout regularization layer with a parameter of 0.2 was used again, and 
the output layer contained one neuron and a sigmoid activation function. 
The architecture of the third model is shown in Table 1. The structure of 
this architecture was inspired by previous experiments in the 
classification of toxic comments [10]. 

Table 1 

biLSTM + CNN model 

Layer (type) Output Shape Parameters 

Input Layer (None, 1,000) 0 
Embedding (None, 1,000,100) 20,177,100 
Spatial Dropout (None, 1,000,100) 0 
biLSTM (None, 1,000,128) 84,489 
Conv1D (None, 998,32) 12,320 
Global Max Pooling (None, 32) 0 
Dense (None, 64) 2,112 
Dropout (None, 64) 0 
Dense (None, 1) 65 

Total params.: 20,276,077  
Trainable params.: 20,276,077  
Non-trainable params.: 0  

4.2 Evaluation 

We evaluated all trained models on an independent test set. To evaluation models 
we used following metrics: 

 Recall = TP / (TP+FN), 

 Precision = TP / (TP + FP), 

 F1 score = 2 * (Precision * Recall) / (Precision + Recall), 

where 

 TP – True Positive examples are predicted to be fake news and are fake 
news; 

 TN – True Negative examples are predicted to be relevant news and are 
relevant news; 
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 FP – False Positive examples are predicted to be fake news but are 
relevant news; 

 FN – False Negative examples are predicted to be relevant news but are 
fake news. 

Table 2 

Evaluation of models on the test set 

 Precision Recall F1 score Support 

CNN model 

Regular News 0.98 1.00 0.99 3,901 
Fake News 0.98 0.62 0.76 220 

Accuracy   0.98 4,121 
Macro avg 0.98 0.81 0.88 4,121 
Weighted avd 0.98 0.98 0.98 4,121 

LSTM model 

Regular News 0.99 1.00 0.99 3,901 
Fake News 0.96 0.78 0.86 220 

Accuracy   0.99 4,121 
Macro avg 0.97 0.89 0.93 4,121 
Weighted avd 0.99 0.99 0.99 4,121 

biLSTM + CNN model 

Regular News 0.99 1.00 0.99 3,901 
Fake News 0.97 0.79 0.87 220 

Accuracy   0.99 4,121 
Macro avg 0.98 0.89 0.93 4,121 
Weighted avd 0.99 0.99 0.99 4,121 

Table 2 depicts the results of the experiments. In this task, we focused mainly on 
increasing the value of recall because we want to detect as much fake news as 
possible. The best accuracy with a value of 98.76% was achieved in the model 
with the third architecture. The second and third architectures achieve very similar 
results, but since the third model is more robust and the resulting recall value is 
one percent higher than in the LSTM architecture, we decided to continue working 
with biLSTM+CNN architectures. 

In the modeling phase, we also performed the optimization of hyperparameters 
using the grid search method for the best-performing model. We used the 
following combination of the hyperparameters and their values: 

 Dropout rate – 0.1, 0.2, 0.3 

 Batch size – 16, 32, 64 

 Optimizer – Adam, Stochastic gradient descent (SGD) 
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We obtained the best results using the dropout rate of 0.1, batch size 32, and 
Adam optimizer. We trained the best model with these settings and achieved 
an accuracy of 98.93 % on the test set. Table 3 shows the overall results of the 
model after training the model using the best combination that came out in the 
grid search optimization with 5-fold cross-validation. Table 4 depicts the confusion 
matrix of this model. We can observe that 34 regular news articles were classified 
as fake news while 10 fake news pieces were classified as regular. 

Table 3 

Evaluation of the CNN + biLSTM architecture after optimization 

 Precision Recall F1 score Support 

CNN+biLSTM model after grid search with cross-validation 

Regular News 0.99 1.00 0.99 3,901 
Fake News 0.95 0.82 0.89 220 

Accuracy   0.99 4,121 
Macro avg 0.97 0.92 0.94 4,121 
Weighted avg 0.99 0.99 0.99 4,121 

After optimization, the accuracy of the best model increased even more to 
98.93%, which represents an increase compared to the previous best model by 
0.17%. 

Table 4 

Confusion matrix of the best model 

                     Predicted values 
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 Fake News Relevant News 
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True Positive (186) False Negative (34) 
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False Positive (10) 
True Negative 

(3991) 

Conclusions 

In the presented paper, we focused on the detection of fake news in the Slovak 
language using deep learning models. As most of the datasets contain news 
articles written in English, we had to collect the database of news pieces from 
various local online news portals. We decided to focus on the currently very 
popular and important topic and collected the news articles related to the COVID-
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19 pandemic. Spreading misinformation, especially in this domain, can present a 
serious issue that may affect people's health and lives. Collected data were 
annotated using a combination of manual techniques and expert knowledge 
provided by a curated list of misinformation sources. In the experiments, we used 
deep learning models, which according to the literature, gains superior results in 
similar tasks. We used CNN, LSTM, and a combined CNN+biSLTM model, fine-
tuned using grid search, which proved to perform with an accuracy of 98.93% and 
an F1 score of 94%. Although the results sound promising, they are heavily 
influenced by the data and annotation quality. In the future, we plan to extend the 
dataset for the training of such models (e.g., create more generic datasets, not just 
related to the pandemic) and improve the annotation quality. As the data volume 
grows, we plan to utilize the crowdsourcing approach to obtain the class labels for 
the data combined with active learning. Also, the initial data collection proved that 
the final dataset would be heavily imbalanced. In this area, it would be appropriate 
to deal also with augmentation techniques in future work, which would expand the 
dataset and increase the robustness of the models. 
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Abstract: From a control perspective, the exact conditioning of systems with time-varying 

parameters is still a challenge. Many adaptive control algorithms (Adaptive Inverse 

Dynamics – AID, Model Reference Adaptive Controllers – MRAC, etc.) exist today. "Fixed-

Point Iteration Methods" attempt to offer "alternative" control planning methods to 

circumvent the application of the Lyapunov function technique. The foundations of the 

method were developed in 2009. RFPT is an iterative control method, based on the fixed-

point theorem of Stefan Banach proved in 1922 [1]. There is usually no specific suggestion 

for the choice of controller parameters, as the response function also depends on the 

approximation model parameter used and the actual behavior of the system under control. 

Adaptive RFPT presupposes strongly nonlinear system models in the first place, so in this 

case, thinking in frequency image and step inputs is not relevant (it is not advisable to conflict 

a nonlinear system with step inputs), so it does not have a tuning technique applicable to LTI 

models. However, there are a number of optimal search methods that can also be used to 

tune controllers (e.g., PIDs), e.g. the Genetic Algorithm. Using this method, I developed a 

possible autotuning process for adaptive RFPT controllers. 

Keywords: Adaptive Control; Fixed Point Iteration-based Adaptive Control; Banach Space; 

Genetic algorithm; GA-based RFPT auto-tuning; Auto-tuning method; Control systems 

1 Robust Fixed-Point Transformation-based 
Adaptive Controller 

From a control perspective, the exact conditioning of systems with time-varying 
parameters is still a challenge today. Many adaptive control algorithms (Adaptive 
Inverse Dynamics – AID, Model Reference Adaptive Controllers – MRAC, etc.) 
exist today, however, in many cases, their application is difficult, their fine-tuning 
is not trivial, and they demand significant mathematics knowledge, as in most cases 
the conditioning algorithm is based on the Lyapunov stability criterion. 
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Lyapunov in his Ph.D. dissertation defined several stability criteria. Their common 
characteristic is that they are physically based on a Lyapunov function, a 
differentiable function of time, that can be interpreted as a scalar error metric, which 
is not negative and is zero, exclusively in case of zero error, and this function has 
to be held in control (its time-based derivative must not be positive); this is ordinary 
stability. If it is accessible, that this derivative is negative enough so that it can make 
the Lyapunov function to converge to value zero in an infinite amount of time, an 
asymptotically stable system will be created [2] [3]. 

The biggest challenge is to select this function for a given specific control task; most 
of the time it is determined only by “intuitions”. The biggest problem with this is 
that if it cannot be determined, no information about the stability of the system will 
be available. Generally, typical Lyapunov function candidates are available for 
different model tasks, which can be "adapted" to the given task [4]. 

"Fixed-Point Iteration Methods" attempt to offer "alternative" control planning 
methods to circumvent the application of the Lyapunov function technique.            
The essence of the method is to transform the control task, namely, the calculation 
of the control signal to be given by the control system, into the iterative solution of 
a fixed-point problem so that one step of this iteration can be performed during a 
control cycle of a digital controller. Ensuring the convergence of the applied 
iteration is based on Stefan Banach’s fixed-point theorem. The given control task 
can be "transformed" into a fixed-point task in several ways, RFPT ("Robust Fixed-
Point Transformation") offers a possible solution for this. Later, it became clear that 
the operation of this method, is related to the Lyapunov function-based technique 
[5]. 

The foundations of the method were developed in 2009 [6] [7]. RFPT is an iterative 
control method based on the fixed-point theorem of Stefan Banach proved in 1922 
[1]. The procedure uses the available, usually inaccurate dynamic model of the 
system to be controlled to try to implement a trajectory tracking strategy based on 
purely kinetic/kinematic considerations by calculating the control forces. As the 
model used is inaccurate, the force calculated from it does not realize the desired 
motion. By observing the realized motion, the method "deforms" the input of the 
inaccurate model until the realized motion approaches the kinematically prescribed 
one well enough. 

MRAC (Model Reference Adaptive Control) [15] [16] controllers are well suited 
for nonlinear systems. The model is based on tuning control signals instead of 
parameters. The essence of the technique is to compare the dynamic behavior of a 
feedback system to a reference model and control takes place accordingly. RFPT is 
also suitable for this [8] [9] without the use of Lyapunov functions. In the 
knowledge of the inverse of the model to be controlled, the input signals for the 
expected behavior can be determined as follows: 

 rd  - expected behavior 

 u - input signal 
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where 𝑢 = ϕ(𝑟𝑑). The inverse model is usually incomplete, in other words, it gives 
a different result than expected. The controller uses a deformation function to 
modify the input signal to compensate for this deviation. Based on [6] in case of 
SISO system: 𝐺(𝑟|𝑟𝑑)  ≝ (𝑟 + 𝐾)[1 + 𝐵 tanh (𝐴[𝑓(𝑟) − 𝑟𝑑])] − 𝐾   (1) 𝐺(𝑟∗𝑑|𝑟𝑑) = 𝑟∗𝑑 , if 𝑓(𝑟∗𝑑) = 𝑟𝑑      (2) 𝐺(−𝐾|𝑟𝑑) = −𝐾 if 𝑟∗𝑑 = −𝐾      (3) 

where: 

 r∗d is the deformed signal constituting the solution to the task 

 𝐾, 𝐴, 𝐵 are the parameters of the controller 

There is usually no specific suggestion for the choice of controller parameters, as 
the response function 𝑓(𝑟) also depends on the approximation model parameter 
used and the actual behavior of the system under control. Based on Banach's 
theorem, we should aim to try to give a contractive mapping of the function 𝐺 in 
the proximity of the solution, i.e. close to 𝑟∗. To do this, the 𝑟-based derivative of 𝐺 
must be reduced to a value less than 1 in absolute value, which would require 
information about the derivative of the function 𝑓(𝑟). 

The value of 𝐵 can therefore be +1 or -1 according to the sign of the derivative of 𝑓(𝑟), the value of 𝐾 should be chosen as a large number in comparison with which 
the values of 𝑟 in the sum (𝐾 + 𝑟) are small, and the value of 𝐴 must be reduced 
until the iteration becomes convergent. (A very small 𝐴 value causes slow 
convergence and inaccurate adaptability.) 

In addition to the deforming function, a kinematic block forms part of the controller. 
Within the kinematic block, the difference between the realized trajectory and the 
prescribed path is determined as well as the derivative of the error and its integral 
as follows: 𝑒𝑖𝑛𝑡 = ∫ (𝑞𝑛(τ) − 𝑞(τ))d𝜏𝑡𝑡0       (4) ( dd𝑡 + Λ)𝑛+1 𝑒𝑖𝑛𝑡 = 0       (5) 

where:   Λ is a control parameter 

The block diagram of the robust fixed-point transformation-based control is shown 
in the Figure 1: 
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Figure 1 

The block diagram of the robust fixed-point transformation-based control 

The controller contains a total of four parameters: 

 Λ, 𝐾, 𝐴, 𝐵 

There is no specific method for determining and tuning these parameters. The value 
of the parameter Λ ≈ 1/τ is roughly determined by the dynamics of the trajectory 
to be followed. A rapidly changing trajectory with very sluggish dynamics (τ is 
roughly a time constant) cannot be accurately tracked in the first place. If the 
dynamics of the track to be followed changes over time, it may also be necessary to 
tune this parameter. 

Many tuning methods have been developed over several decades, for example, in 
order to set the PID controller correctly e.g. Ziegler-Nichols method (1942), which 
can be applied to processes where it is possible to operate the control cycle at the 
limit of stability, or the Oppelt method, which can be used to determine the 
individual parts based on the response of the process to step input. These methods 
have been developed for Linear Time-Invariant (LTI) dynamic models [13], mostly 
using the frequency image. 

Adaptive RFPT presupposes strongly nonlinear system models in the first place, so 
in this case, thinking in frequency image and step inputs is not relevant (it is not 
advisable to conflict a nonlinear system with step inputs), so it does not have a 
tuning technique applicable to LTI models. 

However, there are a number of optimal search methods that can also be used to 
tune controllers (e.g., PIDs), e.g. the genetic algorithm (GA) [16] [17] [18] [19]. 
Using this method, I developed a possible autotuning method for tuning adaptive 
RFPT. 
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2 Genetic Algorithm 

The genetic algorithm (hereafter GA) is a rather widespread evolutionary strategy, 
the foundations of which were developed in 1975 by John Holland [14]. It has been 
used in many fields in recent decades: graph algorithm, extreme value problem, 
game theory, etc. However, it can also be used in case of tuning regulatory 
algorithms e.g. PIDs. Following a similar principle, I also developed a procedure 
for RFPT auto-tuning. 

GA algorithms strive to ensure that the result of solving a problem is optimal within 
a given error threshold and accuracy. They are suitable for global optimization. 
They are sensitive to local optima, due to their stochastic nature, however, they can 
handle adequately this problem. 

GA is an iterative process based on one initial population. Each population is made 
up of several individuals. These individuals are possible solutions to the problem 
under examination. However, there may be identical solutions among them. 
Individuals can be further broken down into genes. Genes represent the 
characteristics of an individual. In the process, repeatedly, new populations are 
created with each iteration. These are called generations. Each new generation is 
created from the current population using different selection, recombination, and 
mutation algorithms [10]. 

2.1 Individuals 

In the case of GA, the individuals contain possible solutions to the given problem. 
There may even be redundancy between individuals. The first step in the process is 
to design the way individuals are represented. In many cases, an individual is 
described by a sequence of bits, a vector, or some structure. The parameters of the 
representation mode, the parameters giving the properties of the individual, are 
called genes. The algorithm modifies these genes during each iteration based on a 
given strategy. 

2.2 Populations 

The first iteration of the genetic algorithm is based on an initial population.             
The structure of the initial population depends on the particular problem. In many 
cases, it consists of a few hundred or a few thousand individuals. In the case of an 
optimum search problem where the location of the optimum can be guessed, this is 
taken into account when constructing the initial population. In this case, more 
individuals are created in the search area around the assumed location, otherwise, 
the individuals are evenly distributed. The reason for this is that by helping GA, the 
chances of finding a global optimum can be increased and the search time for the 
optimum can be reduced. 
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With each iteration, new populations are created from the populations. These are 
called generations. A generation is created using the current population, based on 
different selection, recombination, and mutation algorithms. Each individual is 
described by a “Fitness Function”. During selection, aptitude is determined by this 
function. 

2.3 Fitness Function 

The individual goodness of each population is determined by a fitness function.    
The better this value, the closer the solution approximates the expected result, i.e. 
the global optimum. One of the most difficult tasks is to determine this function.    
It is one of the main building blocks of GA. It must be chosen with great care for 
each problem. During each iteration, when new generations are created, individuals 
with better fitness values are more likely to enter the new population (this may 
change depending on the selection procedure). 

2.4 Selection 

During selection, the individuals the genes of which we would like to be further 
inherited are selected from the current population based on their aptitude and 
quality. This is one of the conditions for the algorithm to converge towards the 
global optimum during the iterations. Selected individuals are called parents. There 
are several strategies for selecting the best individuals. These include random 
selection, fitness proportional selection, competitive, etc. The first two of these are 
presented. 

2.5 Random Selection 

It is less effective, however, it is one of the simplest procedures. In a given iteration, 
the parents are randomly selected from the given population with the same 
probability. Considering the Darwinian theory, this solution is not the most obvious, 
because in this case, the basic idea is that during the various developments, the weak 
individuals become extinct, and the strongest and most capable ones continue to 
reproduce. Regardless of fitness, all individuals are equally likely to be parents, thus 
further reproducing their genes, whether good or bad. The method can be further 
refined in order to be improved. With each iteration, it can be taken into account 
that if an individual has already been selected, it cannot participate as a parent later. 

2.6 Fitness Proportional Selection (Roulette Method) 

The method is based on the fitness function. A parent is selected from the current 
population in a way that the probability of selecting individuals in each population 
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is proportional to the fitness value. The same instance can be re-selected at each 
step. The chance of selection for a given individual is: 𝑝(�̂�) = 𝐹(�̂�}∑ 𝐹(𝑒)𝑒∈𝑝         (6) 

where 𝐹(𝑒) means the fitness value of individual 𝑒. The roulette wheel method is 
usually used for selection. The higher the fitness value of a particular individual, 
the larger the slice you get from the wheel. Rotate the wheel to select a perimeter 
point. The higher the fitness value of an individual, the more likely it is to be 
selected by this method. 

2.7 Recombination 

After selection, the first step in creating new individuals is recombination. Upon 
recombination, a new individual is created from the selected parents. The new 
individual inherits the genes of the parents. This is called a crossover. There are 
several crossover methods, e.g. 1-point crossover, uniform crossover, intermediate 
recombination, heuristic crossover, etc. 

2.8 Single-Point Crossover 

In a single-point crossover, an individual is cut at a random point. The parent shall 
have 𝑛-genes and 𝑖 will be a random number where 1 ± 𝑖 < 𝑛. The new individual 
inherits its genes from one parent from 1 to 𝑖 and from the other parent from 𝑖 + 1 
to 𝑛. In this case, the parents are divided into two parts, the individual parts being 
transferred one by one to the new individual. Continuing with the method, it is 
possible to cross the two parents not only at one but also at several points. From one 
parent, 𝑛 genes are selected, which are transferred to the new individual, and then 
the missing genes are inherited from the other parent. 

2.9 Smooth and Intermediate Crossover 

Smooth and intermediate crossovers are based on the same logic. Each gene in the 
new individual will be one of the same genes in the parents. Each gene is selected 
with a 50% chance, i.e. half of the genes are exchanged between parents. In the case 
of an intermediate crossover, the value of the inherited gene changes, the value of 
which is described by a function. The latter method tries to achieve its larger variety. 
There is no general method for selecting individual crossover operators. In each 
case, it needs to adapt to the task. In most cases, each gene is independent. If there 
is a relationship between the genes, a special “intelligent operator” must be used. 
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2.10 Mutation 

The search space is made possible by the mutation operator. However, this operator 
should be used with caution. If the genes of an individual are heavily modified, 
traits inherited from parents with good fitness values can be impaired. Depending 
on the data describing the individuals (bit sequence, vector, structure), there are 
several mutation operations (random element per gene or element permutation, 
inversion operator, neighborhood mutation, sequential mutation, etc.). It is very 
important that during the mutation, the operator should only change the value of the 
gene to such an extent that it does not leave the search space. For many generations, 
if the algorithm approaches the optimum, convergence to the optimum may fail, if 
the mutation rate is too high. 

2.11 Pseudocode of GA Algorithm 

 

As a first step, the parameters are set and produce the initial population. The number 
of individuals in the initial population depends on the solution of the problem.      
That can mean a number from a few hundred to a few thousand individuals.            
The individual individuals, as I mentioned earlier, can be bit sequences, vectors, or 
some structures. In the next step, each individual is evaluated based on the fitness 
function. The algorithm is an iteration process. The exit condition of the process 
varies. The condition is usually met when a predetermined “error threshold” or 
iteration (generation) is reached. It is necessary to limit the iteration steps because 
there may be a case where the GA gets stuck and does not converge towards the 
optimum. Selection, recombination, and mutation take place within the cycle core. 
If the exit condition is met, the process stops, and the individual with the best fitness 
value in the last population is selected. 
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3 A Demonstration of the Automatic Tuning Method 
for GA-based Adaptive RFPT Controller 
Parameters 

There is no exact tuning method for selecting the parameters of the adaptive robust 
fixed-point transformation-based control algorithm. The task of the parameters of 
the kinematic block and the deformation function in the control circle detailed in 
Chapter 1 is known, however, the choice of the values of each parameter can be 
determined experimentally only in a way supported by observations.                          
The expectation for a control task in most cases is to follow a prescribed trajectory 
with the smallest possible error. Tracking error can be minimized by the optimal 
selection of each parameter. For RFPT, this means setting four parameters (Λ, 𝐾, 𝐴, 𝐵). The process of the developed method has been extended by one step 
compared to the genetic algorithm: 

 

The method is based on a simulation block. Within the simulation block, the RFPT 
control block visible in figure is realized. The block consists of the following main 
components: 

 Kinematics block 

 Deforming function 

 Approximating function 

 Exact model 

During the simulation, the goal for the system is to follow the predefined trajectory 
as accurately as possible. Genetic algorithm-based tuning uses the result of this 
simulation block. 
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3.1 Chromosome, Representation 

The genotype assigned to each solution is made up of four numbers, i.e., an 
individual has four genes. The alleles assigned to the genes correspond to some 
parameters of the RFPT (Λ, 𝐾, 𝐴, 𝐵). The phenotype generating algorithm is 
provided by none other than the RFPT simulation block using the genotype. 

3.2 Setting Strategic Parameters 

After chromosome representation, the first step is to determine the initial 
population. The parameters of the individuals in the initial population are 
determined in consideration of the search space. Each allele, as an allele within a 
different range, is given a value by generating evenly distributed random numbers. 
Each domain is as follows: 

 Λ: 0.1 < 𝑥 < 6 

 𝐾: 1𝑒2 < 𝑥 < 1𝑒13 

 𝐴: 1 > 𝑥 > 1𝑒 − 6 

 𝐵: [−1,1] 
As the parameter space is too large for the initial population, except for Λ, the 
possible values can only be multiplies of 10. There is no specific method for 
determining population size [11]. Most of the time it depends on the problem.           
In this case, the simulation was performed with populations of 50 to 450 individuals. 
Each new generation is created from the elite of the current population. I selected a 
10% elite rate [12]. 

3.3 Crossover and Mutation 

The first step in the crossover is to choose the parents. The parents come from the 
elites. I chose single-point crossover as the crossover operator. Each parent has 4 
genes. I used a randomly distributed random number generator to determine the 
point of intersection. 𝑃1 = [Λ1, 𝐾1, 𝐴1, 𝐵1] and 𝑃2 = [Λ2,  𝐾2, 𝐴2, 𝐵2], as well as 𝐶𝑝 
should be a random number generated in the range [1, 2, 3, 4]. If for instance 𝐶𝑝 =2, then 𝐶 = [Λ1, 𝐾1, 𝐴2, 𝐵2]. The last strategic parameter is the choice of mutation 
rate. As in the case of the initial population formation, I limited the values of each 
parameter, the mutation rate helps to broaden the search space again. I used a 
random mutation per gene. 6% of all genes in the population as well as the value of 
each gene can be modified proportionately by generating a random number between ±10%. 
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3.4 Stopping Criteria 

The generic algorithm is an iterative method. At the end of each iteration, it should 
be examined whether it is worth continuing the optimal search or not. Usually, the 
stop condition consists of two parameters, an expected fitness value, and a 
maximum iteration number. Optimally, the first condition is met, in which case the 
individual with the best fitness value in the last population provides the best solution 
to the problem. However, due to the heuristic nature of the algorithm, this is not 
guaranteed at all. In the case of the autotuning method developed by me, it is 
difficult or impractical to set a fitness value as a stopping criterion. In the case of 
control, the goal is to minimize trajectory tracking error or even reduce it to zero. 
For the latter physical systems, it can be concluded that it will never be satisfied. 
Since in reality, the interfering signals are limited, e.g. a system displaced from rest 
would have to be displaced with an unrealistically large intervention signal and then 
slowed down to follow the prescribed trajectory immediately. As this is not met, 
there will always be a tracking error. I determined only the maximum iteration 
number for the exit condition of the genetic algorithm. To determine this maximum 
number of iterations, I performed several tests, which I will detail in a later chapter. 

3.5 Fitness Definition 

The aptitude of each specimen is described by the fitness function. The global 
optimum of this function is to be found. In the case of GA-based RFPT tuning, the 
fitness function is determined from the results of the simulation performed for each 
iteration. The goal is to minimize tracking error, ideally to zero. Achieving the latter 
is impossible, the reason for which has already been explained in the previous 
chapter. However, minimizing the error is a realistic goal. 

It can be assumed that the smaller the error integral, the more accurately the system 
follows the required trajectory. However, as with most control algorithms (e.g., 
PID), the system can oscillate or even immediately diverge to infinity due to the 
selection of unsuitable parameters. As the genes of the specimens in the initial 
population are determined by evenly distributed random numbers, the latter case is 
also highly likely to occur. However, this does not mean that during further 
mutation, a specimen that initially provides an erroneous simulation result cannot 
converge to a good solution. In the articles below [23] [24], the authors used the 
following performance indicators to minimize the error generated during the 
simulations performed with each specimen: 

 MSE:  Mean of the Squared Error 

 IAE:  Integral of the Absolute Magnitude of the Error 

 ITAE:  Integral of Time multiplied by Absolute Error 

 ISE:  Integral of the Squared Error 

 ITSE:  Integral of Time multiplied by the Squared Error 
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𝑀𝑆𝐸 = 1𝑡 ∫ (𝑒(𝑡))2𝑑𝑡𝑡0        (7) 𝐼𝐴𝐸 =  ∫ |𝑒(𝑡)|𝑑𝑡𝑡0         (8) 𝐼𝑇𝐴𝐸 = ∫ |𝑒(𝑡)|𝑑𝑡𝑡0        (9) 𝐼𝑆𝐸 = 1𝑡 ∫ 𝑒(𝑡)2𝑑𝑡𝑡0                   (10) 𝐼𝑇𝑆𝐸 = 1𝑡 ∫ 𝑡 ∗ 𝑒(𝑡)2𝑑𝑡𝑡0                   (11) 

Based on the performance indicators, the actual fitness value is determined based 
on the following equation [24] [25]: 𝐹𝑖𝑡𝑛𝑒𝑠𝑠 𝑣𝑎𝑙𝑢𝑒 =  1/ 𝑃𝑒𝑟𝑓𝑜𝑟𝑚𝑎𝑛𝑐𝑒 𝑖𝑛𝑑𝑒𝑥                (12) 

The same performance indicators and fitness value calculations were used to tune 
the RFPT. 

3.6 Dynamic Models used in Testing 

I tested the tuning method using the following three nonlinear SISO type dynamic 
models: 

 Van der Pol Oscillator 

 Duffing Oscillator 

 Inverted pendulum 

The dynamic equation of the Van de Pol Oscillator is [20]: 𝑚�̈� − μ(1 − 𝑞2)�̇� + ω02𝑞 + α𝑞3 + λ𝑞5 = 𝑔               (13) 

where, the values of each exact model parameter are: 

 𝑚 = 1.2 

 μ = 0.4 

 ω0 = 0.2 

 α = 4 

 λ = 0.3 

The dynamic equation of the Duffing Oscillator is [21]: �̈� + σ�̇� + α𝑥 + β𝑥3 − γ cos(ω𝑡) = 𝑢                (14) 

, where the values of each exact model parameter are: 

 α = 1 

 β = 5 

 σ = 0.02 
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 γ = 8 

 ω = 0.5 

The dynamic equation of the Inverted Pendulum [22]: 

 (𝑚 + 𝑀) sin2 θ 𝑙θ̇ + 𝑚𝑙θ2 sin θ cos θ − (𝑚 + 𝑀)𝑔 sin θ = −𝐹 cos θ             (15) 

Where the values of each exact model parameter are: 

 𝑚 = 0.8𝑘𝑔 

 𝑀 = 1𝑘𝑔 

 𝑙 = 0.6𝑚 

The number of parameters of the approximating models (approx. model) within the 
adaptive RFPT control block was identical during each test, only the values of the 
parameters were modified compared to the exact model. 

4 Experimental Results 

The simulation was implemented in MATLAB software. I divided the simulation 
into an inner and an outer block. Inside the inner block is the RFPT block, which 
contains the kinematic block and the deformation function, as well as one of the 
exact and approximated models presented in Chapter 1. During each test, the 
controller must follow a sinusoidal trajectory. The genetic algorithm is built around 
the inner block. The genetic algorithm performs the following main steps for a given 
population number as shown in Chapter 3: 

 Fitness calculation 

 Selection 

 Crossover 

 Mutation 

Only the iteration number was specified as the exit condition. To determine the 
optimal population size and the maximum number of iterations, I performed several 
measurements based on the following parameters: 

 Population size: 50, 60, 70, ... 450 

 Maximum iteration: 100 

Additional parameters of GA: 

 Elite rate: 0.1% 

 Population mutation rate: 0.06% 

 Gene mutation rate: 10% 
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For each population, I performed 100 tests, a total of 41 × 100 measurements.      
The measurements were performed on the same computer. In the following figures, 
I used the average of the measurements. 

Figure 2 shows the integral of the error associated with the simulation of each 
population. The goal is to tune the RFPT so that during the simulation, the error 
integral is minimized (MSE, IAE, ITAE, ISE and ITSE produces similar results). 
The lower this number, the more accurately the controller works. It can be seen that 
after the 50th iteration no significant change occurs, for all population sizes RFPT-
tuning is successful, the integral of the error approaches zero. As GA is heuristics-
based, the larger the population, the more likely it is to reach the number of 
iterations sooner, after which tuning is no longer necessary. However, when 
choosing a population size, run time must also be taken into consideration, which 
increases in proportion to the size of the population. 

 

Figure 2 

The integral of the error associated with the simulation of each population 

Figure 3 (a) shows the process of tuning. In the case of the initial population, the 
system will most likely include specimens that may for instance lead to oscillations, 
but also, of course, those that already have the appropriate genes (RFPT parameters) 
at the beginning. Specimens with inappropriate parameters were not plotted, as the 
error rate was unrealistically large at the outset, so it was not used for plotting, but 
they were, of course, used for the performance of the genetic algorithm. 
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(a) ITAE simulation result (b) Settling time and overshoot 
(details of Fig. (a)) 

Figure 3 

Integral of Time multiplied by Absolute Error of the Van der Pol Oscillator 

Figure 3 (b) shows that the trajectory tracking error decreases during tuning, at each 
time the controller is able to intervene faster, thus settling time and overshoot 
become smaller. However, the fact that in physical reality the intervening forces are 
limited should not be ignored. The further these values decrease, the greater the 
intervention signal required! This must be taken into consideration during tuning 
and a threshold value must be set for the magnitude of the interfering signal. 

Figure 4 represents the result of the operation of the successfully tuned controller. 
The system had to follow a sinusoidal trajectory. The nominal trajectory is shown 
with a blue line while the tracking trajectory with a dashed red line. The nominal 
trajectory 𝑞𝑁(𝑡) = 𝐴0 sin(ω0𝑡), 𝐴0 = 3 and initial state 𝑞0 = 0, 𝑞0̇ = 0 

 

Figure 4 

Trajectory tracking of the Van der Pol oscillator under tuned RFPT control 
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Figure 5 

Trajectory tracking error of the Van der Pol oscillator under tuned RFPT control 

Figure 6 shows the phase trajectory; Figure 7 shows the total control force while 
tracking of the Van der Pol oscillator under tuned RFPT control. 

 

Figure 6 
Phase trajectory tracking of the Van der Pol oscillator under tuned RFPT control 

 

Figure 7 
The total control force under tuned RFPT control 
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Conclusion 

Based on the tests, it can be stated that the genetic algorithm is suitable for tuning 
the RFPT. Unlike PID, in the case of RFPT, there are no well-established, exact 
tuning methods, only individual parameters can be inferred from observations. 
Tuning can also be done manually, by monitoring the behavior of the system. 
However, the search area for each parameter is very large, it is possible that the 
right values can only be found after several attempts, however, this is not 
necessarily optimal. Thanks to GA, the whole operation can be automated, 
accelerated, and tuned correctly, under the right exit conditions. During the tests,     
I performed several measurements and tested the method on several dynamic 
models. In all cases, the controller was successfully tuned for the tracking error to 
nearly approximate zero. 
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Abstract: Images are affected by noise during their acquisition and transmission. Therefore, 

the denoising process is necessary to achieve higher quality images. However, both edges of 

the image and noise are characterized by high frequencies, loss of edge information may 

become unavoidable as a result of the denoising process. Thus, recovered, denoised images, 

become blurrier or less denoised. Therefore, a wavelet threshold denoising technique, based 

on edge detection, can be used to preserve more edge information and enhance the quality 

of the denoised image. In this paper, a novel image denoising method, based on wavelet 

thresholding by using Otsu's threshold, has been proposed and the clarity of the image which 

has been handled with this method is superior to that currently achieved by the other wavelet 

thresholds. The obtained results show that the proposed method, in this paper, provides 

better performance compared to commonly used wavelet image threshold denoising methods 

in terms of the visual quality of the denoised image. In addition, when the edge detection and 

denoising processes are combined, the deficiencies of the commonly used denoising methods 

are eliminated and a better denoising effect has been achieved. 

Keywords: wavelet threshold; image denoising; wavelet edge detection; peak signal to noise 

ratio (PSNR) 

1 Introduction 

Image denoising is one of the basic tasks for the researchers dealing with image 
processing since there may occur distortions of images during the acquisition, 
processing, compression, transmission or reconstruction processes. Therefore, it is 
important to eliminate the noise from the images and increase the quality, or 
produce good estimates from noisy ones. The image noise can be Gauss, Poisson, 
or particle noise [1] [2]. The visuality and processing of the image are both affected 
by the noise. Therefore, it is aimed to preserve the useful information of the image 
and to reduce the noise by the image denoising process. 

Since denoising is a preliminary process in the field of image processing, almost all 
researchers interested in image processing have dealt with this problem and 
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therefore researches on this effect made significant progress. Spectrum distribution 
is used for the traditional image denoising algorithms. In other respects, there have 
been various methods including the Markov field model, neural networks, non-
linear diffusion, 3-dimensional block-matching, etc. to remove the noise from the 
images [3]. Although there are a wide variety of methods for the image denoising 
process, there have been challenges for most of the current denoising techniques 
because by the use of these techniques high frequencies can be suppressed.          
Thus, since noise can be characterized by high frequencies, high accurate results 
may not be achieved by the use of these techniques. Therefore, wavelet transform 
has been used extensively for various applications such as denoising in signal and 
image processing since there have been drawbacks of noise regularizing for other 
methods. In addition, successful results are achieved in applications due to an easily 
applicable algorithm and significant noise reduction effect of the wavelet transform. 
Due to its potential in the signal denoising process, its use has received significant 
attention from researchers. As more timely topics, the researchers have been 
attracted. 

1.1 Related Works and Motivation 

Although there have been various studies related to image denoising in the 
literature, researchers are still dealing with novel algorithms which have easy-to-
implement applications. Lee et al. have presented a nonlinear diffusion filtering 
method and tried to improve the denoising process [4]. Mallat and Hwang [5] 
proposed an alternating projection method in 1992 and Zhu et al. [6] improved this 
method by obtaining the modulus maxima at each scale in 2017. In 2006, a 
denoising method based on sparse representation was used by Elad and Aharon [7]. 
Furthermore, artificial neural network models have been presented for the filtering 
processes of the noisy images [6] [7]. Moreover, fuzzy models can be used in noise 
image processing. Minh and Chen presented a generalized fuzzy system and 
achieved high performance for noise modeling in images [8]. A recurrent interval-
valued fuzzy neural network was proposed by Juang et al. in 2011 [9]. Cheng and 
Juang proposed a fuzzy model that is based on support vector machine and margin 
selected gradient descent learning [10]. In addition, there have been several studies 
related to determining the efficient band by using a canonical correlation classifier. 
For example, Pozna and Precup suggested a new approach to model the system and 
represent the data with signatures [11]. 

Zall and Kangavari introduced an approach that was based on canonical correlation 
analysis and extracted correlation information between the significant paths [12]. 
Apart from these, denoising methods based on machine learning including k-nearest 
neighbor regression, etc. have been used for some researches [13]-[17]. Borlea et 
al. proposed a clustering algorithm that processes data sets of any size. They used 
it for the Iris dataset however suggested modifying it for different datasets [18]. 
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Furthermore, not only due to the drawbacks of these methods but also the low 
performance of the classifier or model-based approaches in the literature, wavelet-
based denoising methods can be available. Johnstone and Silverman [19] and 
Othman and Qian [20] have used wavelet transformation to distinguish useful 
information and noise from images. In addition, in recent studies, Bnou et al. have 
presented a new wavelet denoising method that uses an unsupervised learning 
model [21]. However, supervised learning models require prior learning of the 
corrupted image. Therefore, a thresholding filter is widely used to implement the 
denoising algorithm in the wavelet domain [22] [23]. Since the signal is transformed 
from the time domain to the time-scale domain in wavelet transform, a threshold 
value can be selected easily to reduce the noise. However, it is important to 
determine the appropriate value for the threshold, higher values result in better 
denoising whereas causes blurred edges. This is an undesirable result. Since the 
edges are mostly contain the information and basic character of the image, in some 
cases, loss or corruption of this information causes erroneous results [24]. 
Therefore, this results in data losses for the edges' knowledge since edges are 
characterized by high frequencies like noise, too. Donoho and Johnston [22] [24], 
[25] proposed hard and soft thresholding methods depending on the noise power 
and image size for denoising. In addition, other wavelet-based thresholding 
methods such as VisuShrink, Oracle Shrink, Normal Shrink have been used to 
obtain efficiency results in image denoising [26]. Thereafter, a wavelet edge 
detection based on both VisuShrink and scaled VisuShrink thresholding method 
was proposed by Liu and Ma and they proved that it outperforms classical wavelet 
thresholding methods [27]. Recently, machine learning is combined with traditional 
denoising methods [28]. However, the thresholding in denoising in images is still a 
crucial task and subject of research. 

In recent researches, it has become even more important to reach the details of the 
images and eliminate the noise from them. In this paper, new wavelet thresholding 
to image denoising based on Otsu's thresholding is presented. 

1.2 Contribution 

The main contributions of this paper are as follows: 

 The wavelet edge detection is used to detect the wavelet coefficients for the 
edges in the image before the denoising process by combining Otsu's 
thresholding which is one of the classical thresholding methods. 

 Since the thresholds for the edges are set by Otsu's method, the wavelet 
coefficients can be thresholded without damaging the edges. 

 The novelty of the proposed algorithm is the use of Otsu's thresholding and 
not to require any information concerning the noise level of the image.            
In addition, this is also the first study that combines Otsu's thresholding and 
wavelet transform algorithms to the best of the authors' knowledge. 
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 The extensive simulations are presented to validate the robustness and 
accuracy of  the proposed denoising method. Based on the simulation results, 
it is revealed that the proposed method in this study is more effective 
compared with the other wavelet threshold denoising methods and it allows 
to achieve increasing denoising performances for the noisy images. 

1.3 Organization 

The rest of this paper is organized as follows. Section 2 describes the wavelet image 
edge detection. The proposed method in this paper is explained in detail in Section 
3. Section 4 presents the simulation results to compare the performance of the 
method with related ones performed in recent years. Finally, the results are 
discussed and the paper is concluded in Section 5. 

2  The Wavelet Image Edge Detection Method 

In wavelet edge detection, a 2-dimensioned (2-D) wavelet transformation is 
required [9]. Therefore, two wavelets are needed as given in Eq. (1) to perform this 
transform. ∅2𝑗𝑥 (𝑥, 𝑦) = 𝜕𝜃2𝑗(𝑥, 𝑦)𝜕𝑥   , ∅2𝑗𝑦 (𝑥, 𝑦) = 𝜕𝜃2𝑗(𝑥, 𝑦)𝜕𝑦              (1) 

where ∅2𝑗𝑥 (𝑥, 𝑦) and ∅2𝑗𝑦 (𝑥, 𝑦) are the wavelets and 𝜃2𝑗(𝑥, 𝑦) is a smoothing 
function. The wavelet coefficients of an image 𝑔(𝑥, 𝑦) can be determined as given 
in Eq. (2): [𝑊2𝑗𝑥𝑔(𝑥, 𝑦)𝑊2𝑗𝑦𝑔(𝑥, 𝑦)] = [𝑔∗∅2𝑗𝑥 (𝑥, 𝑦)𝑔∗∅2𝑗𝑦 (𝑥, 𝑦)] 
          

(2)                       = 2𝑗 [  
 𝜕𝜕𝑥 𝑔∗𝜃2𝑗(𝑥, 𝑦)𝜕𝜕𝑦 𝑔∗𝜃2𝑗(𝑥, 𝑦)]  

 = 2𝑗𝛻(𝑔∗𝜃2𝑗)(𝑥, 𝑦) 
where 2𝑗 is a scale factor. By considering Eq. (2), the edges can be detected with 
the scale factor 2𝑗 since they can be explained by the local maxima of the gradient. 
If the image is distorted by additive noise, there may be some other pixels in the 
image which have a local maximum of the gradient. Therefore, it is important to be 
able to determine the coefficients belonging to the noise and the edges to prevent 
any loss of information in the denoising process. This distinction between the noise 
and the edges is made by considering Lipschitz exponent values if the additive noise 
in the image is the additive white Gaussian noise (AWGN) [29]. While applying 
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edge detection in the wavelet edge detection method, the image is an average 
filtered with appropriate length. For the second step, the initial is assumed to be 𝑆20𝑔(𝑥, 𝑦) = 𝑔(𝑥, 𝑦) and wavelet transformation is applied to each row of 𝑆2𝑗𝑔(𝑥, 𝑦). Therefore, the used filters 𝐺𝑗 and 𝐻𝑗 in discrete wavelet transform 
(DWT) can be calculated as given in Eq. (3): 𝑊2𝑗+1𝑦 𝑔 = (𝑆2𝑗𝑔) ∗ 𝐺𝑗 
 (3) 𝑆2𝑗+1𝑔 = (𝑆2𝑗𝑔) ∗ 𝐻𝑗     j=0, 1, 2, ... 

Here, the scale is represented by 2𝑗. For every row, coefficients of local maximum 
are found and saved in 𝑊2𝑗𝑦𝑔(𝑥, 𝑦). Since noise has low Lipschitz exponent values, 

the coefficients with these low values are removed in 𝑊2𝑗𝑦𝑔(𝑥, 𝑦). By applying this 

process, the remain coefficients in 𝑊2𝑗𝑦𝑔(𝑥, 𝑦) correspond to the edges of each row. 

If the same procedures are applied for each column, the coefficients of edges in 𝑊2𝑗𝑥𝑔(𝑥, 𝑦) can be obtained. Finally, a threshold value is determined by using these 
wavelet coefficients. However, Liu and Ma have proposed a wavelet edge detection 
method to overcome the problem of thresholding the wavelet coefficients with the 
appropriate threshold value. They used the wavelet edge detection method to detect 
the edges of the image before the denoising process. So, they set thresholds based 
on noise variances by using the VisuShrink threshold and since wavelet coefficients 
are protected, the information of the edges is not damaged [27]. However, 
determining the strength of noise in this thresholding may pose a problem for the 
images that have an indefinite noise level. 

3  The Proposed Denoising Method: The Combination 
of Otsu's Thresholding and Wavelet Edge 
Detection 

In the wavelet edge detection method, it is important to determine the appropriate 
threshold value while thresholding wavelet coefficients because noises are not 
clustered in a few wavelet coefficients. Therefore, if the threshold is not chosen high 
enough, the noise may not be reduced significantly. On the other hand, if it has a 
higher value, the better denoising performance will occur however it will result in 
blurred edges. So, to overcome this challenge, in the proposed method in this paper, 
the edges of the images are determined by the wavelet edge detection method in the 
first stage, and thereafter Otsu's thresholding is used to execute the wavelet 
threshold denoising process. The novelty of this study is to use Otsu's thresholding 
instead of thresholds which are based on the noise variances such as VisuShrink, 
Oracle Shrink, Normal Shrink thresholds, etc. The reason for using Otsu's 
thresholding is that Otsu's thresholding maximizes the between-class variance [30]. 
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3.1 Otsu's Threshold Method 

It is performed by selecting the lowest point between two classes. Therefore, edges 
can be determined without identifying the strength of the noise. Equations (4)-(8) 
describe the theoretical background of Otsu's thresholding. 𝜎2 = 𝜎𝑤2(𝑡) + 𝑞1(𝑡)[1 − 𝑞1(𝑡)][𝜇1(𝑡) − 𝜇2(𝑡)]2       (4) 

 𝜎𝑤2(𝑡) = 𝑞1(𝑡)𝜎12(𝑡) + 𝑞2(𝑡)𝜎22(𝑡)       (5) 
  

𝑞1(𝑡) = ∑ 𝑃(𝑖)𝑡
𝑖=1  ,   𝑞2(𝑡) = ∑ 𝑃(𝑖)𝐼

𝑖=𝑡+1        (6) 

𝜇1(𝑡) = ∑ 𝑖𝑃(𝑖)𝑞1(𝑡)𝑡
𝑖=1    ,   𝜇2(𝑡) = ∑ 𝑖𝑃(𝑖)𝑞2(𝑡)𝐼

𝑖=𝑡+1        (7) 

𝜎12(𝑡) = ∑[𝑖 − 𝜇1(𝑡)]2 𝑃(𝑖)𝑞1(𝑡)𝑡
𝑖=1   , 𝜎22(𝑡) = ∑ [𝑖 − 𝜇2(𝑡)]2 𝑃(𝑖)𝑞2(𝑡)𝐼

𝑖=𝑡+1        (8) 

In Eqs. (4)-(8), 𝜎𝑤2(𝑡) is the weighted within-class variance, 𝑞1(𝑡) and 𝑞2(𝑡) are the 
probabilities of the classes, 𝜇1(𝑡) and 𝜇2(𝑡) are the means of the classes, 𝜎12(𝑡) and 𝜎22(𝑡) are the variances of individual classes [30]. 

3.2  The Proposed Image Denoising Approach 

In the proposed image denoising method in this paper, firstly, the wavelet 
coefficients that correspond to the edges of the image are determined by using the 
wavelet edge detection method which is detailed in Section 2 with Eqs. (1)-(3). 
Thereafter, these coefficients are preserved and wavelet transform is performed to 
the distorted image by noise. As the third stage, the wavelet image threshold 
denoising process is applied by using Otsu's thresholding as defined in Eq. (9): w̃ = {w     |w| ≥ T0      |w| < 𝑇 (9) 

where T represents Otsu's threshold value. In the fourth stage, the coefficients which 
correspond to the image edges are replaced with the coefficients. In case the 
determined edges may also include noise, it is again thresholded with αT where α 
is an adjustment factor between 0.125 and 0.9. After the threshold T is determined, 
the α value is chosen to provide a better peak signal-to-noise ratio (PSNR). To 
determine the appropriate α value, some trials are performed by investigating the 
PSNR values and the results are shown in Table 1. The PSNR is defined as given 
in Eq. (10): 
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𝑃𝑆𝑁𝑅 = 10 ∗ log ( 25521𝑀 ∗ 𝑁 [∑ ∑ ((𝑔(𝑥, 𝑦) − �̂�(𝑥, 𝑦)))2𝑀𝑗=1𝑀𝑥=1 ]) 
 

(10) 

where M*N denotes the image size, 𝑔(𝑥, 𝑦) and �̂�(𝑥, 𝑦) are the original and the 
reconstructed denoised images, respectively. 

Table 1 

PSNR (dB) values for different α adjustment factors and σ noise variances for 256*256 Chairs image 

Noise 
variance 

PSNR(dB) 

α=0.125 α=0.25 α=0.5 α=0.9 α=1 

σ =5 33.2851 33.4257 31.0618 28.4731 28.1641 
σ =10 28.4524 28.5888 27.7786 26.5616 26.2353 
σ =15 24.9799 25.2984 25.2109 24.5371 24.4315 
σ =20 22.6096 22.9033 23.1415 22.7989 22.7463 
σ =25 20.7398 20.9612 21.4797 21.3800 21.2821 
σ =50 15.4561 11.4741 15.8323 16.4644 16.4117 

It can be concluded from Table 1 that since noise is characterized by high 
frequencies like edges, in the case of the more disturbing image by noise α is chosen 
higher and otherwise smaller in the given range. Finally, the denoised image can be 
obtained by applying the inverse wavelet transform. These steps used in the 
proposed method are depicted with the flowchart in Fig. 1. In the proposed method 
given in Fig. 1, the wavelet coefficients which are the parameters of the model have 
been obtained by using Eqs. (1)-(3). Thereafter, the threshold value is determined 
with the Eqs. (4)-(8) and considering the adjustment factors and noise variances 
given in Table 1. 

 

 

 

 

 

 

 

 

 

Figure 1 

Flowchart for the stages of the proposed method 
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4  Subjective Evaluation Results 

To evaluate the performance of the proposed method in this paper, Chairs image is 
preferred due to its different structured edges. This image is captured by a digital 
camera in Memorial Union which is a historical destination on UW-Madison's 
campus and resized in MATLAB 2018b program to provide convenience for the 
simulations. It is not easy to detect the different types of edges in the images 
completely by using a conventional edge detection method. In case of the image is 
corrupted by additive noise, this detection process will be even more difficult. For 
the simulations, the original 256*256 Chairs image is distorted by AWGN with zero 
mean and different variances. Figure 2 and Figure 3 show the original Chairs image 
and distorted ones, respectively. Simulations are carried out in MATLAB 2018b. 
To prove the validity and effectiveness of the presented method, the performance 
comparison is made with the method which uses both VisuShrink and scaled 
VisuShrink thresholds suggested by Liu and Ma in Ref. 21. Results shown in Table 
2 compare the proposed method in this paper and the method in which thresholding 
is performed by both 𝑇 = 𝜎√2𝑙𝑛𝑁 (VisuShrink threshold) and 𝑇 = 𝛽𝜎√2𝑙𝑛𝑁 
(scaled VisuShrink threshold). The noise variances are determined to be in the range 
of 5-50 and the value for the α adjustment factor is determined as 0.25, 0.5, 0.9 for 
5, 10, 15 and 20, 25 and 50 noise variances, respectively, by considering Table 1. 

 

Figure 2 

Original Chairs image 

Figure 4 shows the obtained denoised images for different noise variances. In Fig. 
4, figures in the first, second, third, and fourth rows belong to the denoised ones of 
the noise distorted with the noise variances 5, 10, 15, 20, 25, and 50 respectively. 
In addition, the left and right columns of each line correspond to the obtained 
denoised images of the proposed methods in this paper (Otsu's thresholding) and 
VisuShrink and scaled VisuShrink thresholding, respectively. 
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(a) σ=5 (b) σ=10 

       
(c) σ=15 (d) σ=20 

        

(e) σ=25 (f) σ=50 

Figure 3 

Distorted images by noise with different variances 

 

It can be seen from Fig. 4 that even if the lowered VisuShrink threshold is used, the 
denoised images are getting notably blurred. When the proposed method with Otsu's 
threshold in this paper is used, smoother denoised images are obtained, and also 
more edge information is maintained. 
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Figure 4 

The obtained denoised images: (a),(c),(e),(g),(ı),(k) are the results of the proposed method and 
(b),(d),(f),(h),(j),(l) are the results of the both VisuShrink and lowered VisuShrink thresholding with 

β=0.2 

Table 2 presents the performance evaluation of the proposed method by comparing 
it with both VisuShrink and lowered VisuShrink thresholding according to the 
PSNR value which is calculated as given in Eq. (10). From Table 2, it can be seen 
that there is an increase for PSNR up to 0.0656~1.1949 dB especially with higher 
noise variances for the proposed method in this paper. In addition, the dilemma of 
the determination of the threshold value in the classical denoising methods is 
overcome by using Otsu's thresholding value. In other respects, the problem of the 
determination of the noise variance in the Liu and Ma method presented in Ref. 21 
has also been eliminated by this proposed method. The theoretical analysis and 
simulation results obtained in this paper indicate that the proposed method can 
protect more useful information of the image and also provide more denoised 
images compared with the commonly-used wavelet threshold denoising methods. 
Therefore, it can be concluded that the proposed threshold method denoising effect 
is better than other wavelet threshold denoising ones. 

As given in Table 2, when the same design specifications and noise variances are 
used for Chairs image, the performance of the thresholding in the proposed method 
provides higher PSNR values and hence more qualified and denoised images. 
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Table 2 

Performance evaluation of the proposed method for Chairs image 

Noise 
variance 

PSNR(dB) for the 
proposed method 

PSNR(dB) for Liu 
and Ma method 

σ = 5 33.4257 33.3601 
σ = 10 28.5888 27.9693   
σ = 15 25.2984 24.9824   
σ = 20 23.1415 22.8497 
σ = 25 21.4797 20.2848   
σ = 50 16.4644 15.3829    

Conclusions 

Image denoising is one of the most important applications in image processing. 
Using the knowledge that high frequencies characterize noise as well as edges, the 
denoising process and edge detection can be combined. Thus, deficiencies in 
commonly used denoising methods can be overcome. Although many denoising and 
edge detection methods are used today, different methods can be useful in different 
noise and image types. In this paper, a comprehensive framework for the image 
denoising method based on wavelet thresholding, by using Otsu's threshold, is 
provided. The appropriate adjustment factor for threshold value is determined by 
carrying out some trials for PSNR values and validation is done by applying the 
stages of the proposed method given in Fig. 1. Thereafter, a comparison between 
the proposed method and Liu and Ma [21] model, for the Chairs’ image, is 
performed by using the same performance specifications. One can easily see from 
the obtained results that the denoising performance of the wavelet threshold 
denoising methods is effectively improved by the proposed method in this paper 
and it can be applied to different types of images. In the future additional research 
can be performed, relevant to this subject, by combining existing methods and then 
applied to different types of noise and images. 
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Introduction 

In a pandemic context, a global unplanned and one-time transition to distance 
learning technologies has become a necessity. The problems of heterogeneity of 
information systems, the lack of universal solutions and intersystem interaction, 
including learning management systems (LMS), have become aggravated. 

A variety of LMS have been developed in recent years. These platforms often 
provide similar functionality, so choosing a learning platform is not an easy task. 
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There are many methodologies for assessing the quality of e-learning in the 
scientific literature. In works [1-4], are given the approaches to software 
development based on user preferences and experience, the “user-centered” design. 
In the last few years, systems with adaptive learning management have appeared. 
This is a new type of e-learning system based on automatic recognition and 
prediction of user preferences and self-adaptation to user requirements. In works [5-
7], studies are presented based on social networks and communication between 
learners (students) and educators (teachers). 

There are also studies [8] in the field of e-learning systems devoted to the 
pedagogical and economic aspects of systems, such as the formation of a knowledge 
system, the formation of a system of professional skills and abilities, the 
profitability of the educational process. 

E-learning systems are being developed both as separate systems and as a part of 
educational process management information systems in educational institutions. 
Many universities implement systems that integrate different systems and 
subsystems. Since the main activity for the university is educational activity, the 
educational portal acts as such a unified system. Portals form a single entry point 
for various categories of users, including access to the e-learning system. 

1 Designing of an e-learning System (LMS) 

Modern LMSs are designed based on web technologies. The consumer properties 
of systems built on the basis of web technologies are determined by such 
characteristics as [4]: content, design, performance level, functionality, 
productivity, security level. 

For system users, the main characteristics are performance (system response time 
to user requests) and system reliability (no failures when working with the system). 

The performance and reliability of the system depend on the quantitative and 
qualitative characteristics of the server equipment of the information system: 

- Number and speed of processors (CPU) 

-  Amount of RAM 

-  Bandwidth and the amount of disk space 

-  Bandwidth of network equipment 

The most common performance metrics for web-based systems include: 

-  Response time when transferring data 

-  Response time of the system's website 

-  Bandwidth (requests or bits per unit of time) 
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-  Number of errors per unit of time 

-  Number of visitors per unit of time 

When considering the LMS as a system, [4] is recommended to classify certain 
service components rather than the services themselves. In general, the system 
consists of a set of databases, information processing facilities, information 
provision facilities and system interaction at the network level. 

For a more convenient consideration of the components of the system, they can be 
divided into two large groups [4]: 

-  Application-level components that provide work with system data, 
implementing logical integrity and visual presentation; 

- Base-level components that provide basic functions for application-level 
components: data transmission over the network, data security, data storage 
systems, etc. 

In general, the e-learning system model can be represented as follows [8]: 

{S, SW, HW, A, C, PN} (1) 

Where, S - system web service infrastructure, SW - system software, HW - system 
hardware, A - system applications, C - system content, PN - communication 
networks. 

Conceptually, the e-learning system model can be represented as a queuing 
network. To design the LMS architecture, the model needs to display a finite 
number of web servers, application servers, and database servers (Figure 1). 

 

Figure 1 

LMS conceptual model 

The LMS work according to the given model is as follows: 

- Input requests to the system arrive with intensity in  into the 
b

O  queue of the 

network switch b
P , which dispatches the request. 
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The switch matches the virtual IP address with a valid web server address in a 

random time 
pt  with an intensity of 

b

b

t

1
 . 

-  The web server niP
WS

i ,1,   receives the request and generates an HTML page 

that is transmitted to the output stream - out  or sends a request to the application 

server miP
AS

i ,1,  . 

-  The application server implements the business logic of the system and makes 
requests to the database server. The application server spends time 

mjt
AS

j ,1,   with the intensity mj
AS

j ,1,  , to execute the request. The 

functionality of this system component supports the system logic and is 
implemented in the form of CGI scripts or server applications. The result of the 
application server is the result of processing the request, which is sent to the 

web-server or a request to the database on the DS
P  database server. 

- The database server provides a system for storing system data and provides 
mechanisms for receiving data and updating them through a query language 
(SQL, stored procedures, etc.) based on transactions. A transaction to a database 

management system is implemented in a random time 
DS

t  with an intensity 

DS

DS

t

1
 . The results of database queries are sent to the application server 

for further processing. 

1.1 Assessment of System Productivity Based on the Model 

Various indicators can be used to assess an e-learning system's productivity based 
on a web solution, which includes the average request processing time, average 
request size in bytes, average response size in bytes, rendering time of an HTML 
page in a browser, and others. 

Since the central element of the e-learning system based on a web solution is the 
server part (web servers, application servers and database servers), the system 
productivity can be considered as the productivity of this particular central part of 
the system as a whole. 

The following main indicators can be distinguished to assess the productivity of the 
system [9]: 

-  Intensity of requests (2), which characterizes the average number of requests 
that are simultaneously processed in the system. This indicator is determined by 
the number of users of the system and the number of requests that the user 
generates on average when working with the system. 



Acta Polytechnica Hungarica Vol. 19, No. 2, 2022 

‒ 97 ‒ 

rstt        (2) 

where λ is the intensity of the flow of requests; rstt  - request service time 

-  Probability of rejection (3) - the proportion of requests that are rejected. This 
indicator for a quality system should tend to zero. Modern systems based on web 
solutions have dozens and even hundreds of thousands of service channels, 
which means that the probability of failure for such systems is practically zero. 

o

n

rjc
n

 
!

        (3) 

where n is the number of service channels, ρ is the intensity of requests, 

 


n

k

ko

k0 !

1


   is the probability that the channel is free. 

Nominal performance of the system (4) - the number of requests that the system can 
process per unit of time. 


n

N                  (4) 

where n is the number of service channels, ρ is the intensity of requests. 

The actual system performance (5) is % of system utilization of the nominal system 
performance: 

N
F


                 (5) 

where λ is the intensity of the flow of requests, N is the nominal performance of the 
system. 

The required size of the data transmission channel (6) shows the required speed of 
the data transmission channel through the network required for the system to work 
in the network. 

Mbps
r

S
60125





  

Where, λ is the intensity of the flow of requests, r is the average size of a response 
to a request in kilobytes, 125 kilobytes per 1 Mbps, 60 seconds per minute. 

The presented model is the basis for developing e-learning systems and assessing 
their performance. 
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2 Implementation of an e-learning System Based on 
EKTU 

As mentioned above, the main business processes at universities are those related 
to learning. To automate these processes, universities use heterogeneous systems 
that provide one or another aspect of work in this area. Portal solutions are used to 
ensure the connectivity of these heterogeneous systems in higher educational 
institutions. 

In EKTU named after D. Serikbayev, since 2003, a similar solution has been 
developed [10, 11]. The educational portal is the central part of the university 
information system, which is shown in Figure 2. 

 

Figure 2 

Scheme of the information system of EKTU 

As can be seen from the scheme, the EKTU educational portal, being the central 
part of the information system, interacts with other information systems of the 
university - the IRBIS library system, access control system, accounting (1C), 
electronic document management system (Directum), the official website of the 
University and other systems. 
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2.1 Educational Portal of EKTU Named after D. Serikbayev 

The architecture of the EKTU educational portal is built using client-server 
technology and is shown in Figure 3. The database management system Microsoft 
SQL Server 2017 is used to store data. Information is accessed using the website 
(http://www.do.ektu.kz) running under the control of a web server, the Internet 
Information Server 10.0, based on the Windows 2019 Server operating system. 

The use of a thin client architecture, in which all components are located on the 
server, allows minimizing traffic, both from the client-side and from the server-side. 

This scheme allows you to separate the command-control functions and the 
functions of providing and forming outputs. Due to the flexibility of the proposed 
scheme, you can make changes to one component without correction or with 
minimal correction of the other. In addition, the synthesis of the educational process 
control system is simplified since each block can be designed relatively 
independently, observing only the specifications of the interface between the 
blocks. 

 
Figure 3 

Educational portal architecture 

Using the web interface to access the educational portal of the university provides 
many advantages in the form of versatility, the ability to work remotely, and 
interactivity. 

Figure 4 shows the hardware and software structure of the EKTU Educational 
portal. 
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The structure of the EKTU portal 
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This structure includes the following components: 

1. Database management system. This component is intended to ensure the 
functioning of a relational database for an educational portal. In our case, 
Microsoft SQL Server 2017 acts as a database management server. The main 
databases on which the university educational portal operates are 

a) SPortal is a central database that stores data related to the provision of the 
educational process (contingent, curricula, disciplines, teaching staff, 
etc.) 

b) File storage - a database designed to store binary data. 

2.  SPortal software package (fig. 4). This software package is a stand-alone 
windows-application for working with the database of the educational portal 
in the corporate environment of the university. SPortal is intended for the 
administrative services of the university - dean's offices, departments, 
educational management to maintain the data required for the organization of 
the educational process and various reference data. This software package 
includes such subsystems as: 

A) The structure of the university - designed to store the organizational 
structure of the university and the staff. This system is closely integrated 
with the "1C: Personnel" system from which information about the 
structural divisions of the university and their personnel is received. 

B) Curricula - designed to store information about various curricula on 
which training is carried out at the university, the formation and 
distribution of academic streams and teaching staff workload. 

C) Groups and students - designed to keep records of the university 
contingent 

D) Schedule - designed for scheduling classes and exams 

E) Reference books - designed to maintain various reference books that are 
required for the operation of various subsystems of the educational 
portal. 

F) Administration - designed to configure various subsystems of the 
educational portal. 

This software package was developed using the Embarcadero Delphi 2009 
programming environment. This environment has advanced tools for working 
with databases and a wide range of tools for displaying and editing data. 

Interaction with the Microsoft SQL Server 2017 database server is based on 
ActiveX Data Object (ADO) technology using the Microsoft OLEDB Provider 
for SQL Server. The scheme of work of the application with this database is shown 
in Figure 5. 
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Figure 5 

Scheme of work of SPortal software with a database 

As you can see from the scheme shown in Figure 5, the TADOConnection 
component is used to connect to the database, which implements the connection 
to the database through the OLEDB provider. This component interacts with the 
TADODataSet components, which is a set of data in a database. The TDataSource 
components are used to interact with the data set in the TADODataSet and visual 
components. This component is responsible for retrieving data from the data 
source, passing it to the visual component for display and transferring updated 
data back to the dataset. 

3.  Dales: The Knowledges Web Services. These services are a set of web 
applications that provide an access point to various functionalities of the 
educational portal. These services are divided into the following categories: 

A) The Methodist - web services are designed for teaching staff and 
administrative staff to work with the educational portal. This part is divided 
into: 

-  An open part that is accessible to all users without authorization. This 
part includes reports on class schedule and curriculum 

-  A closed part, which is accessible only to authorized employees of the 
university. This part includes reports on progress, contingents, 
classroom fund, etc. 

-  Web applications that are designed to enter data into the database of the 
educational portal by various employees of the university. This part 
includes journals of progress and attendance, grade sheets, data on 
applicants, individual plans of teaching staff and students, etc. 

SPortal database

OLEDB Provider

TADOConnection

TADODataSet TADODataSet TADODataSet...

TDataSource TDataSource TDataSource...

Visual components

SPortal
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B) The knowledge - is a student's personal account, where he can get 
information about his progress, schedule, training plan, etc. 

C) E-learning - is an e-learning system (LMS), which provides training on 
various courses for teaching staff and students. 

Web services operate on a “request-response” basis (Figure 6). 

 
Figure 6 

Scheme of the Web service operation 

These web services are operated by the Microsoft Internet Information Services 
10.0 web server. As technologies for implementation, technologies such as 
ASP (for the implementation of reports and data entry systems) and ASP.Net 
(for complex web applications, such as an e-learning system) are used. 

Let us consider how the operation of the reporting system and the data entry 
system of web services based on ASP technology is implemented, which are 
implemented on the educational portal of EKTU. The implemented scheme of 
work based on this technology is shown in Figure 7. 

 

Figure 7 

Scheme of the ASP-page of the educational portal operation  

4.  Directory services. This architecture component is intended for storing data 
about users, computers, user groups, group membership, and authentication 
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and authorization of system users. In our case, the directory service is the 
Microsoft Active Directory. This service provides data based on the ektu.kz 
domain. 

2.2 E-learning System (LMS) as Part of the EKTU 
Educational Portal 

The EKTU e-learning system is implemented on a single basis of the educational 
portal. From this portal, the system receives information about the contingent of 
students, information about active groups, data about existing teachers, data on 
disciplines, information on individual plans of students, data on current curricula. 
Based on the received data in the system: 

- Thee e-courses are formed in groups, assigned to teachers, by semesters 

- Various types of reports are created 

- Export of progress to the educational portal is performed 

Let us consider the software architecture of the server part of the distance learning 
system since it is it that determines the main functionality of the system. The 
software structure of the server part of the distance learning system is shown in 
Figure 8. 
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Figure 8 

LMS software architecture 

Consider the elements of the system software architecture presented in Figure 8. 
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-  Directory services. This part is a repository of data about users, security groups 
and users' membership in them. This element of the architecture provides 
authentication and authorization of users of the educational portal and the 
distance learning system as part of the educational portal. Other elements of 
the system have access to this element, which makes it possible to provide a 
single point of safety. 

-  Database. In this part, we have three databases that support the functioning of 
the distance learning system. The databases operate on the basis of the 
Microsoft SQL Server 2017 database management system. The system has the 
following databases: 

a)  Database of the educational portal. This database contains information 
from the educational portal of the university and contains such information 
as a catalog of disciplines, a catalog of curricula, student contingent, 
information about the teaching staff and other data. 

b)  File storage. This database contains binary data representing files of 
various formats (Word, Excel, PDF, etc.). The file store is displayed in a 
separate store so as not to mix binary and relational data in the system. 

c)  Database of the distance learning system. This database contains data that 
is intended for the functioning of distance learning. This database is linked 
to the database of the educational portal, which makes it possible not to 
duplicate data between the database of the educational portal and the 
database of distance learning. 

-  Web-based e-learning application. This part is a web application that provides 
the formation of dynamic HTML-pages based on asp.net 4.0 technology for 
displaying to users. In this part, we can distinguish the following groups of 
dynamic pages: 

a)  Home page - this page is the entrance page of the distance learning system. 
This page displays ads posted in the system for various groups of users and 
contains transitions to other elements. 

b)  Module "Private messages" - this module is designed to exchange 
messages between users. Messages in this module are in the mode of 
dialogue between users according to the 1: 1 scheme. 

c) "Reports" module - this module is a set of dynamic reports on the 
functioning of the distance learning system: data on courses, user activity, 
progress (успеваемость), unchecked assignments and other types of 
reports. 

d)  Module "Distant Learning Courses" - this module is the main part of the 
distance learning system that provides the page operation of individual 
distance courses. This module contains the following submodules: 
resources, assignments, tests, chat. 
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2.3 Assessment of the Effectiveness of the EKTU e-learning 
System 

Various indicators can be used to assess the efficiency and reliability of systems. 
For our model of an e-learning system based on a web solution, the main indicators 
for assessing the efficiency and reliability of the system are related to the number 
of users who work in the system at some point in time and the network traffic that 
is generated during operation. Consequently, we will assess the effectiveness of the 
VKTU e-learning system based on these indicators. 

The EKTU e-learning system has the following hardware: 

1) Web server: HPE ProLiant DL325 Gen10, AMD EPYC 7351P 16-Core 
Processor, 2.4 GHz, 96 Gb RAM, 6 * 1.5 Tb HDD, RAID 1 

2)  Database Server HPE ProLiant DL385 Gen10, 2 * AMD EPYC 7251 8-Core 
Processor, 2.1 GHz, 64 Gb RAM, 8 * 1 Tb HDD, RAID 1 

3)  Corporate network - 100 Mb 

4)  Network inside the server room - 1 Gb 

5)  Internet connections - 500 Mb 

This hardware configuration allows serving a significant number of system users. 
The graphs (Fig. 10, 11) show the activity of users in the e-learning system (students 
and teaching staff). 

 

Figure 10 

Faculty staff activity in the system 
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Figure 11 

Students’ activity in the system 

As you can see from the graphs of activity, up to 1500 users are simultaneously 
daily in the system. 

To assess the performance of the server part of the system, we will analyze the 
operation of the system's web server. To do this, we will use the log of the Microsoft 
Internet Information Services 10.0 web server for the period from December 1 to 
December 31, 2020. Summary data on the analysis of the log are given in Table 1. 
This table contains the following information: 

-  Request handler – is a server-side script that processes the user's request 

-  Total requests – the total number of requests to this handler for the period under 
review. 

-  Bytes / request received – the average value of received bytes per 1 request 

-  Bytes / Request Sent – the average value of sent bytes per 1 request 

Average execution time (ms) – the average execution time of 1 request in 
milliseconds 

As you can see from the table, most queries are executed within 500 ms, which 
indicates the performance of the system since it is considered that if the user's query 
lasts less than 1 second, then he believes that the system is working without delays. 

We can also see that there are requests that take more than 1 second to complete. 
These requests are related to uploading files or downloading files. The speed of 
these requests directly depends on the volume of transmitted data and, accordingly, 
increases with a large amount of data. Users are aware of this file and do not 
perceive this phenomenon as a lack of system response. 



E. Fedkin et al. Considering the Functioning of an e-learning System,  
 Based on a Model for Assessing the Performance and Reliability of the System 

‒ 108 ‒ 

Table 1 

System web server log analysis data 

Request handler 
Total 
requests 

Byte / 
request 
received 

Byte / 
request 
sent 

Average 
execution 
time (ms) 

/SDO/Chat/Handler (Chat 
operation) 34921729 2805 477 294 

/SDO/Service (user search) 4383143 25395 810 360 

/SDO/Course/Details.aspx 
(course page) 1031793 2826 14062 679 

/SDO/Test/ImageTest.aspx 
(picture from the base for the 
test) 761530 2412 7588 458 

/SDO/Chat/Default.aspx 
(Course chat page) 500220 2215 6662 402 

/SDO/Default.aspx (List of 
courses for the user) 440763 2098 5673 1107 

/SDO/Entry.aspx (Home page) 398081 1743 21641 604 

/SDO/Course/Score.aspx 
(Course performance) 220684 2320 9432 395 

/SDO/Messages.aspx (Private 
messages) 207699 3842 8445 567 

/SDO/Service/Work-study 
(Submitting / uploading 
completed work on the course) 139504 2338 1001810 4058 

/SDO/Service/Work (uploading 
a file with an assignment) 118592 2124 474271 4166 

/SDO/Course/Work.aspx 
(assessment of completed 
assignments) 112530 18094 18661 541 

/SDO/Service/Resource 
(loading course resource) 105809 2184 652169 3678 

/SDO/Test/Detail.aspx (view 
loaded test) 65531 2001 3780 272 

/SDO/Test/TestForm.aspx (test) 48088 2854 5342 814 

/SDO/Course/AddWork.aspx 
(adding an assignment to a 
course) 36834 7526 8562 337 

/SDO/Course/ActiveWorks.asp
x (list of unchecked 
assignments) 28709 3316 12812 1389 

/SDO/Service/PrivMessFile 
(private messages file) 19905 2525 1232567 3878 

/SDO/Course/Group.aspx 
(group list of the course) 17417 2491 8847 465 
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/SDO/Test/LoadTest.aspx 
(loading test for course) 13958 7050 13739 396 

/SDO/Course/AddResource.asp
x (adding a resource to a course)  11117 5796 5641 326 

/SDO/Course/GraphComm.asp
x (schedule of assignments for 
the course) 10322 2451 8166 334 

/SDO/Group.aspx (group list) 9372 2413 6377 417 

/SDO/Forum/Default.aspx 
(course forum) 7220 1963 6650 408 

/SDO/Test/Appelation.aspx 
(test appellation) 6550 4746 6189 372 

/SDO/Forum/Topic.aspx 
(course form topic) 4497 4022 9374 496 

/SDO/Instruction.aspx (system 
instructions) 4021 2148 4036 824 

/SDO/Test/TestResult.aspx 
(test result)  3691 3276 8667 621 

/SDO/Course/Log.aspx 
(activity log) 3010 13823 8506 501 

/SDO/Test/ViewTest.aspx 
(view the completed test) 1813 2882 19127 362 

Based on the system operation’s data, we will assess the system performance based 
on the indicators from paragraph 1.1. 

Based on the given data, it has the following initial values: 

-  Intensity of requests to the system λ = 978 requests / minute 

-  Average time to service a request t_rst = 361 ms = 0.006 minutes 

-  Number of service channels n = 10,000 (the e-learning system web application 
is configured for this number of simultaneous processing) 

-  Average size of a response to a request in kilobytes - 7.89 Kbytes 

Then we calculate the performance indicators of the system: 

-  Intensity of requests ρ = λ * t_rst = 978 * 0.006 = 5.87, i.e. on average, the 
system simultaneously processes about 6 requests. 

-  Probability of failure - as described in Section 1.1, with a large value of the 
number of service channels and intensity, the probability of failure actually 
becomes equal to 0. 

-  Nominal performance of the system N = n / ρ = 10000 / 5.87 = 1704.2, i.e. on 
average, the system can process about 1,700 applications per minute. 

- Actual performance of the system F = λ / N = 978 / 1704.2 = 0.574, i.e. on 
average, the system is loaded by 57%. 
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-  The required size of the data transmission channel: 

S = (λ * r) / (125 * 60) = (978 * 7.89) / (125 * 60) = 1.03 Mbps 

The graph (Fig. 12) shows the load on the network component of the web server, 
which shows the average input and output bytes per second. 

 

Figure 12 

Load on the network component of the web server 

As you can see from the presented graph, the traffic generated by the web server 
can easily be served by the network interfaces on the available resources. 

Conclusions 

Currently, there are many e-learning systems that universities use in the educational 
process. Such systems are often included in portal solutions (educational portals) 
that are available in universities and provide a single-entry point for different 
categories of users. 

In this study, the main hardware and software components of the e-learning system 
were identified as part of the University's Educational Portal. 

The model for assessing the functioning of the e-learning system presented in the 
article used the QS criteria: performance analysis (system response time to user 
requests) and system reliability (no failures when working with the system). 

VKTU named after D. Serikbayev has its own portal solution (www.do.ektu.kz), 
with an e-learning system that allows implementation of e-learning, combining all 
participants in the educational process and is an integral part of the unified 
educational environment of the University. The implementation of the e-learning 
system within a single portal solution, made it possible to achieve the high speed of 
the e-learning system, by reducing the overhead costs associated with the 
coordination of the work of heterogeneous systems for managing the educational 
process at the University. The system allowed for improvements, the quality of 
work and interaction of various users in the system and, as the analysis of the work 
of this system showed, it is quite effective. 
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Abstract: This paper considers the determination method of deformation location of lithium 

polymer batteries. Measurements are performed using the Digital Image Correlation (DIC) 

technique and the obtained results are sorted into a database as a function of the charge 

level. A statistically based algorithm is used to eliminate measurement errors and outliers. 

This paper adopts the Weighted Ordered Weighted Averaging (WOWA) operator-based 2D 

filtering method with the purpose of determining the critical regions of the cell. During the 

tests, several lithium polymer batteries of the same type but in different states are 

compared. Measurements on completely new and also on worn-out batteries are 

performed. The results support that the regions where greater deformation is expected 

during charging and discharging can be predicted. Results of investigations validate that 

the proposed approach is suitable for determining the critical deformation regions with 

high accuracy. 

Keywords: battery swelling; battery testing; lithium polymer battery; GOM Atos; DIC 

measurement; WOWA 

1 Introduction 

Lithium batteries are currently widely used as a popular energy storage device in 
the automotive industry and among portable electronic devices as well. The main 
arguments in favor of them are high energy density and long stable operation.     
In the past years, lithium-based batteries have been getting widespread because of 
the increasing demand, financial investments and technological advantages. 
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However, there are several developments and operational issues with their use, 
such as minimizing these faults, which is important for users. Numerous studies 
have also dealt with the state of charge (SOC) and state of health (SOH) 
estimation [1-4], temperature effect [5], or examination of cells at different 
pressures [43-45]. In addition to traditional tests, mechanical-based measurements 
have recently become popular, supplementing them to provide more accurate 
information on the internal state of lithium-ion batteries [6]. Studies have also 
been performed on cell impact [7-8], mechanical deformation [9] and pressure 
[10]. In addition to external effects, improper operation, overcharging [11], deep 
discharge, and a high number of cycles can lead to deformation and swelling of 
the cells. The main causes of this may be an expansion of the host materials, an 
expansion in the volume of the electrode, a change in pressure in the dead space of 
the cell, or gas formation [12-14]. In addition to continuous use, the number of 
cycles also increases, in which reversible volume change can also become an 
irreversible process. This involves a mechanical reaction of the battery cells, 
which can cause loss of capacity and failure. For a deeper analysis of structural 
properties, the reader is referred to [13] [15] [16] papers for additional details. 
Furthermore, continuous deformation can be observed even under normal, 
manufacturer-recommended use. In accordance with the State-of-the-Art, 
determining the critical location of this deformation is in the focus of this paper. 
Well-defined cell parameters and diameters are important factors in planning 
battery placement as well as SOH estimation. For this reason, measuring the 
deformation of lithium batteries has become a popular area of research in recent 
times. Several methods are used to measure deformation during use. Tactile tests 
measure the deformation of a cell at one or a few points, [17-21] it can even be 
tested together with the effect of pressure [22]. In most cases, a displacement 
sensor is used to measure them [23], placed in the middle of the battery, on this 
basis, a deformation map is even made [24]. The advantage of this method is that 
they can even examine the cells at the system level [25] and the deformation 
during storage continuously measurable [26]. The problem with this is that the 
battery varies asymmetrically and amorphously, making it difficult to determine 
where to measure. In addition, a number of good and useful publications have 
been produced with other sensors and methods of deformation measurement: 
thickness gauge [27], ultrasonic transducer pulser and receiver [28], strain sensor 
[29] or high resolution dilatometry [30]. The obtained data in force-SOC 
combination can even be used for charge-level estimation [31]. To better 
understand cells without destruction, CT scans are performed to look for structural 
defects [32] or to study the structural change of bad cells [33]. A detailed analysis 
of the methods used to measure deformation can be found in the following 
publications [34-35]. In this publication, we used the popular DIC technique for 
high-precision analysis of deformation. Thanks to its many benefits - such as easy 
experimental setups, simple implementation, high resistance to environmental 
influences, variability and widely adjustable time and space resolution - DIC 
technique has become widely accepted as a powerful and flexible tool for 
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measuring the movement and deformation of different materials. With this 
solution, measurement accuracies of up to +/– 1-2 µm can be achieved. The GOM 
system has been used successfully in a number of areas [36-37]. It is also used in 
the field of batteries, mostly for electrode composition testing [38] and structural 
characteristics measurement [39] but has also been used for deformation 
measurement [40-41] possibly in combination with other methods [42]. This paper 
is structured according to the following: The measurement process section 
describes the measurement procedure, tools, and data storage. In the third chapter, 
the adoption of the WOWA operator is presented. The evaluation and results 
section presents the measurement results using a filtering procedure. 

2 Measurement Process 

Intercalation between lithium batteries occurs during charging and discharging, 
not in no-load condition or a discharged state, thus, there is no or a very low 
degree of deformation during the interruption. This assumption was confirmed in 
our previous publication by results from displacement sensor measurements [46]. 
Consequently, tests can be interrupted and optical measurements can be made. In 
order to achieve greater accuracy and better mapping of critical locations, the tests 
were performed using DIC technique. The meaning of a DIC technique is Digital 
Image Correlation. According to the literature with this technique can be measure 
displacement, deformation, 3D coordinates and can be made 3D scanning. In this 
article, a 3D coordinates measurement was used with a 3D scanning DIC system. 
The DIC system was the GOM Atos TripleScan II hardware with GOM Atos 
Professional software. The ATOS Triple Scan non-contact structured blue light 
3D scanner is a type of coordinate measuring machine that measures millions of 
points per single scan/measurement. It uses advanced measuring and projection 
techniques to produce high quality data and precision accuracy for full-object 
dimensional analysis. ATOS sensors are self-monitoring systems. The sensors 
identify changing ambient conditions during operation. The software of the 
sensors is continuously monitoring the calibration status, the transformation 
accuracy as well as environmental changes and part movements in order to ensure 
the quality of the measuring data. In this research the battery was measured 
several times and after that the individual measurements were assembled in the 
software. This allowed a detailed analysis of the deformation. Several conditions 
must be fulfilled for accurate measurement, therefore, the DIC technique requires 
the following: 

 Reduce the reflection: The quality of preparation is important for DIC 
measurements. Thus, the object to be measured should not be reflective, 
otherwise, the test element should be thinly coated with special anti-
reflex paint [47]. In this article, a MR2000 anti-reflex spray was used.   
(In our case, the surface had to be treated.) 
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 Use reference points: Another important thing is that the camera detects 
at least three reference points during the measurement. The GOM Atos 
system uses special coded reference points in several sizes. For the 
measurements was used 1mm and 0.8 mm coded reference points. 

 Taking pictures: In these tests, we used the two-camera GOM ATOS 
measuring unit, where one camera digitizes based on the reference points 
and the other functions as a control. 

 Image analysis: After recording, the deformation images are compared to 
a reference or initial image using a special cross-correlation algorithm 
that will extract the displacement fields. 

During the tests, the following devices were used to determine the electrical 
parameters: the power supply - Hameg HMP 4030, the dummy load - EL3000, the 
data acquisition card - NI 9201 and lithium polymer battery – Turnigy nano-tech 
LiPo 5 Ah. LabView software is responsible for test control. The tests were 
performed on 3 different 5 Ah lithium polymer batteries. The cells were of the 
same in type, size and capacity, the only difference being the production time.      
A new and old battery was used during the measurements. In the following 
distribution: 

 Battery number 1 (approximately 80% capacity): charging 4.2 V and 
discharging up to 3 V. 

 Battery number 1 (6 months later): 

o Charging 4.2 V and discharging up to 3 V. 

o Charging 4.2 V and discharging up to 0 V. 

 Battery number 2 (approximately 30% capacity): charging 4.2 V and 
discharging up to 0 V. 

 Battery number 3 (approximately 100% capacity): charging 4.2 V and 
discharging up to 3 V. 

A total of 5 charge and 5 discharge tests were performed. The general course of 
the tests was as follows: fully charge the battery 100% -SOC; digitization of a 
fully charged state; start discharging and interrupt, digitize every 360 s; in general, 
surface measurements are made: 100%, 90%… 10% and 0% of the charge level; 
conditioning for one hour; re-digitization of a fully discharged state; start charging 
and interrupt, digitize every 360 s. In general, surface measurements are made at 
0%, 10%… 90% and 100% of the charge level. After battery replacement, these 
steps were performed on each cell. 
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Figure 1 
Charging and discharging characteristics of LiPo batteries 

Figure 1 shows the charging and discharging current and voltage profile of a 
normal (3 V) and a fully discharged (0 V) cell. The upper part of the Fig. 1 shows 
the voltage / current diagrams obtained during the first test, from the left during 
discharge and from the right during charging. The bottom of the Fig. 1 shows the 
results of cell number two, in this test we discharged the battery to 0 V. In this 
case, too, the voltage / current profiles measured during discharge are shown on 
the left and the charging on the right. The numbering shown in the Fig. 1 can be 
observed at interruptions, digitization has taken place at these points. Figure 1 
shows that the number of interrupts varied as a function of the length of the tests. 
For example, the upper right Fig. 1 had 9 interrupts, representing 11 images 
(including the start and end states), and the lower left figure had 7 interrupts, 
representing 9 images. The reason for this is that the battery discharges faster.   
The number of digitization points created during charging also varies, which are 
due to the faster charging of the cell or optimization of the measurement time. In 
some cases, at the end of the charge, we digitized every 10 to 20 minutes because 
in this case the charged energy is less, so the degree of deformation is smaller 
based on the observations. Furthermore, in each case we store the data depending 
on the charge level, therefore, it will not cause an issue with a different number of 
digitization points. Figure 2 shows the results of four measurements, in each case 
also showing the A (on the right side of the picture pair) and B (on the left side of 
the picture pair) side of the battery. The cells change asymmetrically and 
amorphously. In general, they swell during charging and contract during 
discharge. Figure 2 shows the largest deviation from the initial state, which is 
100% SOC during charging and 0% SOC during discharge. The lower left corner 
shows the results during charging, and the lower right corner shows the fully 
discharged state up to 0 V. Based on these few deep discharges, it was observed 
that in the range below 3 V, contraction is replaced by swelling. 
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Figure 2 

Deformation images recorded using the DIC technique 

All electrical and surface digitization points are stored together and arranged in 
data matrices depending on the charge level. 

 

Figure 3 

Storing surface digitization data in a database 
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Figure 3 shows the data aggregation. The results during the discharge of cell 2 can 
be seen in the upper left image of the Fig. 3, in addition to the voltage diagram, 
the points of the interruptions are also shown. In the upper right image the same 
points are shown, but already as a function of the charge level. The Coulomb 
Counting method was used to determine the charge level. The digitization point 7 
is marked in green on the diagram, which is shown in detail in the lower part of 
Fig. 3. The lower left image displays the digitization data and the lower right 
image shows the data matrix as a function of the charge level. 

3 Adoption of WOWA Operator for Critical Region 
Detection 

From the millions of measurement points created during digitization, we selected 
75-80 measurement sites evenly spaced and stored them in the data matrix.        
The recording of equally spaced points is automatically networked and recorded 
by the GOM measuring system software. It is important to note that the same 
measurement uses the same mesh for all charge levels. There is a relatively short 
time (5 minutes) available for digitization during discharge and charge 
interruptions, so in some cases, errors may occur. Therefore, smaller holes are 
created where there is no accurate deformation information and incorrect data can 
be entered here. Therefore, the results should be evaluated by a statistical method 
in order to effectively filter the database from errors and outliers. Several methods 
are used in the literature for similar problems [48-51]. Torres et al. present an 
efficient method for post-filtering images using the WOWA-operator [52], whose 
applicability in critical region determination is considered in this paper.  

3.1 Mathematical Background of Aggregation Operators 

The need of information fusion has become increasingly important in various 
disciplines of modern engineering and artificial intelligence [53]. The aggregation 
functions are mathematical functions that are used to incorporate various 
information. The arithmetic mean and the weighted mean are the most well-
known aggregation operators. The main characteristic of the weighted mean is that 
it permits us to weight the different data according to their relevance that is not 
possible with the arithmetic mean. The arithmetic mean is given in Eq. (1). 

 

 

(1) 

The weighted mean can be formulated as follows: 
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(2) 

where wi stand for the weights of the kth data source. The weights are positive and 

. The classical aggregation operators such the weighted average, are key 
tools of decision theory [54]. However, nowadays they are considered particular 
families of more general aggregation operators. Originally, the possible 
aggregation of fuzzy sets required operations that provide a single fuzzy number 
as a result of combining several fuzzy numbers [55]. Many fuzzy aggregation 
operators have been presented, such as the product, t-norms, different types of 
means, etc. The Ordered Weighted Averaging (OWA) operator has been 
introduced in [56] by Yager, that is a class of generalized mean operator.          
The OWA operator has the form [56]: 

 

 

(3) 

in which σ(i) corresponds to the permutation of ai, i.e. the elements of the data 
vector are sorted decreasing order, from the largest value to the lowest one. This 
sorting allows to give the desired importance to the largest, lowest or medium 
value data. Several papers have been published about the properties and 
modifications of aggregation operators [57]. It is worth noting that OWA 
aggregation functions and weighted arithmetic means are special cases of Choquet 
integral. A large family of aggregation functions based on Choquet integrals [58]. 
Their detailed properties and definition are given with respect to a fuzzy measure 
[57]. When the fuzzy measure is additive, Choquet integrals become weighted 
arithmetic means, and when the fuzzy measure is symmetric, they become OWA 
functions. Different OWA operators are distinguished in the literature according to 
their weighting function. In [59] Torra has introduced the Weighted OWA 
(WOWA) aggregation function, that can be considered as the generalization of 
weighted means. The weighted OWA function has two sets of weights, one of 
them has the same function as the weighting vector in weighted means, wherease 
the other is equivalent to the weighting vector in OWA. 

3.2 Outline of the Proposed Method 

Due to its excellent properties the WOWA operator has wide application 
possibilities. For instance, image processing techniques can benefit from such an 
approach. The efficiency of this method is that two vectors can be used to well set 
the importance of data and filter out erroneous data. The other thing that makes a 
statistically based analysis useful is that the differences between points close to 
each other can be well filtered. The goal with these measurements is to determine 
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a critical region, so outliers can make this very difficult. The first step in 
processing the data is to read the database and rearrange it using the algorithm: 

 

Figure 4 

Rearrange the database 

In the figure, the point to be determined is marked in yellow, and the data of the 3 
X 3 matrix marked in blue were used for the determination. Based on this, a total 
of 9 values were used to determine a selected point (marked in yellow).              
The following relationship describes the coordinate points of the data extracted 
from the matrix: 

 

 

(4) 

The data is transferred from the matrix to the row vector according to the 
following formula: 

 

(5) 

When determining weight vectors, all values were considered to be of equal 
significance. 

 
 

(6) 

An empirically determined weight vector can be further investigated if even finer 
critical region detection performance is required by emphasizing distinct parts of 
the battery. When specifying the second vector, our purpose is to eliminate, filter 
out outliers and highlight critical regions. 

 
 (7) 
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As a first step, we determined the coordinate points based on the following 
formula: 

 

 

(8) 

 

 

 

 

 

 

 

 

 

After curve fitting, the following function was obtained: 

 

Figure 5 

Determined ω* after curve fitting 

The equation after fitting the curve is as follows: 

 
 (9) 
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Using ω*(x) we determined the weights: 

 

 

The obtained weight vector is as follows: 

 
 (10) 

The first step in evaluating the values was to load the data (heatmap of 
deformation [mm]): 

 

Figure 6 

The last point of discharge is without the WOWA- based method 
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The second step is to determine the corresponding 3X3 matrix for each data point 
based on Eq. (4). The determined values were then sorted in ascending order and 
applied to the following summary: 

 
 

(11) 

The final deformation point matrix was as follows: 

 

Figure 7 

The last point of discharge after using the WOWA- based method 

The values shown in Fig. 7 the dimension is [mm], the battery is divided into 5 
columns and 14 rows. During the test, the battery was discharged to 0 V. Based on 
the results, it can be concluded that this type of deep discharge causes significant 
swelling. Based on the heat map, it can be observed that the middle part of the cell 
changed the most. It can be observed that the filtered data eliminate outliers, 
possible errors and form a more uniform heat map. We also visualized the results 
for better presentation. Figure 8 shows a comparison of the measured and filtered 
values after visualization. 

Visualization allows to better observe how the algorithm equalizes the surface of 
the battery. By eliminating the local minimum and maximum, the critical zone can 
be more easily selected. During this test, the greatest deformation occurred in the 
middle of the cell. More specifically, points 6-7-8-9-10 in column 3 are the most 
critical. 
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Figure 8 

Visualization of the results obtained with the WOWA- based method 

4 Evaluation and Results 

Using the WOWA-based method, we filtered all states from outliers and 
potentially erroneous data and created a unified deformation map. To determine 
the critical regions, all digitization states and measured points of each 
measurement had to be examined. During the analysis, we observed that the 
examined point was smaller or larger than the average deformation point, based on 
this, it was classified as 1 or 0. The average deformation point, in this case, is the 
average of the data on the unchanged side of the cell measured at the same charge 
level. In all cases, the value 1 represents the critical deformation greater than 
average. Values higher than average during charging and lower values during 
discharge were considered 1 because contraction is expected during discharge. 
Figure 9 shows the results obtained when charging side B of battery number 2 in 
the case of 100% SOC. 

The upper part of the Fig. 9 shows the analyzed data, the left image shows the 
original data, and the right image shows the filtered results. The bottom of the Fig. 
9 shows the results of the under/over test, the original data is shown in the left 
image (mean value 0.109 mm) and the results filtered by the WOWA algorithm 
are shown in the right image (mean value 0.108 mm). The next step in the analysis 
was to fit the data to each other, hence to summarize the critical points of the 
measurements for the same measurement and side (separately for A and B). 
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Figure 9 

Deformation average test 

In Fig. 10 shows the results obtained after data alignment: 

 

Figure 10 

Deformation average test during charge (battery side B) 
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It can be observed there were a total of 19 deformation states during this test and 
that the upper and middle parts of the battery changed the most during these 
measurements. The original data is shown on the left and the results after filtering 
are shown on the right. It can be seen that the critical points and regions are better 
concentrated with the filtering. The differences between sides A and B of the same 
test can be observed in the following in Fig. 11: 

 

Figure 11 

Deformation average test during charge (battery side A and B) 

Figure 11 shows the filtered data by using WOWA-based method. We have 
already established that the cell sides change asymmetrically, and these results 
support this assumption. In this measurement, the lower part of the battery is the 
least critical region. In real cases, it is difficult to distinguish exactly which side A 
and B of the cell are, therefore, the results should be combined. Figure 12 shows 
the results of merging the two sides during charging and discharging, expressed as 
a percentage. 

Figure 12 shows a charge/discharge cycle for the same battery. The results are 
similar, but there are also differences. The similarity is that in both cases, 8-9 rows 
in the middle of the battery, the most critical region, and the bottom of the battery 
were the least important. The deviation is observed in the upper part of the cell, 
during discharge, the upper right image became a highly critical area. To better 
assess the critical areas, all charging and discharging results were projected onto 
each other. Measurements from all 10 tests (5 charges, 5 discharges) from the 
three different batteries (sides A and B) were summarized. 
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Figure 12 

Deformation average test during charge and discharge (combined A and B) 

The state after aggregating, averaging and sorting the data is as follows: 

 

Figure 13 

Critical regions of charging and discharging 
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The combined results of all charge tests for all three cells are shown on the left 
side of the figure, and the results after discharge are shown on the right side. 
According to the result after charging, moving towards the middle of the cell, we 
get the critical areas, the lower and upper parts are less dominant. During 
discharge, the lower part is also less important, however, in this case, the critical 
region has shifted to the right and upwards. A summary of these results is required 
to determine a general case. In terms of cell criticality, the following 3 categories 
were defined: 0-non-critical (0-33%), 1-moderately critical (33-66%), 2-important 
region (66-100%). The final step of the study is to combine the results and form a 
general classification picture. Figure 14 shows the last statement: 

 

Figure 14 

Categorized critical regions of the 5 Ah lithium  polymer battery 

Based on the images, it can be concluded that the critical regions occur the most 
common in the middle part of the cell since measurements should concentrate 
these regions. In the case of measuring in only one or a few points, it is more 
likely that critical region towards the right edge are found. Furthermore, it can be 
observed that the center of the cell is rarely the most ideal measuring point. Based 
on the analysis and calculations, it is advisable to place the displacement sensor 
above the middle, to the right, 5-6 rows 3-4 columns. The smallest deformation is 
probably to be measured at the bottom of the cell. In the case of conducting charge 
(see Fig. 13), test only, the middle part of the battery is the more ideal choice.     
In case of discharge (see Fig. 13), it is suggested to perform the measurement a 
little higher than the middle part. 

Conclusions 

Digitization of the battery surface is a new and state-of-the-art method for 
obtaining a very accurate data set on the deformation of cells during charging and 
discharging. Altogether of three lithium polymer battery measurements of the 
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same type but different states are evaluated. The electrical and surface digitization 
points are aggregated and arranged in data matrices depending on the charge level. 
We propose the adoption of WOWA-based filtering method for the detection of 
critical regions. We effectively filtered the deformation database from errors and 
outliers, making it easier to identify critical points. Implementing the application 
of WOWA in a 2D convolution filter to a digital image correlation procedure 
presents new approach to a current engineering problem. Based on the results, it 
can be concluded that the method is suitable for filtering deformation data, and 
critical regions can be efficiently determined on the lithium polymer battery. 
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Abstract: The commercial success of businesses depends to a large extent on the ability to 

quantify the current situation at the desired point in time. It helps to make the right strategic 

development decisions and reveals weaknesses. The state of development of a company is a 

complex phenomenon, therefore, it can be described only by a certain number of indicators. 

They are multidimensional and of unequal importance, therefore, multiple-criteria methods 

are used to combine their values into one generalising quantity. They rely to a large extent 

on expert assessments to determine the weights of indicators, as well as the values of 

indicators that are difficult to formalise. An integral part of such assessments is the 

examination of the consistency of expert opinions. Existing methods for determining the level 

of consistency of expert assessment are intended to determine the importance of indicator 

weights, and it is not possible to determine the consistency of expert assessment of indicator 

values on their basis. This is because, when determining the importance of an indicator, the 

estimate of the importance of one indicator follows from the context of the importance of all 

other indicators, whereas in the second case, the value of each indicator is determined 

separately, i.e., it does not follow from the context of the values of the other indicators.            

In order to determine the consistency of the expert assessment of the values of indicators, it 

is necessary to calculate the actual and maximum possible level of uniformity or non-

uniformity of the assessment. The consistency of the expert assessment will be demonstrated 

by the ratio of these values. The aim of the article is to propose and approve a methodology 

for determining the compatibility of expert assessment of the values of difficult-to-formalize 

indicators that increase the commercial success and competitiveness of business enterprises. 

Keywords: business enterprises; multiple-criteria methods; compatibility of expert 

assessments 
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1 Introduction 

In the context of global economic integration, economic operators seek to be on an 
equal footing in international markets. This is especially true for Eastern and partly 
for Central European countries. The main challenge for their businesses is to be 
competitive. Competitiveness is often understood as the share in both foreign and 
domestic markets. It is an integral result of business development. Assessing the 
importance of competitiveness is comprehensively examined in many scientific 
studies. Basically, they are all conducted for one purpose – finding the ability to 
change the state of a business, i.e., to pursue its success. In other words, ways to 
manage business development in a targeted manner are being sought. Global 
scientists Drucker and Sukhart have identified an essential condition for solving this 
problem – the development process can be managed if there is a possibility to 
quantify its condition at a desired time. Thus, in order to improve business results, 
at least two things are required: first, to know what business development depends 
on; and second, how to quantify its current situation. Only then can the right 
business development strategic decisions be made. 

Solving these tasks is not easy. This is because business development is a 
complicated complex socio-economic process, which includes both the complex of 
interacting people and the necessary material and technical and other resources – 
materials, equipment, technologies, information flows, etc. This allows business to 
be seen as a socio-economic system. Due to their complexity, such systems manifest 
themselves in reality in a number of aspects of the most diverse nature. When 
formalised, they become indicators that reflect the state of the system. They can be 
expressed in different dimensions and vary in opposite directions. This means that 
an increase in some of their values improves the situation, while increases in others 
worsens it. For example, the higher a company’s advertising costs, the higher the 
expected sales of products or services and the better the performance. Rising 
advertising costs of competitors can make these results worse. In addition to the 
above, another factor is no less important – some indicators can be easily 
formalised, while others – with a degree of difficulty. The said advertising costs can 
be accurately estimated by the amount of money spent for that purpose. Meanwhile, 
it is not possible to accurately “measure”, for example, a company’s ability to assess 
the competitors’ market behaviour. Another problematic aspect to consider when 
assessing a business situation is the unequal importance of the factors that affect it. 

In order to get a general picture of the business situation, it is necessary to combine 
important indicators expressing the contradictory factors that affect it into one 
generalising index. Research in recent years has shown that multiple-criteria 
approaches are best suited to address this issue. Long-term practice has highlighted 
two conditions for their application: first, indicators expressed in different 
dimensions and moving in the opposite direction need to be made comparable with 
each other, i.e., dimensionless, and their relevance to the phenomenon in question, 
i.e., business development, must be quantified. Knowing the normalised values of 
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the indicators and their importance, the simplest way to obtain the generalised index 
is to sum up the sum the product of the values and importance of the indicators, or 
by other developed multiple-criteria assessment methods. 

The weights of the indicators, as well as the values of the indicators that are difficult 
to formalise, are determined by experts. It is no coincidence that in the theory of 
multiple-criteria assessment, they are given a special role. The purpose of the expert 
assessment is to reflect the situation under assessment as adequately as possible.   
On the other hand, despite the professionalism of the team of experts, their opinions 
tend to differ. In order to use the obtained results in further calculations, it is 
necessary to determine whether they are consistent. A number of studies and various 
methodologies have been devoted to this problem. Their analysis shows that they 
all address the issues of consistency in the expert assessment of indicator weights. 
Meanwhile, the evaluation of indicator values have practically not been performed. 
The average of the estimates is used for further calculations. This may be due to the 
fact that no appropriate methodologies have been proposed. In this situation, the 
question arises as to whether the methods of consistency of expert assessment of 
indicator weights are also suitable for determining the consistency of assessment of 
indicator values. If not, by increasing the adequacy of the application of multiple-
criteria methods to the assessment of the state of business enterprises, appropriate 
ways to determine consistency need to be sought. 

2 Literature Review 

The main purpose of a business is profit making, except for non-profit 
organisations. To achieve it, a group of stakeholders forms a structure, i.e., creates 
production and organisational/management staff, and a social system, into which it 
integrates the necessary material, technical and other resources. This structure, once 
validated, acquires the appropriate status of an official organization or company. 
Thus, structure can be seen as a means to an end. It can only be achieved through 
the constant development of the company [1]. The targeted development process 
does not happen by itself – it needs to be managed. This requires being able to 
quantify its condition at a desired point in time. 

The problem of quantifying the condition of socio-economic systems, such as 
business enterprises, has received a lot of attention in research. By their nature, they 
are large and complex, thus, the number of indicators that reflect their situation can 
be quite large. Combining them into one generalising quantity or index is difficult 
due to their contradictory nature – they are of different dimensions, can change in 
opposite directions, some of them must reflect difficult to formalise factors and are 
not equally important for the phenomenon under consideration. In recent years, 
multiple-criteria methods have been successfully applied to calculate such indices. 
The most well known and most widely used are SAW [2], TOPSIS [3], VIKOR [4], 
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COPRAS [5, 6], ELECTRE III, ELECTRE IV [7, 8], PROMETHEE [9], LINMAP 
[10], MOORA, MULTIMOORA ([11, 39] and others. 

The essence of multiple-criteria assessments is most clearly reflected by the SAW 
method [3]: 𝐾𝑗 = ∑ 𝑤𝑖𝑞𝑖�̃�𝑛𝑖=1  (1) 

where Kj – significance of the multiple-criteria evaluation of the jth alternative of the 
analysed phenomenon by the SAW method; wi – weight of the ith indicator; 𝑞𝑖�̃�– 
normalised value of jth alternative of ith indicator; n – number of indicators (i=1, 𝑛̅̅ ̅̅̅). 

As can be seen from formula (1), in multiple-criteria evaluations, each indicator is 
expressed in two quantities: importance and significance [3, 12, 13, 14, 15, 16]. 

It is true that there are also methods of multiple-criteria evaluation, where indicators 
are expressed only in terms of significance, i.e., without weights [17, 18, 19, 20, 
21]. 

Indicator weights are usually determined on the basis of subjective methods, i.e., 
their importance is determined by experts [3, 22, 23, 19, 24, 25, 26, 27, 28, 29].    
The objective weight determination methods are also sometimes used, where the 
importance of an indicator is determined by its significance [30, 31]. 

The situation is different with the significances of indicators. They can be 
conditionally divided into two groups. The first group are easily formalised 
indicators. Their significances are determined precisely because all the necessary 
information can be found in various sources – statistical publications, normative 
materials, different reports, project documentation, or simply determined through 
calculations. Indicators that are difficult to formalise include those whose 
significance in the chosen evaluation system can be determined only by experts.   
All this variety of setting indicator weights and significances is demonstrated in 
Figure 1. 

 

Figure 1 

The need for expert assessments in determining the weights and significances of multiple-criteria 

assessment indicators of the state of SES development (source: compiled by the authors) 
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As demonstrated in Figure 1, it appears that in only one of the four possible cases it 
is not necessary to use expert assessments at all. Thus, their importance in multiple-
criteria assessments is high. 

Determining the level of consistency of expert opinions is inseparable from expert 
assessments. This important issue is given a lot of attention in the theory of expert 
assessment, because the results of assessment can be used in further calculations 
only if the opinions of experts are consistent. 

The analysis of literature sources shows that research to determine the consistency 
of opinions is predominant [32, 33, 34, 35, 36, 37]. It makes sense to see whether 
the proposed methodologies are also suitable for determining the consistency of 
expert assessment of indicator values. 

In recent years, the methodologies for assessing the consistency of expert 
assessment proposed by Kendall and Saaty have been the most widely used.           
The methodology proposed by Saaty is specific, it is integrated into the AHP 
method for determining indicator weights, therefore, it cannot be treated as an 
independent or universal methodology [38]. The commonly used Kendall method 
has a different nature. In this case, the expert assessment of the importance of the 
indicators is based on the matrix R=‖qij‖. It lists the assessments of importance of 
each indicator qij (qij – is the score of the ith indicator given by the jth expert in the 
adopted evaluation system, 𝑖 = 1, 𝑚̅̅ ̅̅ ̅̅  , 𝑗 = 1, 𝑟̅̅ ̅̅ , where m – is the number of 
indicators, r – is the number of experts) [32] (Figure 2). 

 
 
 
 

 
Q = 

q11 q12 q13 ... q1j ... q1r 

q21 q22 q23 ... q2j ... q2r 

q31 q32 q33 ... q3j ... q3r 

: : : : : : : 

qi1 qi2 qi3 ... qij ... qir 

: : : : : : : 

qm1 qm2 qm3 ... qmj ... qmr 

Figure 2 

Matrix of expert assessment of the importance of indicators 

 

The next step in the consistency assessment is ranking of Q estimates in the matrix 
(Fig. 3). The result is matrix R, which shows the ranks of all indicators (rij – the 
rank of ith indicator given by the jth expert). 
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R = 

r11 r12 r13 ... r1j ... r1r 

r21 r22 r23 ... r2j ... r2r 

r31 r32 r33 ... r3j ... r3r 

: : : : : : : 

ri1 ri2 ri3 ... rij ... rir 

: : : : : : : 

rm1 rm2 rm3 ... rmj ... rmr 

Figure 3 

Matrix of expert assessment of the importance of indicators 

The method for determining the consistency of expert assessments depends on the 
number of indicators. If it does not exceed 7 (m≤7), the degree of compatibility is 
indicated by the coefficient W: 𝑊 = 𝑆𝑓𝑆𝑚𝑎𝑥 (2) 𝑆𝑓 = ∑ (∑ 𝑟𝑖𝑗𝑟𝑗=1 − �̅�)2𝑚𝑖=1  (3) �̅� = ∑ ∑ 𝑟𝑖𝑗𝑟𝑗=1𝑚𝑖=1 𝑚  (4) 𝑆𝑚𝑎𝑥 = 𝑟2𝑚(𝑚2−1)12  (5) 

where Sf – the sum of the deviations of ri values from the mean rij; �̅� – the total 
average of rij values; Smax – the maximum possible deviation of ri values from the 
mean rij. 

The closer the value of the coefficient W is to 1, the more consistent the expert 
opinion. 

When the number of evaluated indicators is greater than 7 (m> 7), the Pearson 
correlation factor 𝜒2 is calculated: 𝜒𝑓2 = 12𝑆𝑓𝑟𝑚(𝑚+1) (6) 

The actual value of 𝜒𝑓2 coefficient obtained is compared with the critical value 𝜒𝑘𝑟2 , 
which depends on the number of degrees of freedom 𝛾(𝛾 = 𝑚 − 1) and the 𝛼 level 
of significance chosen (in the social science, the 𝛼 value is usually equal to 0.05, 
i.e., (1-0.05)x100 = 95 %). If 𝜒𝑓2 > 𝜒𝑘𝑟2 , the opinions of the experts are consistent. 

The analysis of Kendall’s method for determining the consistency of expert 
assessment allows to draw an essential conclusion – the importance estimate of ith 
indicator follows from all other estimates of assessment of this indicator. In other 
words, when giving an estimate of importance of ith indicator, the expert must weigh 
its relation to the importance of all other indicators for the phenomenon in question. 
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This is very clearly demonstrated by the essential condition for determining the 
importance of indicators, which looks as follows [3]: 

ω1 + ω2 + ω3 +…+ ωi +…+ωm = 



min

1i
i

= 1.0 (7) 

Therefore, in determining the weights of indicators of the phenomenon under 
consideration, the rows of the matrix in Fig. 2 are interrelated. It is from this 
condition that all known subjective methods for determining indicator weights arise 
[32, 22, 23, 19, 24, 26, 30]. 

The situation is different with the determination of consistency of expert assessment 
of the values of indicators that are difficult to formalise. Unlike determining the 
consistency of the expert assessment of indicator weights, in this case the value of 
the indicator in question does not depend on the estimates of other indicators.            
In this case, the expert assessment of ith indicator will be based on a matrix Qi with 
only one row (Fig. 4). 

Qi = |pi1   pi2   pi3   ...   pij   ...   pir| 

Figure 4 

Matrix of expert evaluation of the value of ith indicator of the analysed phenomenon 

Figures 2 and 3 demonstrate that the methods for determining the consistency of 
expert assessment of the importance of indicators are not suitable for determining 
the consistency of expert assessment of indicator values. 

3 Methodology 

The desired level of compatibility of the expert assessment of the indicator values 
must meet the following requirements: 

1) The value of the desired indicator must vary from 0 to 1. 

2) If the opinion of all experts is unanimous, i.e., if they all give the same estimate 
for the indicator in question, the value of the compatibility indicator must be equal 
to 1. 

3) If the experts gave the most divergent estimates on the adopted rating scale to the 
indicator in question, the value of the compatibility indicator must be close to 0. 

4) It must be possible to quantify both the actual and the maximum possible 
uniformity of expert opinions depending on the specific situation, i.e., both from the 
indicators of the phenomenon in question and the number of experts evaluating 
them. 
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5) When assessing the limitations of points 1 to 4, the required indicator must be 
determined as the ratio of the actual and the maximum possible uniformity of the 
estimates provided by the experts to the specific situation. 

The proposed indicator of the level of consistency of the expert assessment of the 
values of indicators must meet all the applicable requirements: 𝑊𝑖 = 1 − 𝑊𝑖𝑓𝑊𝑖𝑚𝑎𝑥 or 𝑊𝑖 = 𝑊𝑚𝑎𝑥−𝑊𝑖𝑓𝑊𝑚𝑎𝑥  (8) 

where Wi – the indicator of consistency of the expert assessment of the value of the 
indicator in question; 𝑊𝑖𝑓 – the actual indicator of non-uniformity in the expert 
opinions of indicator ith; 𝑊𝑖𝑚𝑎𝑥 – the most likely indicator of non-uniformity of 
expert opinions of indicator ith. 

As the formula (7) shows, in the ideal situation, i.e., when 𝑊𝑖𝑓=𝑊𝑖𝑚𝑎𝑥 ,𝑊𝑖 = 0, as 

the 𝑊𝑖𝑓 value approaches 0, the value of the compatibility indicator 𝑊𝑖 also 
approaches 1. Consequently, it ranges from 0 to 1.0. 

Thus, the task of determining the degree of compatibility of an expert assessment 
consists of determination of values 𝑊𝑓 and 𝑊𝑚𝑎𝑥. 

Determination of actual non-uniformity, i.e., value 𝑊𝑖𝑓 ,, of the expert assessments 

of ith indicator of the analysed phenomenon. The degree of non-uniformity of 
expert assessment depends on the degree of dispersion of the expert assessment 
estimate, therefore, 𝑊𝑓 will be calculated as follows: 𝑊𝑖𝑓 = ∑ ⌊�̅�𝑖 − 𝑞𝑖𝑗⌋𝑟𝑖=1   (9) 

where �̅�𝑖 – the average of the expert assessment of the ith indicator value. 

The value �̅�𝑖 is determined as follows: �̅�𝑖 = ∑ 𝑞𝑖𝑗𝑟𝑖=1𝑟  (10) 

Formula (9) demonstrates that if the estimates of all the experts are the same, then 𝑊𝑖𝑓= 0. 

Determination of maximum non-uniformity, i.e., value 𝑊𝑖𝑚𝑎𝑥, of the expert 

assessments of ith indicator of the analysed phenomenon. 

The value 𝑊𝑖𝑚𝑎𝑥  reflects the situation where the expert assessment estimates differ 
the most. In this case, the matrix �̃�𝑖 = ‖𝑞𝑖𝑗‖ of expert assessment of significance of 
ith indicator of the analysed phenomenon will look as follows (Fig. 5). 

 

 



Acta Polytechnica Hungarica Vol. 19, No. 2, 2022 

‒ 143 ‒ 

�̃�𝑖 = |�̃�𝑖1𝑚𝑎𝑥  �̃�𝑖2𝑚𝑖𝑛 �̃�𝑖3𝑚𝑎𝑥𝑞 ̃𝑖4𝑚𝑖𝑛 … �̃�𝑖𝑗−1𝑚𝑎𝑥𝑞 ̃𝑖𝑗𝑚𝑖𝑛  �̃�𝑖𝑗+1𝑚𝑎𝑥 … �̃�𝑖𝑟−1𝑚𝑎𝑥  �̃�𝑖𝑟𝑚𝑖𝑛| 
Figure 5 

Matrix of expert assessment of the significance of ith indicator of the phenomenon in question, when 

the opinions of the experts differ the most (q_ij^max – the highest possible estimate of significance of 

ith indicator given by the jth expert; q_ij^min – the same, the lowest possible estimate) 

As with the determination of Wf, Wmax shall be calculated as follows: 𝑊𝑖𝑚𝑎𝑥 = ∑ ⌊�̃̅�𝑖 − �̃�𝑖𝑗⌋𝑟𝑖=1  (11) 

The value �̃̅�𝑖 is determined as follows: �̃̅�𝑖 = ∑ �̃�𝑖𝑟𝑖=1𝑟  (12) 

where �̃̅�𝑖 – the average of the expert assessment of the value of ith indicator, when 
the expert opinions differ the most; �̃�𝑖 – the significance of ith indicator, when expert 
opinions differ the most. 

It is not difficult to notice that when the number of experts is even, then 𝑊𝑖𝑚𝑎𝑥= 
(�̃̅�𝑖 − 1) × 𝑟. Table (1) presents the values of Wmax when r varies from 2 to 10. 

Table 1 

Values of Wmax significance depending on the number of experts 

Number of 
experts 

2 3 4 5 6 7 8 9 10 

Value Wmax 
significance 

9.00 12.00 18.00 21.00 27.00 30.86 36.00 40.00 45.00 

The value Wmax, like the value Wf, essentially reflects the greatest possible degree 
of non-uniformity depending on the number of expert’s r. 

4 Empirical Research 

The proposed methodology for determining the consistency of expert assessment of 
the indicator significance has been tested on the basis of a real example. The experts 
provided the following estimates of difficult-to-formalize indicators of the 
commercial success of the examined business in a ten-point system (Table 2). 

The three indicators (age of company, advertising costs and new product 
development costs) in Table 2 are easy to formalise because their values are known 
precisely, while all other indicators are difficult to formalise, the values of which 
have been determined by experts. It is necessary to assess whether their opinions 
are consistent based on the proposed methodology. 
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Table 2 

Estimates of the evaluated company’s commercial success indicators and the results of calculation of 

consistency of the expert assessments 

Measure
ment 
unit 

Row 
No 

Indicator �̅�𝑖 Wf Wmax Wi Consistency 
assessment 

results 

Score 
points 

1 Country’s 
level of 

infrastructure 

5.75 34 36 0.61 Inconsistent 

Years 2 Age of 
company 

- - - - - 

Score 
points 

3 Appropriate 
business 

development 
strategy 

7.75 7.0 36 0.82 Consistent 

Euro 4 Advertising 
costs 

- - - - - 

Score 
points 

5 Employee 
incentive 
system 

5.75 8.0 36 0.78 Consistent 

Score 
points 

6 Quality of 
products 

7.25 10 36 0.72 Inconsistent 

Score 
points 

7 Packaging of 
products 

4625 9.0 36 0.75 Consistent 

Score 
points 

8 Country’s 
level of 

economic 
development 

6.00 11 36 0.69 Inconsistent 

Euro 9 New product 
development 

costs 

- - - - - 

Score 
points 

10 Manager 
competence 

5.00 8.0 36 0.78 Consistent 

Determining the value 𝑾𝒊𝒇 of the actual non-uniformity of expert assessment 

of the indicator significance. 

According to formula (9), the average of the expert assessment of the values of the 
first indicator, the country’s level of infrastructure, will be equal to: 

�̅�1 = ∑ 𝑞𝑖𝑗𝑟 = 468 = 5.75𝑟
𝑖=1  

The value W1faccording to formula (9) will be equal to: 𝑊1𝑓 = (5.75 − 4) + (5.75 − 4) + (5.75 − 8) + (5.75 − 3) + (5.75 − 7)+ (5.75 − 6) + (5.75 − 5) + (5.75 − 9) = 14. 
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Determining the value 𝑊𝑖𝑚𝑎𝑥 , of the maximum non-uniformity of expert 
assessment of the indicator significance. 

The situation of expert assessment of the indicator significance, when expert 
opinions are most inconsistent, will look as follows (Table 3): 

Table 3 

Maximum and minimum values of expert assessment (scale 10 points) 

Experts 1 2 3 4 5 6 7 8 Total 

Estimates 10 1 10 1 10 1 10 1 44 

The average of the expert assessment of the significance of the first indicator, based 
on formula (12) and Table 3, will be equal to: �̃̅�𝑖 = 448 = 5.5 

The value 𝑊1𝑚𝑎𝑥 , according to formula (11) will be equal to: 

𝑊1𝑚𝑎𝑥 = ∑⌊�̃̅�1 − �̃�1⌋𝑟
𝑖=1 = 4 × |5.5 − 10| + 4 × |5.5 − 1| = 36, 𝑎𝑟𝑏𝑎 𝑊1𝑚𝑎𝑥= (5.5 − 1) × 8 = 36 

Mean significance �̃̅�𝑖 and value 𝑊𝑖𝑚𝑎𝑥 significance were determined in the same 
way (Table 2). 

According to formula (8), the value Wi for the first indicator will be equal to: 𝑊1 = 1 − 3436 = 0.06; 𝑊1 = 36−3436 = 0.06. 

The significances of value Wi are presented in Table 2. It demonstrates that four of 
the seven indicators assessed are consistent, while three are not. Another conclusion 
is that the opinions of the experts differed the most in those indicators that reflect 
the external environment of the business enterprise. The critical limit of the 
consistency coefficient W is 0.75. It is based on empirical research and expert 
evaluations. The performed calculations confirmed the suitability of the proposed 
methodology for expert assessment of significances of difficult-to-formalise 
indicators. 

5 Discussion 

In multiple-criteria evaluations, the expert assessments of significance of the 
difficult-to-formalise indicators have some unresolved issues. Meanwhile, there 
may be a number of indicators that reflect the development aspects of a business 
enterprise. This is illustrated by the example presented in this article. The analysis 
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of the literature sources dedicated to this question, including the defended 
dissertations, demonstrated that such an assessment is hardly ever performed. This 
issue is ignored. The simplest way taken – determining the arithmetic mean of the 
expert estimates and treating it as the significance of the indicator sought. This has 
a strong impact on the adequacy of multiple-criteria assessment. 

Undoubtedly, there may be other methods for determining the consistency of expert 
assessment of significance of difficult-to-formalise indicators. The mathematical 
statistics methods could open up wide possibilities for this, but their application is 
limited by insufficient statistical information. This is due to the fact that the system 
of indicators of the phenomenon in question usually consists of too few indicators 
in terms of mathematical statistical methods. If their number is large enough, the 
related indicators are grouped to increase the adequacy of the assessment. This 
allows forming a hierarchical system of indicators, which makes it possible to 
reduce the number of indicators evaluated simultaneously. 

It can be expected that when this problem is understood to the required extent, it 
will receive more attention and more reasoned suggestions will be offered. 

The proposed methodology can find wide application both in research and in 
practice, as business people today are increasingly beginning to understand the 
importance of strategic planning. Quantitative assessment of the current state of the 
business plays an important role in this process. It is necessary for forecasting 
changes, solving problems of sustainability of enterprise development, etc. 

Conclusions 

The experts have an important role to play in multiple-criteria quantitative 
assessments of the state of development of socio-economic systems, such as 
businesses. They help to determine the weights of indicators of the phenomenon in 
question, as well as the significance of the indicators that are difficult-to-formalise. 
An integral part of such assessments is the determination of the level of consistency 
of expert opinions. The most common and widely used are the methods for 
determining the level of consistency of expert assessment of the importance of 
indicators, while less attention is paid to the consistency of expert assessment of 
indicator significance. Meanwhile, the methods of expert assessment of the 
importance of indicators are not suitable for determining the level of consistency of 
expert assessment of indicator significances. This is because in the case of 
determining the level of consistency of the expert assessment of indicator weights, 
the assessment of the importance of the indicator in question is derived from all 
other estimates of the assessment of the importance of this indicator. Whereas, in 
the case of expert assessment of the indicator significances, the significance of the 
analysed indicator does not depend on the estimates of other indicators. 

The proposed indicator of the level of consistency of the expert assessment of the 
significance of the indicator in question ranges from 0 to 1, and thus, reflects the 
extremes of the assessment, when the expert opinions are completely uniform or 
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completely different. The indicator is defined as the ratio of the actual and the 
maximum possible uniformity of the estimates provided by the experts to the 
specific situation, which is characterised by the number of indicators and experts. 
The performed calculations confirmed the appropriateness of the proposed 
methodology. It is universal and can be used in quantitative assessments of the state 
of development of a wide variety of phenomena. 
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Abstract: The modeling problem is one of the important topics in engineering applications. 

In various applications, it is required to find a mathematical model to represent the 

relationship between output and the associated input variables. In this study, an approach 

on basis of a new deep learned type-3 (T3) fuzzy logic system (FLS) is introduced.           

The modeling of CO2 solubility on basis of temperature, molality of NaCl, and pressure is 

considered as an application. The monitoring of carbon dioxide (CO2) solubility in brine is 

one of the effective approaches in carbon capture and sequestration technique to reduce it 

in the atmosphere. A new hybrid learning method is presented to optimize the suggested 

model. The new adaptation laws are carry-out to tune the rule parameters and centers of 

membership functions (MFs). The values of horizontal slices and α- cuts are learned by the 

unscented Kalman filter (UKF). By the real-world experimental data sets, several 

statistical examinations, and comparison with conventional well-known fuzzy neural 

networks (NNs) and learning methods, the reliability and good performance of the 

suggested method are demonstrated. Also, the sensitivity of the input variables is analyzed 

by the use of the Sobol approach. 
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1 Introduction 

Modeling problem is one of the important topics in engineering applications.       
In various applications, it is required to find a mathematical model to represent the 
relationship between output and associated input variables. In recent years, one of 
the main approaches that have been frequently reported in the literature to 
decrease carbon dioxide (CO2) is carbon capture and sequestration (CCS).         
The solubility of CO2 in brine is the basic factor in the CCS. Then forecasting the 
solubility of CO2 with the desired accuracy is an important research topic [1]. 

For modeling and forecasting the solubility of CO2, many approaches have been 
presented. For example, in [2], some experimental data in a special pressure and 
temperature is obtained, and then using Peng–Robinson equations a mathematical 
model is extracted. In [3], a thermodynamic model by the use of Soave–Redlich–
Kwong equations is presented and its accuracy is discussed by some experimental 
data. The reliability of various existing models is discussed in [4], and the effect 
of pressure is studied. In [5], the development of scientific models for CO2 is 
reviewed and the practical conditions to evaluate the capability of various models 
are discussed. In [6], by the use of VPT, CPA-SRK72, and PC-SAFT equations a 
model is presented to predict the solubility of CO2 in brine and water, and the 
sensitivity of CO2 solubility with respect to the temperature and pressure is 
investigated. In [7], some experimental data at high pressure for CO2 solubility in 
brine is measured and then by Whitson equations, a model is developed. In [8], 
using Setschenow coefficients a developed model is presented and its performance 
is compared with other models and also the behavior of CO2 solubility in versus of 
temperature is investigated. In [9], some new experimental data is presented and 
the Patel-Teja equation is taken to account to construct a model and its agreement 
with gathered data is investigated. In [10], by the staticanalytic method some new 
experimental data is extracted and two models are developed by the use of 
Robinson Cubic and Soreide and Whitson equations. In [11], the Soave–Redlich–
Kwong equation is developed to obtain a model, and its superiority against the 
Peng–Robinson model is studied. 

The machine learning techniques and intelligent systems such as FLS and neural 
networks have been successfully employed on various engineering problems such 
as complex problem applications [12], risk solving [13], prediction problems [14], 
optimization [15], susceptibility analysis [16], classification problems [17], 
control systems [18], among many others. However, rarely studies can be found in 
literature about modeling and forecasting CO2 solubility by these techniques.      
For example, in [19], the least-square support-vector machine (LSSVM) is 
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proposed to estimate the CO2 solubility, and its effectiveness is investigated in 
versus of optimized FLS by particle swarm optimization (PSO) technique. Similar 
to [19], the superiority of LSSVM against multi-layer perceptron (MLP) and 
radial basis function NN (RBF) is shown in [20]. It is declared that the R-squared 
value for LSSVM is 0.991 is versus of 0.964 and 0.916 for MLP and RBF, 
respectively. In [21], the Adaptive Boosting (AdaBoost) algorithm and NNs 
concept are combined to establish a model and its carnality is compared with 
LSSVMs. Similarly, in [22], the superiority of the AdaBoost technique is 
investigated by comparison with MLPs and LSSVMs. In [23], an Extra Trees 
model is developed and it is declared that the performance of the suggested 
method is better than FLS and NN approaches. In [24], two systems on basis of 
RBF and FLS are optimized by the genetic algorithm (GA) to estimate the CO2 

solubility. In [25], an FLS is optimized to approximate the CO2 solubility and its 
accuracy and convergence velocity are studied. In [26], the FLS, NN, and self-
organizing map techniques are combined to construct an intelligent model to 
predict CO2 as a function of economic enhancement and energy consumption. In 
[27], an FLS model is developed, and by the use of Monte-Carlo method the 
sensitivity of the model with respect to pressure and temperature is investigated. 
In [28], an FLS is tuned by PSO algorithm and it is applied for CO2 and methane 
solubility. In [29], the CO2 viscosity is modeled by MLP and the parameters of 
MLP are optimized by the Levenberg-Marquardt (LM) algorithm and it is shown 
that the use of LM results in better accuracy in contrast to conjugate gradient 
algorithm. Similarly, in [30], an FLS is learned by various evolutionary 
optimization methods such as artificial bee colony (ABC), PSO, and GA, and the 
superiority of optimized FLS by PSO is shown. In [31], the effectiveness of the 
LSSVM in estimating the CO2 solubility is studied and the influence of salinity, 
pressure, and temperature is analyzed. In [32], a model is developed by the use of 
GA and support vector machine (SVM), and its proficiency is examined in versus 
of NN-based approaches. In [33-36], decision making techniques are used for 
modeling problems in engineering applications. Recently it has been shown that 
the high-order FLSs are more effective than conventional NN-based approaches in 
modeling complicated nonlinear systems. However, it has not  been used in CCS 
problem. 

Motivated by the above literature review, in this paper, a new approach on basis of 
deep learned type-3 FLS is proposed to construct a model for CO2 solubility 
estimation. For the first time, in addition to the rule parameters, the centers of MFs 
and level of horizontal slices are also learned. The effectiveness of the suggested 
method is examined by several statistical analyses and comparisons with 
conventional well-known methods. The main highlights are: • For the first time, a deep learned T3-FLS is proposed. • A hybrid learning method is presented such that, in addition to the rule 

parameters, the centers of MFs and level of horizontal slices are also learned. • A new approach is presented to investigate the sensitivity of input variables. 
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• Several statistical analyses are provided to verify the effectiveness of the 
suggested T3-FLS. • Some comparisons with various fuzzy neural networks and learning 
algorithms are provided to show the superiority of the suggested T3-FLS and 
hybrid learning method. 

2 Proposed Type-3 FLS 

2.1 General View 

The type-3 FLS [37], is the generalization of the type-2 FLS that has more 
capacity to cope with uncertainties. A general view on the suggested T3-FLS is 
depicted in Figure 1. In T3-FLSs, as shown in Figure 2, the secondary 
membership function (MF) is also a type-2 MF. Then the upper and lower bounds 
of memberships are not constant in contrast to the type-2 MFs. This features cause 
that more level of uncertainties can be handled by type-3 MFs. 

2.2 Structure 

In this section, the process of computing is explained: 

1) The inputs are T, P, and M, which represents temperature (◦K), pressure (bar), 
and molality of NaCl ( 1

mol kg
 ), respectively. 

2) For each inputs T, P, and M, two membership functions (MFs) are considered. 
The MFs of inputs T, P and M are denoted as 1 2

T T
S S and 

1 2

P P
S S , respectively. 

Each MF is horizontally sliced into n levels as shown in Figure 2. As shown in 
Figure 3, for each input, the upper and lower memberships for horizontal slice 
level αh, are computed. For input T the upper and lower memberships at horizontal 
splice level αh  are obtained as: 
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Figure 1 

A general view on the suggested type-3 fuzzy logic system 
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where, h = 1,...,n, j = 1,2, 
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is the center of MF |j
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where, h = 1,...,n, j = 1,2, 
|j

hPS
c


is the center of MF  |j

M h
S  , 

|j
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 and 
|j
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are the upper and lower standard division for |j

M h
S  . 

3) The upper rule firing at 
h

  are computed as: 
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5 6

| | | | | |
,

h hT h P h M h T h P h M hS S S S S S      
          (9) 

2 2 1 2 2 2
7 8

| | | | | |
,

h hT h P h M h T h P h M hS S S S S S      
          (10) 

For upper rule firing at αh, one has: 

1 1 1 1 1 2
1 2

| | | | | |
,

h hT h P h M h T h P h M hS S S S S S      
          (11) 

1 2 1 1 2 2
3 4

| | | | | |
,

h hT h P h M h T h P h M hS S S S S S      
          (12) 

2 1 1 2 1 2
5 6

| | | | | |
,

h hT h P h M h T h P h M hS S S S S S      
          (13) 

2 2 1 2 2 2
7 8

| | | | | |
,

h hT h P h M h T h P h M hS S S S S S      
          (14) 
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Similarly, the lower firing rules at upper and lower slices are computed as: 

1 1 1 1 1 2
1 2

| | | | | |
,

h hT h P h M h T h P h M hS S S S S S      
          (15) 

1 2 1 1 2 2
3 4

| | | | | |
,

h hT h P h M h T h P h M hS S S S S S      
          (16) 

2 1 1 2 1 2
5 6

| | | | | |
,

h hT h P h M h T h P h M hS S S S S S      
          (17) 

2 2 1 2 2 2
7 8

| | | | | |
,

h hT h P h M h T h P h M hS S S S S S      
          (18) 

1 1 1 1 1 2
1 2

| | | | | |
,

h hT h P h M h T h P h M hS S S S S S      
          (19) 

1 2 1 1 2 2
3 4

| | | | | |
,

h hT h P h M h T h P h M hS S S S S S      
          (20) 

2 1 1 2 1 2
5 6

| | | | | |
,

h hT h P h M h T h P h M hS S S S S S      
          (21) 

2 2 1 2 2 2
7 8

| | | | | |
,

h hT h P h M h T h P h M hS S S S S S      
          (22) 

 

4) For the first type-reduction, the upper and lower of estimated output are 
computed as: 

 

 

Figure 2 

The horizontal slices of type-3 MF 
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Figure 3 

Representation of upper and lower memberships by two horizontal slices 
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where, R = 8 is the number of rules, 
l

 and l
  are the lower and upper of l−th rule 

parameters. 

5) For the second type-reduction, one has: 

       
1 1 1 1

1 1 1 1

ˆ ˆ ˆ ˆ
ˆ ˆ,

h h h h

n n n n

h h h h

h h h h

n n n n

h h h h h h h h

h h h h

y y y y

y y
      

       

   

   

   
   

   

   
(25) 

6) The output ŷ  is the estimated solubility (mol ·  kg−1) that is computed as: 

ˆ ˆ
ˆ

2

y y
y


  (26) 



Acta Polytechnica Hungarica Vol. 19, No. 2, 2022 

 – 159 – 

3 Learning Algorithm 

In this section, the rule parameters, the centers of MFs, and the values of 
horizontal slices are tuned. 

3.1 Tuning of Rule Parameters 

The rule parameters are tuned by the EKF algorithm such that the following cost 
function are to be minimized: 

 21 ˆ
2 d

J y y   (27) 

where, 
d

y  is the desired solubility (mol·kg−1) and ŷ  is the output of the 

suggested T3-FLS that represents the estimated solubility (mol·kg−1). The tuning 
laws for the upper and lower rule parameters   and  are given as: 

               ˆ ˆ1 ( ) , 1 ( )
d d

t t t t y y t t t t y y                (28) 

where,  and  t  are the corresponding covariance matrices for   an  , 

respectively. The terms ( )t  and ( )t  are defined as: 

 1 1  ,..., ,..., , ,..., ,...,
TT

l R l R
             (29) 

where, ( )t  and ( )t  are: 

       1 1

1 1 1 1

ˆ ˆˆ ˆ ˆ ˆ ˆ ˆ ˆ
ˆ ˆ ˆ ˆ ˆ

1 1
0.5 0.5

h h

h h

h h

h h h h

l

l l l l

l ln n

h hn R n R
l l l lh h

h h h h

h l h l

y yy y y y y y y

y y y y y

 

 

 

   


   

 
 

        

   

       
   
       

 
   

 
   

(30) 

       1 1

1 1 1 1

ˆ ˆ ˆ ˆ ˆˆ ˆ ˆ ˆ
ˆ ˆ ˆ ˆ ˆ

1 1
0.5 0.5

h h

h h

h h

h h h h

l

l l l l

l ln n
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h h h h

h l h l
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(31) 
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3.2 Tuning of MF Parameters 

For the antecedent parameters, the centers of MFs are tuned on basis of gradient 
descent method. Then the tuning laws are written as: 

   1 , 1,2j j
T T

j
T

S S

S

J
c t c t j

c
 

   


 (32) 

   1 , 1,2j j
P P

j
P

S S

S

J
c t c t j

c
 

   


 (33) 

   1 , 1,2j j
M M

j
M

S S

S

J
c t c t j

c
 

   


 (34) 

where, γ is the training rate. 1/
TS

J c   is obtained as follows: 

1 1 1

1 1

1 1

1 1

ˆ ˆˆ ˆ
ˆ ˆ ˆ
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 (35) 

where, l

T  represents the l−th element of vector T . The vector T  is defined as: 

 1,1,1,1,0,0,0,0
T
   (36) 

where, the elements of T  in the rules that include 1
TS

c , are one. The terms 
ˆ

h

h

l

y 
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ˆ
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ˆ
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 are obtained as: 
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For 
1

h

T

l

S
c




, 
1

h

T

l

S
c




, 
1

h

T

l

S
c




 and 
1

h

T
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S
c
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The computation for terms 2/
TS

J c  , 1/
MS

J c  , 2/
MS

J c  , 1/
PS

J c   and 

2/
PS

J c  , are the same as 1/
TS

J c  , with difference that T  is repealed with T
 , 

M , M
 , P  and P

 , respectively. Also terms 1 |T hS
c


, 1 |T hS

c


, 1 |T hS 
  and 1

2

|T hS 
  

should be replaced with the corresponding terms. The vectors T
 , M , M

 , P  

and P
  are defined as: 

   0,0,0,0,1,1,1,1 , 1,0,1,0,1,0,1,0
T M
    (43) 

     0,1,0,1,0,1,0,1 , 1,1,0,0,1,1,0,0 , 0,0,1,1, 0,0,1,1
M P P

      (44) 
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3.3 Optimizing of Horizontal Slices 

For the optimizing of horizontal slices level, the UKF algorithm is used. To apply 
UKF algorithm the state space of the suggested T3-FLS is written as follows: 

     
          

1

ˆ 1 T3-FLS | |

t t t

y t u t t t t

  
  

  
  

 (45) 

where, ν (t) and υ (t) represent noise with covariance νp and υm, respectively. u(t), 
 t  and α(t) are the vectors of input variables, consequent parameters and values 

of horizontal slices, respectively. The sigma points   are computed as: 

, 1,...,2
z z z

w z n     (46) 

where, n is the number of α-cuts and 

 ( ) , 1,...,
T

z
w n t z n   (47) 

 ( ) , 1,...,
T

z n
w n t z n     (48) 

where, ( )t  is the covariance matrix. For each  t  in (46), the output of T3-

FLS are computed as: 

        1 T3-FLS | |
z z

y t u t t t    (49) 

From (49), the average y  is: 

 
2

1

/ 2
n

z

z

y y n


  (50) 

The cross-covariance y  is obtained as: 

 
2

1

1 ˆ
2

n

y z

z

y
n

  


   (51) 

where, ̂  is computed as: 

2

1

1ˆ
2

n

z

zn
 



   (52) 

Kalman gain is computed as: 

  1
y

K t     (53) 

Finally, the vector of α-cuts are updated as: 

       1t t K t y t     (54) 
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5 Evaluation Indexes and Data Description 

To examine the performance of the suggested method, 550 real-world data are 
collected from [7, 38]. The maximum of pressure, molality, temperature, and 
solubility are 1400, 6.14, 723.15, and 12.35, respectively. The minimum of 
pressure, molality, temperature, and solubility are 0.98, 0.016, 273.15, and 0.01, 
respectively. The data is normalized into the range [0,1]. 80% of data is randomly 
selected for training process and remains for testing. 

To examine the capability of the suggested method, the following indexes are 
employed: 

     2 2

1 1

1 ˆ ˆRMSE ,VAR / 1
N N

i i i

i i

y y y y N
N  

       (55) 

   2 2

1 2 1
2

2 2

1 1 1 1

1 ˆ ˆ
TIC ,R 1

1 1 1ˆ ˆ

N N

i i i i
i i

N N N N

i i i i
i i i i

y y y y
N

y y y y
N N N

 

   

 
  

   
 

 

   
 (56) 

where, N represents the number of data, yi is the real solubility, ˆ
i

y is the estimated 

solubility and RMSE, TIC and VAF are root mean square error, Theil’s inequality 
coefficient, and variance account for, respectively. 

6 Simulation 

In this section, the performance of the suggested T3-FLS and hybrid learning 
algorithm is examined. 

6.1 Results for Testing Data 

To examine the estimation performance of the suggested T3-FLS and learning 
algorithm several statistical analyses were presented. Estimation performance for 
test and training data are shown in Figure 4. It is seen that the estimated solubility 
is well converged to the real one and the estimation error is at a desired and 
logical level. 
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Figure 4 

(a): Estimation performance for testing data ; (b): Estimation performance for training data 

The absolute error for testing data and the values of RMSE, VAR, and TIC for 
testing data are given in Figure 5. One can see that the maximum and of the 
absolute error in the worst state is less than 2. 

 

Figure 5 

(a): Absolute error for testing data; (b): The values of RMSE, VAR and TIC for testing data 
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Figure 6 

(a): The value of TIC for testing data; (b): Histogram diagram for TIC for testing data; (c): Box plot of 

TIC for testing data 

The value of TIC, the histogram plot for TIC, and Box plot of TIC for testing data 
are depicted in Figure 6. It is seen that the mean of TIC is about 0.08, and the 
maximum of TIC is less than 0.09. The value of RMSE at each iteration, the 
histogram plot of RMSE, and Box plot of RMSE for testing data are shown in 
Figure 5. The mean of RMSE is about 0.25 and the maximum of RMSE is less 
than 0.26. The value of VAR at each iteration, the histogram plot of VAR, and the 
Box plot of VAR for testing data are given in Figure 8. It is seen that the value of 
VAR is small enough and the results in various iterations are close to each other. 
The values of R2 in iterations are shown in Figure 9. As it is seen the average of 
R2 is greater than 0.95, which represents a good correlation. 
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Figure 7 

(a): The value of RMSE at each iteration for testing data; (b): Histogram plot of RMSE for testing data; 

(c): Box plot of RMSE for testing data 

 

Figure 8 

(a): The value of VAR at each iteration for testing data; (b): Histogram plot of VAR for testing data; 

(c): Box plot of VAR for testing data 
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Figure 9 

(a): The value of R2 at each iteration for testing data; (b): Histogram plot of R2 for testing data; (c): 

Box plot of R2 for testing data 

6.3 Sensitivity Analysis 

For sensitivity analysis, the Sobol method is employed. In this approach, the 
variance of the solubility is decomposed on its input variance. The sensitivity 
index is a value between 0 and 1. The larger index represents the higher influence. 
The values of the first-order sensitivity index for the suggested T3-FLS model are 
given in Table 1. As it is seen the most effective variable of solubility is the 
pressure. 

Table 1 

Sensitivity analysis by Sobol approach 

6.4 Comparison and Discussion 

A comparison of RMSE with various neuro-fuzzy systems is given in Table 2. 
The performance of the suggested method is compared with the MLP, RBF, type-
1 FLS (T1-FLS), and type-2 FLS (T2-FLS). It is observed that the suggested T3-
FLS results in better solubility perdition performance. To better show the 
accommodation between model output and measured data, the cross plot for train 
and testing data is depicted in Figure 10. It is seen that most of the training and 
testing data are near the unit slope line. This plot verifies the good estimation 

Structure Temperature Pressure Molality of N 

First-Order Sensitivity Effect 0.0396 0.2291 0.1256 
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performance and well accommodation. Furthermore, a comparison with other 
learning methods is given in Table 3. The proposed hybrid learning system is 
compared with GA, PSO, and ABC algorithms that are frequently used in 
literature for optimization of models of CO2 solubility. It is seen that the 
suggested hybrid learning method results in better accuracy. 

Table 2 

Comparison of RMSE with various neuro-fuzzy systems 

Structure MLP RBF T1-FLS T2-FLS T3-FLS 

RMSE 0.34 0.33 0.31 0.27 0.23 

R2 0.81 0.82 0.83 0.85 0.95 

Table 3 

Comparison of RMSE with various learning algorithms 

Learning 
Method 

PSO GA ABC Proposed 

RMSE 0.31 0.30 0.28 0.23 

 

Figure 10 

Cross plot for train and testing data 

Conclusions 

In this study, a new approach on basis of type-3 FLSs is proposed to construct a 
model between solubility and affective variables such as temperature, pressure, 
and molality of NaCl. The parameters of the suggested model are tuned by a 
hybrid learning method using EKF and UKF. The rule and centers of membership 
functions are optimized by EKF and the level of horizontal slices are tuned by the 
UKF algorithm. Several statistical analyses such as plotting the trajectories of 
TIC, VAR, RMSE, Box plot, R-squared, and histogram plot are provided to 



Acta Polytechnica Hungarica Vol. 19, No. 2, 2022 

 – 169 – 

demonstrate the effectiveness and reliability of the suggested method. It is shown 
that the estimation performance in various initial conditions does not change 
significantly. Also, two comparisons with conventional well-known structures and 
well-known learning algorithms demonstrate the superiority of the presented T3-
FLS and learning algorithm. Furthermore, sensitivity analysis by the Sobol 
approach is provided to show the most effective input variable of T3-FLS. 
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Abstract: Arc teeth semi-rolled cylindrical gears in the conditions of unbraced machine 

bodies have a higher load capacity, durability and reliability as well as the ability to 

compensate for the shaft axis twist angle by self-adjustment of one of the wheels compared 

to straight and helical teeth gears. In the article, the study object is the arc teeth semi-

rolled cylindrical gear. The wheel arc teeth are cut using the single division method 

without generating with the cutting head, the generating surface of which is a straight 

circular cone. The gear arc tooth flank is an envelope of the wheel teeth flanks family at a 

given relative movement. The semi-rolled version of arc teeth cylindrical gears allows to 

significantly simplify the technological process of cutting wheels and producing gears with 

large gear ratios. Mathematical models of wheel and pinion arc teeth flanks forming 

processes have been built for a semi-rolled cylindrical gear. Dependences for calculating 

principal curvatures of the wheel and pinion arc teeth flanks have been obtained.             

An algorithm and a program for calculating the coordinates of the points of the active path 

of action in arc teeth meshing and principal relative curvatures at these points have been 

developed. The problem of determining the size of the contact pattern in the studied gear 

has been solved. Calculations to estimate variations in the position of the active paths of 

action and the sizes of the contact pattern with varying the wheel and pinion axes twist 

angle and variations of the principal relative curvatures in the longitudinal and profile 

directions of the arc teeth at the points of active paths of action have been performed. 

Keywords: semi-rolled cylindrical gear; arc teeth; teeth flank curvatures; lines of action; 

principal relative curvatures; contact pattern 

1 Introduction 

Cylindrical straight, helical and double helical teeth gears are the basis of most 
modern machines and mechanisms. The theoretical meshing contact in these gears 
occurs along the line. In the transmissions of tractors, locomotives, coal-mining 
and other energy-intensive machines, cylindrical gears are mounted on projecting 
shafts. In gear operations, deformations of shafts and bodies lead to misalignment 
of teeth in meshing, their edge contact, and a multiple reduction in the service life 
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of gears. An effective way to increase the loading capacity and durability of 
cylindrical gears under the specified operating conditions is to use arc teeth 
(Figure 1). Arc teeth meshing may provide a linear, locally linear and point-to-
point contact of the tooth flanks. Optimization of the geometry of these gears 
makes it possible to skip shifting the contact area to the edge of the tooth in the 
gear operation under teeth misalignment. The increased bending strength of arc 
teeth and the possibility of compensating for the twist (misalignment) angle of the 
teeth by self-adjustment of one of the transmission elements indicate the 
effectiveness of using arc teeth cylindrical gears in the drives of modern energy-
saturated machines. 

 

Figure 1 
Arc teeth cylindrical gears 

Currently, a number of methods are proposed for cutting generating cylindrical 
gear wheel arc teeth, which differ in the used tools and forming movements [1, 2, 
3, 4]. The helix angle of the arc tooth in its midsection is equal to zero. Arc teeth 
cylindrical gear meshing in the proposed methods is based on the counterpart rack. 
In [1, 5, 6], variants of cutting cylindrical wheel arc teeth with circular cutting 
heads by means of generating with single division on CNC machines are 
considered. 

The methods worked out for cutting spiral teeth of generating bevel gear wheels 
are the basis of most of the above methods [7, 8]. For mass production of bevel 
gears, it has become possible to reduce the cost of their manufacture by switching 
to a semi-rolled gear option [9, 10]. The wheel arc teeth of such a gear are cut with 
a cutting head without generating at a single division. Gleason specialists have 
developed the FORMATE and HELIXFORM methods in this area. Despite the 
more difficult task of finding the optimal geometry [9, 10], the technology of 
manufacturing such bevel gears is more advanced. 

The analysis of the works related to the study of geometry [1, 2, 3, 4], contact and 
bending strength and durability [1, 11, 12] of arc teeth gears shows that all of them 
are dedicated to generating cylindrical gears. The models of forming arc teeth 
flanks for semi-rolled cylindrical gears are considered in the works [13, 14]. Prior 
to this work, the issues of calculating the geometric characteristics of the arc teeth 
contact (the coordinates of the contact points in different meshing phases, the 
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principal relative curvatures at the contact points, and the size of the contact 
pattern) in meshing of the semi-rolled cylindrical gear have not been considered. 
The noted geometric characteristics of arc teeth meshing are necessary for 
developing a calculation method for contact loading and load-bearing capacity by 
the value of the transmitted torque of arc teeth cylindrical gears. 

2 Forming the Semi-rolled Cylindrical Gear Wheel 
Arc Tooth Usable Flank 

According to the methods of forming semi-rolled bevel gears [9, 10], in the 
manufacture of semi-rolled cylindrical gears, the arc teeth of the wheel are cut by 
the single division method without generating with a cutting head, the generating 
surface of which is a straight circular cone. In this case, the usable flank of the 
wheel arc tooth will also be the surface of the straight circular cone. Forming the 
usable flank of the pinion arc tooth is implemented on the basis of the generating 
wheel. The flank of the arc pinion tooth is the envelope of the flank of the wheel 
tooth at a given relative movement of the wheel and pinion in the transmission. 
Modern four-axes CNC machines allow implementing this method of cutting arc 
pinion teeth [5, 6]. The transmission formed according to this scheme, in the 
absence of errors in the relative position of the pinion and wheel, is matched 
(theoretically accurate). 

We describe the generating surface of the cutting head (straight circular cone) in 
coordinate system ),( , pppp zyxS  rigidly connected to it (Figure 2), as follows 

[13, 14]:  

 20sincos gp rux   ; 0cos uy p
 ;  20sinsin gp ruz   , (1) 

where: u ,   are linear and angular parameters of the generating surface; 0  is a 

basic profile angle; 2gr  is a calculated radius of the cutting head rotating around 

axis py of coordinate system ),( , pppp zyxS .  

Taking into account the way of forming the usable surface of the wheel tooth, 
radius-vector ),( , pppp zyxr  is to be written into the coordinate system 

),( 2222 zyxS , rigidly connected to the wheel: 

pp rAr ~~~
,22  , (2) 

where: 
pA ,2

~
 is a fourth-order matrix describing the transition from coordinate 

system ),( , pppp zyxS  to system ),( 2222 zyxS , the elements of which are 
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determined in accordance with Figure 3; 2
~r , 

pr~  are columns matrixes made up of 

vector radii coordinates 2r  and 
pr  respectively. 

 

Figure 2 

Cutting head generating surface 

 

Figure 3 

Coordinate systems to define elements of matrix 
pA ,2

~
 

Matrix 
pA ,2

~
 has the following form: 

 

1000

0100

010

001

~ 2

2

,2
w

g

p

R

r

A   (3) 

where: 2wR is the radius of the pitch circle. 

We find the projections of the wheel radius-vector ),( 2,222 zyxr  based on (1) and 

(3), opening equation (2): 

  2202 sincos gg rrux   ; 202 cos wRuy   ;  202 sinsin gruz   . (4) 
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Projections 
xm2 , 

ym2 , 
zm2  of the flank normal unitary vector (4) have the form: 

 coscos 02 xm ;    02 sinym ;     sincos 02 zm . (5) 

Expressions (4) and (5) describe radius-vector ),( 2,222 zyxr  and normal unitary 

vector ),,( 2222 zyx mmmm of the usable flank of the convex side of the wheel arc 

tooth in coordinate system ),( 2222 zyxS . 

From the theory of spatial gearing by meshing, it is known [7], that to determine 
the law of stress distribution over the contact area in meshing during the torque 
transmission, it is required to be able to calculate the gap at the point of contact of 
the teeth usable flanks. This gap is accurate to the values of the second order of 
smallness in main directions to determine the principal relative curvatures 
calculated at the point of contact of the tooth flanks. To calculate the principal 
curvatures of the arc teeth flanks and principal relative curvatures in meshing of 
the semi-rolled cylindrical gear, we use the methods developed in the theory of 
spatial gearing [7]. Following these methods, for the arc wheel teeth flanks, 
curvatures ( k ) are determined based on the ratio: 

22 rdkmd  , (6) 

where: 2m  is the normal unitary vector of the arc wheel tooth flank (5); 2r  is a 

radius vector of the arc wheel tooth flank (4). 

Differentials of vectors 2m  and 2r  by parameters u and   have the form: 

dmdummd u 222  ; drdurrd u 222  . (7) 

Here, the indices u and  indicate the partial derivative by parameters u and , 
respectively. 

Based on dependencies (7), we present expression (6) in the form: 

   drdurkdmdum uu 2222  . (8) 

This vector equation is equivalent to two scalar equations since vectors 2rd  and 

2md lie in the tangent plane. Projecting these vectors onto axes 2x  and 2z  of 

coordinate systems ),( 2222 zyxS rigidly connected to the wheel, we get two 

scalar equations: 

   dxduxkdmdum uxxu 2222  ;    dzduzkdmdum uzzu 2222  .  (9) 

The system of two linear equations (9) is transformed to a quadratic equation, 
referred to k , of the following form: 

0222
2  CBkAk , (10) 
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where:
uu xzxzA 22222   ;

uzxuzuxu xmzmmxmzB 222222222   ;

xuzxzu mmmmC 22222   , indices u and   of projections on the axis of coordinate 

system ),( 2222 zyxS of vectors 2r and 2m mean partial derivatives by parameters 

u and  . 

Differentiating expressions (4) and (5) by parameters u and , we define: 

02 sincos ux ; 02 sinsin uz ;  202 sinsin grux   ; 

 202 sincos gruz   ; 02 xum ;  sincos 02 xm ; 02 zum ; 

 coscos 02 zm . 

Substituting these expressions in equation (10), after solving it, we obtain the 
dependences for the principal curvatures of the arc wheel flank: 

 20021 sin/cos gruk    and 022 k .  (11) 

At the calculated point of the wheel tooth flank ( 0u ), formulas (11) are 
simplified: 

2021 /cos grk  ,  022 k .  (12) 

3 Forming the Semi-rolled Cylindrical Gearing Gear 
Arc Tooth Usable Flank 

To determine the usable flank of the concave side of the pinion arc tooth, we use 
the fact that it is a one-parameter envelope of the family of wheel tooth usable 
flanks in a given relative motion - the rotation of the pinion and wheel with 
constant gear ratio constzzi  *

1
*
2

* / ; *
2

*
1 , zz  are the numbers of the pinion and 

wheel teeth. 

Using the methods of the spatial meshing theory [7, 13, 14, 15], we write the 
equation of the pinion tooth usable flank in the form: 

),(~)(
~

),,(~
222,121  urAur  ;  0),,( 2 uf .  (13) 

Here: )(
~

22,1 A  is a fourth-order matrix describing the transition from coordinate 

system ),( 2222 zyxS  to coordinate system ),( 1111 zyxS  rigidly connected to the 

pinion (Figure 4); 2  is the angle of the wheel rotation when forming the pinion 

tooth flank, associated with the angle of its rotation 1 through gear ratio *
i : 

*
12

*
22

*
1 /)( zzi   .  (14) 
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The meshing equation [7, 13] is the last written in (13). 

Using Figure 4, we define elements 
jia , 4,1i ; 4,1j of matrix )(

~
22,1 A : 

);cos( 2111  a  );sin( 2112  a ;031 a  ;sin 141 wsaa 
 

);sin( 2121  a  );cos( 2122  a ;023 a  ;cos 142 wsaa    (15) 

;0342414432331  aaaaaa  ,14433  aa  

where: 
swa - is the center distance in the machine meshing of the pinion and the 

generating wheel. 

 

Figure 4 

Coordinate systems to define elements of matrix )(
~

22,1 A  

Opening matrix equation (13) with respect to (4) and (15), we find the expressions 
for radius-vector ),( 1,111 zyxr projection of the usable flank of the pinion arc 

tooth:
 

 121211 sin)sin()cos(   swaBAx ; 

121211 cos)cos()sin(   swaBAy ; (16) 

 101 sinsin gruz   , 

where:   110sincos gg rruA   ; 
wRuB 20cos   . 

To obtain the meshing equation we use the method described in [13, 14], 
according to which, the meshing equation is written in the form: 

0),,( 22222  zzyyxx mVmVmVmVuf  , (17) 

where V  is the vector analog of the relative speed, 2m  is the normal unitary 

vector of the generating wheel arc tooth flank (5). 
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Projections 
xV , 

yV , 
zV  of radius-vector V  are calculated according to the 

expression [13, 14]: 

2
~~~
rСV   . (18) 

Here: 
2

2,11
2,1

~
~~


d

Ad
AC    is the fourth-order matrix of the relative speed analog; V

~
 

is a column matrix composed of projections 
xV , 

yV , 
zV . 

After differentiating elements (15) of matrix )(
~

22,1 A  by 2  with respect to (14) 

based on the expression for matrix C
~

 (18), we obtain the following formulas for 

its elements 
jiс , 4,1j : 

;011 с      );1( *
12 iс      013 с ;    ;cos 2

*
41  iaс sw  

);1( *
21 iс      ;022 с      ;023 с      ;sin 2

*
42  iaс sw

 (19)
 

;044332331  сссс
    

.044432441  ccсс  

Having the dependencies (19) and opening the matrix product (18) taking into 

account (4), we define expressions for radius-vector V projections: 

;cos)1( 2
**   wsx aiBiV  ;sin)1( 2

**   wsy aiBiV  0zV , (20) 

substituting which in equation (17) jointly with expressions (5) and (16), we 
obtain the meshing equation in the following form: 

     2
**

20
*

2 cos1coscos1cos),,(  wsw aiiRiuuf   

     .0sincos11sin 2
*

1
*

0   wsg airi  (21) 

This equation can be presented as analytically resolved or with respect to 
parameter u : 

       



cos)1(

sincos11sincos1coscos
*

2
*

1
*

02
**

20

i

airiaiiR
u

wsgwsw




   (22) 

or with respect to the parameter 2 : 

    22
2 /arcsin uuu BAC , (23) 

where: 0
* sin wsu aiA ;  coscos 0

*  wsu aiB ;  22/arcsin uuu BAB  ; 

        cos11sin1coscos1cos 1
*

0
*

20
*  gwu riiRiuC . 
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Dependences (16) jointly with equation (21) fully describe the geometry of the 
usable flank of the concave side of the arc pinion tooth (13). 

Projections, 
xm1 , 

ym1 , 
zm1 , of the normal unitary vector of the usable flank of the 

arc pinion tooth are determined based on the matrix equation: 

),(~)(
~

),,(~
222,121  umAum  . (24) 

Opening the expression (24) based on dependences (15) and (5), we find: 

)sin(sincoscos)cos( 2100211  xm ;
   
)cos(sincoscos)sin( 2100211  ym ; (25) 

 sincos 01 zm . 

We obtain formulas for calculating principal curvatures of the pinion arc tooth 
flank the way we did previously for the wheel arc tooth flank. To solve this 
problem, we use dependence (6) in the form: 

11 rdkmd  , (26) 

where: 1m  is the normal unitary vector of the arc pinion tooth flank (25); 1r  is the 

radius-vector of the arc pinion tooth flank (16). The flank of the pinion tooth is the 
envelope of the family of wheel tooth flanks and depends on three parameters: u , 
  and 2 , associated by the meshing equation (21). In this case, the differentials 

of vectors 1m  and 1r  by parameters u ,   and 2  have the form: 

  dmdmdummd u 1111  ;   drdrdurrd u 1111  , (27) 

and dependence (26) takes the form: 

   111111 rdrdurkdmdmdum uu  . (28) 

Vectors 1rd  and 1md  lie in the tangent plane. We project them on axes 1x and 

1z of coordinate system ),( 1111 zyxS rigidly connected to the pinion, and take into 

account that parameters u ,   and 2 are associated by the meshing equation 

(21). As a result, we obtain the following system of three scalar equations: 

   dxdxduxkdmdmdum uxxxu 111111  ;
   

   dzdzduzkdmdmdum uzzuz 111111  ; (29) 

0   dfdfdufu
, 

where: 
uf , f , f are partial derivatives of the meshing equation (21) by 

parameters u ,  and 2 . 
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Based on the third equation of the system (29), we have     fdfdufd u / , 

after which the system (29) is transformed to the form: 

0))(()()( 111111   dfdufxkmxkmfduxkmf uxxuxu
;
   

0))(()()( 111111   dfdufzkmzkmfduzkmf uzzuzu
. (30) 

Following the theory of differential geometry, to determine the values of principal 
curvatures, it is necessary to equate the determinant of the system of equations 
(30) to zero 

 
0

);()();()(

);()(;)(

11111111

11111111 







zkmfzkmfzkmfzkmf

xkmfxkmfxkmfxkmf

zzzuuzu

xxxuuxu  (31) 

and solve the resulting quadratic equation relative to k . 

After the transformations, equation (31) has the following form: 

0)( 432
2

1  wkwwkw , (32) 

where: 
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fff

w

u

u
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1112

zzz

mmm

fff

w
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u

mmm

xxx

fff

w

111

1113  ;      







zzzu

xxxu

u

mmm

mmm

fff

w

111

1114  . (33) 

Similar formulas can be obtained using the normal unitary vector and radius- 
vector of the generating surface, in this case, it is the radius-vector of the 
generating wheel surface (4) and its normal unitary vector (5). In this case, the 
calculations are simplified, and the coefficients of equation (32) have the form: 

zu

xu

u

Vzz

Vxx

fff

w







22
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zu

xxxu

u
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wmm

fff
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wmm

wmm
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w







22

224  . (34) 



Acta Polytechnica Hungarica Vol. 19, No. 2, 2022 

 – 183 – 

Here: 
uf , f , f  are partial derivatives of the meshing equation (21) by 

parameters u ,   and 2 ; 
ux2 , 2x , 

uz2 , 2z  are partial derivatives by 

parameters u  and   of the radius-vector projections (4) on axes 2x and 2z  of 

coordinate system ),,( 2222 zyxS ; 
xV  and 

zV  are vector-analog projections (20) 

of the relative speed on axes 2x  and 2z ; 
xw , 

zw  are projections of the vector-

analog of the angular velocity on axes 2x  and 2z ; 
xum2 , xm2 , 

zum2 , zm2  are 

partial derivatives by parameters u  and   of projections of the normal unitary 
vector (5) of the surface (4). 

Projections 
xw  and 

zw  are calculated based on the same expression (18): 

2
2

2,11
2,12

~
~

~~~~ m
d

Ad
AmCw  


 (35) 

opening which on the basis of (19) and (5), we obtain: 

0
* sin)1(  iw x  ;  coscos)1( 0

*
iw y  ; 0zw . (36) 

The dependences for calculating the remaining elements of the determinants (34) 
have the form: 

;cos)1( * ifu  );cossinsincos(cos 2020
*   wsaif  

   ;sinsin)1(cos1sincossin)1( 01
*

2
**

20
*  gwsw riaiiRiuf   

02 sincos ux ;    202 sinsin grux   ;   02 xum ; (37) 

 sincos 02 xm ; 02 sinsin uz ; )sin(cos 202 gruz   ; 02 zum ;   

 coscos 02 zm ;  2
*

20
* cos)cos)(1(   wswx aiRuiV ;    0zV . 

We open the expressions (34) with respect to (37) and find: 

   2222221 zVfzxzxfzVfw xuuuux  ;
   

 22222 zwfzmfzwfw xuuxux  ; (38) 

)( 223 xuuz Vfxfmw   ;    
xzu wmfw   24 . 

As a result, we solve the equation (32) based on (38) and obtain the following 
expression for calculation of principal curvatures of the pinion tooth flank: 

     the curvature by the length of the tooth is 

     141
2

323211 2/4 wwwwwwwk 



  . (39) 
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     the curvature by the profile of the tooth is 

     141
2

323212 2/4 wwwwwwwk 



  . (40) 

At the calculated point of the pinion tooth flank: 0u , 0  and 012  . 

For these values the formulas (39) and (40) are simplified and have the form: 

2011 /cos grk  ;      0
*2*

12 sin/1  wsaiik . (41) 

4 Calculation of Contact Points Coordinates of Wheel 
and Pinion Arc Teeth Flanks in Meshing 

Meshing semi-rolled cylindrical gear arc teeth is matched in the absence of errors 
of manufacturing and the wheel and pinion relative position, based on the pinion 
teeth forming method. Teeth meshing occurs in linear contact conditions.            
To exclude the edge contact that occurs due to errors in manufacturing teeth, it is 
localized in the longitudinal direction of the tooth. The gear remains matched, and 
the contact of the active flanks of the pinion and wheel teeth occurs in the tooth 
transverse midsection where the helix angle is zero. In the case when the gear 
operates under errors in the relative position of the wheel and pinion, their 
meshing becomes approximate with the teeth point contact. 

The problem of determining the coordinates of the contact points of the active 
flanks of wheel and pinion arc teeth, installed with errors in their relative position, 
is an inverse problem of the meshing theory [7, 9, 14]. Knowing the coordinates of 
the contact points is required to solve the problem of calculating the contact 
loading of the gear. To solve the inverse problem, expressions of the radii-vectors 
and normal unitary vectors of pinion and wheel arc teeth flanks are required. 

Based on the dependences (4), (5), the projections of radius-vector ),( 22
2

2 ur  

and normal unitary vector )( 2
2
2 m of the arc wheel tooth flank in coordinate 

system ),( 2222 zyxS (superscript "2" in the designation of vectors) rigidly 

connected to the wheel, have the form: 

  22022222 sincos),( gg rruux   ;
    20222 cos)( wRuuy   ; (42) 

 2022222 sinsin),( gruuz   , 

2022 coscos)(  xm ;    02 sinym ;    2022 sincos)(  zm . (43) 

where: 2u , 2  are linear and angular parameters of the wheel tooth flank. 
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Projections of radius vector ),,( 111
1

1 ur  and normal unitary vector ),( 11
1
1 m  

of the pinion tooth flank in coordinate system ),( 1,111 zyxS rigidly connected to 

the pinion, taking into account the formulas (16), (21) and (25), are described by 
the following expressions: 

121211111 sin)sin()cos(),,(   swaBAux ; 

121211111 cos)cos()sin(),,(   swaBAuy ; (44)  

 1011111 sinsin),( gruuz   , 

    
     ,0sincos11sin

cos1coscos1cos),,(

2110

221011111







wsg

wsw

airi

aiiRiuuf
 (45) 

 2022222 sinsin),( gruuz   , 

)sin(sincoscos)cos(),( 2101021111  xm ; 

)cos(sincoscos)sin(),( 2101021111  ym ; (46) 

1011 coscos)(  zm . 

where:   11011 sincos gg rruA   ; 
wRuB 201 cos   ; 1u , 1  are 

linear and angular parameters of the pinion tooth flank; 
*
12

*
22

*
1 /)( zzi    is the angle of rotation of the pinion (14) during 

forming the arc tooth flank on the base of the generating wheel. 

The movable links of the gear – the pinion and wheel – rotate around axes 1z , and 

2z . The pinion and wheel are associated with coordinate systems ),( 1,111 zyxS  

and ),( 2222 zyxS . We assume that the starting point of rotation angle 
k  of the 

k th movable link ( k =1,2) in operating meshing corresponds to the position of 
axis 

ky , ( k  =1,2) in the axial plane of the gear. The relative position of the pinion 

and wheel in working meshing (in the absence of rotation) is set by center distance 

wpa , which differs from the machine distance (
swa ) by the value of 

wa  and 

teeth twist angle  . 

To study semi-rolled cylindrical gear arc teeth meshing, we determine the position 
of coordinate system ),( 2222 zyxS  relative to system ),( 1,111 zyxS  using the 

fourth-order transition matrix 
jidD ,212,1 ),(

~  , 4,1, ji . The elements of 

this matrix have the form: 



V. Syzrantsev et al. The Arc Teeth Semi-rolled Cylindrical Gear Meshing Geometry 

 – 186 – 

212111 sincossincoscos  d ;  212112 coscossinsincos  d ; 

 sinsin 113 d ;  114 sinwpad  ;  212121 sincoscoscossin  d ;
   

212122 coscoscossinsin  d ;   sincos 123 d ; (47) 

124 coswpad  ;  231 sinsin d ;  232 cossin d ;  cos33 d ; 

034 d ;   0434241  ddd ;   144 d . 

With 0 wa , the elements of matrix ),(
~

212,1 D  (47) when 1  is replaced by 

1  and 2  is replaced by 2  coincide with the elements of matrix ),(
~

212,1 A  

(15). If the function of changing positions of the gear parts 

)( 122    (48) 

at given values   and 
wpa  is known, then matrix ),(

~
212,1 D describes the 

relative movement of the wheel and pinion during the gear operation. In the 
nonenveloping gear, the law of parameter 2  variation is established after 

determining the contact points of the active flanks of the pinion and wheel teeth 
within the single-contact mesh. According to studies [7, 9, 14] of the meshing 
theory, the contact point on the active flank of the pinion tooth for a fixed value of 
its rotation angle ( const1 ) is determined by solving the inverse meshing 

problem [7, 9, 14], the mathematical description of which is the following system 
of equations: 

),(~),(
~

),,(~
22

2
2212,1111

1
1  urDur  ;

     
),(~),(

~
),,(~

22
2
2212,1111

1
1  umDum  ;     0),,( 111 uf . (49) 

Here, the superscript defines the coordinate system in which the vector projections 
are calculated; 2

2
~r , 2

2
~m  are columns matrixes made up of the coordinate 

projections of radius-vector 2
2r  (42) and normal unitary vector 2

2m  (43) of the 

wheel tooth active flank in coordinate system 2S ; 1
1

~r , 1
1

~m  are columns matrixes 

made up of the coordinate projections of radius-vector 1
1r  (44) and normal unitary 

vector 1
1m  (46) of the wheel tooth active flank in coordinate system 1S ; 

0),,( 111 uf  is the equation of meshing in processing the pinion teeth flanks 

(45). 

The system (49) corresponds to the conditions of the correct contact of the pinion 
and wheel teeth active flanks and is equivalent to six scalar transcendental 
equations (the equality of normal unitary vectors only gives two independent 
equations) with seven unknowns 1u , 1 , 1 , 2u , 2 , 1 , 2 . 
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)(),()()(),(),(),(),,( 11422211322211222221111111  duzduyduxdux  ;  

)(),()()(),(),(),(),,( 12422212322212222221121111  duzduyduxduy  ;  

3422223322232222231111 ),()()()(),()(),( duzduyduxduz   ; (50) 

);()(),()(),(),( 2211322112222111111  zyxx mdmdmdm    

);()()()()( 223322322223111  zyxz mdmdmdm     0),,( 111 uf . 

To determine the coordinates of the contact point of the pinion and wheel teeth 
flanks with specified errors of the relative position (

wa , ) of the pinion and the 

wheel, it is sufficient to fix the meshing phase ( const1 ) within the pinion 

tooth spacing angle and solve a system of six transcendental equations (50) 
relative to the unknowns 1u , 1 , 1 , 2u , 2 , 2 . Taking into account that 

meshing equation 0),,( 111 uf  is solved analytically (22) with respect to 

parameter 1u , five transcendental equations remain in the system (50). 

The solution of the system (50) is performed numerically using the program 
developed in MathCad with const *

11  . Finally, the values of parameters: 
*
1u , *

1 , *
1 , *

2u , *
2 , *

2  are determined, knowing which allows calculating the 

projection of the contact point on the wheel and pinion arc teeth flanks using 
formulas (42) and (44). 

To calculate the loading of the contact in meshing arc teeth, it is necessary not 
only to have the coordinates of the contact point of their flanks, but also the values 
of the principal relative curvatures at this point. These curvatures characterize the 
size of the gap between the contacting flanks of the arc teeth up to the value of the 
second order of smallness in the differential neighborhood of the contact point. 

The principal relative curvature in the longitudinal direction of the tooth ( 1pk ) 

based on the dependences (11) and (39) is calculated as follows: 

11211 kkk p  , (51) 

where:  20
*
2021 sin/cos gruk   . 

To determine value 11k  by the expression (39), we use the formulas (37) and (38), 

in which we adopt *
1uu  , *

1   and *
22   . 

The principal relative curvature in the profile direction of the tooth ( 2pk ) is the 

difference between 022 k  and 12k : 

1212222 kkkk p   (52) 
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where, by analogy with the expression (51), when calculating by the formulas 
(37), (38) and (39), we adopt values 12k  as follows: *

1uu  , *
1  , and 

*
22   . 

5 Study of Geometric Characteristics of Semi-rolled 
Cylindrical Gear arc Teeth Meshing 

Based on the built mathematical models for calculating geometric characteristics 
of meshing semi-rolled cylindrical gear wheel and gear arc teeth, a program is 
developed in the MathCad software environment. We regard the results of the 
analysis of the active path of action position in meshing using this program on the 
example of the study of a semi-rolled cylindrical arc gear, which has the following 
parameters: 23*

1 z ; 73*
2 z ; normal modulus 10nm  mm; tool displacement 

coefficients when cutting the teeth of the pinion 44,01 and the 

wheel 042,02 ; tooth width 120wb  mm; o200  , radius of the pitch 

circle of the pinion 115,1161 wR  mm and the wheel 540,3682 wR  mm, 

center distance 655,484 wswp aa  mm. All the calculations are performed for 

two variants of contact localization in the longitudinal direction of the gear arc 
teeth. In the first variant (high localization), to cut the concave side of the arc 
pinion teeth and the convex side of the arc wheel teeth, circular cutting heads with 
calculated radii of 2201 gr  mm and 2152 gr  mm respectively are used. In the 

second variant (the contact is close to linear) they are 2201 gr  mm and 

2182 gr  mm respectively. 

The calculation of the points of the active path of action in meshing arc teeth and 
the principal relative curvatures in the longitudinal direction of the teeth at these 
points allows estimating the position and size of the contact pattern reflecting the 
contact point in the gear when generating the gear on the test machine [7]. 
Following the work [7], the contact pattern corresponds to the line of the level of 
the gap occurring in the vicinity of the contact point of the flanks and calculated 
by the formula: 

nm006,0 . (53) 

Value   is associated with 1pk  by the relationship: 

2/2
1 bp zk  , (54) 

where: bz is the half-width of the contact area. 
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Combining (53) and (54), we obtain: 

11 /)012.0(/2 pnpb kmkz  . (55) 

Expression (55) allows calculating the half-length of the contact area in each 
phase of meshing the arc teeth and determining the size of the contact pattern 
relative to the contact point. 

Figures 5-6 show the results of calculating the contact pattern for gear 1 and gear 
2 in the presence of the teeth twist angle  = 0.0015. 

 
Figure 5 

Active path of action and contact pattern in a cylindrical arc teeth gear (variant 1) at  =0.0015 

 
Figure 6 

Active path of action and contact pattern in a cylindrical arc teeth gear (variant 2) at  =0.0015 

In the gear manufactured according to variant 2, the contact surface integrity of 
the pinion and wheel teeth is higher than in variant 1. As a result, the width of the 
contact pattern has increased and is 53% in the absence of misalignment. At the 
same time, the sensitivity of the gear to the tooth flanks misalignment has 
increased. The left border of the contact pattern at a twist angle of  =0.0015 

already "goes" to the edge of the tooth (Figure 6), while the width of the contact 
pattern decreases by 20%, which will cause an increase in contact stresses.      
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At a twist angle of  =0.0021, despite the presence of contact between the tooth 

surfaces, the width of the contact pattern is sharply reduced (by almost 50%).    
The gear will operate essentially under edge contact conditions. 

Conclusions 

In this work, mathematical models of forming the gear wheel and pinion arc teeth 
flanks have been built. Dependences for calculating principal curvatures of the 
wheel and pinion arc teeth flanks have been obtained. An algorithm and a program 
for calculating the coordinates of the active path of action points in meshing arc 
teeth as well as principal relative curvatures at these points have been developed. 
The problem of determining the size of the contact pattern in the studied gear has 
been solved. 

The calculated geometric characteristics of meshing gear arc teeth in the presence 
of a twist angle of the wheel and pinion teeth in meshing are the basis for 
calculating the loading capacity of the gear, which depends both on the position of 
the contact points of the teeth in meshing, principal relative curvatures at these 
points, and the maximum value of the twist angle of the teeth in meshing, when 
the performance and durability of the gear are to be provided. 

List of notations 

),( , pppp zyxS  - coordinate system rigidly connected to the cutting head; 

u ,  - linear and angular parameters of the generating surface; 

0 -  basic profile angle; 

2gr - calculated radius of the cutting head at wheel cutting; 

),( 2222 zyxS - coordinate system rigidly connected to the wheel; 

pA ,2

~
- matrix describing the transition from coordinate system ),( , pppp zyxS  to 

system ),( 2222 zyxS ; 

),( , pppp zyxr  - radius-vector of a generating surface; 

),( 2,222 zyxr , ),,( 2222 zyx mmmm - radius vector and normal unitary vector of the 

arc wheel tooth flank; 

2
~r , 

pr~ -  columns matrixes made up of coordinates of ),( 2,222 zyxr  and 

),( , pppp zyxr ; 

2wR - radius of the wheel pitch circle; 

xm2 , 
ym2 , 

zm2 - projections of the normal unitary vector of arc wheel tooth flank; 

2md , 2rd  -differentials of vectors 2m  and 2r ; 

ux2 ; 
uz2 ; 2x ; 2z ; 

xum2 ; xm2 ; 
zum2 ; zm2  - partial derivatives of projections 

of coordinate of vectors 2r and 2m  by parameters u and  ; 
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21k , 22k - the principal curvatures of the arc wheel flank; 
*
2

*
1 , zz  - the numbers of the pinion and wheel teeth; 

),( 1111 zyxS -coordinate system rigidly connected to the pinion; 

2 - the angle of the wheel rotation when forming the pinion tooth flank;  

)(
~

22,1 A  - matrix describing the transition from coordinate system ),( 2222 zyxS  

to coordinate system ),( 1111 zyxS ; 

swa - the center distance in the machine meshing of the pinion and the generating 

wheel; 

),( 1,111 zyxr , ),,( 1111 zyx mmmm - radius vector and normal unitary vector of the arc 

pinion tooth flank; 

0),,( 2 uf  the meshing equation; 

V - the vector analog of the relative speed; 

C
~

 - the fourth-order matrix of the relative speed analog; 

1md , 1rd  - differentials of vectors  1m and 1r ;  

uf , f , f  - partial derivatives of the meshing 0),,( 2 uf  by parameters 

u ,  and 2 ; 

11k , 12k - principal curvatures of the pinion tooth flank; 

1 , 2  the angles of rotation of the pinion and wheel in working meshing; 

 - twist angle of teeth in meshing; 

1pk , 2pk  - principal relative curvatures in arc teeth meshing ; 

bz  - semi-length of contact pattern; 

1gr -  calculated radius of the cutting head at pinion cutting. 

References 

[1] Syzrantsev V. N.: Cylindrical Arc Gears: History, Achievements, and 
Problems, Gears in Design, Production and Education. Mechanisms and 

Machine Science 101 (2021) 131-151, https://doi.org/10.1007/978-3-030-
73022-2_6 

[2] Syzrantsev V., Syzrantseva K., Varshavsky M.: Contact Load and 
Endurance of Cylindrical Gearing with Arch-shaped Teeth, International 

Conference on Mechanical Transmissions (ICMT 2001), Chongqing, China 
(2001) 425-431 



V. Syzrantsev et al. The Arc Teeth Semi-rolled Cylindrical Gear Meshing Geometry 

 – 192 – 

[3] Arafa, H. A.: C-gears: Geometry and Machining, Proceedings of the 

Institution of Mechanical Engineers, Part C: Journal of Mechanical 

Engineering Science 219, Issue 7 (2005) 709-726 

[4] Tsay G.-B., Fong Z. H.: Tooth Contact Analysis for Helical Gears with 
Pinion Circular Arc Teeth and Gear Involute Shaped Teeth, Journal of 

Mechanical Design, Transactions of the ASME 111, Issue 2 (1989) 278-284 

[5] Tseng J.-T., Tsay C.-B.: Mathematical Model and Surface Deviation of 
Cylindrical Gears with Curvilinear Shaped Teeth Cut by Hob Cutter, 
Journal of Mechanical Design, Transactions of the ASME 127, Issue 5 
(2005), 982-987 

[6] Dai Y., Yukinori A., Jiang D.: Hobbing Mechanism of Cylindrical Gear 
with Arcuate Tooth Traces and Experimental Investigation, Zhongguo Jixie 

Gongcheng / China Mechanical Engineering, 17, Issue 7 (2006) 706-709 

[7] Litvin F. L., Fuentes A.: Gear Geometry and Applied Theory, Cambridge: 
University Press, New York (2004) 800 p. 

[8] Stadtfeld H. J.: Gleason Bevel Gear Technology. Manufacturing, 
Inspections and Optimization, The Gleason Works, Rochester, New York 
(1995) 202 p. 

[9] Litvin F. L., Gutman, Y.: Methods of Synthesis and Analysis for Hypoid 
Gear Drives of Formate and Helixform. Parts 1, 2, and 3, ASME Journal of 

Mechanical Design 103, No. 1 (1981) 83-113 

[10] Fan Q.: Computerized Modeling and Simulation of Spiral Bevel and 
Hypoid Gears Manufactured by Gleason Face Hobbing Process, Journal of 

Mechanical Design, Transactions of the ASME 128 (6) (2006) 1315-1327 

[11] Syzrantseva K., Syzrantsev V., Babichev D.: Comparative Analysis of 
Stress-Strain Condition of Cylindrical Gears Arc Teeth and Spurs, Lecture 

Notes in Mechanical Engineering (2020) 101-108 

[12] Syzrantseva K. V., Syzrantsev V. N., Kolbasin D. S.: Comparative 
Estimation of the Failure Probability of Cylindrical Arc and Helical Gears 
by Tooth Bending Endurance, AIP Conference Proceedings (2019) 
2176:020010, doi.org/10.1063/1.5135122 

[13] Syzrantsev V., Syzrantseva K., Kolbasin D.: Forming Surfaces of a Semi-
rolled Cylindrical Gearing Wheel and a Gear Arc Teeth, Lecture Notes in 

Mechanical Engineering (2021) 134-141, https://doi.org/10.1007/978-3-
030-54814-8_16 

[14] Syzrantsev Vladimir, Syzrantseva Ksenia: Study of Geometric 
Characteristics of the Arc Teeth Semi-rolled Cylindrical Gear Meshing, 
FME Transactions 49 (2021) 367-373 doi:10.5937/fme2102367S 

[15] Bálint Laczik, Peter Zentay, Richárd Horváth: A New Approach for 
Designing Gear Profiles using Closed Complex Equations, Acta 

Polytechnica Hungarica 11 (2014) 159-172 

https://www.scopus.com/authid/detail.uri?authorId=57194983446&amp;eid=2-s2.0-0024543288
https://www.scopus.com/authid/detail.uri?authorId=6603916181&amp;eid=2-s2.0-0024543288


Acta Polytechnica Hungarica Vol. 19, No. 2, 2022 

 – 193 – 

New Numerical Procedure for Determination of 
Elastic Curve of Statically Determinate and 
Indeterminate Beams with Variable Cross 
Sections 

István Bíró 

University of Szeged, Faculty of Engineering, Mars tér 7, H-6724 Szeged, 
Hungary, biro-i@mk.u-szeged.hu 

Abstract: In this paper a new numerical procedure is developed for calculating the 

inclination angle and deflection as initial conditions of the end points of statically 

determinate and indeterminate beams. The method is based on the topology comparison of 

simple (hinge-roller combination) supported beam and a resemblant cantilever beam. 

Assuming that the support reactions of the beam are active forces, the virtual 

displacements at the points of the reaction forces are calculated. Based on these values the 

inclination angle is calculated. Several examples are considered and the suggested in this 

paper, while the procedure is applied for various types of structures and loadings.          

The results, obtained by the suggested numerical procedure, are compared with analytical 

ones, and they are in good agreement. 

Keywords: elastic curve; beams of variable cross section; initial guess for slope and 

deflection 

1 Introduction 

Beam-like members [1] such as shafts, levers, frame components, beam structures, 
etc. are regularly designed and constructed in the field of mechanical and civil 
engineering. Before construction or fabrication of the structure the knowledge of 
the integrity, i.e., the deflection and inclination angle of the structure, is pertinent. 
The inclination angle has also the importance in detection of the modal parameters 
of the beam which seem to be of great significance in bridge and other structural 
health detection and damage identification [2]. For various values of inclination 
angles the failure modes of components are computed and the evaluation of failure 
with increasing the angle is studied. Inclination angles are obtained applying the 
theoretical approach or using experimental methods. For example the inclination 
angle is measured by Yang and Qin [3] with the inclinometer. However, the 
experimental procedure is complex and connected with troubles and costs.          
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To overcome these problems numerous methods for determination of the 
inclination angle are developed [4-10]. Thus, the large deflection of a simply 
supported beam loaded in the middle has been studied analytically by using the 
exact solutions and the finite element method. In practice, the inclination angles 
are computed applying the commercial simulation packages. Recently, a 
computational tool, CABDA, has been designed and developed on MATLAB 
where the algorithm is based on analytic equations of beam deflection [1]. The 
program is tested on steel and brass rectangular beams and the results are 
compared with those obtained experimentally and by simulation. Some 
differences in the results have been observed. The error in numerically obtained 
solutions is explained with the fact that the program uses the linear structure 
theory, which is not applicable for strongly nonlinear systems. If the deformation 
of the beam is small, the use of linear theory for determining the shape of the 
elastic curve and the inclination angle is appropriate. However, the results 
obtained according to the linear theory are not convenient for the beam with large 
deformation and strong nonlinearity. In these special cases, modification in the 
numerical solving procedure is necessary and the nonlinear structure theory has to 
be included. 

Recently, some analytical investigations on calculation of inclination angle of 
strong nonlinear structures were carried out and published. Thus, the inclination 
angle of a prismatic cantilever beam subjected to a combination of inclined end 
force and tip moment was computed by Abu-Alshaikh et al. [11]. The nonlinear 
theory of bending and the exact expression of the curvature are used. Based on an 
elliptic integral formulation, an accurate numerical solution is obtained. 
Comparing with previously published results, the accuracy of numerical solution 
obtained with the method is more accurate. In terms of Jacobi elliptic functions, 
the solution of equilibrium configuration of an elastic beam, subjected to three-
point bending, is given by Batista [12]. Results obtained numerically are 
compared with those of other authors. The relationship between force and 
deflection of a thin elastic beam is given approximately as a polynomial function. 
The Galerkin method is used to obtain an approximate force-deflection 
characteristic of the [13].To validate the result the exact solution and that from the 
finite element method are used. The analytic Homotopy Perturbation Method 
(HPM) is adopted by Hatami et al. [14] for predicting the deflection of a cantilever 
beam subjected to static co-planar loading. The analytical solution procedure is 
applied for a Reissner’s beam underforce acting at the midpoint be-tween two 
supports [15]. Comparing HPM through numerical results it is demonstrated that 
HPM can be a high efficiency procedure for computing the deflection. However, 
the procedure is rather complex and the computation requires significant time. 
Machado et al. [16] introduced a weighted algorithm, based on the reduced 
differential transform method. The proposed scheme considers the initial and 
boundary conditions simultaneously for obtaining a solution of the equation. 
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To overcome the computation problem, the aim of this paper is to introduce a new 
procedure for calculating the inclination angle and deflection as initial conditions 
of the end points of statically determinate and indeterminate beams.                  
The numerical procedure would involve less computational time compared with 
other techniques available in literature. The method is based on a topology 
comparison of a simply supported beam and its resemblant or to say “modified” 
cantilever beam. Assuming that the support reactions of the beam are active 
forces, the virtual displacements at the points of the reaction forces are calculated. 
Based on these values the inclination angle and deflection of the endpoint of the 
beam as initial conditions can be calculated. Several examples are considered and 
the suggested in this paper, while the procedure is applied for various types of 
structures and loadings. The results, obtained by the suggested numerical proce-
dure, are compared with analytical ones, and they are in good agreement. 

As problem solving technique this numerical method can be offered for engineers. 
It can be treated as one of problem solving techniques for engineers published by 
Horvath and Rudas [17]. The demonstrated method can be applied to metamaterial 
beams as well published by Cveticanin and Mester [18]. 

The paper is divided into five sections. After the introduction, in Section 2, the 
theorem of calculation of the inclination angle at the end point of the beam is 
introduced and proved. In Section 3, the procedure of transforming the boundary 
value problem into initial problem for a simply supported to a cantilever beam 
with variable cross-section is presented. The procedure is applied on examples. 
The paper ends with conclusions. 

2 Procedure for Computing of the Approximate 
Inclination Angle 

Theorem 1.  In case of linear model of simple supported beams with two consoles 
loaded at arbitrary places by concentrated and/or distributed forces and/or couple 
of forces the inclination angle of free end of the console on the left side is 

        (1) 

where l is the distance between the supports, yA and yB are the elastic deflections 
at cross-section A and B of the “modified” beam. The “modified” beam is 
clamped at cross-section C, with an identic active load system compared to the 
original model. 

It must be mentioned that the calculated reaction forces are considered active 
forces in the modified version of the model. Applied notations can be seen in 
Figure 1. 
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There are 6 different loading components of the beam in Figure 1 such as concen-
trated forces and couple of forces acting on consoles on the right or left side or 
between the supports. 

To proof of the theorem/equation (1) is investigated with regard to the different 
load-ings of the consoles, the effective span of beam together with the uniform 
and variable cross-section. Theorem/equation (1) is proved for each load cases. 
Based on the superposition, the principle of the theorem/equation (1) is true for 
any simple supported beams loaded by concentrated and couple of forces at any 
places. 

 
Figure 1 

(a) Scheme of simple supported beam with two consoles loaded at arbitrary places by concentrated 
forces and couple of forces (notations to the proof); (b) „Modified” beam clamped at cross section C; 

(c) Shape of the elastic curve in case of modified beam (φCmod=0, yCmod=0) 

Proof of Theorem 1.  The proof of the theorem (1) is done on examples of beams 
with various types of loadings shown in Figures 1, 12-17. The formula for 
calculating the elastic curves, y(z), of beams of variable cross-section and loaded 
with bending moment M(z) is 

 (2a) 

where EI(z) is flexural rigidity of the beam, E is modulus of elasticity, I(z) is 
moment of in-ertia of the cross section about its neutral axis, M(z) represents the 
bending moment func-tion of the beam, z is the position coordinate, while 
(‘)=d/dz and (“)= d2/dz2. In our calculation the linearized version is applied 

 (2b) 
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Based on the principle of superposition, the theorem (1) has to be proved.             
In Figure 1a), a three-part beam, i.e. two consoles and an effective span is shown. 

The simple supported beam with two consoles is loaded at arbitrary places by 
concentrated forces and couple of forces. In Figure 1b), the „modified” beam 
clamped at cross section C can be seen. In Figure 1c), the shape of the elastic 
curve in case of modified beam (φCmod=0, yCmod=0) is shown. 

In Table 1 the results for different types of supported beams loaded with various 
types of loading are presented. The applied notations in the Table 1 and Figures 
12-17 are: 

• FA and FB are reaction forces in cases of active loading, 

• yA and yB are the elastic deflections of cross section A and B in case of the 
„modified” beam, 

• and φC is the inclination angle calculated according to equation (1). 

Table 1 

Summary of physical quantities to prove the presented theorem in case of beam of uniform cross-

section 

 

 

 

 

 

 

 

 

Model FA FB yA 

Figure 12    

Figure 13    

Figure 14    

Figure 15    

Figure 16    

Figure 17    

Model yB φC 

Figure 12   

Figure 13   

Figure 14   

Figure 15   

Figure 16   

Figure 17   
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Important remark: C inclination angle of the real beam is determined directly by 
applying the Betti-theorem. The inclination angle in every single case is presented 
in the last column (Table 1). 

In previous load cases it can be seen that the inclination angle of cross-section φC 
can be determined with the arbitrary lengths of the consoles and the effective 
span. Moreover, φC is independent from the positions of the different loadings.    
In the above-mentioned load cases the flexural rigidity (IE) of the beam is 
constant along axis z. 

It must be mentioned that equation (1) is valid for beams of variable cross-section 
as well. As it can be seen in Figure 12-17, concentrated and couple of forces act 
on the left or right consoles or between the supports. 

According to this fact, concerning beams of arbitrary variable cross-section, there 
are different load cases demonstrated in Figure 18. (See in Appendix.) Different 
types of statically determinate beams of variable cross-sections, with various types 
of loading, are considered, while the results are presented in Table 2. 

Table 2 

Summary of physical quantities to prove the presented theorem in case of beams of variable cross-

section 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Model FA FB yA 

Figure 18 (a)    

Figure 18(b)    

Figure 18(c)    

Figure 18(d)    

Model yB 

Figure 18(a)  

Figure 18(b)  

Figure 18(c)  

Figure 18(d)  
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Applied notations in the head of Tables 1 and 2 are the same. The inclination 
angle φC in all of cases is determined in both ways again. 

In Figure 18a)-b) the console is subjected to loads on its left side. Due to the 
symmetry, it is enough to prove equation/theorem (1) for inclination angle φB.     
In this case, the beam is clamped at cross section B. 

Applying notations of Figure 18a, inclination angle of cross section B of the 
original beam, 

 (3) 

In case of the “modified” beam, i.e. our current beam is clamped at cross section 
B and loaded by concentrated force and reaction forces of simple supported beam 
(Figure 18a) the elastic deflections at cross section A and B can be determined on 
the basis of the Betti-theorem, 

     (4) 

According to equation (1), 

,  (5) 

which complies with equations (1) and (3). 

Applying notations of Figure 18b, inclination angle of cross section B of real 
beam, 

 (6) 

In case of the “modified” beam, i.e. – in this case – clamped at cross section B 
loaded by couple of forces and reaction forces of simple supported beam (Figure 
18b) the elastic deflections at cross-section A and B with regard to the Betti-
theorem, 

Model φC 

Figure 18(a)  

Figure 18(b)  

Figure 18(c)  

Figure 18(d)  
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        (7) 

According to equation (1), 

 (8) 

which complies with equations (1) and (6). 

Comparing the results, obtained by the Betti-theorem and equation (2), the 
theorem is proved. 

3 Method of Transformation Boundary Value 
Problem into Initial Value Problem 

In Chapter 2 the proof of theorem/equation (1) for statically determinate beams 
with uniform and/or variable cross-sections, loaded by different way, can be seen. 
φC inclination angle is the initial slope of the statically determinate (original) 
beam. Based on the superposition principle, the effect of active load components 
of the beam are independent from each other. Therefore, the theorem/equation (1) 
is valid independently in the linear dimension. 

Based on the theorem/equation (1), the elastic curve of statically determinate 
beams can be determined by the following steps: 

 Calculation of reaction forces, 

 Determination of moment function M(z) of the beam, 

 Substitution of the moment function into differential equation (2b), 

 Numerical solution of the differential equation with initial conditions y(0)=0, 
y’(0)=0. At this step the beam is treated as „modified”, i.e. it is clamped at 
cross section C, 

 Applying obtained deflections yA and yB the initial slope, φC= -(yB-yA)/l, 

 Repeating the numerical process with initial conditions y(0)=0, y’(0)=φC 
values of deflections yA and yB which are obtained similarly, 

 Repeating the numerical process with initial conditions y(0)=-yA, y’(0)=φC. 
As a result, the shape of the elastic curve of the real beam is obtained. 



Acta Polytechnica Hungarica Vol. 19, No. 2, 2022 

 – 201 – 

4 Results 

4.1 Simply Supported Beam 

In presented numerical examples equation (2a) is applied. 

Example 1  As an example, the task is to determine numerically the elastic curve 
of cantilevered simply supported beam shown in Figure 2. 

 

Figure 2 

Cantilevered simply supported beam 

The following numerical data are given: F=2000 N, q=4000 N/m, Mo=4000 Nm, 
k=1000 mm, l=3500 mm, m=1500 mm, E=210 GPa, I=328 cm4. 

For the given numerical values the reaction forces of the supports: 

 

 (9) 

while the moment(z) function is plotted in Figure 3. 

 

Figure 3 

Moment function(z) of the cantilevered simply supported beam 
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Three segments along the beam are evident and the differential equations 
according to (2a) of the elastic curve for each segment are formed. The obtained 
relations are 

 (10) 

 

 (11) 

  (12) 

Let us solve the above-mentioned equations numerically for initial values y’o=0 
and yo=0. Namely, it is assumed that the left end of the beam is fixed and 
corresponds to a cantilever. Therefore, the moment function as a function of 
coordinate z does not yet correspond with the original beam. The obtained result is 
plotted in Figure 4. 

Obviously the shape of the elastic curve is not suitable to the original loading and 
the constraint relations. In order to get the accurate initial values let us carry out 
the following transformations. 

 

Figure 4 

Elastic curve, as a function of z, of the cantilever for initial conditions y’o=0 and yo=0 

Rotation around axis perpendicular to xy plane 

Creating the ratio of differences between deflections of cross-sections B and C 
and between their positions coordinates an angle can be obtained as follows: 

 (13) 

This angle with opposite sign can be treated as initial inclination of cross-section 
A, i.e. 

 (14) 
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The numerical calculation of differential equations of the elastic curves is repeated 
with initial values: 

 (15) 

The obtained elastic curve is plotted in Figure 5. 

It can be noticed that for initial conditions (15) the values of deflection at supports 

B and C are equal: . After this recognition translation 
along axis y seems obvious. 

 

Figure 5 

Elastic curve for initial values:  

Translation along axis y 

Now, the curve is translated along y axis for the value 

, to move the supports in the position 
with zero deflection. Starting with numerical procedure and applying the 

calculated initial values  

 the elastic curve of the beam are obtained and plotted in Figure 6. In order to 
check the obtained results the Betti-theorem (Table 3) is applied. Results obtained 
in different ways are compared to each other and summarized in Table 3. 

 

Figure 6 

Elastic curve determined based on numerically and analytically obtained initial conditions 
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4.2 Cantilevered Simply Supported Beam having Sinusoidal 
Variable Circular Cross-Section 

Example 2  The sketch of the cantilevered simply supported beam can be seen in 
the previous example. In this case, there is a beam having variable circular cross-
section (Figure 7). Its diameter is described by equation 
d(z)=100+30sin(0.004712z) [mm]. Other input data are the same. 

Starting with numerical procedure again and applying the calculated initial values 

 the elastic curve of the beam is 
obtained and plotted in Figure 8. In order to check the obtained results the Betti-
theorem is applied 

 

Figure 7 
Shape of the simply supported beam having variable circular cross-section (side view) 

 

Figure 8 
Elastic curve determined and based on obtained initial conditions 

Results obtained in different ways are compared to each other and summarized in 
Table 3. Comparing the results obtained numerically for the nonlinear model and 
analytically for the linearized system (Betti-theorem) it can be concluded that the 
difference between them is negligible, moreover it can be seen the effect of 
nonlinearity is negligible as well. 

Table 3 
Comparison of deflections of cross-sections A and D obtained in different ways 

Example 4.1 yA, mm yD, mm 

Numerical transformation method 
- rotation and translation  

- transformation of the boundary 
value problem into the initial value 

problem 

-1.8452 -0,4083 

Betti-theorem for beams of variable 
cross-section 

-1.8398 -0,4127 
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Example 4.2 yA, mm yD, mm 

Numerical transformation method 
- rotation and translation  

- transformation of the boundary 
value problem into the initial value 

problem 

-2,9832 0,4438 

Betti-theorem 
for beams of variable cross-section 

-2,9830 0,4408 

4.3 Cantilevered Statically Indeterminate Beam to the First-
Degree having Variable Circular Cross-Section 

Example 3. As third example a statically indeterminate beam with three supports, 
having variable circular cross-section is shown in Figure 9. The task is the same: 
to determine numerically the elastic curve of the beam. Following numerical data 
are given: F1=6000 N, F2=16000 N, q=12000 N/m, Mo=3000 Nm, a=1000 mm, 
E=210 GPa. 

 

Figure 9 

Cantilevered beam with three supports together with the shape of the of the beam having a variable 

circular cross-section (side view) 

As a result of applying the Clapeyron-equation the moment(z) function can be 
seen in Figure 10. 

 

Figure 10 

Moment function of the cantilevered beam with three supports 
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By applying of above described numerical procedure again, calculated initial 
values are yA=9,1415991914 mm, y’A=0,01335125 rad. Obtained elastic curve of 
the beam plotted in Figure 11. 

 

Figure 11 

Elastic curve determined and based on obtained initial conditions 

Conclusions 

It can be concluded: 

 The initial slope of the arbitrary loaded simple supported beam can be 
determined with high accuracy if the structure is modified into a clamped-free 
beam. For that case the inclination angle of the free end of the beam is the ratio 
between the difference of elastic deflections of cross sections in the supporting 
points of the ‘modified beam’ and the distance between supports. 

 For the case of small deformation when the nonlinearity is weak the suggested 
procedure for calculation of the inclination angle is applicable with certain 
accuracy. 

 However, if the deformation is large and the nonlinearity is strong serious 
number of iterative steps are necessary to reach the demanded accuracy. 

 Applying the suggested formula for inclination angle the elastic curves of 
simple supported beams can be determined numerically. 

 Based on the suggested procedure the boundary value problem of simple 
supported and continuous beam is transformed into initial value problem 
which is a special and effective application of the shooting method.             
The method is stable and easy to use. 

 Results obtained by the method and compared with those obtained with Betti 
theorem for the linear models show a good agreement. 
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Appendix A 

 

Figure 12 

Simple supported beam loaded by concentrated force on the left console at arbitrary place, shape of 

elastic curve (strong enlargement), moreover sketch of „modified” beam, i.e. clamped at  

cross-section C 

 

Figure 13 

Simple supported beam loaded by couple of force on the left console at arbitrary place, shape of elastic 

curve (strong enlargement), moreover sketch of „modified” beam, i.e. clamped at cross-section C 
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Figure 14 

Simple supported beam loaded by concentrated force on effective span at arbitrary place, shape of 

elastic curve (strong enlargement), moreover sketch of „modified” beam, i.e. clamped at cross-section 

 

Figure 15 

Simple supported beam loaded by couple of force on effective span at arbitrary place, shape of elastic 

curve (strong enlargement), moreover sketch of „modified” beam, i.e. clamped at cross-section C 
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Figure 16 

Simple supported beam loaded by concentrated force on the right console at arbitrary place, shape of 

elastic curve (strong enlargement), moreover sketch of „modified” beam, i.e. clamped at  

cross-section C 

 

Figure 17 

Simple supported beam loaded by couple of force on the right console at arbitrary place, shape of 

elastic curve (strong enlargement), moreover sketch of „modified” beam, i.e. clamped at  

cross-section C 
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Figure 18 (a-d) 

Simple supported beam loaded by concentrated force or couple of forces on the end of the cantilever or 

between its supports. The moment of inertia of the cross section about its neutral axis is continuous 

function of position coordinate z 
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Abstract: In Discrete-Event Systems (DES), deadlocks frequently occur. Flexible 

Manufacturing Systems (FMS) have the character of DES. Namely, FMS consist of many 

cooperating devices (like robots, machine tools, transport belts, etc.). Frequently, deadlocks 

occur because of insufficient resources. Petri Nets (PN) are often used to model FMS and to 

synthesize control for them. To deal with deadlocks, first of all, it is necessary to find and/or 

avoid them. There are several principal approaches for doing this - either by computing and 

analyzing the PN reachability tree (RT) or by finding PN model siphons. Then, in the former 

concept, the supervisor is synthesized by means of P-invariants of the PN model used, while 

in the latter concept the supervisor, based on siphons, is synthesized. In addition to these 

approaches, additional techniques can sometimes, be applied - e.g. a suitable utilization of 

added PN transitions. 

Keywords: control; deadlocks; discrete-event systems; Petri nets; P-invariants; siphons 

1 Introduction 

In Discrete-Event Systems (DES) a next state depends only on the actual state and 
on the occurrence of discrete events. For modeling and control of DES Petri nets 
(PN) are frequently used. One of the typical representatives of DES is the family of 
Flexible Manufacturing Systems (FMS), newer Automated Manufacturing Systems 
(AMS). In such systems (robotized working cells, discrete production lines, and the 
like) many devices cooperate together - robots, machine tools, transport belts, 
automatically guided vehicles (AGV), etc. They are called to be resources. Inside 
FMS/AMS the resource allocation is very important. Hence, Resource Allocation 
Systems (RAS) are investigated. 

For above mentioned reasons deadlocks often occur in RAS. Deadlocks are, of 
course, undesirable and unfavorable. They disrupt the normal course of the 
production process. Due to deadlocks, it remains stagnate. Thus, the primary 
intention of the production cannot be achieved. Deadlocks can arise, for example, 
when a machine M, completes a part and there is no part in a buffer to be fed to M, 
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it is the situation called starvation. In general, release of too few parts to RAS may 
starve some machines and lower their production rate. Therefore, it is necessary to 
pursue the maximally permissive control policy, for deadlock avoidance [1] by 
releasing as many jobs as possible into the system. On the other hand, when a 
machine M completes a part that cannot be unloaded because of the lack of buffer 
spaces, it is blocked. In general, blocking is caused by the excessive job releases 
and limited buffer spaces. Blocked machines are forced to be idle, thereby they loss 
their productivity. The more parts occur in the system, the more likely is occurrence 
of deadlocks and the machines are blocked. To operate RAS effectively, the system 
should be well scheduled and deadlocks should be completely avoided, in this way, 
the reduction of starvation and blocking is efficiently achieved. 

To deal with the deadlocks, it is necessary to find them, and to find a suitable 
methodology for how to eliminate their impact and to successfully control the 
system. The deadlocks in FMS can be found by applying two main manners: 

(i) Finding and analyzing the reachability tree (RT) of the PN model 
representing the causality of PN states. 

(ii) Finding and analyzing structural properties - namely the set of siphons 
and traps of the PN model. Traps are some complements of siphons. 
Sometimes, the approach using an application of additional transition(s) 
into the PN model may be very suitable. 

As to the control of deadlocked FMS, i.e. elimination of the deadlock impact, three 
concepts of synthesizing the supervisor are used here: 

(i) The approach based on P-invariants of the PN model and simultaneous 
utilizing its RT 

(ii) The approach-based on PN model siphons and traps 

(iii) The auxiliary approach adding some supplementary transitions to the PN 
model 

1.1 The State of the Art Review 

Deadlocks are looking for and analyzed for tens of years in software engineering 
and other branches, and for a long time also in FMS/AMS. 

Among pioneers of deadlock avoidance in DES and RAS belongs S. A. Reveliotis 
with his school. Their oldest publications were devoted especially to software 
engineering, but their newer ones - see [2-4] - are concerning RAS in FMS/AMS. 
Another school around P. J. Antsaklis - see [5] - is specialized on RT-based 
approaches to the deadlock avoidance. Both schools are American. 

There are many other authors, even schools, interested in this area. The newer 
schools are the Chinese-American school around Meng Chu Zhou and Zhi Wu Li - 
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see [6-9] specialized on siphon-based approaches. This school publishes very 
intensively. Smaller schools are the French school around K. Barkaoui - see e.g. 
[10], and several others schools - in Spain [12], Italy [12-14], Germany [15]. 

But at present the peak school is the pure Chinese school with enormous number of 
authors from various universities - see e.g. [16-18] - with top results. Some authors 
from the above introduced schools publish also together cross by cross the schools. 
It is impossible to make a complete overview of all the works of these schools on a 
limited number of pages per paper. 

Deadlocks may occur also in DES and RAS with non-determinism analysed in the 
paper [19]. Such deadlocks have to be avoided too. 

Simply, this area of research in FMS/AMS lives through a boom. Therefore, it is 
useful to choose the more important approaches and compare them. The best form 
is to do this by applying them on the same real plant and compare and evaluate their 
results. Such a process has not be published until now. 

1.2 The Main Aim of the Paper 

The main aim of this paper is to point out: 

(i) The three principal kinds of approaches extracted from the huge amount of 
literature 

(ii) How to avoid deadlocks in real RAS 

(iii) How to synthesize the control of RAS by means of PN models 

(iv) How to apply particular approaches on the same real discrete plants in 
order to compare them 

(v) How to perform the comparison on the basis of achieved results and how 
they are evaluated. (In the literature, the author of this paper did not find 
such comparison and evaluation of different approaches). 

Of course, finding the computational complexity of algorithms for computing RT 
(at the state analysis) and minimal siphons (at the structural analysis), respectively, 
is also an associated, but not less important, aim. 

For FMS/AMS practice such a comparison and evaluation may be very useful. 
Namely, on one hand it is important to avoid deadlocks, but on the other hand it is 
also necessary to detect whether the proposed supervisor avoiding deadlocks 
ensures satisfying functionality of RAS or not. If not, a structural reconstruction of 
the original system and/or changing the number of resources and repeating the 
procedure of the supervisor synthesis is needful. 
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1.3 Paper Organization 

Here, in this Section 1, the state of the art review and the main aim of this paper are 
introduced. In the Section 2, the PN themselves as well as PN P-invariants and PN 
siphons and traps were defined and two approaches how to control RAS were 
sketched. In the next Section 3 the auxiliary simple approach to control of 
deadlocked RAS will be introduced and illustrated on an example, namely the 
approach based on additional (supplementary) transitions. Next, in the Section 4, 
the second approach to solving that problem will be introduced and illustrated on 
examples, namely the approach based on P-invariants. In the Section 5 the approach 
based on siphons and traps will be presented and illustrated on examples. In the 
Section 6 both approaches will be compared (as to their advantageous and 
disadvantageous) and evaluated. In the Conclusions, the final view on the dealing 
with deadlocks in this paper and the plans for future research will be introduced. 

2 Preliminaries 

PN are perspective tool [12] for modeling and DES. Essentials of PN were presented 
in many older papers - see e.g. [10]. The state equation of place/transition PN (P/T 
PN) - see [19] - is the following 

xk+1 = xk  + B.uk  , k = 0, 1, …                                                                                (1) 

F.uk ≤ xk                                                                                                                 (2) 

where  

xk = (xp1, xp2, …, xpn)T is the state vector with integer entries xpi ∈  {0, 1, … ,∞} 
being the states of particular places pi, i = 1, …, n, in the step k, namely xpi 
represents the actual number of tokens in the place pi. The vector x0 is the initial 
state vector. 

uk = (𝑢𝑡1, 𝑢𝑡2, …, 𝑢𝑡𝑚)T
 is the control vector with entries 𝑢𝑡𝑗 ∈  {0, 1} being the 

states of particular transitions tj,  j = 1, …, m, in the step k. They can be disabled or 
enabled. The disabled tj cannot be fired, i.e. 𝑢𝑡𝑗  = 0, while enabled tj may be (but 

needs not be) fired i.e. 𝑢𝑡𝑗  = 1. In P/T PN enabled transitions represent the 

occurrence of discrete events. 

B = GT - F is the structural matrix of integers with G being the incidence matrix of 
directed arcs from transitions to places while F being the incidence matrix of 
directed arcs from places to transitions 

Let P = {p1, …, pn} and T = {t1, …, tm} are, respectively, the set of PN places and 
the set of PN transitions. Thus, F = {fij}, i = 1, …, n; j = 1, …, m, fij ∈ 𝑍, where 𝑍 
is the set of integers, and it represents the existence and multiplicity of arcs directed 
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from pi to tj; G = {gji}, j = 1, …, m; i = 1, …, n, gji ∈ 𝑍, and it represents the existence 
and multiplicity of arcs directed from tj to pi. 

x0 is the initial state vector. 

Starting from x0 and firing an enabled transition the next state x1 can be reached. 
The reachability tree (RT) expresses all possible branches of the development of the 
system (1), (2). A firing sequence of transitions ta, tb, …,tc represents a branch 𝐱0
𝑢𝑡𝑎→ 𝐱1

𝑢𝑡𝑏→ …  𝐱k-1
𝑢𝑡𝑐→ 𝐱k of RT. All reachable states create the state space, i.e. the set ℛ = { 𝐱0, 𝐱1, …,  𝐱k}. PN transitions symbolize edges of RT. By means of the 

thorough analysis of RT (either in graphical form or in the form of the adjacency 
matrix) all deadlocks can be found. Then the supervisor based on P-invariants can 
be synthesized. The P-invariant is the (n×1)-dimensional vector y ≠ 0 for which 
yT.B = 0. 

A nonempty subset S ⊂ P in P/T PN is called a siphon if every transition having an 
output place in S has an input place in S. A nonempty subset Q ⊂ P in P/T PN is 
called a trap if every transition having an input place in Q has an output place in Q. 
Siphons create a set of places which, if become empty of tokens, will always remain 

empty for all reachable markings of the net. When all places in a siphon have no 
token, all transitions connecting with the siphon can no longer be firable. Traps 
create a set of places which, if become marked, will always remain marked for all 
reachable markings of the net. The union of two siphons (traps) is again a siphon 
(trap). 

If every non-empty siphon of PN includes a sufficiently marked trap then - see e.g. 
[6], no dead marking is reachable. It is very important piece of knowledge. 
Thorough analysis of siphons and traps is a path to the proposal of the supervisor. 
Then, the supervisor will be synthesized by means of utilizing properties of siphons 
and traps. 

It is not necessary to work with all siphons (there are many). It is sufficient to work 
with elementary siphons, i.e. linearly independent siphons. Even, it is sufficient to 
work with minimal siphons and minimal traps - see e.g. [11] [20]. 

In next, both approaches to control of deadlocked FMS, especially of the special 
kind of FMS called RAS, will be presented. Namely, above mentioned devices - 
machine tools, robots, buffers, transport belts, AGV, and so on, can be understood 
to be various resources. The resources are usually shared by two or more subsystems 
of RAS. Because of a limited number of resources different kinds of problems, 
especially deadlocks, arise during the system operation. 
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3 Approach Based on Additional Transitions 

This approach is very useful especially in the case of so called diamonds in RT of 
the deadlocked PN model. The diamond ∂ from the start state xa in RT to the end 
state xb,  xa  ≠ xb, is a pair of paths ∂ = <xa σ1 xb, xa σ2 xb>, where paths σ1 ∩ σ2 = ∅, 
σ1 ∪ σ2 ≠ ∅, with ∅ being the empty set, and xa, xb do not belong in σ1 ∪ σ2. When 
xb is the deadlock, the following approach is possible in order to deal with it. After 
adding a transition into the PN model, the structural matrix of the supervisor: 

Bc =  xc - xb                                                                                                             (3) 

where usually xc = x0 (being the initial state of the PN model (1)-(2)). 

3.1 Example 1 

Consider the RAS in Figure 1 consisting of three loading buffers I1–I3 and three 
unloading buffers O1–O3. They, respectively, load and unload the FMS 
corresponding to three raw product types, Pr1–Pr3, to be processed by machine M. 
They are moved by robot R. The production cycles are the following: a raw product 
Pr1 is taken from I1 by R and put in M. After being processed by M, it is taken by 
R and put to output O1. A raw product Pr2 is taken by R from I2, processed by M 
and then moved by R from M to O2. A raw product Pr3 is taken by R from I3, 
processed by M and moved by R from M to O3. The PN model is given in Fig. 2. 
The initial state x0 = (8 0 0 8 0 0 1 0 4 4)T. Because figures of RT from x0 produced 
by a graphic tool has a poor quality at a greater dimensionality of RT, the deadlocks 
will be computed by means of the zero rows of the RT adjacency matrix. There are 
32 nodes (states) in the RT. 

 

 

Figure 1 

The scheme of RAS 
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Figure 2 

The PN model of the deadlocked RAS 

The structural matrix of the PN model and its initial state are the following: 

B = 

( 
   
   
−1 0 1 0 0 0 0 01 −1 0 0 0 0 0 00 1 −1 0 0 0 0 00 0 0 −1 0 1 0 00 0 0 1 −1 0 0 00 0 0 0 1 −1 0 00 0 0 0 0 0 −1 10 0 0 0 0 0 1 −1−4 4 0 0 −1 1 0 00 −4 4 −2 2 0 −1 1) 

   
   

 

x0 = (8  0  0  8  0  0  1  0  4  4 )T 

Small numbers in the neighborhood of some directed arcs mean their multiplicity. 

This plant has only one deadlock – the state x11 = (7 1 0 6 2 0 1 0 0 0)T (i.e. numbers 
of tokens in corresponding places are: p1 = 7, p2 = 1, p4 = 6, p5 = 2, p7 = 1) is the 
deadlock. Thus, Bc = x0 - x11 = (1 -1 0 2 -2 0 0 0 4 4)T, where the vector Bc

(-)  = (0 1 
0 0 2 0 0 0 0 0)T represents the multiplicity of directed arcs from corresponding PN 
places to the added transition and the vector Bc

(+)= (1 0 0 2 0 0 0 0 4 4)T represents 
those from the added transition to corresponding PN places. The PN model of the 
modified structure is given in Figure 3. Alike as in previous case, the RT is not 
introduced in the graphical form. From the RT adjacency matrix, it follows that PN 
has 32 nodes and no deadlock exists in the supervised system displayed in Fig. 3. 
Adding the transition t9 into the PN model of RAS given in Figure 2 and applying 
its interconnections with the original model through the relation (3) the deadlock 
x11 was eliminated. 
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Figure 3 

The PN model of RAS supervised by means of the transition t9 without any deadlock 

4 Approach Based on P-invariants 

As it was mentioned above a vector y ≠ 0 fulfilling the relation yT.B = 0 is named 
as the invariant. For more invariants, e.g. s, the matrix Y consisting of s invariants 
being its columns, has to fulfill: 

YT.B = 0                                                                                                        (4) 

Putting a restricted condition: 

L.x ≤ b,                                                                                                                   (5) 

where L is a (s × n) matrix of positive integers, expressing by its rows suitable linear 
combinations of state vectors entries (i.e. numbers of tokens inside corresponding 
PN places), and b is a (s × 1) column vector of limits for each row of L (i.e. a 
maximal number of tokens in places in the corresponding row together). To remove 
inequality in (4), we can put the following: 

L.x + xs = L.x + Is.xs = (L Is ).(xT xs
T)T= b                                                            (6) 

where Is is the (s × s) identity matrix. To synthesize the supervisor with the structure 
Bs (unknown till now), we force (L Is ) into (4) instead of YT as well as (BT Bs

T)T 
instead of B. In such a way we finally obtain the supervisor structure: 

Bs = - L.B                                                                                                               (7) 

Bs = Gs
T -  Fs                                                                                                           (8) 

Fs  =  - Bs
(-) ;  Gs

T=  Bs
(+)    

x0s = b - L.x0                                                                                                            (9) 
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Besides (5) the general linear constraints can be imposed to be satisfied by the 
supervised system: 

Lp.x + Lt .u + Lv .v ≤ b                                                                                         (10) 

where, 

b is s - dimensional nonnegative integer vector expressing some limits 

Lp, Lt, Lv are, respectively, (s × n)−, (s × m)−, (s × m)− dimensional matrices of 
integers. They concern, respectively, PN places, PN transitions and the Parikh's 
vector v. The sense of the Parikh's vector v is clear from the following relation 
expressing the evaluation of PN model (1), (2), i.e. 

xk = x0 + B.(u0 + u1 +  . . .  + uk−1) = x0 + B.v                                                    (11) 

As to (11), it was proved in [5] that when Lp.x - b ≤  0 the supervisor with the 
following structure and initial state 

Fs = max(0, Lp.B + Lv , Lt )                                                                                  (12) 

GT
s = max(0, Lt − max(0, Lp.B + Lv )) − min(0, Lp.B + Lv)                                (13) 

x0s = b − Lp.x0 − Lv .v0                                                                                         (14) 

guarantees that constraints are verified for the states resulting from the initial state 
x0. Here, the max(.) is the maximum operator of operands. For matrices it is applied 
element by element, i.e. Z = max(X, Y) means that zij = max(xij, yij ). 

v0 is the (m × 1) vector containing nonzero entries (namely equal to 1) solely in 
positions of transitions being firable in x0. 

Now, consider the RAS in Figure 1 with PN model given in Figure 2. Let us deal 
with the deadlock state x11 using the P-invariants based approach for both versions 
the simpler (5) and the generalized (10). 

4.1 Simpler Version of the Approach 

Analyzing RT by means of the adjacency matrix we can reveal that the deadlocked 
state x11 is reached by two ways: 

x0 
𝑡1→ x1 

𝑡4→ x5 
𝑡4→ x11                                                                                               (15) 

x0 
𝑡4→ x2 

𝑡4→ x7 
𝑡1→ x11                                                                                               (16) 

The corresponding critical RT nodes are the following: 

x5  = (7  1  0  7  1  0  1  0  0  2)T 

x7  = (8  0  0  6  2  0  1  0  4  0)T 

x11 = (7  1  0  6  2  0  1  0  0  0)T 
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x5 - x11 = ( 0  0  0  1  -1  0  0  0  0  2)T 

x7 - x11 = (1 -1  0  0  0  0  0  0  4  0)T 

Using the approach (6)-(8) based on P-invariants, we have to put some restrictions 
on combinations of some critical places. Such places are p2, p5 and moreover p8, 
p10. Namely, the following restrictions have to be imposed: 

p8+p10 ≤ 5                                                                                                              (17) 

p2+p5 ≤ 1                                                                                                               (18) 

Consequently, 

L = (0 0 0 0 0 0 0 1 0 10 1 0 0 1 0 0 0 0 0)                                                         (19) 

b = (51)                                                                                                                 (20) 

Applying these matrices into (6)-(8) we obtain the supervisor structure and initial 
state as follows: 

Bs = (   0 4 −4    2 −2 0 0 0−1 1    0 −1    1 0 0 0) 
Fs = - Bs

(-) =  ( 0  0 4 0 2 0 0 0 1  0 0 1 0 0 0 0) 
Gs

T = Bs
(+)  =   (  0 4 0 2 0 0 0 0 0 1 0 0 1 0 0 0)   

 x0s  =  (11)  
The PN model of RAS controlled by such supervisor is displayed in Figure 4. The 
supervisor ensures that no deadlock occurs here. RT has 24 nodes in this case. 

 

Figure 4 

The PN model of RAS controlled by the P-invariants based supervisor removing the deadlock 
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After deeper analysis, we can found that the condition (17) may be omitted and it is 
sufficient in this RAS to use solely the condition (18). Thus, we obtain: 

L= (0 1 0 0 1 0 0 0 0 0)   

b = (1) 

consequently, 

Fs= (1 0 0    1 0 0    0 0)   

GT
s= (0 1 0    0 1 0    0 0)    

x0s = (1) 

The PN model of the controlled RAS is almost-certain as that on Figure 4, only 
place p11 together with its interconnections are missing. However, the RT is the 
same. It means that no deadlocks are indicated in it. 

4.2 The Generalized Version of the Approach 

Here we use the approach (10)-(14) to illustrate its potency. From the PN model of 
the original uncontrolled system in Figure 2 it can be seen that main problem 
consists in the places p2 and p5 as well as in Parikh's vectors v1 and v4. Let us put   
p2 + p5 ≤ 1 and because of the Parikh's vectors put t4 > t1 and t1 > t4. Hence: 

Lp = (0 0 0 0 00 1 0 0 1     0 0 0 0 00 0 0 0 0) ;   b =(11)   
Lv = (−1 0 0    1 01 0  0 −1 0     0 0 00 0 0); Lt = (0 0 0 0 00 0 0 0 0     0 0 00 0 0) 
v0 = (1   0   0   1   0   0   1   0)T is the initial vector expressing enabled transitions at 
the initial state x0. 

These inputs into (12) - (14) result the following synthesized supervisor 

Fs = (0 0 0 1 02 0 0 0 0     0 0 00 0 0) 
Gts = (1 0 0 0 00 1 0 0 1     0 0 00 0 0) 
x0s = (1   1)T 

The PN model of the controlled RAS is displayed in Figure 5 and its RT is given in 
Figure 6. For such a small RT like this, as opposed to greater ones, the graphical 
output of RT has a better quality, is readable and sufficiently highlighted.                  
No deadlock occurs there. 

As to evolution of the PN model behavior, restrictions on the supervised system are 
more rigorous. Thus, the RT is not so much branching out but in spite of this it 
guarantees a deadlock-free behavior of the PN model. It has only 13 nodes 
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(including the initial node) - states of the system. In comparison with the previous 
one given in Figure 4, having 24 nodes, it can be seen that this structure of controlled 
RAS yields only about half number of states, what may be insufficient from 
practical point of view (e.g. the functionality of a real plant, its utility, etc.).            
The user in practice has to consider if this structure is adequate for his requirements, 
or he will use the previous structure displayed in Figure 4. Namely, the too severe 
supervisor can hamper the required behavior of the system. In such a case the user 
has to change the structure of RAS and/or the number of resources and to repeat the 
whole process of the supervisor synthesis. 

  

Figure 5 

The PN model of the controlled RAS 
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Figure 6 

The RT of the PN model of the controlled RAS 

4.3 Example 2 

Consider RAS schematically sketched in Figure 7. 

 
Figure 7 

The scheme of RAS 

There are two uploading buffers I1 and I2 and two unloading buffers O1 and O2 in 
order to upload and download RAS by two raw product types Pr1 and Pr2. They 
are processed by machine M and moved by robot R1 (resp. R2) and R2 (resp. R1). 
There are two production cycles: (i) a raw product Pr1 is taken from I1 by R2 and 
put in M. After being processed by M, the product is unloaded by R1 and put to O1. 
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(ii) a raw product Pr2 is taken from I2 by R1 and put in M. After being processed by 
M it is moved from M to O2 by R2. 

The PN model of this RAS is given in Figure 8. RT of the PN model is too large for 
displaying here, because it has 216 nodes (including x0). It (more precisely its 
adjacency matrix) points out on 5 deadlocks - x54, x58, x62, x86, x121. 

 

Figure 8 

The PN model of RAS 

4.3.1 P-invariant Based Approach 

Let us apply the approach based on P-invariants to resolve the problem of deadlock 
avoidance. 

x0  = (8  0  0  0  8  0  0  0  4  4  2)T ; x54 = (4  4  0  0  6  2  0  0  0  0  0)T 

x58= (5  2  1  0  6  2  0  0  2  0  0)T ;  x62 = (6  0  2  0  6  2  0  0  4  0  0)T  

x86 = (5  3  0  0  5  2  1  0  1  0  0)T ; x121 = (6  2  0  0  4  2  2  0  2  0  0)T  

The structural matrix and x0 of the original uncontrolled system are the following: 

B =

( 
   
   
−1 0 1 0 0 0 0 01 −1 0 0 0 0 0 00 1 −1 0 0 0 0 00 0 0 −1 0 1 0 00 0 0 1 1 0 0 00 0 0 0 1 −1 0 00 0 0 0 0 0 −1 10 0 0 0 0 0 1 −1−4 4 0 0 −1 1 0 00 −4 4 −2 2 0 −1 1) 

   
   

  

x0 = (8  0  0  0  8  0  0  0  4  4  2 )T 
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After analysis between deadlocks and relative states (nodes RT) we can put L and 
b as follows: 

L = ( 
 0 1 0 0 0 1 0 0 0 0 00 1 1 0 0 1 0 0 0 0 00 0 1 0 0 1 0 0 0 0 00 1 0 0 0 1 1 0 0 0 00 1 0 1 1 0 0 0 0 0 0) 

 
 ; b = ( 

 212112) 
    

Hence, we obtain the structure and the initial state of the supervisor: 

Fs =  ( 
 1 0 0 0 1 0 0 01 0 0 0 1 0 0 00 1 0 0 1 0 0 01 0 0 0 1 0 0 01 0 1 0 0 0 0 1) 

 
 ;  Gs

T = ( 
 0 1 0 0 0 1 0 00 0 1 0 0 1 0 00 0 1 0 0 1 0 00 1 0 0 0 0 1 00 1 0 1 1 0 0 0) 

 
 

xs0 = (2  1  2  1  4)T 

The PN model of the supervised system is displayed in Figure 9. No deadlocks 
occur there in the supervised system. 

 
Figure 9 

The PN model of the controlled RAS 

5 Approach Based on Siphons and Traps 

At this approach minimal siphons and minimal traps are computed. It may be 
realized e.g. using the tool [20] in Matlab. However, in general, at more complicated 
structure of the PN model and a big number of PN places, such approach may be 
also fairly time-consuming. This is valid for this tool too. 
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When we have minimal siphons in the matrix form SM (with particular siphons being 
its rows), we can obtain the supervisor structure as follows: 

Bs = SM.B;    Fs = −Bs
(-) ;    Gs

T = Bs
(+)                                                               (21) 

5.1 Application on Example 1 

First of all, let us apply this approach on Example 1 in the Subsection 3.1. Let us 
resolve the problem with the deadlock in it by this way. The minimal siphons are 
the rows of the following matrix: 

SM= (  
 0 0 0 0 0 0 1 1 0 01 1 1 0 0 0 0 0 0 00 1 0 0 0 1 0 0 1 00 0 0 1 1 1 0 0 0 00 0 1 0 1 0 0 1 0 10 0 1 0 0 1 0 1 1 1) 

   

Consequently, using the structural matrix B of the original system we obtain the 
structural matrix of the supervisor: 

Bs = SM.B =   (  
     0    0 0    0    0 0 −3    3 0    0 0 0 0 00 0 0 0 00 0 0 0 0    0    0 0    0 −3 3 −4    1 3    0 0 0 0 0−1 1 0 0 0−2 2 0 0 0) 

   

x0s =(0   0   3   0   3   4)T 

The PN model of the controlled RAS is given in Figure 14. 

 

Figure 10 

The PN model of the controlled RAS 
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5.2 Application on Example 2 

Now, apply such an approach on the Example 2 analyzed in the Subsection 4.3. 
There are 199 siphons in the uncontrolled PN model and 8 minimal siphons (rows 
of the matrix SM) and 8 minimal traps (rows of TM), namely: 

SM = 

( 
   
 0 0 00 0 10 1 0 1 0 10 0 00 0 01 1 10 0 00 0 1 1 0 01 0 00 0 0

0 0 01 0 00 1 1 0 11 00 00 0 01 0 00 1 1 0 01 11 00 0 00 0 0 0 1 11 0 0 1 1 00 1 1 0 01 1) 
   
 

 

TM = 

( 
   
 0 0 00 1 01 1 1 1 0 10 0 01 0 00 1 10 1 00 0 0 0 0 00 0 00 1 1

0 0 00 1 10 0 0 0 10 00 01 0 01 0 11 1 0 1 01 00 00 1 10 1 0 0 0 10 0 1 0 0 00 0 1 1 11 1) 
   
 

 

As we can see at comparing SM an TM, minimal siphons S1 = Tr1, S3 = Tr2, S4 = Tr3, 
S7 = Tr6. Because these traps are marked and they cannot lose tokens, the 
corresponding siphons cannot stay deadlocks. It means, that at synthesizing of the 
supervisor it is sufficient to use only siphons as follows: 

S = (0 0 10 0 00 0 1 0 0 01 0 00 0 00 0 0 1 0 0
1 0 01 0 00 1 1 1 01 11 00 1 1 1 1) 

Then, the structural matrix of the supervisor S is as follows: 

Bs = GT
s - Fs = S.B =  (−1 0 1 0 0 0 0 0−1 −1 2 0 −1 1 0 0−2 1 1 0 0 −1 −1 2−2 0 2 0 −1 0 −1 2) 

where GT
s =  Bs

(+)), while Fs = |Bs
(-)|).  

For the initial state x0 of the uncontrolled PN model the initial state of the supervisor 
is x0s = (4 6 8 10)T. The PN model of the supervised system is displayed in Fig. 11. 
To verify if the supervised system is deadlock-free, we can compute RT starting 
from x0. It has 95 nodes. No deadlocks were found in RT. 
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Figure 11 

The PN model of the controlled RAS. The controller is created by the four places p12 - p15 

6 Comparison of the Presented Approaches 

The approach in Section 3, using additional transitions, is only an auxiliary 
approach, but it has its importance, in cases with several diamonds in RT. Both 
principal approaches, presented in Section 4 and Section 5, respectively, are general 
and have their advantages and disadvantages. Moreover, the P-invariant based 
approach and the siphons and traps based one are much more powerful than that in 
Section 3. Therefore, only these two approaches will be compared here. The P-
invariant based approach is more detailed because it works with PN places at the 
formulation of the matrix L and the vector b. Suitable combinations of places and 
assigning them maximal common numbers of tokens is very useful. On the other 
hand, at large or complicated PN models the computing of RT may be time-
consuming and analyzing RT may be complicated. The siphons and traps based 
approach, does not need to compute RT, but only the siphons and traps have to be 
computed. However, the computation of them also depends on the size and 
especially on the complicacy of the PN model structure. This process can also be 
time-consuming, even more than that in previous case. Both of the compared 
approaches are very useful at synthesizing supervisor for deadlocked DES and 
especially RAS. Thus, they are able to avoid deadlocks and simultaneously, 
successfully control RAS. 

Nevertheless, it is necessary to take into account the computational complexity of 
algorithms in both approaches, especially in the case of greater number of places 
and complicated structure of the PN model. The complexity at computation RT is 
between the upper bound 2O(n log n) and the lower bound 2O(√n), where n is a number 
of PN places. At computing minimal siphons, the complexity is O(2n + k(k − 1)/2), 
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where n and k denote, respectively, the number of PN places and the number of all 
PN siphons. However, all PN siphons can be found with the computational 
complexity O(2n). Of course, the computational time depends on the hardware 
ability of a computer in question, however, the computational complexity of 
algorithms is unchanged. 

Conclusions 

With regard to the aims declared in Subsection 1.2, three approaches for control 
deadlocked DES were introduced in this paper. One of them, using insertion of 
additional transitions, is in effect, auxiliary but sometimes useful. The further two 
approaches, are very useful for avoiding deadlocks in DES and simultaneously for 
controlling them. For two examples, all approaches were applied and illustrated.      
It can be said that both of the essential approaches are very appropriate. 
Comparisons for them were also introduced. To declare unambiguously, which is 
better, further research is needed, especially testing larger and more complicated 
structures of DES and thus, more knowledge can be obtained. From the introduced 
examples, is clear, that the siphon and traps based approach, is more practical, since 
it employs one-stage and does not need any further computations. On the other 
hand, the RT based approach, uses two-stages. It needs deep analysis of RT and 
then, to set corresponding conditions, for the matrix L creation. A large RT cannot 
be seen in graphical form but only in the form of its adjacency matrix, which is also 
very large. Therefore, the creation of the matrix L may be time consuming and even 
sometimes, impossible. Conversely, the computational complexity of the siphon 
based approaches, is better at calculating RT. In a large RAS, it can lead to the long 
computational times. Hence, in general, new approaches with smaller 
computational complexity have to be explored. 

As to our plans for further research, the utilization of the mixed integer 
programming (MIP) will be tested in the siphon based approach, for the control of 
RAS, since the interesting area seems to be discovering robust algorithms for the 
RAS control. 
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Abstract: Today, the widespread use of information and communication tools along with the 

developing technology has facilitated access to information. These developments have 

revealed the importance of data security. Many encryption algorithms have been developed 

to ensure secure data transfer. In this article, we have developed a new Genetic Encryption 

Algorithm (GEA) inspired by the DNA structure. The GEA is compared to a DES (Standard 

Encryption Algorithm), an AES (Advanced Encryption Algorithm) and a RSA encryption 

algorithm. A short evaluation is made, presenting the results, along with tables and graphs. 

Keywords: Cryptology; Genetics; Encryption; Algorithm; Performance 
 

1 Introduction 

The widespread use of computer technology has increased the importance of data 
security. With the effect of the Covid-19 epidemic, the use of internet and mobile 
devices has increased dramatically, especially studies in areas including, e- 
commerce, banking, finance, security and education are being carried out using the 
internet. A survey conducted during the Covid-19 progress, exploring the time that 
people spend on the Internet found the world average is 6 hours and 45 minutes.     
In a world where access to information is so easy, it has become an essential need 
to ensure data security. The secure transfer of data against attacks or threats, has 
become an important topic. The thought that data, that is needed to be kept 
confidential and correct, in the communications between computers, can be 
intercepted by unauthorized persons, is a big problem. The encryption of data is one 
of the simplest methods to ensure secure data exchange between computers.       
There are many encryption methods developed to ensure data security and 
protection of data [1]. These methods are explained in the subject of Cryptography. 
Cryptography is the process of making a message or data temporarily unreadable 
by passing it through various mathematical operations and converting this message 
to a normal readable state, upon reaching the desired target. 

mailto:mustafazengin@ogrenci.karabuk.edu.tr
mailto:zalbayrak@karabuk.edu.tr
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The cryptographic algorithms used today, are examined in two parts, symmetrically 
or asymmetrically, depending on the key structure [2]. In symmetric encryption 
algorithms, a single secret key is used for encryption and resolution of data. Using 
a single key while encrypting and resolving data creates a security problem. Because 
the key used in encryption is transmitted securely to the recipient and is used to 
resolve the same message, reveals the importance of key security. Symmetric 
encryption algorithms are faster and more efficient than asymmetric encryption 
algorithms [3]. However, they create security weaknesses because a single common 
key is used. DES, 3DES, AES are shown as the most widely used symmetric 
encryption algorithms [4]. The basic feature of symmetric encryption algorithms 
performs encryption by dividing the desired message into blocks and converting 
them into bits. For example, when the working principle of the DES algorithm is 
examined, it first divides the message into 64-bit blocks and then a 64-bit block 
back into 32-bit right and left bits. A 32- bit encrypted result is obtained by passing 
the 32-bit right bit through the f function with a 48-bit key bit. Then, the 32-bit left 
bit is passed through the f function with the same 48-bit key bit, and a 32-bit 
encrypted result is obtained. This f function produces a 32-bit result, using 32-bit 
data and a 48-bit key. This is the process of performing the action. This operation 
allows multiple results to be produced for the same bit. By extending with a 32-bit 
key, 48-bit data is provided. It splits the 48-bit data into groups, dividing the data 
into 8 blocks. Each block consists of a 6-bit segment. Each 6-bit piece has been 
reduced to 4 bits militarily this time. It consists of 8 blocks of 4 bits, that is, a total 
of 32 bits of data. A 64-bit block is obtained from 32-bit right and left messages that 
are encrypted [5]. With this method, all blocks are encrypted and form the working 
principle of the DES algorithm. Two public keys are used in asymmetric encryption 
algorithms. Using two different keys for encryption and resolution of data provides 
high security. However, compared to symmetric encryption algorithms, it is very 
slow and processing speed takes longer. The most widely used asymmetric 
encryption algorithm is the RSA algorithm. The main feature of asymmetric 
encryption algorithms is that they are easy to do, difficult to undo and time 
consuming because they operate with large prime numbers. For example, 
multiplying two numbers is easy, but finding their factors is difficult or takes time. 
Squaring a number is easy, but finding its square root is difficult. For this reason, 
asymmetric encryption algorithms are the most reliable encryption algorithms.     
The performance and success of cryptographic algorithms are determined according 
to the key size used in encryption, processing speed and the amount of memory used 
[6]. The “brute force” breaking times of the algorithms vary according to the key 
size used. The sample DES algorithm has a key structure of 56 bits. The brute force 
password cracking time is 256 seconds. [7]. 

The aim of this study is to develop algorithms that perform better than the 
encryption algorithms used today in order to provide secure data transfer between 
large computer networks. GEA (Genetic Encryption Algorithm), which was 
developed as a result of the studies, has a symmetric encryption algorithm feature, 
so its processing speed is faster than asymmetric encryption algorithms [8].        
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Since the key size used is 128 bits, it is harder to crack a brute force password, it is 
more secure 2128 seconds. Because the brute force break time is The GEA encryption 
algorithm is faster than the DES, 3DES and RSA encryption algorithms, and the 
breaking time is more difficult than the DES and 3DES algorithms [9]. 

In the continuation of the study, in Section 2, cryptology and encryption algorithms, 
in Section 3, the studies in the literature, in Section 4, the structure of the genetic 
encryption algorithm developed inspired by the structure of DNA is explained.         
In Section 5, performance analysis of encryption algorithms is made and explained. 
The results of the study were evaluated in the last section. 

2 Cryptology and Encryption Algorithms 

Cryptology is the process of encrypting data and analyzing encrypted data. 
Encryption is the method and methods for encrypting data by performing the 
mathematical operations required to encrypt the data. Cryptanalysis is the science 
that covers the analysis of encrypted data. The purpose of encryption science is to 
provide data security to prevent data from falling into the hands of unwanted people. 
The purpose of password analysis is to analyze the data and convert existing 
passwords to their original state. Encryption, one of the basic concepts of 
cryptology, is the process of making plain text content unreadable. The main thing 
in encryption is to prevent data from being read by unauthorized people.                  
The process of deciphering the password is the reverse of encryption and makes 
encrypted data meaningful, readable and understandable [10] [11]. 

When encryption methods are examined, it is seen that various techniques based on 
mathematical operations are used. While simple encryption techniques were used 
to provide data security in line with the opportunities provided by technological 
developments in history, modern encryption methods are used today. According to 
the characteristics of the keys used in modern encryption methods, they are divided 
into two as symmetric encryption algorithms and asymmetric encryption algorithms 
[12] [3]. 

2.1 Symmetric Encryption Algorithms 

When we look at the structure and principles of symmetric encryption algorithms, 
a single key is used to encrypt data and recycle encrypted data and make it 
meaningfully readable. This key used is private. 
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Figure 1 

Symmetric Encryption Algorithms 

A common key is used between people who provide encryption of data and analyze 
encrypted data. Therefore, in symmetric encryption algorithms, it is very important 
to securely transmit the key to the other party [8]. 

2.2 DES Encryption Algorithm 

The standard data encryption algorithm uses the same key to encrypt data and 
recycle encrypted data. Therefore, the security of the key is very important.            
The working principle of the DES algorithm is shown in Figure 2. 
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When the DES algorithm encrypts the data, it is processed in 64-bit blocks and the 
data is encrypted according to the symmetric encryption method with the help of a 
56-bit key. Thus, 64-bit encrypted data is obtained [13]. The DES (Data Encryption 
Standard) algorithm is split into 64-bit data blocks encrypted with the same 56-bit 
key to restore data to 56-bit blocks. Thus, readable, meaningful data is obtained.    
As a result, data that seems meaningless by encrypting the data becomes 
meaningfully readable [4] [14]. 

2.3 AES Encryption Algorithm 

The advanced data encryption algorithm uses the same key as the DES algorithm to 
encrypt and recycle encrypted data. For this reason, the security of the key to be 
used in encryption is very important. The working principle of the AES algorithm 
is shown in Figure 3. 
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The AES symmetric encryption algorithm consists of a return transformation block 
and a key generation block. Because the Advanced Encryption Standard is a 
repetitive algorithm, if 128-bit keys are used for encryption or decryption, it results 
in 10 repeats, 12 repeats in 192-bit keys, and 14 repeats in 256-bit keys [15].          
The flexible nature of the AES encryption algorithm does not adversely affect 
processing speed and performance, even when using a different key [16]. 

2.4 Asymmetric Encryption Algorithms 

Two different keys are used in these encryption algorithms. A different key is used 
when encrypting data and deciphering encrypted data. The working principle of 
asymmetric encryption algorithms is shown in Figure 4. Two different keys are used 
in asymmetric encryption algorithms. It is not hidden like the key in symmetric 
encryption algorithms. In addition, a single secret key is used in symmetric 
encryption algorithms, while two keys are used in asymmetric encryption 
algorithms. One of the keys is the public key. The other key is hidden. The public 
key is used to encrypt the data, while the secret key is used to analyze the encrypted 
data [17]. 
 

 

 

 

 

 

 

Figure 4 

Asymmetric Encryption Algorithms 

2.5 RSA Encryption Algorithms 

The key used to encrypt data in the RSA encryption algorithm is public. The same 
key is not used to decrypt encrypted data. The working principle of the RSA 
encryption algorithm is shown in Figure 5. The security of the RSA algorithm is 
based on the algorithmic difficulties of factoring the numbers. This asymmetric 
encryption algorithm is used as a public key, along with another value selected by 
the product of two large prime numbers. Prime multipliers are stored. The data can 
be encrypted using the public key, but if the public key is large enough, the 
encrypted message can only be deciphered if the prime number multiplier is known 
[4]. 
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Figure 5 

RSA Encryption Algorithm 

3 Related Literature Studies 

As a literature research for performance analysis of encryption algorithms many 
articles have reviewed and detailed. In [18], a study was conducted on cryptography 
algorithms to perform performance and security analysis of simple encryption 
algorithms. While encrypting on different image files, data distribution, pixel count 
comparison, encryption time and encryption quality analyzes were performed. They 
concluded that S-AES and LBlock algorithms provide fast and sufficient security 
using less resource. In [19], information was given about the methods used in 
classical encryption methods and methods used in modern encryption. In the 
encryptions made with the help of the key used in modern encryption methods, the 
working time of the algorithms, the processor and memory usage features of the 
algorithms were examined. This work was done only on pixels and images. 
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In [20], parameters such as the accuracy, efficiency and key exchange of a preferred 
algorithm for BLOWFISH, IDEA, CAST-128, RC6, DES, 3DES, AES and RSA 
encryption were analyzed. It is emphasized that it can be provided by applying to 
multiple algorithms to create efficient encryption systems. 

Thakur et al, Among the symmetric encryption algorithms, the most commonly 
used DES, AES and Blowfish symmetric encryption algorithms were examined and 
performance analyzes were compared in terms of speed, block size and key size.  
As a result of the java simulation program used, Blowfish showed that the 
encryption algorithm has better performance. [21] 

In [22], DES, AES, 3DES, RC2, Blowfish, IDEA, Twofish, TEA, symmetric 
encryption algorithms and RSA asymmetric encryption algorithm were used to 
ensure data security. While these encryption algorithms encrypt the data, time, 
memory and processor usage performance criteria are compared. As a result of the 
studies, the DES algorithm performed better than the AES algorithm in small data 
sizes. The DES algorithm did not perform well on large data sizes compared to the 
AES algorithm. 

In [23] symmetric and asymmetric encryption algorithms are examined. Key sizes 
were analyzed during encryption or decryption. They examined the factors that 
affect the performance of data encryption algorithms. 

Matching of organic bases in Deoxyribbo Nucleic Acid (DNA) structure was 
investigated. As a result of this research, the matching of the bases inspired us to 
develop a symmetric encryption algorithm with 128-bit random key structure [24]. 

4 Designing a New Data Encryption Algorithm Using 
Genetic Code Method (GEA) 

The DNA structure, in which the biological properties of living things are carried, 
forms the basis of our algorithm. Structure of DNA (Deoxyribbo Nucleic Acid) 
There are organic bases such as Adenine "A", Guanine "G", Cytosine "C" and 
Thymine "T". A different encryption algorithm has been developed based on the 
relationships of these organic bases with each other [25]. 

In this study, While ASCII coding of Adenine, Thymine, Guanine and Cytosine 
bases in the structure of DNA was done, the "Watson Crick's" model was used.   
This method is linked by hydrogen bonds between Adenine and Thymine, Guanine 
and Cytosine base in DNA. The reciprocal substitution of these bases introduces 
complexity in terms of encryption. This complexity constitutes the security of the 
encryption process. The data to be encrypted and the ASCII values of the keyword 
to be used were calculated. These ASCII values, which are calculated as a decimal 
number system, are converted into genetic code. The ASCII value of each character 
is converted into a quad number system. Numerical values are created. (When we 
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convert the data in the decimal number system to the system of four numbers, the 
remaining values are 0, 1, 2, and 3.) 

The main reason for converting our ASCII values to four number systems is to 
match four organic bases. This match is shown in Figure 6. The mapping of DNA 
bases on the left. By assigning a number value to each of the middle DNA bases, 
which base matches which number matches. The figure on the right shows how 
DNA bases match the number values we assign. 

Figure 6 

Coding of DNA Organic Bases 

In this way, our numbers turn into organic bases that match the corresponding 
organic bases, as in DNA matching. (There is a match between Adenine and 
Thymine, Guanine and Cytosine, and vice versa.) This 3 - 0, 2 - 1. Thus, the quad 
number system creates a new DNA chain. The keyword match used in encryption 
with this DNA match is aggregated in a quadruple system. A single DNA chain is 
created. In the quad number system, these newly created numbers are converted to 
their equivalents in the decimal system. Finally, character values in the ASCII 
number table in the decimal system are obtained. Although these values seem 
meaningless and complex, they show encrypted data. By recycling these encrypted 
ASCII values, the encrypted data is converted to the original state, that is, by 
reversing these processes to decode the encrypted data [26] [27]. Among the biggest 
disadvantages of symmetric encryption algorithms is the use of a single key when 
encrypting and decrypting data, and the small key size. In this study, greater 
usability of the key size is provided. 

5 Performance Analysis of Symmetric and 
Asymmetric Encryption Algorithms 

One of the reliable methods used in performance evaluation of complex encryption 
algorithms is experimental analysis method [26] [27]. For this reason, performance 
analyses of symmetric and asymmetric encryption algorithms were done using 
experimental analysis method. DES, AES and RSA encryption algorithms were 
compared to see the performance values of the encryption algorithm (GEA) 
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application with the developed genetic code method. The performance of GEA, 
DES, AES and RSA algorithms of the data to be encrypted was calculated by using 
experimental measurements in accordance with the processor (CPU) and memory 
(RAM) usage values during this process (encryption and decryption). In this 
analysis method, the processing time was evaluated in minutes, the memory 
megabyte used and the processor % used. This experiment was calculated according 
to the encryption and decryption of data packets of 58 Bytes, 102 Kilobytes,                
1 Megabyte and 5 Megabytes. 

5.1 Encryption and Decryption Analysis of 58 Bytes of Data 

The process time, processor usage, and memory usage values obtained during the 
encryption and decryption of data with 58 bytes of character length were examined. 
Table 1 shows the performance values of DES, AES, GEA and RSA encryption 
algorithms when 58 bytes of data are encrypted. 

Table 1 

58 Byte Data Encryption 

 Encryption 
Algorithms 

Processing 
Time (s) 

RAM 
Usage (MB) 

CPU 
Usage (%) 

 
 

Tested 
Computer 

DES 2 30 8 

AES 3 32 8 

RSA 8 29 8 

GEA 2 18 8 

When the graphic in Figure 7 is examined, it is seen that the processor values used 
when encrypting 58 bytes of data are the same. 

Figure 7 

Byte Data Encryption 

Although the processing time value of the GEA algorithm is the same as the DES 
algorithm, memory usage values perform better than other DES, AES and RSA 
algorithms. The reason for this is the switch structure used and the working principle 
used. While the GEA uses a 128-bit key structure, the DES algorithm uses a 56-bit 
key structure. Although this affects the processing speed, it increases the memory 
usage of the DES algorithm. 
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Table 2 

Decryption of 58 Bytes of Data 

 Encryption 
Algorithms 

Processing 
Time (s) 

RAM 
Usage (MB) 

CPU 
Usage (%) 

 
 

Tested 
Computer 

DES 1 26 8 

AES 1 28 8 

RSA 6 24 8 

GEA 1 14 8 

Table 2 shows the performance values of DES, AES, GEA and RSA encryption 
algorithms for deciphering data of 58 bytes. While analyzing the 58 byte encrypted 
data in the analysis of the graph in Figure 8, the processing time and processor usage 
performance of DES, AES and GEA symmetric encryption algorithms are better 
than RSA, which is the asymmetric encryption algorithm. Symmetric encryption 
algorithms have the same values. 

 

Figure 8 

Decryption of 58 Byte Data 

In general, the memory usage performance of GEA algorithm is seen to be better 
than that of DES, AES and RSA algorithms. This is due to the use of 128-bit key 
and working principle. 

5.2 102 Encryption and Decryption Analysis of Kilobyte Data 

The values for the processing time, processor usage and memory usage obtained 
during the encryption and decryption of data with 102 kilobyte character length 
were examined. 

Table 3 shows the performance values of DES, AES and GEA symmetric 
encryption algorithms while encrypting 102 kilobytes of data. RSA asymmetric 
encryption algorithm cannot make big data encryptions. Its algorithm is not suitable 
for this. It usually works on large prime numbers. Therefore, it will not be included 
in the above and subsequent data analysis. 
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Table 3 

102 Kilobyte Data Encryption 

 Encryption 
Algorithms 

Processing 
Time (s) 

RAM 
Usage (MB) 

CPU 
Usage (%) 

Tested 
Computer 

DES 171 35 24 

AES 173 42 26 

GEA 169 32 22 

When the graphic in Figure 9 is analyzed, it is seen that GEA algorithm processing 
time, memory and CPU usage performance are better than other DES and AES 
algorithms. The reason for the good performance of the GEA symmetric encryption 
algorithm is due to the key size used and the working principle of the algorithm. 

 

Figure 9 

102 Kilobyte Data Encryptions 

Table 4 shows the performance values of DES, AES and GEA symmetric 
encryption algorithms in the process of deciphering 102 Kilobyte data. 

Table 4 

Decryption Table of 102 Kilobyte Data 

 Encryption 
Algorithms 

Processing 
Time (s) 

RAM 
Usage (MB) 

CPU 
Usage (%) 

Tested 
Computer 

DES 154 28 24 

AES 168 36 26 

GEA 148 26 22 

 

When the graphic in Figure 10 is examined, it is seen that the processing time, 
memory and processor usage values of the GEA algorithm perform better than the 
DES and AES algorithms. This is just because of the key size and working principle 
used when encrypting data. 
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Figure 10 

Decryption of 102 Kilobytes Data 

5.3 Encryption and Decryption Analysis of 1 Megabyte Data 

The processing time, processor usage and memory usage values obtained during the 
encryption and decryption of data with a character length of 1 Megabyte were 
examined. 

Table 5 

1 Megabyte Data Encryption Table 

 Encryption 
Algorithms 

Processing 
Time (s) 

RAM 
Usage 
(MB) 

CPU 
Usage 
(%) 

Tested 
Computer 

DES 854 168 36 

AES 751 164 34 

GEA 853 166 35 

Table 5 shows the performance values of DES, AES and GEA symmetric 
encryption algorithms for encrypting 1 Megabyte data. 

When the graphic in Figure 11 is examined, it is seen that the AES encryption 
algorithm, memory and processor usage performance is better than DES and GEA 
algorithms. The reason that the AES algorithm performs better is due to the structure 
and working principle of the AES algorithm. The AES algorithm is that it has a 
flexible structure. Processing speed and performance do not change even if 128-bit, 
192-bit or 256-bit keys of different sizes are used. 
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Figure 11 

1 Megabyte Data Encryption 

Table 6 shows the performance values of DES, AES and GEA symmetric 
encryption algorithms for password decoding of 1 Megabyte data. 

Table 6 

Decryption Table of 1 Megabyte Data 

 Encryption 
Algorithms 

Processing Time 
(s) 

RAM Usage 
(MB) 

CPU Usage 
(%) 

Tested 
Computer 

DES 648 142 34 

AES 587 158 32 

GEA 643 160 33 

When the graphic in Figure 12 is analyzed, it is seen that the performance of AES 
encryption algorithm, memory and processor usage is better than DES and GEA 
algorithms. The reason for the good performance of the AES symmetric encryption 
algorithm is the structure and working principle of the AES encryption algorithm. 

 

 

Figure 12 

Decryption of 1 Megabyte Data 
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5.4 Encryption and Decryption Analysis of 5 Megabyte Data 

The processing time, processor usage and memory usage values obtained during 
encryption and decryption of 5 Megabyte character length data were examined. 
Table 7 shows the performance values of DES, AES and GEA symmetric 
encryption algorithms for encryption of 5 Megabyte data. 

Table 7 

5 Megabyte Data Encryption 

 Encryption 
Algorithms 

Processing 
Time (s) 

RAM 
Usage (MB) 

CPU 
Usage (%) 

Tested 
Computer 

DES 868 168 44 

AES 856 162 40 

GEA 886 174 54 

When the graphic in Figure 13 is examined, it is seen that the performance values 
of the AES encryption algorithm are better, while the DES and GEA algorithm 
processing time, memory and processor usage performance values are very close to 
each other. 

 

Figure 13 

5 Megabyte Data Encryption 

The reason for the good performance of the AES encryption algorithm is that it is 
more successful in terms of working principle in encrypting big data. Table 8 shows 
the performance values of DES, AES and GEA symmetric encryption algorithms 
for deciphering 5 Megabyte encrypted data. 

Table 8 

Decryption Table of 5 Megabyte Data 

 Encryption 
Algorithms 

Processing 
Time (s) 

RAM 
Usage 
(MB) 

CPU 
Usage (%) 

Tested 
Computer 

DES 648 142 34 

AES 587 138 32 

GEA 643 140 33 
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When the graphic in Figure 14 is examined, it is seen that the performance values 
of the AES encryption algorithm are better than the performance values of the DES 
and GEA encryption algorithms in the analysis of 5 Megabyte encrypted data.      
The reason for the better performance of the AES encryption algorithm is that the 
algorithm has its own unique working principle. 

 

Figure 14 

Decryption Graph of 5 Megabyte Data 

Conclusions 

Symmetric encryption algorithms performed better than asymmetric encryption 
algorithms, in encrypting data and analyzing encrypted data. Depending on the size 
of the key used for encryption and decryption, brute force breakage times vary. 
Since the DES algorithm uses a 56-bit key, the brute force break time is 256 seconds. 
AES and GEA algorithms use 128-bit keys; the brute force break time is 2128 

seconds. Genetic encryption algorithm developed to encrypt and decrypt small size 
data. DES performed better than AES and RSA encryption algorithms.                     
The performance of the GEA algorithm is due to the amount of memory used for 
data encryption and recycling of encrypted data, processing speed, key size used 
and working principle. The AES encryption algorithm has been shown to be more 
successful in encrypting and decrypting large data. Since the RSA encryption 
algorithm does not tend to encrypt big data, it performs encryption based on the 
multiplication of large prime numbers, based on mathematical operations. 
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