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Abstract—The new edition of the satellite measured radiation budget data have the smallest 
ever random and systematic error. From them, mean yearly cycle of the planetary heat 
capacity has been calculated for the period of 2000–2014. The radiation budget data 
measured before 2000 have serious systematic error. Using the new radiation budget data 
as well as the total solar irradiance data, the old yearly radiation budget values have been 
corrected.  From the corrected data, the average heat capacity of the climate system has 
been calculated for the 1964–2014 half century. 

 
Key–words: satellite measured radiation budget data, yeraly cycle of the planetary heat 
capacity, average planetary heat capacity of the period 1964–2014. 

 

1. Introduction 

Since the beginning of the satellite era, several efforts have been made to measure 
the state of the energy equilibrium between the Earth-atmosphere system and its 
outer environment. Even in the early years it was known, that these measured 
radiation budget data had significant random error (uncertainty). Later became 
obvious that their systematic error (bias) is large compared to the level that is 
necessary to the investigation of the energy processes of the climate system. The 
data from the recent experiment (CERES–Clouds and the Earth’s Radiant Energy 
System) have small random error; however, their systematic error is in the same 
range as earlier. Therefore, the CERES Team transformed the CERES data into 
EBAF data; these could be regarded as nearly free from systematic error. The last 
edition of EBAF data was released in February 2017; this is the CERES EBAF 
Ed4.0 (Loeb et al., 2009).  
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The most simple use of the measured planetary radiation budget data is to 
calculate the heat capacity of the climate system, since the energy exchange of the 
system with its environment is given by the NET radiation, the change of the 
temperature of the system can be calculated from the outgoing longwave radiation 
part of the radiation budget as radiation (brightness) temperature. This heat 
capacity is an effective one: it is the heat capacity of that portion of the climate 
system that is coupled to the processes determining the outgoing longwave 
radiation (see Schwartz, 2007; Foster et al., 2008). 

 
  (1) 

 

where Q is the effective heat capacity, T is the radiation temperature of the 
outgoing longwave radiation, NET is the measured planetary net radiation. 

Since the used unit of the planetary NET value is W m-2, therefore the unit of 
Q is W year m-2 K-1 or W month m-2 K-1, depending on the time-period of 
averaging the NET value. 

In the first part of this work, the effective heat capacity of the yearly cycle 
of the climate system is calculated from the March 2000 – February 2015 monthly 
EBAF Ed.4 data. In the second part, the half-century (1964 – 2014) heat capacity 
is derived from corrected yearly planetary radiation budget measurements. 

2. The heat capacity of the yearly cycle 

The EBAF Ed.4 data series starts with March 2000. The data were obtained from 
the NASA Langley Center CERES ordering tool at http://ceres.larc.nasa.gov/. 
The heat capacity calculation is made from the average yearly cycle. The radiation 
temperature change in the yearly cycle is nearly 2 K, while the max - min in the 
15 yearly values is 0.2 K only.  

The average yearly course of the measured planetary NET radiation is not 
exactly sinusoid and has a 0.66 W m-2 imbalance. In Fig. 1, two-yearly curves are 
shown to see better the difference between the measurements and the sinusoid 
approximation that is used in the calculations. This latter is free from the 
imbalance, its equation is: 

 
 NET = 1.78 sin(2 /12*t) + 7.89 cos(2 /12*t),  (2) 
 

where t is the number of the months of the year (more precisely 1/12 part of the 
year). 
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Fig. 1. Two-yearly cycle of the average planetary EBAF NET radiation, blue: measured, 
pink: sinusoid and balanced approximation. 

 

 
The average yearly course of the brightness temperature and its 

approximation is shown in Fig. 2. 
 

 

Fig. 2. Mean yearly cycle of the EBAF monthly radiation temperature and its 
approximation. 
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The equation used in the calculations is: 
 
 T = 255.07 – 0.316 sin(2 /12*t)– 0.837 cos(2 /12*t) . (3) 
 
Having the formulae for the NET radiation and the T radiation temperature, 

the solution of the yearly heat capacity is looked for in the form: 
 
  Q = Q0 + Q1 sin(2 /12*t) + Q2cos(2 /12*t), (4) 
 

where Q0, Q1, and Q2 are constants. The solution of Eq.(1) provides the following 
values: 1.04, 0.061, and 0.009 W month m-2 K-1, respectively. The numbers show, 
that the yearly course of the effective heat capacity is not really important. The 
relation between the NET and Q parameters is shown in Fig. 3. 
 
 

 

Fig. 3. Mean yearly course of the measured planetary NET radiation and of the calculated 
planetary effective heat capacity. 
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3. The heat capacity of the 1964 – 2014 half century 

This period is not covered by continuous satellite radiation budget measurements. 
The used original data and their sources are listed in Table 1. 

Table 1. The sources of original planetary radiation budget data  

Time period Data Source 

1962–1966 Five-yearly mean from 33 monthly 
measurements 

VonderHaar and Raschke, 1972 

1964 –1971 Eight-yearly mean from 29 monthly 
measurements 

Ellis and VonderHaar, 1976 

1964 –1977 Fourteen-yearly mean from 48 
monthly measurements 

Stephens et al., 1981 

1979 –1986 Calendar yearly mean ERB values Ardanuy et al., 1992 

1985 –1989 Calendar yearly mean ERBE values Larc NASA S4G data CD 

1994. 03 - 1994.09 
1994.11- 1995.02 

 Monthly ScaRaB values, the missing 
October have been interpolated 

ScaRaB CD-s 
Kandel et al., 1994 

2000. 03 - 2015.02 Monthly CERES Ed.3A values NASA Langley Center CERES ordering 
tool at http://ceres.larc.nasa.gov/ 

 

 
 
 
 

It is supposed that the several yearly effective heat capacity of the climate 
system is constant, this way the relation: 
 
  (5) 
 
shall be used for the calculation of Q. To obtain realistic value for the heat 
capacity, all measured components of the planetary net radiation have to be 
corrected to decrease their systematic error.  

The satellites measure the total solar irradiance (TSI), the reflected solar 
radiation (REF) and the outgoing longwave radiation (OUT). The planetary 
radiation budget is: 
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 NET=ICO - REF – OUT. (6) 
 
 

Taking into account the non-spherical shape of the Earth, 
 
 4.0032 ICO = TSI  (7) 
 
has been used. Continuous satellite measurements of TSI are made since 
November 1978. The previous TSI or solar constant values have to be corrected 
to the newest one (see, e.g., Major, 2016). For the period before 1990, the ICO 
values have been changed by those calculated from TSI values by Coddington al. 
(2016). The ScaRaB ICO-s have been changed for the whole March 1994 - 
February 1995 cycle by those derived from the SARR-DIARAD TSI 
measurements (Dewitte et al., 2004) decreased by 5.512 Wm-2 to convert to the 
NIST pyrheliometric scale. For the CERES period, the EBAF Ed.4 ICO values 
are used for the March-February yearly cycles, started from the March of 2000. 

The reflected solar radiation values and the outgoing longwave radiation 
values have been corrected to the EBAF scale by using the following correction 
factors: 

– sum of monthly EBAF from March 2000 to February of 2015,   
– sum of monthly CERES from March 2000 to February of 2015. 

The numerical value of the correction of the reflected radiation is 1.01623, 
that of the outgoing longwave radiation is 1.00545. These corrections have been 
applied to all data provided by USA experiments including CERES. The ScaRaB 
measurements have not been changed.  

In the calculation, those early measurements that cover more year have 
been regarded as one-yearly values of the central years of their periods (since 
they have been compiled from less monthly data, see Table 1). All the used 
yearly radition budget components are shown in Fig. 4. The radiation 
(brightness) temperature values have been calculated from each yearly 
outgoing radiation, their linear time regression coefficient is 0.285 K year-1. 
The average NET radiation is 0.383 Wm-2, this way the effective heat capacity 
Q of the 1964–2014 half century is 13.45 W year m-2 K-1.   
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Fig. 4. The yearly corrected radiation budget values used in the calculation of the heat 
capacity. a) ICO, b) REF, c) OUT, d) NET. The corrected CERES and the EBAF values 
are not exactly the same. 
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4. Results 

 The effective heat capacity coupled to the radiation temperature of the yearly 
cycle of the outgoing longwave EBAF radiation is  
1.04 W month m-2 K-1, the yearly amplitude is 0.06 W month m-2 K-1. 

 The effective heat capacity (Q) of the 1964–2014 period derived from 
measured and corrected planetary radiation budget measurements  
is 13.45 W year m-2 K-1, a little larger than that of the yearly cycle.  

 The corrected yearly REF radiation values show a consequent decrease in 
the full period, except the last 10 years. 
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Abstract— The study attempts to build a relationship between clouds top absolute 
temperature and rainfall during monsoon period over Lahore during 2019. For this purpose, 
meteorological data was taken from Pakistan Meteorological Department (PMD) of few 
parameters (temperature and rainfall) for Lahore during monsoon period, i.e., from July to 
September, 2019. The study revealed interesting results for the observed three months. In 
July and August, the rainfall and temperature trend showed an inverse relation, whereas a 
decreased trend was observed for both temperature and rainfall during September, 2019. In 
Pakistan, most of the rainfall is a result of the depressions created over Bay of Bengal and 
Arabian Sea. High temperatures cause lower pressure that becomes a reason for originating 
of low pressures/depressions resulting in monsoon rainfall. During September, the average 
temperature of the study area was lower comparatively that ultimately resulted in low 
rainfall, and only 54 mm of total rainfall was recorded over Lahore during September, 2019 
which was quite less than in July and August. Satellite cloud top temperatures were also 
taken from EUMETSAT to establish a relation between cloud top absolute temperature and 
surface rainfall over Lahore. 
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1. Introduction 

Clouds enhance excitement to the atmosphere and are appealing aesthetically. 
One would not experience any snow, rain, lightning, thunder, halos, or rainbows 
without them. A cloud is considered as a visible accumulation of ice crystals or 
tiny water droplets that are suspended in the air. Cloud are found in a variety of 
forms at various altitudes (Barry and Chorley, 2003; Richardson et al., 2017). 
One of the most observed features is the tropopause level clouds. Satellite based 
imageries have identified cirrus clouds in the tropics at the tropopause level (e.g., 
Heymsfield, 1986; Nee et al., 1998; Dessler et al., 2006; Pan and Munchak, 2011). 
The cloud pattern seems to correlate with the structure of fronts and tropopause 
in the sub-tropics (e.g., Noël and Haeffelin, 2007; Posselt et al., 2008; Rani et al., 
2015). This behavior is expected generally as following processes occur at such 
dynamical boundaries: 

i. rapid variations in humidity and temperature, 
ii. vertical development linked with frontal lifting. 

Longwave (LW) cloud radiative forcing (CRF), and large shortwave (SW) 
are found in upper-tropospheric clouds linked with tropical convection. Clouds 
reflect SW radiation, that cools our earth, and its effect is mainly calculated by 
cloud optical depth. LW radiations are trapped by clouds, that in turn increases its 
temperature, warms the climate, and that primarily depends on cloud top 
temperature. (Reed and Recker, 1971; Zeng, 1999) investigated satellite imageries 
that observed a peak in stratiform anvil and thin cloud about 175 hPa, that 
corresponds to nearly 13 km. Upper level divergence measurements were also 
made, that proposed a peak at about the same level. Various researches have also 
recommended convective detrainment quite below the tropopause. (Folkins et al., 
1999, 2000; Sivakumar and Stefanski, 2009) proposed that convective 
detrainment occurs below 14 km, based on the concentration of ozone, which is 
maximum at the stratospheric level (stratospheric ozone). Extreme weather events 
(floods, heat waves, heavy rainfall, and droughts) have a significant importance 
in regional and social situations. Changes in extreme precipitation events have 
significant impacts and pose serious challenges to societies, especially in arid and 
semi-arid environments (Kubar et al., 2007; Zhisheng et al., 2015; Karimi at al., 
2021). 

Generally, most of the clouds are formed based on the following 
mechanisms:  

i. convection and surface warming, 
ii. surface topography, and 

iii. widespread ascent due to surface air convergence (Ahrens, 2007). 
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1.1. Surface heating and convection 

The global circulation pattern in terms of precipitation plays a vital role as far the 
functionality of the Earth's system is concerned. It transports heat from the tropics 
to the higher latitudes, and hence it helps to regulate the earth’s temperature. The 
weather system is severely affected by the Southeast Asia monsoon season. 
Despite of the fact that lot of research has been conducted on the interactivity of 
the monsoon seasons, yet the influence of climate change in terms of rising 
temperatures on monsoon rainfall concentration has not gained much attention in 
Southeast Asia (Kripalani and Kulkarni, 1997; Loo et al., 2015; Panda and Sahu, 
2019). 

Some areas on the earth absorb the sunlight more than others. As a result, the 
air in contact with such areas becomes warmer than the surrounding air: a hot air 
bubble thermal results, it rises, and as it mixes with cooler drier air around, it starts 
losing its individuality. Now its upward motion slows down and before that it 
absolutely dilutes, another thermal comes and rises the air bit more (Fig. 1a). As 
the air cools, it becomes heavy and downward motion starts. Slowly and gradually 
the cool air descends and replaces the rising warm air. Now inside the cloud there 
is the rising air, and around it is the sinking air (Barry and Chorley, 2003). 

1.2. Topography 

Topography is the study of the shape and structures of the earth’s surface, e.g., 
mountains, hills, basins, etc. Horizontally developed clouds can not pass through 
a big obstacle, e.g., mountain and air has to cross over it. Such forced lifting along 
an obstacle is known as orographic uplift. Usually large air masses rise, when they 
move across stretched mountainous belt (Fig. 1b). Due to this lifting, cooling 
takes place and here clouds will form in humid air. Clouds formed in this way are 
called orographic clouds. When the air sinks on the leeward (away from wind) of 
the mountain, it gets warm. While the air is moving downhill, it is drier as most 
of the moisture present occur as precipitation, and clouds was removed on the 
windward side. The region on the leeward side experiencing less precipitation is 
named rain shadow (Kirshbaum et al., 2018; Stockham et al., 2018). 

1.3. Widespread ascent and clouds 

As the mountains force air to rise, the convergence (flowing together) of air in the 
lower troposphere will result in the lifting of air and formation of clouds. The 
main cause of this lifting of air is cyclonic storm system. Another cause of this air 
lifting are weather fronts (Fig. 1c,d).  



308 

 

Fig. 1. (a-d): The primary ways clouds form: (a) surface heating and convection; (b) forced 
lifting along topographic barriers; (c) convergence of surface air; (d) forced lifting along 
weather fronts. (Source: Ahrens and Henson, 2021) 

 
 
 

1.4. Occurrence of monsoon 

The periods of pre-monsoon and post-monsoon are significant in a way that the 
changing wind pattern gives birth to cyclonic circulation over the Arabian Sea and 
Bay of Bengal. Almost 80 tropical storms (tropical cyclones with wind speeds 
greater than or equal to 17 m/s) generate in the world’s water bodies annually 
(Chang et al., 2004). Among them, around 6.5% generate in the North Indian 
Ocean (Arabian Sea and Bay of Bengal) (Knapp et al., 2010; Bewoor and 
Kulkarni, 2009).  

1.5. Monsoon rainfall and circulation 

The major characteristic of monsoons is that they cause rainfall that might lead to 
coastal and urban flooding. As per study conducted by NASA, between 50–75% 
of the annual rainfall in Pakistan and India is due to monsoon (Huang and 
Margulis, 2011). Land and sea breezes occur as a result of the difference in heat 
capacity of land and sea surface (i.e., their temperature rises for a given heat input) 
(Betts, 2000). In summer, the solar radiation is strong, and during winter, the 
pressure is low, because land surface is cool and ocean is warmer as well (Betts, 
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2000). The winds gust gradually move from southwest (SW) during summer and 
from northeast (NE) during winter (Fig. 2a,b).  Hence, the climatologists have 
defined monsoon as a large scale wind system that either prevails or powerfully 
affects the climate of a large regions, and also in which the direction of the wind 
flow reverses from winter to summer (Margulis and Entekhabi, 2001). 
 

 

 

 

Fig. 2. Monsoon circulations. (source: Ahrens and Henson, 2021) 
 

 

Plenty of valuable water is been provided to Asia by monsoon rainfall. The 
economy of most of the monsoon climatic region that includes South, East, and 
Southeast (SE) Asia depends mainly on agriculture, that is further dependent on 
monsoon rainfall. Hence, the fate of the region is dependent upon the direction 
and flow of the monsoon winds (Barros and Hwu, 2002). Any deviation of the 
monsoonal pattern can affect the agriculture operations over such regions 
threatening their economies.  

2. Study area and methodology 

Lahore is Pakistan’s second largest metropolitan city and the provincial capital of 
Punjab Province. It stretches over a total land area of 404 square kilometers and 
is almost 24 kilometers away from the Indian border (Daly et al., 2004). Lahore 
is bounded by the Sheikhupura district on its north and west, on the south by Kasur 
district, while on the east by Wagha (Fig. 3ab). The geographical coordinates 
(latitude, longitude) of Lahore are 31°34' N, 74°18' E. The climate of Lahore is 
semi-arid, where in June (hottest month) the average temperature routinely 
exceeds 40 °C. The monsoon season extends from mid-July till mid-September 
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experiencing heavy rainfalls and thunderstorms with the possibility of cloudbursts 
resulting in coastal and urban flooding. January is the coolest month with dense 
fog (Medeiros et al., 2005). Lahore receives an average monsoon rainfall 
precipitation of 628.8 millimeters. In 2009, it received below normal monsoon 
rainfalls as a result of El-Nino over Pakistan (Juang, et al., 2007). In 2011, Lahore 
received the highest ever annual rainfall when 1,576.8 millimeter of rainfall was 
recorded. Normal rainfall was observed in Lahore in 2007 and 2010 (Hunt et al., 
2018; Siddiqui and Siddiqui, 2019). (Fig. 4) shows average maximum and 
minimum values of average monthly temperatures of Lahore, Pakistan.  
 

Fig. 3. Political map of Pakistan (source: the news international, 2020; Ali et al., 2015). 
   

 

 
Fig. 4. Maximum and minimum values of average monthly temperatures of Lahore 
(Source: PMD, 07/12/2020). 
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Temperature and rainfall data was collected from Pakistan Meteorological 
Department, Lahore, for the months July-September, 2019. Graphs were plotted 
for daily maximum and minimum temperatures and rainfall of Lahore. Satellite 
images for the cloud top temperature were also taken from Pakistan 
Meteorological Department. For cloud top temperature, European Meteorological 
Satellite (EUMETSAT) was used.  

3. Results and discussions 

Rainfall is due to the result of two processes: condensation and evaporation. In 
summer, the process of evaporation increases because of heat from the sun which 
results in the gathering of more vapors in the atmosphere. These gathered vapors 
form tiny water droplets, and the process is called condensation. Ultimately, these 
droplets result in rain.  

3.1. Temperature and rainfall analysis from July to September, 2019 

A decreased trend was shown in the daily minimum and maximum temperatures 
of Lahore for July and September, while August exhibited an increased trend 
(Figs. 5 and 6). Two daily rainfall peaks were recorded for July (92 mm and 
75.8 mm), August (57.8 mm and 63 mm), and September (22.2 mm and 14.4 mm), 
respectively (Fig. 7).  

 
 
 
 

 

Fig. 5. Daily minimum temperature of Lahore from July to September, 2019. 
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Fig.6.  Daily maximum temperature of Lahore from July to September, 2019. 

 

 

 
Fig. 7.  Daily rainfall of Lahore from July to September, 2019. 

 

 

3.2. Cloud top temperature 

Satellite cloud top temperatures were also taken for moderate to heavy rainfall 
days of the monsoon months (July-September, 2019) to establish a relation 
between cloud top absolute temperature and surface rainfall over Lahore during 
the monsoon period, 2019. Selected days of July and August months were taken 
on the basis of their rainfall and corresponding cloud top temperatures (Figs. 8a-f 
and 9a-f). Rainfall results after the process of evaporation and condensation. 
Vapors condense in the upper atmosphere shaping in water droplets and ice 
crystals to form clouds. The temperature of rainy clouds varies from 0 °C or below 
0 °C. During the month of July, 424.3 mm rainfall was recorded, while a total of 
152.4 mm rainfall was recorded in the month of August.  
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Fig. 8. Cloud top temperatures for the July monsoon spell: (a) July 5, 2019; (b) July 6, 
2019; (c) July 14, 2019; (d) July 16, 2019; € July 27, 2019; (f) July 31, 2019. 
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Fig. 9. Cloud top temperatures for the August monsoon spell: (a) August 02, 2019; 
(b) August 7, 2019; (c) August 10, 2019; (d) August 17, 2019; € August 18, 2019; (f) 
August 31, 2019. 

 



315 

3.3. Cloud top temperature and rainfall relation 

Relations between the rainfall and cloud top temperature on the study area are 
shown in Figs. 10 and 11. The graphs clearly show as the cloud top temperature 
decreases and in accordance with the Bergeron Findeisen theory, where super 
cooled water droplets and ice crystals having high vapor pressure exist together, 
the rainfall becomes heavy and falls down as precipitation. The low cloud top 
temperatures in July and August have higher cloud tops resulting in more growth 
of cloud vertical column being the cause of rainfall. The saturation of water vapors 
is due to the influence of moist/humid air coming from Bay of Bengal and Arabian 
Sea resulting in precipitation.  

 
 

 
Fig. 10. Relation between cloud top temperature and rainfall (July, 2019). 

 

 
Fig. 11. Relation between cloud top temperature and rainfall (August, 2019). 
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4. Conclusions 

In general, heavy rainfall occurs during the monsoon season over Pakistan, that 
normally lasts from mid-July till mid-September. This monsoon rainfall is a result 
of the depressions and low pressures originating over Bay of Bengal and Arabian 
Sea. July and August revealed a direct relation between temperature and rainfall, 
while a reverse trend was observed between these two parameters during 
September. Least rainfall was recorded during September, 2019 which means 
very few depressions originated over Bay of Bengal or Arabian Sea. In July, the 
moisture inflow was from moist sources, i.e., BoB and Arabian Sea resulting in 
precipitation, whereas in August, the saturation of water vapors is due to the 
condensation of the air lowering the cloud top temperature resulting in 
precipitation. It is recommended that a study may be made for the winter monsoon 
period (western disturbances) to observe the trend for that period. A detailed study 
can be made over the northern, central, and southern regions of Pakistan 
authenticated by satellite images (IR color code image, 6 GMT). 
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Abstract— Corresponding to the global trends, the territory of Hungary is endangered by 
extreme weather manifestations. The increased frequency of the unfavorable effects (inland 
water, flood, drought, heat stress) can be detected. These harmful manifestations result in 
a significant economic and environmental risk. To investigate adverse environmental 
effects and risks that have an impact on economic and productive activities is essential. The 
aim of our research is to present the transformation of the climatic system of the Moson 
Plain in the northwestern part of Hungary by analyzing special indicators based on daily 
temperature and precipitation data covering approximately two climatic cycles (1961–
1990; 1991–2018). Based on our results, we can report the formation of a warming 
microclimate with whimsical precipitation rates, which is accompanied by a decrease in 
low temperature values. At the same time, we can observe more prominent manifestations 
of heat waves. 

 

Key-words: climate change, Moson Plain, heat waves, drought, frost-free 

1. Introduction 

The global change of the climate system has different effects at the regional and 
local levels. The analysis and subsequent evaluation of past manifestations is the 
most important task, as regional measurements and modeling are the best ways to 



320 

reproduce the climatic characteristics of a large geographical area, such as the 
Carpathian Basin (Illy et al., 2015). 

Regional consequences of climate change manifestations are also of 
increased importance, because the climate sensitivity and vulnerability of the 
Carpathian Basin and Hungary are unique, and this region is extremely vulnerable 
to weather conditions. 

Climate change is not just about rising temperatures. In the future, we need 
to anticipate and prepare for more and more frequent and intense manifestations 
of exaggerated and extreme weather events (Ummenhofer and Meehl, 2017). 
These are the changes to which our social and economic systems have to adapt to 
(Buzási et al., 2018). The significance of this lies in their dependence on the 
weather. Such changes in the climate system affect the successful operation and 
fertility of many areas, from landscape, natural geography and hydrography to 
public welfare and provisioning opportunities. 

These changes are mainly reflected in the alteration of temperature and 
precipitation data, which show the shift of vegetation zones (Dunkel et al., 2018; 
Gáborjányi et al., 2007), and the prolongation of vegetation periods (Jolánkai et 
al., 2016). The transformation of cultivation conditions and the distortion of 
regional weather conditions are also faced. 

We investigated the signs of climate system change and explored the 
consequences and effects of these changes, in order to precisely identifying the 
need of adaptation to adverse conditions. In the present study, we analyze the 
microclimate of the Moson Plain in the northwestern part of the country based on 
temperature and precipitation data of the past nearly 60 years, with a particular 
focus on changes in the frequency of extreme events. We do all this in order to 
supply producers, farmers, and other actors of the economy with information that 
helps them carry out successful and productive work for the national economy, in 
spite of adverse environmental factors. 

2. Literature review 

The rise in the concentration of atmospheric pollutants, which was considered 
drastic as early as the middle of the 20th century, was noted by Landsberg (1979) 
nearly half a century ago. It was mentioned in regard of global warming, which 
was confirmed by Flohn in his 1980 study (Flohn, 1980). Since then, climate 
change has been the subject of numerous international and Hungarian scientific 
publications, which have become more and more complex and severe over the 
years. Faragó et al. (1990) drew a clear parallel between human activity and 
climate change, global warming, and the emergence of extreme weather events 
and their signs in Hungary. According to a 2019 report by the World 
Meteorological Organization, 2019 was the second warmest year since the start 
of instrumental measurements, with global average temperatures 1.1 °C higher 



321 

than pre-industrial temperatures. Furthermore, the decade of 2010–2019 was 
found to be the hottest ten years since 1850 (WMO, 2019). 

According to a report by the European Environment Agency, Europe is also 
experiencing continued warming (EEA, 2017) and the accompanying increase in 
the number of hot days (EEA, 2018). This phenomenon is particularly harmful to 
our daily lives, and it may lead to other extreme atmospheric conditions and 
adverse environmental changes. These may include, but are not limited to, rising 
land and ocean temperatures, changes in rainfall distribution, inland watering in 
some areas, or even droughts, all of which can adversely affect the environment 
throughout the year (Mika, 2018; Nordhaus, 2019). Droughts in Europe were most 
pronounced in the Mediterranean and the Carpathian Basin, with an increase in 
frequency, severity, and duration since the 1950s (Spinoni et al., 2015a). 
According to Gosic and Trajkovic (2013), droughts occurring every 3–5 years are 
the greatest environmental threat in the Carpathians, and it is also becoming a 
global problem due to increasing global warming (Maracchi, 2000; Spinoni et al., 
2015b). According to Bozó et al. (2010), an additional risk is that the Carpathian 
Basin is one of the most climate-sensitive areas. Climate change is expressed in a 
unique way due to territorial heterogeneity, as different climatic zones exert their 
effects on radically different regions (Gelybó et al., 2018). 

According to the report of the Hungarian Meteorological Service, the 
average temperature in Hungary has increased by more than 1.1 °C since 1901, 
but in recent decades (since 1981), the increase in average temperature has 
become even more intense (1.97 °C between 1981 and 2016), which varied 
between 1.2 and 1.8 °C in different parts of the country, and became particularly 
strong in the heat wave days typical during the summer months (Bartholy et al., 
2011; Lábó et al., 2018). According to Pálvölgyi et al. (2011), 52% of Hungary's 
territory is particularly vulnerable to heat waves, and this is in line with Hoyk's 
(2015) statement that the regional climate models (ALADIN-Climatemodel, 
REMO-model, PRECIS-model, RegCM-model) used in Hungary, forecast a 
significant increase in temperature by 2050. Thus, throughout the territory of 
Hungary, the unfavorable effects of climate change and the extreme 
manifestations of weather occurrences (heat waves, hot days) are becoming more 
and more typical. This means that the average temperature of the annual and 
summer days will increase significantly, while the number of frost winter days 
and the average rainfall during the summer will decrease greatly (Uzzoli, 2015).  

As a result of climate change in Central Europe, and also in Hungary, we 
have to reckon with wetter and milder winters and drier summers with higher 
average temperatures (Sassi et al., 2019; Feurdean et al., 2020). 

Consequently, water shortage can be expected to become more severe as heat 
causes an increase in the water consumption, which is accentuated by declining 
rainfall and increasing evaporation at the surface of water and soil. During the 
drought period, the moisture of the soil decreases, with which the groundwater 
level drops (Harnos and Csete, 2008). Temporal and spatial fluctuations of 
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meteorological conditions can affect soil conditions, water supply, and 
agricultural yields (Boubacar, 2010; ab dzki and B k, 2017). It can also 
accelerate the spread of new types of pests and pathogens (Szabó and Fári, 2017; 
Bánáti, 2019). In warmer climates, the activity and geographical spread of pests 
are also changing, which may lead to increased use of agrochemicals, 
accompanied by increasing health, ecological, and economic difficulties 
(Rosenzweig et al., 2001).  

This process indicates that crop production must face the challenges posed 
by climate change and the cumulative negative effects as the transformation of 
the climate system is projected to be accompanied by rapidly rising temperatures, 
more frequent droughts, and other hydroclimatic extremes (Pinke and Lövei, 
2017). As such, the crop production sector needs to be prepared for the more 
frequent water shortages, the drought stress caused by the intensifying heat waves, 
and the associated significant crop losses (Challinor et al., 2010; Teixeira et al., 
2013). All of these extremes, associated with climate change, affect continental 
climate berry fruits in highly unfavorable ways, as in the ripening phase – in the 
warmest and driest phase of the year –, the leaf and fruit scorching of plants can 
result in decreased photosynthesis, decline in plant development, and crop loss 
(Keller et al., 2017).  

However, the adverse effects of the consequences of climate change diverge 
considerably from region to region depending, among other things, on differences 
in biophysical resources, farming, adaptability, or even crop production. These 
experienced and observed adverse effects could lead to further territorial 
differentiation in a situation, where inequality already exists. As such, the less 
well-conditioned areas, which are still experiencing economic difficulties, may 
fall further behind due to a lack of resources (Lobell et al., 2008; Bognár and 
Erdélyi, 2018). 

Therefore, according to Mcleman and Smit (2006), we need to focus not only 
on understanding the climate system but also on the dangers of climate change 
manifestations, as these changes represent physical hazards that manifest in 
extreme forms. 

3. Data and methods 

In our study, we investigated the changes in weather conditions of the Moson 
Plain. Daily data (average, minimum, maximum temperature (°C) and 
precipitation (mm)) for this area were requested from the database of the local 
measuring station in Mosonmagyaróvár, maintained by the Hungarian 
Meteorological Service. Our research takes approximately two climatic cycles 
into consideration: the reference period 1961–1990 and the recent time zone 
1991–2018. 
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Based on indicators formed from various temperature thresholds, we examined 
their frequencies of occurrences (days) in 30 and 28 years on a monthly basis. 

The following temperature indicators were examined (days): 
• Extremely hot days (Tmax>35 °C): the maximum daily temperature was 

above 35 °C, 
• Hot days (30°C<Tmax<35 °C): maximum daily temperature was between 

30 °C and 35 °C, 
• Summer days (25 °C<Tmax 30 °C): maximum daily temperature was between 

25 °C and 30 °C, 
• Mild days (0 °C<Tmax<25 °C): maximum daily temperature was between 

0 °C and 25 °C, 
• Winter days (Tmax<0 °C): maximum daily temperature was below 0 °C, 
• Tropical nights (Tmin>20 °C): the minimum night temperature was above 

20 °C, 
• Warm nights (18°C<Tmin<20 °C): the minimum night temperature was 

between 18 °C and 20 °C, 
• Frost days (-5 °C<Tmin<0 °C): the daily minimum temperature was between 

-5 °C and 0 °C, 
• Hard frost days (-15 °C<Tmin<-5 °C): the daily minimum temperature was 

between -15 °C and -5 °C, and 
• Extremely frosty days (Tmin<-15 °C): the daily minimum temperature was 

below -15 °C. 
In addition to the above, in the time interval between April and September, we 

examined the lengths (days) of the three longest continuously precipitation-free 
periods of the years. We also examined the lengths (days) of the precipitation periods 
immediately preceding and following the precipitation-free periods and the amount 
(mm) and average (mm) of precipitation during these time intervals as well.  

We examined and illustrated the change in the length of the precipitation-
free periods according to time categories (shorter than 7 days, 8–10 days, 11–14 
days, and longer than 2 weeks). Our analyses were performed on a monthly basis, 
and the changes were summarized for the reference period 1961–1990 and the 
recent time period 1991–2018. 

Two-sample ratio test (Z-test) was used to compare the differences of the 
occurrence frequencies (i.e., the temperature indicator values) between the 
reference period and the recent climate cycle. We also performed frequency 
analysis with cross-tabulation (Chi-square tests) to compare the time intervals 
1961–1990 and 1991–2018, according to the distributions of the three longest 
precipitation-free periods between April and September, in Mosonmagyaróvár. In 
the case of precipitation indicators, linear trend analysis was also performed: 
using Student’s t tests for the linear regression slopes, we tested whether they 
showed significant change. The distributions of lengths of the three longest 
precipitation-free periods are compared also by Chi-square test (cross-tabulation).  
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4. Results 

Our results obtained by evaluating the temperature data are shown in Tables 1–3. 
These tables show the temperature indicators we have defined, the Z-values 
obtained by the statistical tests, the directions of changes, the levels of 
significances of the changes, the occurrences experienced in climate cycles by 
decades expressed in days, and the extents of changes between the two climate 
cycles.  

Table 1 shows the indicators formed from the daily maximum temperature 
values. 

The number of days with maximum temperatures (summer, heat, and hot 
between 25–30 °C, 30–35 °C, and above 35 °C, respectively) show an increasing 
trend. This change is typically significant in the spring-summer months (p<0.05). 
Among the examined indicators, the number of extremely hot days (Tmax>35 °C) 
increased the most, the change was also significant in June-July and August 
(p<0.001).  

Their number – by the end of summer, in August – in the recent climate cycle 
(1991–2016) – increased more than 20-fold compared to the reference period 
(1961–2016) (Table 1). This implies a notable risk of temperature rise and heat 
stress, which is also supported by Németh's (2019) study, according to which, an 
increase in the frequency of heat waves and average annual temperature in Vas 
and Gy r-Moson-Sopron counties can be observed and experienced by producers. 
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Table 1. Frequencies of maximum temperature indicators for two climate cycles (1961–
1990; 1991–2018): the significance level of the change (Z-value), direction and extent of 
change within the climate cycle (days) and in the comparison of the two climate cycles 
(Mosonmagyaróvár) 

Indicators Months Z-value 

Direction of 
change 

between the 
two climate 

cycles 

Decade 
average 

incidence 
(days) 

(1961–1990) 

Decade 
average 

incidence 
(days) 

 (1991–2018) 

The change 
between the two 

climate cycles 

Extremely 
hot days 

Tmax>35 °C 

June-July 4.105*** increasing 1 9 6.7 

August 5.98*** increasing <1 14 20.4 

Hot days 
30 °C<Tmax 

<35 °C 

April-May 3.30*** increasing 1 6 6.1 
June 6.16*** increasing 18 45 2.5 
July 6.71*** increasing 50 91 1.8 
August 4.88*** increasing 42 69 1.7 
September 0.83ns  6 6  

Summer 
days 

25 °C<Tmax 

<30 °C 

April-May 4.28*** increasing 65 95 1.4 
June 2.44* increasing 102 119 1.2 
July 0.12ns  128 127  

August 2.04* increasing 121 135 1.1 
September 1.86ns  56 66  

October 0.56ns  4 5  

Mild days  
0 °C<Tmax 

<25 °C 

January 2.96** increasing 196 217 1.1 
February 1.68ns  235 244  
March 1.06ns  300 303  
April 1.74ns  290 285  
May 4.63*** decreasing 254 225 0.9 
June 6.21*** decreasing   180 135 0.8 
July 6.66*** decreasing 130 84 0.6 
August 7.64*** decreasing 147 93 0.6 
September 1.81ns  238 228  
October 0.56ns  47 39  
November 0.67ns  291 289  
December 2.23* increasing 230 244 1.1 

Winter days 
Tmax<0 °C 

January 2.96** decreasing 114 93 0.8 
February 1.61ns  47 39  
March 1.06ns  10 7  
November 0.67ns  9 11  
December 2.23* decreasing 94 66 0.7 
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In contrast to the increase in the number of extremely hot, hot, and summer 
days, the number of mild days (Tmax 0–25 °C) free from extreme heat, decreased 
significantly in the late spring-summer months (p<0.001). The reason for this 
change is that non-extreme and risk-free days have been replaced by high and 
extremely high temperature days associated with intense warming (Table 1).  

Table 1 also shows a special category of frost days (referred to ‘winter 
days’), when even the daily maximum temperature does not reach 0 °C. The 
number of such days in late autumn (November) and late winter - early spring 
(February and March) has not changed significantly during the past nearly 60 
years (p>0.05). However, during the dormant period (December and January), 
their number decreased significantly (p<0.05) in Mosonmagyaróvár in the recent 
climate cycle (1991–2018) compared to the reference period (1961–1990).  

The disappearance of frosts together with the less frequent appearance of 
snow-cover, are accompanied by a transformation of the ecosystem structure, the 
phenomenon of plant species shifting further north (Bokhorst et al., 2008). The 
lack of winter days results in a warming and drying environment, intensified 
evapotranspiration processes during the dormant period, and, due to the 
insufficient development of frost tolerance, leads to increased frost sensitivity and 
early loss of resistance (Lun et al., 2020). This result was also reached by 
Ferguson et al. (2011). Using a thermal time model, he estimated the temperature 
thresholds required to achieve frost tolerance of three grapevine varieties are 
between 4.25 °C and 5.75 °C, i.e., the thresholds below which the chilling effect 
can prevail.  

According to Horváth and Komarek (2016), in the temperate zone, some 
perennial cultivars may require a minimum temperature sum during the dormant 
period below -6 °C, which, if not obtained, may cause similar degree of damage 
as too high temperatures. 

In parallel with the increasing frequency of high-temperature days, during 
the past nearly six decades, the time interval of potential high temperature 
occurrences also widened from the late spring months to the early autumn months. 
In contrast, the occurrence of lower temperature (winter) values within a year has 
become rarer, and the appearance of such values narrowed down to an ever-
shorter period. The occurrences of indicators determined by daily minimum 
temperature values are shown in Table 2. 
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Table 2. Frequencies of minimum temperature indicators for two climate cycles (1961–
1990; 1991–2018): the significance level of the change (Z-value), direction and extent of 
change within the climate cycle (days) and in the comparison of the two climate cycles 
(Mosonmagyaróvár) 

Indicators Months Z value 

Direction 
of change 
between 
the two 
climate 
cycles 

Decade 
average 

incidence 
(days) 
(1961–
1990) 

Decade 
average 

incidence 
(days) 
(1991–
2018) 

The 
change 

between 
the two 
climate 
cycles 

Tropical 
nights 

Tmin>20 °C 

July 4.70*** increasing 2 12 6.1 

August 3.23** increasing 2 8 3.9 

Warm nights 
18 °C<Tmin 

<20 °C 

May 1.42ns  0 1  

June 3.19** increasing 9 17 1.8 
Jule 4.93*** increasing 16 35 2.3 
August 4.68*** increasing 16 35 2.2 
September 2.23* increasing 1 3 4.8 

Frost days 
-5 °C<Tmin 

<0 °C 

January 0.42ns  127 130  
February 1.50ns  114 125  
March 0.61ns  92 96  
April 0.06ns  23 24  
May 1.05ns  2 1  
October 1.48ns  30 24  
November 0.52ns  83 81  
December 1.48ns  140 129  

Hard frost 
days 

-15 °C<Tmin 

<-5 °C 

January 3.42*** decreasing 107 84 0.8 
February 0.31ns  60 58  
March 1.64ns  21 15  
October 0.71ns  3 2  
November 2.20* decreasing 17 10 0.6 
December 0.99ns  64 58  

Extremely 
frost days 

Tmin<-15 °C 

January 3.09** decreasing 12 5 0.4 
February 1.95ns  6 3  
December 1.30ns  2 4  

 
 
In general, the number of days with different strengths of frost (frost days, hard 

and extremely frost days Tmin<0 °C) decreased, although in terms of their frequency, 
in most cases, the change between the two climate cycles (1961–1990; 1991–2016) 
was not significant (p>0.05). There was no significant change in the number of frost 
days (-5 °C<Tmin<0 °C) during any month (p>0.05). However, the number of hard 
frost days (-15 °C<Tmin<-5 °C) decreased significantly in January and November 
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(p<0.001; p<0.05). The frequency of extremely frost days (Tmin<-15 °C) fell to less 
than its half in January for the recent climate cycle (1991–2018, p<0.01). 

Among the daily minimum temperatures, special attention should be paid to 
the increase in the number of hot events (Tmin>20 °C), that is also referred to in 
the literature as a tropical night (Cantos et al., 2019). Changing its frequency is 
one of the greatest risk factors in agriculture, because tropical nights are more 
injurious to crop quality, plant growth, and development than daytime heat (Ryu 
et al., 2017). In our analytical work, we found that, compared to the reference 
period (1961–1990), the number of tropical nights in the recent climate cycle 
increased more than sixfold in July and approximately fourfold in August 
(Table 2). The change was significant in both cases (p<0.001). 

Of the nights without adequate cooling, the number of warm nights 
(18 °C<Tmin<20 °C) increased significantly in all the three summer months 
(p<0.01): 1.8 times in June and more than twice in July and August. The incidence 
of nights with heat stress was no longer limited to the summer months (Table 2), 
but also extended to the first autumn month: in September, in the recent climate 
cycle (1991–2018), their number increased approximately five-fold (p<0.05). 
 
 

Table 3. Minimum, maximum, mean, variance and range of the annual frequencies of the 
examined indicators for 28 and 30 years in the reference and recent periods (1961–1990; 
1991–2018) in Mosonmagyaróvár 

Indicators 1961–1990 1991–2018 
 min max mean variance range min max mean variance range 

Extremely hot days  
Tmax>35 °C 0 2 0.20 0.55 2 0 14 2.25 3.44 14 

Hot days  
30 °C<Tmax<35 °C 2 20 11.70 5.22 18 3 40 21.79 9.65 37 

Summer days  
25 °C<Tmax 30 °C  28 69 47.60 9.97 41 33 85 54.79 11.78 52 

Mild days  
0 °C<Tmax<25 °C 234 311 279.73 18.50 77 236 285 265.00 12.99 49 

Winter days  
Tmax<0 °C 7 63 26 11.88 56 4 50 21.68 9.68 46 

Tropical nights  
Tmin>20 °C 0 3 0.40 0.72 3 0 9 2.64 2.45 9 

Warm nights  
18 °C<Tmin<20 °C 0 10 4.07 2.82 10 1 20 9.18 5.26 19 

Frost days  
-5 °C<Tmin<0 °C 39 96 61.23 12.49 57 39 82 60.79 12.33 43 

Hard frost  
days -15 °C<Tmin<-5 °C 0 58 27.13 11.34 58 7 40 22.75 9.96 33 

Extremely frost days 
Tmin<-15 °C 0 13 2.23 3.39 13 0 10 1.18 2.04 10 
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The average, the variance, and the range of the occurrences of high 
temperature days (extremely hot days, hot days, summer days, tropical nights, and 
warm nights) also increased in the recent climate cycle (1991–2018, Table 3). 
This means that the events defined by the examined indicators have become more 
frequent. Furthermore, the exaggerated manifestations of extreme high 
temperature events and their increasingly unpredictable recurrence have become 
commonplace. In many cases, the maximum annual frequencies of the examined 
indicators doubled (Tmax 30–35 °C; Tmin 18–20 °C), tripled (Tmin>20 °C), or even 
increased sevenfold (Tmax>35 °C) for the 1991–2018 climate cycle. As a result, 
the appearance of some extreme high temperature events become more and more 
uncertain year by year. Therefore, preparing for and defending against the adverse 
effects of extreme weather events form a great and unavoidable challenge. 

In contrast, the average, the variance, and the range of the extreme-free mild 
days (Tmax 0–25 °C) and low-temperature days (frost, hard frost, and extremely 
frost days) have decreased over the past three decades (1991–2018, Table 3). This 
means that low temperature values have become decreasingly frequent and more 
predictable in the time periods studied. 

Xie et al. (2015) also confirmed that the frequency and the probability 
distribution of extreme weather events associated with warming are also changing 
across the globe, which may even manifest itself in an unfavorable form (flooding 
rain, prolonged drought).  

To analyze the occurrence of long precipitation-free periods (daily 
precipitation<1 mm), we first calculated the lengths (days) of the three longest 
and uninterrupted precipitation-free periods in both cycles (1961–1990; 1991–
2016) between April and September. We also examined the characteristics of 
precipitation periods directly before and after these periods, such as their lengths 
(days) and the amount (mm) and average (mm) of precipitation during these time 
intervals. The lengths of the long precipitation-free period were split into four 
categories: shorter than 7 days, 8–10 days long, 11–14 days long, and longer than 
2 weeks. 

Using linear trend analysis, we have found that in the period 1961–2018, 
considering the time intervals before and after the three longest precipitation-free 
periods between April and September, the change in the lengths of precipitation 
periods (before: slope<0.000 p=0.967; after: slope=-0.003; p=0.551), the amount 
of precipitation (before: slope=0.097 p=0.107; after: slope=-0.004 p=0.944), and 
the average of precipitation (before: slope=0.039 p=0.053; after: slope=-0.008 
p=0.708) were not significant. The same insignificant result was found when we 
considered the change in the number of days during the three longest continuous 
rainless periods in the last nearly 60 years (first: slope=0.043 p=0.371; second: 
slope=0.017 p=0.434; third: slope=0.036 p=0.066).  

The distribution of lengths of the three longest precipitation-free periods is 
expressed in percentages in Fig. 1. The distributions of the three longest 
precipitation-free periods in the two cycles differ significantly (Khi2(3)=12.58; 
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p<0.01). The first three longest precipitation-free periods lasting less than seven 
days occurred most frequently (33%) in the reference period (1961–1990) and the 
most rarely (13%) in the recent climate cycle (1991–2018). This change was 
significant (Z=3.32, p<0.001).  

 
 
 
 

 

 
Fig. 1. Distribution of the length of the three longest precipitation-free periods between 
April and September, expressed in percentages (1961–1990 and 1991–2018 
Mosonmagyaróvár). 

 
 
 

In recent decades (1991–2018), the length of the three longest uninterrupted 
precipitation-free periods typically lasted 8–10 days (40%), but in more than a 
quarter of cases (27%), these periods lasted for up to two weeks, and in nearly a 
fifth of them (19%) for more than 2 weeks. These values are higher in all three 
cases than in the reference period (1961–1990), although the difference is not 
significant in either case (p>0.05). 

Our comparative work indicates that the danger of droughts followed by 
heavy rainfall can reduce the water uptake of soil and increase the potential for 
runoff and leaching, thereby creating unfavorable conditions for fungal infection 
of the leaf and root (Rosenzweig et al., 2001). The proportion of loss resulting 
from rainfall-abundance damage (flood, inland water) has increased since the 
1970s, which, within Europe, affected Central European countries the most (EEA, 
2016). 
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5. Conclusions 

In addition to the average values of climatic parameters, the probability, 
frequency, and severity of their effects on the environment must be taken into 
consideration when examining changes in the climate system. In the form of 
statistical evaluation, this knowledge provides more extensive and usable 
quantified information about the current state of atmospheric conditions affecting 
our immediate environment. 

The results of our studies show an unequivocal warming in the two examined 
climate cycles (1961–1990; 1991–2018). This is also accompanied not only by 
the increasing frequency of high or extremely high temperatures, but also by the 
drastic decrease in the number of low temperatures.  

Our results show a change in the length of the three longest uninterrupted 
precipitation-free periods (days) in the time interval between April and September. 
We also examined the lengths (days) of the rainy periods immediately preceding and 
following these precipitation-free periods, the amount (mm) and the average (mm) 
of precipitation during these time intervals. Although the difference between the two 
climate cycles was not significant, the combined assessment of quantity and 
occurrence (i.e., the distribution of precipitation-free days) shows less frequent but 
more intense precipitation. In addition, the lengths of the longest precipitation-free 
periods in the April–September interval has been extended significantly, which 
contributes to severe drought and water scarcity. Based on our results and the work 
of Szász (2002), the long-term lack of precipitation accompanied by extremely high 
temperatures further amplifies its adverse effect. In addition to rising temperatures, 
water-stress and unpredictable heavy rainfall events, the disappearance of winter 
frosts also result in a rearrangement of the ecosystem. The changing environmental 
conditions affects the plant-production-based economic system seriously, which 
forces the agro-economic actors find their adaptation strategies.  

Our task in the future is to mitigate the anthropogenic impacts that amplify 
climate change and to prevent the damage to natural resources. While this process 
is tried to be got under control, we must be prepared to deal with damages that 
affect our living conditions, health, food production, economy and also to avoid 
possible disasters. The greatest problem is the simultaneous occurrence of heat 
and the drought which greatly affects the livelihood of farmers and the success of 
their production activities. Therefore, water-saving and water-retaining tillage can 
help against the adverse effects of climate change. 

In addition, there is a need to disseminate and develop tools and methods 
that can counter extreme effects – such as flooding rains, long precipitation-free 
periods, heat waves, or even the complete absence of frost – and mitigate their 
consequences. 

Such solutions could be the extension of irrigation systems or the breeding 
of new stress-tolerant plant varieties, which are costly but can effectively result in 
a reduction of negative impacts (Lobell et al., 2008). 
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Abstract— Global climate change can have significant impacts on different geographical 
regions. It is very important to analyze the changes in temporal and spatial precipitation 
patterns. In this study, the monthly and yearly precipitation values in Turkey were 
examined by combining the nonparametric Mann-Kendall rank correlation test and  
Getis-Ord G spatial clustering test. The study was carried out by integrating and compiling 
the data in different formats related to the years 1969–2018 for 233 stations in Turkey. It 
was observed that the annual total precipitation amounts had decreased significantly in 
many stations during the studied period. Though most of the stations show a decreasing 
trend in annual precipitation, only the inner and southern part of the country has significant 
decreasing trends. The trend analysis on monthly precipitation data reveals that there are 
significant (confidence level  95%) decreasing trends in most of the regions of Turkey.  
 
Key-words: spatiotemporal analysis, Mann-Kendall test, Turkey, precipitation hotspot 
analysis 
 
 

1. Introduction 

Water is vital for both humans and as well as all living beings. It is the main source 
of life and the sustainable supply of food resources for the continuation of life. 
The use and management of water have been important since the world existed. 
Today, due to the increasing environmental pollution, water resources pollution, 
global warming, and climate change, it becomes more important to learn about 
the amount of precipitation to protect, use, and manage effectively the existing 
water resources.  
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All of the water needed for the life cycle is supplied by precipitation in the 
world. Changes in the amount of precipitation on earth directly affect agriculture, 
hydrology, ecosystems, and the management of water resources (Aslan, 2017; 
Bostan and Akyürek, 2007). Hence, it is very essential to have knowledge about 
the dynamic balance of water in regard to the efficient management of water 
resources. Besides, it is essential to understand the spatial and temporal patterns 
of precipitation and their changes over time to devise strategies for solving 
problems such as increasing the accuracy of predictions of natural disasters 
arising from precipitation (Cannarozzo et al., 2006; Diodato et al., 2010; Shoji 
and Kitaura, 2006). Determining the spatial distribution and diversity of 
precipitation at different time periods in various regions contributes to researches 
on the identification and management of usable water resources, and planning for 
the sustainable management of natural resources (Aslan, 2017). Examining the 
changes in the spatial and temporal patterns of precipitation regimes plays a very 
important role to solve the problems of the population growth, economic 
developments, climate change, food, and agricultural products (Basistha et al., 
2008; Shoji and Kitaura, 2006; Yilmaz and Harmancioglu, 2010). 

The use of geographic information systems (GIS) as a supportive tool for 
decision-making is gaining popularity. With the emergence of the GIS 
technology, a large amount of spatial data can be easily analyzed. These data can 
be analyzed with several spatial statistical techniques (Erdo an, 2010). The main 
objectives of spatial analysis in the GIS technology are to be able to identify and 
visualize the geographic phenomenon, and to perform spatial analysis of the 
pattern of events, and spatial modeling (Haining, 2003). As stated by many 
researchers, studies on meteorology and climatology aim to examine the spatial 
and temporal distributions and variations of these parameters through various 
climate parameters (Goovaerts, 2000; Li et al., 2010; Naoum and Tsanis, 2004; 

en and Habib, 2001). 
In meteorological studies, it is common practice to use interpolation methods 

to determine the spatial changes of different parameters. Different methods have 
been proposed for the interpolation of the meteorological parameter 
measurements, obtained from irregularly distributed stations (Kebaili Bargaoui 
and Chebbi, 2009; Sen and Habib, 2000). These methods often provide an 
approach to determining the spatial distribution or temporal changes of the 
meteorological parameters or parameters studied in a given area (Basistha et al., 
2008; Mardikis et al., 2005). However, the spatiotemporal analysis of these 
parameters is rarely performed (De Luís et al., 2000; Suppiah and Hennessy, 
1998). With the development of spatial statistical methods, studies on spatial 
clustering of temporal trends have recently become prominent. Spatiotemporal 
analysis takes care of the change in the examined parameter in terms of both time 
and space simultaneously, while interpolation methods only consider the 
distribution of the parameters in space. With the inclusion of these issues in GIS 
software, there is an increase in spatiotemporal studies. 
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When the studies on precipitation studies in the world and Turkey were 
examined, numerous papers and studies have investigated on drought and 
desertification (Türke , 2012). These studies suggest that different meteorological 
parameters (Goovaerts, 2000; Li et al., 2010; Naoum and Tsanis, 2004; en and 
Habib, 2001; Shantz et al., 2012), especially precipitation values on the scale of 
a basin (Karpouzos et al., 2010; Tosuno lu, 2017) or the scale of a river/lake 
(Asfaw et al., 2018; Edossa et al., 2010; Suryabhagavan, 2017; Taxak et al., 
2014), on the scale of a city (Bigi et al., 2018; Mendoza and Mas, 2018), are fully 
country based (Jain et al., 2013; Markets and Prohibited, 2012). In some studies, 
while only the temporal trend of precipitation has been examined (Adarsh and 
Janga Reddy, 2015; Feng et al., 2016; Gluhovsky and Agee, 2007; Jones et al., 
2016) in some spatial distribution of precipitation (Arora et al., 2006; Ayugi et al., 
2016; Koumare, 2014; Millán et al., 2005) has also been examined. 

Various studies of climate variables in Turkey have concentrated on 
temperature changes (Kadio lu, 1997; Türkes, 1996), spatial changes of 
precipitation (Sari  et al., 2010; Türke  et al., 2009; Ustao lu, 2012), and 
temporal changes (Demircan Mesut et al., 2017; Hadi and Tombul, 2018; 
Yurtseven and Serengil, 2016). Studies on trend analysis have examined changes 
in narrow areas of the basins. For example, Alt n and Barak (2014) have examined 
the long-term trends and changes in annual precipitation in the Antalya Peninsula 
located on the western Mediterranean coast of Turkey (Alt n and Barak, 2014). 
Taylan and Ayd n, (2018) studied the trends in the Göller Region, Gümü  et al. 
(2017) examined the hydrological meteorological data (minimum temperature, 
maximum temperature, average temperature, average humidity, average wind 
speed, and total precipitation) between 1975 and 2015 in anl urfa. Asikoglu and 
Ciftlik (2015) examined the precipitation in the Aegean region using the trend 
analysis method. In this study, long-term trend changes were investigated using 
Mann-Kendall rank correlation coefficients between 1970 and 2011. 

By a review of the literature indicates that very few studies have carried out 
analyses covering the whole country (Partal and Küçük, 2006; Tayanç et al., 
2009; Türkes, 1996; Türke  et al., 2009; Yavuz and Erdo an, 2012 ). The studies 
related to Turkey have generally focused on the spatial data representation of the 
temporal evolution of precipitation, especially regarding the main climatic 
parameters using meteorological data. In other words, most of the studies are 
regional. Although the number of stations has increased in recent years, a very 
limited number of station data are being used in studies involving Turkey. It has 
been observed that the number of stations in the long-term analyses is very low, 
and there are very few studies relating to the recent era. However, no study in the 
literature has examined the spatiotemporal analysis of precipitation data in 
Turkey. Hence, the goal of this study is a spatiotemporal analysis of the monthly 
and annual average and total precipitation values of 233 meteorological stations 
for the 1969–2018 period to examine the precipitation values at different scales 
in Turkey. 
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2. Material and methods 

2.1. Study area and data 

Turkey is located in the world's northern subtropical climate. While the coastal 
areas of Turkey are affected by the mild Mediterranean climate occurring in the 
sea air, the inner areas show continental climate ( en and Habib, 2001). Due to 
the landforms and peninsula shape of Turkey, the areas of the basins are generally 
show different climate forms. According to the Köppen-Geiger climate 
classification, temperate climate (C) has the widest area, while arid climate (B) 
has the narrowest area. While common B type climate is observed in Central 
Anatolia, C type climate is dominant in the coastal regions. Terrestrial climate (D) 
is observed in the plateaus of the Central Taurus and almost all the Eastern 
Anatolian regions (Oztürk et al., 2017). In this study, the monthly and yearly 
average precipitation data of 233 meteorological measurement stations were used 
to examine the spatiotemporal precipitation trends in both station and basin based 
belong to the 1969–2018 period. The monthly and annual precipitation values 
(mm) were obtained from the General Directorate of Meteorology of the Turkish 
Ministry of Agriculture and Forestry. The location of the stations and basins in 
the country are shown in Fig. 1. These stations consist of both manual and 
automatic monitoring stations. At the stations, there is an instrument that directly 
measures the precipitation falling from the atmosphere to the ground surface 
(Pluviometer) and one instrument (Pluviograph) that records the precipitation 
falling from the atmosphere to the ground surface on the diagram. The amount of 
precipitation collected in the pluviometer is measured in millimeters (mm) with a 
graduated precipitation scale. Some stations in the study area have been 
established as automatic meteorological stations. These stations consist of sensors 
sensitive to changes in meteorological parameters, measuring the amount of these 
changes. The unit of measurement in these sensors is expressed as the amount of 
water (kilogram) at 1 mm2. This is equal to 1mm of water height in a rain gauge 
(MGM, 2020). These sensors also have devices that heat the precipitation 
collector in order to measure the amount of rainfall in snowy weather conditions 
(Gultepe, 2015; Gultepe et al., 2017). 

For the study, stations which have the criteria of continuous measurements 
throughout the 50 years were selected from the meteorological data registers. 
Despite these criteria, the data suggested that there was missing information in 
various stations in some months. When missing data were analyzed, a deficiency 
in 5% of the total data was discovered, and the missing data has been completed 
using the average values of the nearest 5 neighbors. 
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Fig. 1. Distribution of the meteorological stations and basins.  

 

 

 

2.2. Methods 

Although there are different techniques for detecting space-time patterns, we used 
local indicators of spatial dependence and the Mann-Kendall test to describe the 
spatiotemporal precipitation trends.  

The trends in the precipitation data were determined using the Mann-Kendall 
nonparametric test. The Mann and the conventional Mann-Kendall test by 
Kendall were widely used to assess the importance of the monotonic trends in the 
hydrometeorological time series, such as precipitation, temperature, and flow rate 
(Burn and Hag Elnur, 2002; Gan, 1998; Xu et al., 2003; Yang et al., 2004; Zhang 
et al., 2001). The World Meteorological Organization (WMO) has proposed using 
the Mann-Kendall method for assessing the trends in meteorological data (World 
Meteorological Organization, 1988). This test is also known as Kendall’s Tau 
statistics that are not given any priority in the distribution of data and gives a trend 
of precipitation data to be observed for a long time. The Mann-Kendall rank 
correlation statistics  are derived from the following equation:  
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  .  (1) 

 
The Mann-Kendall test has two parameters that are particularly important 

for the trend. These parameters indicate the significance of the test as well as the 
magnitude of the direction. In the test results, the positive values indicate the 
existence of an upward trend, whereas the negative values indicate a declining 
trend. 

For testing the existence of spatial dependence and also clustering in the 
trends of precipitation values, the Getis-Ord Gi*, known also as hotspot analysis 
was used. The Getis-Ord Gi* calculates the degree of clustering of the 
precipitation values' trends belong to the stations and basins. The statistic 
measures the intensity of the clustering of precipitation trend values in a 
station/basin relative to its neighboring stations/basins in the whole country. It is 
computed as the sum of precipitation values within a predefined radius distance 
from a station/basin as a proportion of the sum of values for all the stations/basins 
within the entire country. The Getis-Ord Gi* statistic also produces standard 
deviations and statistical probabilities for each station and basin. 

The formula for Gi*(d) is as follows 
 
 

 , (2) 

 
 
where wij (d) is the weight between stations i and j with a specified threshold 
distance d, which is used to specify the neighborhood size around the station/basin 
of interest to examine if the station/basin is a high/low spot; and S is the standard 
deviation of all observations. The Gi* statistic is a z-score, meaning that Gi* 
values greater than 1.96 or less than -1.96 are considered statistically significant 
(p=0.05). A statistically significant positive Gi* value (Gi*>1.96) represents a ‘hot 
spot’, indicating that there is a clustering of high values around station/basin i. A 
statistically significant negative Gi* value (Gi*<-1.96) is a ‘cold spot’, indicating 
that the clustering of low values is present around that station/basin. 

2.3.  Methodology  

In order to examine the spatiotemporal analysis of precipitation trends in Turkey, 
Getis-Ord Gi* and Mann-Kendall tests were performed jointly. The precipitation 
values were analyzed by using Space Time Pattern Mining module of the ArcGIS 

1 1*

2 2

1 1

( ) ( )
( )

[ ( ) ( ( )) ] /( 1)

N N

ij j ij j
j j

i N N

ij ij
j j

w d x x w d x
G d

S N w d w d N

= =

= =

−
=

− −



341 

software (ESRI). In this procedure, spatiotemporal analysis is performed in two 
stages. In the first stage, a space-time cube is produced by summarizing the 
meteorological stations into space-time bins that are saved in a network common 
data form. This form is a file format used to store array-oriented data in the 
software. This process will result in a cube. While producing the space-time cube, 
we set a one-year time step interval, which defines the bin dimensions for the 
meteorological stations. The time step interval defines the time span for each bin. 
We produced time cubes for both the stations and basins separately. To compare 
and understand the regional differences between station and basin borders, station 
and basin trends were examined separately. The stations and basins were used as 
input features and were structured into space-time bins. The data structure can be 
thought of as a three-dimensional cube, made up of space-time bins with the x and 
y dimensions representing space and the z dimension representing time. For every 
meteorological station, a precipitation value was assigned for that date and 
location. For every basin, the sum of precipitation values of meteorological 
stations in that basin was also assigned for that date and basin’s location. Based 
on the input parameters, the space-time cube took these attribute values and 
aggregated all the stations inside the basin border and a time-step interval of one 
year to create a bin (ESRI). 

In the second stage, the Gi* statistics values, z-score values, and p values of 
each station/bin were computed for each year. The neighborhood distance and 
neighborhood time step parameters in the software defined how many 
surrounding bins in both space and time would be considered when calculating 
the statistic for a specific bin. It then compared the precipitation value of a bin 
and its neighbors with the mean attribute value of all bins. Calculated z-score 
values of Gi* statistics were compared to the expected z-score values to determine 
the statistically significant hot and cold spots. After the statistically significant hot 
and cold spots had been computed, the hot spot/cold spot values were analyzed 
using the Mann-Kendall trend test to detect the temporal trends at each 
meteorological station and basin. In this stage, the Getis-Ord G*

i took the space-
time cube as an input, and time series of Getis-Ord G*

i values and z scores of these 
values were assessed using the Mann-Kendall test for each individual bin. By 
using the resultant trend z-score and the hot spot z-score values of each station 
and basin, software categorizes the characteristic of trends as shown in Table 1. 
The clusters and trends resulting from the combination of spatial and temporal 
statistics were then used to categorize each station and basin’s situation in the 
analysis period. 
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Table 1. Spatiotemporal cluster characteristics tipes 

Type of Characteristic  Description 

New hot spot  Precipitation trend of station/basin is increasing for the first time in the final 
time interval of the period 1969–2018.  

New cold spot  Precipitation trend of station/basin is decreasing for the first time in the 
final time interval of the period1969–2018. 

Consecutive hot spot  Precipitation trend of station/basin never shows an increase prior to the 
final run, and less than 90% of all years have statistically significant 
increase. This location has a single uninterrupted run of a significant 
increase in the final time-step intervals. 

Consecutive cold spot  Precipitation trend of station/basin never shows a decrease prior to the final 
run, and less than 90% of all years have statistically significant decrease. 
This location has a single uninterrupted run of a significant decrease in the 
final time-step intervals.  

Intensifying hot spot  At least 90% of the period 1969–2018 have an increasing trend including 
the final time step, the intensity of clustering of high trends in each time 
step is increasing overall. 

Intensifying cold spot  At least 90% of the period 1969–2018 have a decreasing trend including 
the final time step, the intensity of clustering of low trends in each time step 
is increasing overall.  

Persistent hot spot  A station/basin that has an increase for 90% of the time-step intervals with 
no discernible trend indicating an increase or decrease in the intensity of 
clustering over the period 1969–2018.  

Persistent cold spot  A station/basin that has a decrease for 90% of the time-step intervals with 
no discernible trend indicating an increase or decrease in the intensity of 
clustering over the period 1969–2018.  

Diminishing hot spot  A station/basin that has an increase for 90% of the time-step intervals, 
including the final time step. In addition, the intensity of an increase in each 
time step is decreasing overall. 

Diminishing cold spot  A station/basin that has a decrease for 90% of the time-step intervals, 
including the final time step. In addition, the intensity of decrease in each 
time step is decreasing overall. 

Sporadic hot spot  A station/basin that has an on-again then off-again increase. Less than 90% 
of the time step intervals show an increase, and none of the time-step 
intervals shows statistically significant decrease. 

Sporadic cold spot  A station/basin that has an on-again then off-again decrease. Less than 90% 
of the time step intervals show a decrease, and none of the time step 
intervals shows statistically significant increase. 

Oscillating hot spot  A station/basin that shows mixed characteristic: some time intervals have 
an increase, some time intervals have a decrease. For the final time step the 
interval has an increase. 

Oscillating /cold spot  A station/basin that shows mixed characteristic: some time intervals have 
an increase, some time intervals have a decrease. For the final time step the  
interval has a decrease. 

Historical hot spot  Except the most recent period, at least 90% of the period have an increase.  

Historical cold spot  Except the most recent period, at least 90% of the period have a decrease.  
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3. Results 

Maximum values of monthly and annual average precipitation data for the entire 
country are taken into account in this study. When examining the exploratory 
statistics of the precipitation values, we noticed that the highest annual 
precipitation value for Turkey was 796.95 mm in 2009, while the lowest value 
was 502.11 mm in 2008. The lowest total annual average precipitation value was 
113.80 mm in Mardin station in 2010 and the highest was 3380.40 mm in Hopa 
station in 2016. Precipitation values throughout Turkey between 1969 and 2018 
were examined according to maximum, average, and minimum amounts of 
precipitation value (Fig. 2). 
 
 

 
Fig. 2. Precipitation statistics of Turkey. 

 

 

 
The plotted graph with the linear trend analysis in Fig. 2 illustrates the 

general annual maximum amount of change in precipitation value in Turkey. 
Fig. 2 suggests an increasing trend in the maximum precipitation data from 1969 
to 2018. The examination of the annual average precipitation value in the same 
data illustrates a slight, albeit positive change. The minimum precipitation data 
also suggest a decreasing trend from 1969 to 2018. This situation shows the 
negative change in both maximum and minimum precipitation values in terms of 
arising in the extreme precipitation gauges in this period. The monthly average 
precipitation amounts per decade and their descriptive statistics are shown in 
Fig. 3.  
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Fig. 3. Percentage of precipitation and total annual precipitation per decade across Turkey. 

 

 

 

 
Monthly precipitation data suggest that the amount of the highest precipitation 

was 86.79 mm in December, 79.63 mm in January, 70.34 mm in November, and 
67.10 mm in February. On the other hand, the amount of the least precipitation 
value was 18.32 mm in July, 18.78 mm in August, 28.18 mm in September, and 
32.72 mm in June. Between 1969 and 2018, the first three stations with the highest 
precipitation value were Hopa (2264.03 mm), Rize (2228.91 mm), and Rize/Pazar 
(2033.75 mm). Conversely, I d r (260.74 mm), Akçakale (278.02 mm), and 
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Karap nar (295.73 mm) were the first three stations with the least precipitation 
value areas between 1969 and 2018. When we examine the extreme 
precipitations, Table 2 shows the precipitation dates and amounts of the stations 
that received the highest amount of precipitation on a monthly basis between 1969 
and 2018. 

 

 

 

 

Table 2. The extreme precipitation values  

 
 
 
 
 
According to Table 2, the station that had the most precipitation in Turkey 

in this period is Antalya Havalimani in November 2001. While in summer and 
autumn, the northeast region of Turkey has higher extreme values, the Antalya 
region in winter has extremely high values. Interestingly, the Antalya region has 
extreme values for five months of the year, and for the other five months of the 
year, the northeast region shows extreme values.  
 

 

Month Station Year 
Maximum 

precipitation 
(mm) 

Monthly mean 
precipitation 

(mm) 

January Antalya Havalimani 1969 798 80 

February Antalya Havalimani 1974 625 67 

March Antalya Havalimani 2003 399 63 

April Kilis 2015 592 58 

May Hakkari 2015 789 49 

June Hopa 2007 373 33 

July Giresun 2009 522 18 

August Hopa 1988 589 19 

September Hopa 2016 779 28 

October Hopa 2015 626 57 

November Antalya Havalimani 2001 907 70 

December Alanya 1997 705 87 
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Fig. 4. Spatiotemporal trends of station- and basin-based average annual precipitation 
values. 

 

 
When we examine the results of the spatiotemporal analysis, station-based 

annual average precipitation space-time trends are shown in Fig. 4. An outline of 
the information about the stations was also presented in Table 2. It was observed 
from the data, that the average annual precipitation did not show any significant 
change for 93 out of 223 stations. Moreover, sporicidal cold spot, oscillating cold 
spot, persistent cold spot, and new cold spot were observed for 93, 22, 5, and 14 
stations, respectively. Considering the increasing trends, while the persistent hot 
spot has been identified in only five stations, the new hot spot in one station only. 
The location of the stations with decreasing precipitation trends indicates that the 
sporicidal cold spots are clustered in Central Anatolia (Karap nar, Aksaray, 
Ürgüp, Nev ehir, Cihanbeyli, and around the Tuz Gölü stations); the southeastern 
Anatolia region (Batman, Bingöl, Bitlis, Siirt, and Cizre station), the Western 
Black Sea (Sinop, Tosya, Samsun, Bafra, and Kastamonu stations), and the 
Middle Black Sea Region (Susehri and ebinkarahisar stations). It has been 
determined that the precipitation with oscillating cold spot has been decreasing 
recently in 22 stations located in Elaz , Van, Hakkari, and Erzincan provinces. 

According to Table 3 and Fig. 5, the stations with a decreasing trend are 
around twice as many as those with an increasing trend. The station-based 
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precipitation trends illustrate that the decreases in the trends are dominant in 
months of January, February, April, October, November, and December. The 
number of stations showing a dominant increase in precipitation is higher in May 
and June than those showing a decrease. It is evident that most of the fluctuations 
in the stations are determined as oscillating and sporadic cold spots. The stations 
exhibiting cold spot patterns in terms of a decrease in the precipitation are usually 
located in the central and eastern parts of the country for the months of January, 
February, April, November, and December. On the other hand, the stations 
exhibiting hot spot patterns are usually located in the north and northeast regions 
of the country for the months of May, June, July, August, and September.  

 

 

 

Table 3. Summary of spatiotemporal trend statistics of station-based average yearly 
precipitation values 
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January 171    13 8  41    8 54 

February 85 8 1  78   61    0 148 

March 208    11  12 2    12 13 

April 113 6   17 1  96    1 119 

May  116    1 45 61 10    106 11 

June 134  2 7 20 30 39 1    76 23 

July 216   4  10   3   17 0 

August 208   2  19   4   25 0 

September 208     19   6   25 0 

October 119   3 45 3  61 2   8 106 

November 148    45 4 9 27    13 72 

December 146   4 42 5 16 18  2  25 62 

Annual  93 14 5  93   22 1  5   
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Fig. 5. Spatiotemporal trends of station-based average monthly precipitation values. 

 
 
 

Basin-based monthly average precipitation spatiotemporal analysis results 
are shown in Fig. 6. The trends demonstrate a significant decrease in the total 
amount of precipitation in the basins in February and April. It is noticeable that 
an increase in precipitation trends are dominant in March, June, and September. 
Compared with station-based trends, both similarities and differences can be seen. 
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In many months, the station-based precipitation values were summed and 
balanced with neighboring stations in the same basin. Therefore, the basin-based 
maps show smoother surfaces while the station-based values illustrate the minor 
regional differences. While Konya, East Akdeniz, and Aras basins show a 
significant decrease in precipitation in February, Büyük and Küçük Menderes, 
Gediz, West Mediterranean, Meriç Ergene, Marmara Sular  Basins show a 
significant decrease in precipitation in April. 

 

 
Fig. 6. Spatiotemporal trends of basin-based average monthly precipitation values. 
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4. Discussion and conclusions 

The main objective of this study was to examine in detail the precipitation trends 
in Turkey from 1969 to 2018. The annual and monthly trends were analyzed using 
spatiotemporal analysis, which integrates Getis Ord G* hot-spot analysis and 
Mann Kendall trend analysis.  

• Our data demonstrated that the northern part of the country, especially the 
eastern part of the Black Sea region, had an increasing trend in its annual 
precipitation, while the middle and south parts of the country, especially the 
southeastern Anatolian and Central Anatolia regions, had decreasing trends.  

• The analyses indicated that the biggest regional changes in the trends of 
precipitation of stations occurred during February, April, May, and October.  

• The monthly precipitation trends generally exhibited a decreasing trend, with 
the greatest magnitude in February, April, and October. In May, in particular, 
the trends totally changed in such a way that the upward, dominant trends 
shifted to June.  

• Many of the decreasing trends were recorded for the annual mean 
precipitation values, predominantly in the center and southern parts of 
Turkey; however, only six decrease trends were found in the southeast part 
of the country.  
It is estimated that the change in the water cycle will adversely affect 

agriculture and food security, public health, land and sea ecosystems, coastal 
regions, and especially, water resources in the world. In this context, it is 
important to work on precipitation related research in order to minimize the 
effects of precipitation on our water resources, to understand the expected effects, 
to complete sectoral and regional fragility studies, and to plan adaptation studies 
to these. Therefore, we analyzed the monthly and annual average and total 
precipitation values of 233 meteorological stations for the 1969–2018 period in 
Turkey. In this concept, we used a combination of spatiotemporal analysis and 
Mann-Kendall trend analysis. Our study is the first one in Turkey on the subject 
of the spatiotemporal analysis that analyzing the precipitation and trend of 
precipitation in both spatially and temporally. Our visualization method improved 
the understanding of trends by showing decreases, increases, and fluctuations in 
17 different symbologies. In the study, we also elaborated on both the small-scale 
regional precipitation changes, using station-based data and the large-scale 
regional precipitation changes, using basin-based data. This way, we tried to 
understand Turkey’s small-scale differences and basin-based large-scale trends 
separately. Given some different results (e.g., Partal and Kahya, 2006; Türke  et 
al., 2009), our results largely covers the findings of many of the previous studies 
(e.g., Hadi and Tombul, 2018; Toros, 2012; Yavuz and Erdo an, 2012). In the 
study, by using a huge number of stations and an efficient classification and 
visualization technique, we managed to obtain accurate, elaborate, and useful 
results. In short, the paper presents a detailed and updated summary of the actual 
precipitation trends in Turkey. 
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Abstract— In some areas of the world, regional climate change is in good agreement with 
global climate change. This study brings new information about what defines climate change 
in the contact area of Adriatic Sea and Southeastern Europe, and conclusions are based on 
trend analysis of annual and seasonal temperatures in the southern and southeastern parts of 
Bosnia and Herzegovina. Trend analysis was applied on mean annual surface air 
temperatures, mean maximum temperatures, and mean minimum temperatures of all four 
seasons. This study used 4 meteorological stations: Livno, Bile a, Mostar, and Ivan Sedlo for 
56 years. The main statistical method is the Mann-Kendall test. The total number of analysis 
is 48. A statistically significant positive trend was determined in 36 analysis, while in the rest 
of the tests this was not the case. The highest amount of temperature increase is present in the 
mean maximum summer air temperatures in Livno and Ivan Sedlo. Mean minimum autumn 
air temperatures had the smallest increase. Negative trend is present in the mean autumn 
surface air temperatures and mean maximum autumn temperatures. Using a geographical 
information system resulted in visualizing regional differences in the spatial distribution of 
isotherms. The study area has combined the influence of orography and maritime effects of 
the Adriatic Sea. Having in mind these results, the growing temperature has been recognized 
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as a problem which needs more attention in Bosnia and Herzegovina. Unfortunately, official 
documents which propose economic adaptation on climate change in this country are not at 
a satisfactory level. 

Key-words: climate change, temperature trends, Mann-Kendall test, GIS, Bosnia and 
Herzegovina 
 
 
 

1. Introduction 

Numerous papers have been published about climate variations, and their impact 
on the environment. It has been proven that the increase of global air temperature 
from 1906 to 2005 is 0.74  now. The study from Trenberth et al. (2007) shows 
how the growing air temperature on the Earth has been doubled up in the last fifty 
years, rising 0.13  per decade. Regional changes in temperature can be even 
greater than those on global level, from 0.65  to 1.06  (Blunden and Arndt, 
2015). The Intergovernmental Panel for Climate Change proved existence of the 
warmest ever thirty year cycle on the Northern Hemisphere during the last 
800 years (1983–2012). In Europe, a mean annual air temperature of this decade 
has been warmer than the last one (2008–2017) by 1.6–1.7  . This makes it the 
warmest decade ever recorded (EEA, 2018). In the Norhern Hemisphere, summer 
and autumn months were warmer during the last decades of 20th century than in 
the first half of the same century. The decade with the warmest spring and autumn 
months was 80s in the last century (Jones and Briffa, 1991). Trenberth et al. 
(2007) confirm this statement and add that the average global surface air 
temperature is now higher by 0.27  in comparison with the year 1979. The most 
intensified warming has been recorder during the winter and spring months in the 
Northern Hemisphere. Luterbacher et al. (2004) reconstructed monthly and 
seasonal temepratures in Europe during the last 1500 years. The reconstruction 
shows that the climate over the last decades of the 20th century and the beginning 
of the 21st century is most probably warmer than the climate in the last 500 years 
(p<0.05). The Medditerranean region is very vurnerable to climate change. Some 
studies show how temperature increases more in summer than in winter (Alcamo 
et al., 2007). By doing analysis of data from 49 meteorological stations in Italy 
from 1961 to 2006, there are great differences between the seasons: a) during the 
winter months there is no trend, except for North Italy, where the temperature 
increase was present in the 60s.; b) during the summer months there was a 
negative trend until 1981, when the trend changed into positive; c) autumn months 
have temperature increasmnent which started in the 70s (Toreti et al., 2010). 
Espírito Santo et al. (2014) analyzed 23 meteorological stations in Portugal. The 
study focused on extreme values of air temperature. The results show increasing 
mean air temeperature during the spring and summer months, from 1941 to 2006. 
Bilbao et al. (2019) confirm this, and conclude that the autumn months have the 
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lowest increase in temperature in Spain from 1950 to 2011. Over the past few 
decades, trends of aridity and the posibility for extreme climate events are present 
(Mishra and Singh, 2010; Trenberth et al., 2015). Future predictions of climate in 
Medditerranean region are characterized by higher annual and seasonal surface 
air temepratures, where the summer months will be particulary affected (Giorgi 
and Lionello, 2008; Spinoni et al., 2017). 

In Southeastern Europe, there are a lot of papers which deal with analysis of 
mean temperatures on annual and seasonal levels, as well as aridity change as one 
the best indicators for climate change (Jovanovi  et al., 2002; Duci  and 
Radovanovi , 2005; Miloševi  et al., 2013; Unkaševi  and Toši , 2013; Bajat et 
al., 2015; Gavrilov et al., 2015, 2016, 2018; Toši  et al., 2016; Trbi  et al., 2017; 
Ba evi  et al., 2017, 2018, 2020; Miloševi  et al., 2017; Radakovi  et al., 2017; 
Vukoi i  et al., 2018, Milentijevi  et al., 2018, 2022). 

In this paper, southern and southeastern Bosnia and Herzegovina (B&H) are 
being investigated in terms of annual and seasonal trends of surface air 
temperatures. Similar studies have been published (Trbi  et al., 2017; Popov et 
al., 2017, 2018a, 2018b, 2019a, 2019b; Papi  et al., 2020), but the aim of this 
study is to show the seasonal trends in temperature, because there is lack of such 
information in this country. This study can help in creating a more comprehensive 
picture of climate change in the Medditerranean. 

2. Study area 

Southern and southeastern Bosnia and Herzegovina are placed in the historical 
region called Herzegovina, which is bordered with Croatia and Montenegro on 
southwest and south, while at the north it is surrounded by municipalities of 
Livno, Tomislavgrad, Prozor, Konjic, Kalinovik, Fo a, and ajni e (Fig. 1). The 
study area is located between the 44°23’ and 42°55’N, and 16°52’ and 19°25’E. 
Meteorological stations, their geographic coordinates, and elevation are marked 
in Fig. 1 and Table 1. 
 

 
Table 1. Meteorological stations and their geographical coordinates and elevations in 
southern and southeastern Bosnia and Herzegovina. 

Station No. Station location Altitude Latitude Longitude 

1 Livno 739 m 43° 49  22  N 17° 00  04  E 
2 Bileca 480 m 42° 52  04  N 18° 25  29  E 
3 
4 

Mostar 
Ivan Sedlo 

48 m 
955 m 

43° 20  53  N 
43° 45  04  N 

17° 47  38  E 
18° 02  10  E 
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Fig. 1. The location of southern and southeastern Bosnia and Herzegovina with used 
meteorological stations. 

 

3. Material and methods 

3.1. Material 

The analyzed period in this study is from 1961 to 2017. The raw data is measured 
by the Federal Hydrometeorological Institute of Bosnia and Herzegovina 
(https://www.fhmzbih.gov.ba/) and Republic Hydrometeorological Service of 
Republika Srpska (https://rhmzrs.com/?script=lat). Because of the civil war 
during 1991–1995, the Service was not working, and thus, data for these years do 
not excist. The only exception is the meteorological station in the city of Mostar, 
which has continuous data. The method of interpolation was used to fill the 
missing data (Kasam et al., 2014; Kilibarda et al., 2015). Different elevations of 
meteorological stations cause different climate types. For example, the relative 
elevation between the highest (Ivan Sedlo 955 m.a.s.l.) and the lowest 
meteorological stations (Mostar 48 m.a.s.l.) is 907 m. Obvious differences in 
elevation cause the presence of vertical thermic gradient. That means that the 
temperature decreases on every 100 m by 0.65  (Oliver, 2005). The specific 
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relief conditions combined with the influence of Adriatic Sea make need for 
analysis of climatological data for each station separately. 

The average annual surface air temperatures (Y ), mean maximal surface air 
temperatures (Y ), and mean minimal surface air temperatures (Y ) were 
analysed in this study. These three parameters were used for calculation of 
seasonal values: winter, spring, summer and autumn (W, Sp, Su and A). A total of 
48 time series were analyzed. Each of these series is marked with different 
acronyms, which indicate meteorological station, season, and temperature type. 
They can be found in Table 2. 
 
 
 
 
 
 
 

Table 2. The list of 48 time series with unique acronyms obtained in this study, separated 
by used meteorological stations. 

Station Time series Station Time series 

Livno (L) 

L-W-YT 

Mostar (M) 

M-W-YT 
L-W-Ytx M-W-Ytx 
L-W-Ytn M-W-Ytn 
L-Sp-YT M-Sp-YT 
L-Sp-Ytx M-Sp-Ytx 
L-Sp-Ytn M-Sp-Ytn 
L-Su-YT M-Su-YT 
L-Su-Ytx M-Su-Ytx 
L-Su-Ytn M-Su-Ytn 
L-A-YT M-A-YT 
L-A-Ytx M-A-Ytx 
L-A-Ytn M-A-Ytn 

Bile a (B) 

B-W-YT 

Ivan Sedlo (IS) 

IS-W-YT 
B-W-Ytx IS-W-Ytx 
B-W-Ytn IS-W-Ytn 
B-Sp-YT IS-Sp-YT 
B-Sp-Ytx IS-Sp-Ytx 
B-Sp-Ytn IS-Sp-Ytn 
B-Su-YT IS-Su-YT 
B-Su-Ytx IS-Su-Ytx 
B-Su-Ytn IS-Su-Ytn 
B-A-YT IS-A-YT 
B-A-Ytx IS-A-Ytx 
B-A-YT IS-A-Ytn 
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3.2. Methods 

Three statistical approaches were used. The first one is a linear trend for each time 
series (Draper and Smith, 1966), the second one includes the Mann-Kendall test 
(Mann, 1945; Kendall, 1938; Gilbert, 1987), and the last is called the magnitude 
of trend (Gavrilov et al., 2016). For data analysis, the software Microsoft Office 
Excel 2007 (12.0.6611.1000 SP3 MSO 12.0.6607.1000) and its extension 
XLSTAT (https://www.xlstat.com/en) were used. 

3.2.1. Linear trend equation 

The method of linear trend is commonly used for analysis, evaluation, and 
distribution of temperature changes in time (Heim, 2015; Ghebrezgabher et al., 
2016). The trend line is the unique line that minimizes the sum of squared 
deviations from the data, measured in the vertical direction. It is expressed by the 
equation: 
 
  (1) 
 
wherey presents the temperature in ,  is the slope, or in other words the increase 
per period, x represents year, while b is the value where the trend line intersects 
the ordinate in the beginning of the period. The trend will follow the value of the 
slope, where there are three possible options: ) the slope is higher than zero- the 
trend is positive; b) the slope is equal to zero- there is no trend; c) the slope is 
lower than zero- the trend is negative. 

3.2.2. The magnitude of a trend 

The linear trend equasion can be used for calculation of the magnitude of a trend 
(Gavrilov et al., 2015, 2016). In this case it can be expressed as: 
 
  (2) 
 
where y presents the magnitude of a trend in , y(1961) is the temperature from 
the beginning of the period, and y(2017) is the temperature of the last year in the 
used period. There are three cases for the trend: ) when y is greater then zero - 
the trend is negative; b) when y is lower than zero - the trend is positive; c) when 

y is zero - there is no trend magnitude. 

3.2.3. Mann-Kendall trend tests 

This is a famous nonparametric method for the validation of trend in geosciences 
(Mohorji et al. 2017), because of its robustness, as well as fast and simple use 
(Mann, 1945; Kendall, 1938; Gilbert, 1987). The purpose of this test is to show 
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which of the two possible hypotheses are true: the null hypothesis ( ) – there is 
no trend in the time series; and the alternative hypothesis ( ) – there is a 
statistically significant trend for the chosen  value. The main role in this test has 
a p value, or probability value (Karmeshu, 2012; Razavi et al., 2016), which 
confirms the confidence of the hypothesis. If the p value is below than or equal to 
the alpha (p< 0.05), then the null hypothesis must be rejected, and the result is 
statistically significant. Contrary to this, if the p value is greater than alpha, the 

is accepted (Mudelsee, 2014). 

3.2.4. GIS numerical analysis 

GIS (Geographical Information System) of data presents a very powerful tool for 
calculating and estimating the climate data. This meteorological data may be used 
in calculating the climate properties in the area. With the help of two open-source 
GIS softwares, QGIS 3.4.12 and SAGA, we calculated and elaborated climate 
data in the study area. Climate characteristics of a two-dimensional profile were 
analyzed in this paper (Valjarevi  et al., 2018a). There are plenty of scientists 
which had used some advanced GIS algorithms and methods (Valjarevi  et al., 
2018b; Zabel et al., 2014). The special algorithms used in this research are semi-
kriging, spatial interpolation, interpolation, and grid analysis. Analyzed 
meteorological data were transformed with the usage of GIS tools and presented 
via maps. These maps present annual and seasonal climate properties and 
interpolated data.  

4. Results 

4.1. Trend parameters 

Four meteorological stations (Livno, Bile a, Mostar, and Ivan Sedlo) have the 
four season time series for average annual surface air temperatures (YT), mean 
maximal surface air temperatures (Y ), and mean minimal surface air 
temperatures (Y ) which makes a total of 48 different time series. Fig. 2 presents 
these parameters with their trend equations in the analysed area from 1961 to 
2017. The trend magnitude ( ) and the probability ( ), for each time series and 
each meteorological station, are presented in Tables 3 and 4. 
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Fig. 2. A) Winter, B) spring, C) summer, and D) autumn; mean maximal surface air 
temperatures, average seasonal surface air temperatures, and mean minimal surface air 
temperatures, with linear trend equations from 1961 to 2017, for the four used 
meteorological stations. 

 
 
 

 
 

 
Table 3. Trend equation y, trend magnitude y, and probability p of the confidences for 
48 time series. 

Time series Trend equation y( ) p(%) 
L-W-YT y = 0.02x - 0.15 1.5 0.009 
L-W-YTx y = 0.03x + 4.54 2.2 < 0.001 
L-W-YTn y = 0.01x - 3.93 0.6 0.380 
B-W-YT y = 0.01x + 3.71 0.4 0.815 
B-W-YTx y = 0.02x + 7.98 1.3 0.581 
B-W-YTn y = 0.01x - 0.38 0.6 0.336 
M-W-YT y = 0.02x + 5.48 1.3 0.002 
M-W-YTx y = 0.02x + 9.37 1.2 0.015 
M-W-YTn y = 0.02x + 2.37 1.2 0.013 
IS-W-YT y = 0.03x - 2.20 1.8 0.011 
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Table 3. Continued 

Time series Trend equation y( ) p(%) 
IS-W-YTx y = 0.05x + 0.48 3.0 0.001 
IS-W-YTn y = 0.03x - 5.10 1.8 0.008 
L-Sp-YT y = 0.03x + 7.98 1.8 < 0.001 
L-Sp-YTx y = 0.04x + 13.32 2.6 < 0.001 
L-Sp-YTn y = 0.01x + 2.58 0.9 0.009 
B-Sp-YT y = 0.01x + 10.83 0.9 0.017 
B-Sp-YTx y = 0.01x + 16.40 1.1 0.007 
B-Sp-YTn y = 0.01x + 5.77 0.6 0.027 
M-Sp-YT y = 0.03x + 13.20 1.7 < 0.001 
M-Sp-YTx y = 0.03x + 18.76 1.9 0.001 
M-Sp-YTn y = 0.02x + 8.46 1.3 0.001 
IS-Sp-YT y = 0.02x + 6.50 1.1 0.0156 
IS-Sp-YTx y = 0.03x + 10.75 2.2 0.001 
IS-Sp-YTn y = 0.02x + 2.26 1.1 0.004 
L-Su-YT y = 0.05x + 16.73 3.2 < 0.001 
L-Su-YTx y = 0.07x + 23.22 4.2 < 0.001 
L-Su-YTn y = 0.03x + 9.45 1.9 < 0.001 
B-Su-YT y = 0.04x + 19.96 2.3 < 0.001 
B-Su-YTx y = 0.05x + 26.35 2.9 0.001 
B-Su-YTn y = 0.02x + 13.73 1.4 0.001 
M-Su-YT y = 0.05x + 22.77 3.0 < 0.001 
M-Su-YTx y = 0.06x + 29.18 3.5 < 0.001 
M-Su-YTn y = 0.04x + 16.89 2.6 < 0.001 
IS-Su-YT y = 0.03x + 15.15 1.8 < 0.001 
IS-Su-YTx y = 0.07x + 19.97 4.1 < 0.001 
IS-Su-YTn y = 0.03x + 10.32 1.8 < 0.001 
L-A-YT y = 0.01x + 9.25 1.0 0.008 
L-A-YTx y = 0.02x + 16.07 1.2 0.014 
L-A-YTn y = 0.01x + 3.66 0.8 0.135 
B-A-YT y = -0.01x + 12.87 -0.1 0.815 
B-A-YTx y = 0.01x + 18.93 0.1 0.581 
B-A-YTn y = 0.01x + 7.47 0.2 0.336 
M-A-YT y = 0.02x + 15.12 0.6 0.092 
M-A-YTx y = -0.01x + 21.05 -0.3 0.591 
M-A-YTn y = 0.01x + 11.02 0.3 0.292 
IS-A-YT y = 0.01x + 8.20 0.3 0.243 
IS-A-YTx y = 0.02x + 12.30 1.1 0.030 
IS-A-YTn y = 0.01x + 4.42 0.6 0.292 
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Table 4. The main results of the analysis of temperature trends for 48 time series. 

Time series Trend equation The classical MK test 
L-W-YT positive trend significant positive trend 
L-W-YTx positive trend significant positive trend 
L-W-YTn positive trend no trend 
B-W-YT positive trend no trend 
B-W-YTx positive trend significant positive trend 
B-W-YTn positive trend no trend 
M-W-YT positive trend significant positive trend 
M-W-YTx positive trend significant positive trend 
M-W-YTn positive trend significant positive trend 
IS-W-YT positive trend significant positive trend 
IS-W-YTx positive trend significant positive trend 
IS-W-YTn positive trend significant positive trend 
L-Sp-YT positive trend significant positive trend 
L-Sp-YTx positive trend significant positive trend 
L-Sp-YTn positive trend significant positive trend 
B-Sp-YT positive trend significant positive trend 
B-Sp-YTx positive trend significant positive trend 
B-Sp-YTn positive trend significant positive trend 
M-Sp-YT positive trend significant positive trend 
M-Sp-YTx positive trend significant positive trend 
M-Sp-YTn positive trend significant positive trend 
IS-Sp-YT positive trend significant positive trend 
IS-Sp-YTx positive trend significant positive trend 
IS-Sp-YTn positive trend significant positive trend 
L-Su-YT positive trend significant positive trend 
L-Su-YTx positive trend significant positive trend 
L-Su-YTn positive trend significant positive trend 
B-Su-YT positive trend significant positive trend 
B-Su-YTx positive trend significant positive trend 
B-Su-YTn positive trend significant positive trend 
M-Su-YT positive trend significant positive trend 
M-Su-YTx positive trend significant positive trend 
M-Su-YTn positive trend significant positive trend 
IS-Su-YT positive trend significant positive trend 
IS-Su-YTx positive trend significant positive trend 
IS-Su-YTn positive trend significant positive trend 

L-A-YT positive trend significant positive trend 
L-A-YTx positive trend significant positive trend 
L-A-YTn positive trend no trend 
B-A-YT negative trend no trend 
B-A-YTx no trend no trend 
B-A-YTn no trend no trend 
M-A-YT Positive trend no trend 
M-A-YTx negative trend no trend 
M-A-YTn no trend no trend 
IS-A-YT positive trend no trend 
IS-A-YTx positive trend significant positive trend 
IS-A-YTn positive trend no trend 
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4.2. The Mann-Kendall test 

The results of the Mann-Kendall trend test for seasonal temperatures from 1961 
to 2017 in the territory of southern and southeastern Bosnia and Herzegovina are 
presented in Table 4. In most of the analyzed cases, the trend is statistically 
significant and positive. For the final evaluation of the surface air temperature 
trend, all the numerical parameters and graphical interpretations included in 
Mann-Kendall tests were considered. The hypothesis Ha was accepted for 36 time 
series. The Mann-Kendall test proved wrong - eight time series which had a 
positive linear trend. The similar situation occurred when the linear trend in two 
cases was negative, but the Mann-Kendall test accepted the H0 hypothesis. 

If the probability p in the time series , , and  was lower than , 
the hypothesis H0 (there is no trend) was rejected and the hypothesis Ha (there is 
trend) was accepted.  

In the next paragraph, the results will be presented by seasonal criterium. 
During the spring and summer months, all of the 24 cases had significant positive 
trend in mean maximal surface air temperatures, mean minimal surface air 
temperatures, and average summer and average spring surface air temperatures. 
This brings to conclusion that the rising temperature trend is present for at least 
half of the year in the entire analyzed territory. In all of the mentioned situations 
during the spring and summer, the Ha hypothesis is accepted. During the autumn, 
from the 12 analyzed cases (three for each station), only 25% had a positive 
significant trend. These are the mean maximal surface air temperatures of Livno 
and Ivan Sedlo. Livno is the only station, where the average autumn surface air 
temperature has a significant positive trend proven by the Mann-Kendall test. The 
other 9 cases had no trend: L-A-YTn, B-A-YT, B-A-YTx, B-A-YTn, M-A-YT, M-A-
YTx, M-A-YTn, IS-A-YT, and IS-A-YTn; where their p values were 0.1357, 0.0273, 
0.5813, 0.3362, 0.0923, 0.5911, 0.2921, 0.2434, and 0.2921; while the risk to 
reject the H0 while it is true was 13.58%, 2.74%, 58.13%, 33.63%, 9.24%, 
59.11%, 29.21%, 24.35%, and 29.22%, respectively. The winter period has a 
different situation from the other seasons. It is shown that only 25% of the cases 
had no trend detected by the Mann-Kendall test. These include mean minimal 
winter surface air temperature of Livno and Bile a. Even though they are not on 
the highest elevation on the study area, their winter conditions are being 
conserved, especially in Bile a, where even the average winter temperatures were 
found to have no trend.  For the time series L-W-YTn, p value is 0.3860. The risk 
to reject the H0 while it is true, is lower than 38.07%. The p value for 
meteorological station Bile a in the time series B-W-YTn is 0.0740. The risk to 
reject the H0 while it is true, is lower than 7.37%. For the time series B-W-YT, p 
values is 0.8155. The risk to reject the H0 while it is true, is lower than 81.55%. 
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4.3. GIS numerical analysis 

Average annual surface air temperatures (YT), mean maximal (YTx) and mean 
minimal (YTn) surface air temperatures per seasons for the period from 1961 to 
2017 are shown in Figs. 3, 4, 5, and 6. Isotherms follow the temperatures and 
indicate the effect of the Adriatic Sea and higher terrain. Meteorological station 
Ivan Sedlo is a mountainous station, while meteorological station Livno is situated 
in the karst polje. This is the reason they have lower temperatures, while 
meteorological stations Mostar and Bile a are in the lower terrain, and thus have 
the Adriatic influence. 
 
 
 

 
Fig. 3. Average winter, mean maximal, and mean minimal surface air temperatures during 
the winter from 1961 to 2017 in southern and southeastern Bosnia and Herzegovina. 
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Fig. 3 shows the analyzed temperatures during the winter. The average 
annual surface air temperatures go from -1 °C to 5 °C. The mean minimal 
temperatures go from 0 °C to -3 °C, while the mean maximal temperatures go 
from 3 °C to 9 °C.  
 
 
 

 
Fig. 4. Average spring, mean maximal, and mean minimal surface air temperatures during 
the spring from 1961 to 2017 in southern and southeastern Bosnia and Herzegovina. 

 
 
 
 
 
 

Fig. 4 shows the analyzed temperatures during the spring. The average 
annual surface air temperatures go from 8 °C to 14 °C. The mean minimal 
temperatures go from 3 °C to 9 °C, while the mean maximal temperatures go from 
13 °C to 22 °C. 
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Fig. 5. Average summer, mean maximal, and mean minimal surface air temperatures during 
the summer from 1961 to 2017 in southern and southeastern Bosnia and Herzegovina. 

 
 
 
 

Fig. 5 shows that the average summer surface air temperatures go from 17 °C 
to 24 °C. The mean minimal temperatures go from 11 °C to 18 °C, while the mean 
maximal temperatures go from 20 °C to 30 °C. 
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Fig. 6. Average autumn, mean maximal, and mean minimal surface air temperatures during 
the autumn from 1961 to 2017 in southern and southeastern Bosnia and Herzegovina. 

 
 
 

Fig. 6 shows that the average autumn surface air temperatures go from 9 °C 
to 15 °C. The mean minimal temperatures go form 5 °C to 11 °C, while the mean 
maximal temperatures go from 14 °C to 20 °C. 

5. Discussion 

The presented results show that the temperature is increasing in 36 cases, from 
the 48 cases in total. The summer temperature has the highest growing trend when 
considering the summer maximal surface air temperatures. This includes the 
following time series: L-Su-YTx (4.2 °C) and IS-Su-Ytx (4.1 °C).  
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The smallest changes are present in the minimal autumn surface air 
temperatures, for example, B-A-Ytn (0.2 °C) and maximal autumn surface air 
temperature B-A-Ytx (0.1 °C) in Bile a. The mean autumn surface air temperatures 
in Bile a, B-A-YT (-0.1 °C), and maximal autumn surface air temperatures in Mostar, 
M-A-Ytx (-0.3 °C) have the decrease of temperature values.  

Spring temperatures have the greatest changes when analyzing the maximum 
surface air temperatures L-Sp-Ytx (2.6 °C) and IS-Sp-Ytx (1.9 °C). The smallest 
increase of temperature values during the spring is present in average spring 
temperatures B-Sp-YT (0.9 °C), and in mean minimal surface air temperatures  
B-Sp-Ytn (0.6 °C).  

The average increase in temperature is more expressed over the winter in 
comparison to autumn and spring. The greatest rise in temperature belongs to the 
winter maximum surface air temperature IS-W-Ytx (3.0 ) and average winter 
surface air temperature in Ivan Sedlo IS-W-YT (1.8 ). The smallest temperature 
change has occurred in winter minimal surface air temperature B-W-Ytn (0.6 ), 
and average winter surface air temperature B-W-YT (0.4 ) in Bile a. 

The results from this study are in good agreement to those in previous studies. 
Even though this region is experiencing such temperature changes, not all the regions 
on Earth are equally affected (IPCC, 2007, 2014, 2018). Toreti et al. (2010) found 
that seasonal temperatures have a positive trend in Italy, even though there are 
regional differences. Winter temperature trends do not exist, except for the stations 
at the north. On the other side, there is a positive spring temperature trend (for 
1.1 °C). During the summer, there are even negative trends from 1961 to 1981, but 
positive trends from 1981 to 2006. This resulted in the increase of the mean summer 
temperatures over Italy for 1.5 °C. The trend in the mean autumn temperatures starts 
to show up from 1970, until when the temperature raised by 1. 6 °C in Italy. Espírito 
Santo et al. (2014) analyzed seasonal temperatures change in two periods: from 1945 
t  1975, and from 1976 to 2006. In the first period, maximal and minimal surface air 
temperatures decrease in all of the seasons, except in winter. On the other side, only 
the temperature trend in spring is statistically significant. In the second period, all of 
the seasons have the increasing of selected parameters, which is statistically 
significant during the spring and summer, and also in minimal autumn and maximal 
winter surface air temperatures. Bilbao et al. (2019) found positive temperature trend 
in mean seasonal, mean maximal, and mean minimal temperatures. Mean maximal 
temperatures intensify during the summer and spring. Mean minimal temperatures 
are rising more in winter and spring than in autumn. Similar results in rising the mean 
surface air temperatures are recorded in Vojvodina, Northern Serbia (Gavrilov et al., 
2015, 2016), in Central and Western Serbia (Vukoi i  et al., 2018), and Slovenia 
(Miloševi  et al., 2013, 2017). Spotted temperature changes in the southern and 
southeastern parts of Bosnia and Herzegovina show similarity to the global 
temperature change from the 1980’s (Hardy, 2006). This study shows that there is a 
comparable process in temperature during the same seasons in the wider region. 
There are technical, technological, financial, and educational constraints that must 



371 

be considered (Trbi  et al., 2018). Opportunities for the adaptation of the economic 
sector to climate change in this country aim to reduce the sensitivity of this sector to 
the emerging climate trends by a) reducing the negative effects of climate change; b) 
increasing the resilience of society, and c) seizing the opportunity for development 
caused by climate change (Radusin et al., 2013; Trbi  et al., 2018; Popov et al., 
2019a). 

6. Conclusion 

In this study, annual and seasonal trends of mean, mean maximal, and mean 
minimal surface air temperatures over the southern and southeastern parts of 
Bosnia and Herzegovina were analyzed from 1961 to 2017. Methods can be 
separated into three parts: ) linear trend equation, b) the magnitude of trend, and 
c) Mann-Kendall test. There is a statistically significant trend in 36 time series. 
This increase goes in the interval from 0.1 °C to 4.2 °C. The highest growing trend 
is discovered in the summer mean maximal surface air temperatures in Livno and 
Ivan Sedlo stations. There is also a negative trend, which is between -0.1 °C and 
-0.3 °C, in maximal autumn surface air temperatures in Mostar. Generally, in this 
study it is found, that the average increase in temperature is more expressed over 
the winter in comparison to autumn and spring. Our trends fit the wider region 
and our results confirm the IPCC scenario. These changes have an impact not only 
on ecosystems but also on the economy. Bosnia and Herzegovina lack the studies 
about adaptation to the temperature change. The analysis of temperature behavior 
of the past few decades, like in this study, needs to be the basis of policy, planning, 
and regional development. The guidelines defined in this way must be fulfilled, 
having in mind that climate events have the tendency to be more extreme and 
more frequent in the future. 
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Abstract—The impact of global climate change is also felt in Hungary. An undesirable 
effect of climate change (associated with rising temperatures) is mainly the increase in the 
frequency, intensity, and length of summer heat waves. In this respect, the region of the 
Southern Great Plain and the Danube-Tisza Region are particularly endangered, but the 
number of heat wave days has increased throughout the country in recent decades.  

This study takes the climatic data sets of Baja into account, and on this basis, it gives 
the probability that a particular day falls into a heat wave period. Based on this information 
we draw a general conclusion about the long-term change of this climatic characteristic of 
the Southern Great Plain. The mathematical model used in the research applies the theory 
of Markov chains, which is relatively new in statistical analysis. 

 
Key-words: heat wave, Markov chain, the matrix of transition probabilities, equilibrium 
distribution, return time of heat wave periods 

1. Introduction 

In the last century, the climate has warmed in Hungary, too. Compared to the last 
100 years, the temperature in Hungary has increased by 1 °C, and a further 2.6 °C 
is expected by 2050 (Láng et al., 2007). The increase in temperature is most 
intense in summer (Bartholy et al., 2007). Rising temperatures are associated with 
heat waves. Heat waves as a hazard often have a negative effect causing heat stress 
in the man. Heat and drought events are of great importance in most climate 
regions. Heat waves also have a very detrimental effect on the development of 
plants, for example, maize does not tolerate heat stress above 35 °C, its 
development slows down or even stops (Somfalvi-Tóth, 2018). It is worth looking 
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at the yield of maize for the period 2010–2019 (KSH, 2019). Weaker yields in 
2012, 2015, 2017 may correlate with the number of 31, 32, 33 heat wave days 
occurring in these years. 

The annual number of heat waves was 0.5 in the period from 1961 to 1990 
in Hungary (Bartholy et al., 2013). The study in the previous reference predicts 
an average of 4-5 heat waves per year for the end of the century, i.e., the period 
from 2071 to 2100. This work also supports the previous estimate. We calculated 
an average of 3.3 heat waves per year at Baja in the period from 2010 to 2019. 
We will also show an increasing trend.  

Serbian researchers (Pecelj et al., 2019) have also found, among other things, 
that in addition to the increase in the frequency of heat waves, a growth trend is 
also detected in their duration. 

In this study we take the climatic data sets of Baja into account, and on this 
basis, our goal is to give the probability that a particular day falls into a heat wave 
period. In a previous article we examined the annual precipitation sums of the last 
30 years in the Baja region and the precipitation relations for six months belonging 
to the vegetation period (based on the SPI6 precipitation index) using Markov 
chains, as well (Fekete and Keve, 2020). 

2. The definition of heat wave 

It is difficult to determine the universal definition of a heat wave that could be 
applied in all climate zones. There have been numerous responses to the definition 
of a heat wave in recent years. However, there is no consistent, globally accepted 
definition; neither the World Meteorological Organization (WMO) nor the World 
Health Organization (WHO) (Robinson, 2001) have developed a uniform, 
globally acceptable definition of heat wave. 

The national meteorological services have all dealt with the issue used to 
their own territory and climate, and accordingly, the meaning of the term heat 
wave is not consistent in the published studies either. Basically, a heat wave is an 
“unusually” warm period, but it means different things by continent, country, and 
even region. Therefore, it is difficult to find a threshold that suits all climates. The 
threshold can be the air temperature or an index that takes the interaction between 
the human body and its environment into account (Robinson, 2001). One way to 
create a threshold is to define a fixed value that shows the lower limit of the 
physiological heat wave. The conditions above the fixed limit established in this 
way lead to a decrease in comfort and increase in health risk. The disadvantage of 
this method is that it cannot be extended to a large area.  

The second option is to examine the deviation from the local normal 
(expected value). Normal means daily averages or all observations (data so far). 
The degree of exceedance is a given value or a fixed standard deviation, or a fixed 
percentage. The use of this method is already advantageous in a larger area, as it 
takes the local conditions into account.  
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In Hungary, the heat wave is defined as a period of at least 3 consecutive days 
in which the average daily temperature exceeds 25 °C (National Institute of 
Environmental Health). This definition is based on an analysis of meteorological and 
mortality data between 1970 and 2000. (The choice of threshold is based on the 
expected value of the daily mortality data. The average daily temperature above 
25 °C causes a 15% increase in mortality.) The definition created in this way is a 
fixed threshold definition, which is practical and easy to use in a small area (Páldy 
and Bobvos, 2008). The Hungarian Meteorological Service (OMSZ) defines the heat 
wave day similarly, i.e., when the average daily temperature exceeds 25 °C. 

3. Theoretical background of Markov chains 

We consider a discrete-time, discrete-space stochastic process, which we write as 
, for t = 0,1,… .The state space S is discrete, i.e., finite or countable, so 

we can let it be a set of integers, as in  or .  
The process  is a discrete-time Markov chain if it 

satisfies the Markov property: 
 

. 
 

Markov property means that the past and future are independent when the 
present is known. This means that if one knows the current state of the process, 
then no additional information of its past states is required to make the best 
possible prediction of its future.  

The quantities  are called the transition probabilities. In 
general, the transition probabilities are functions of the initial state, end state, and 
time (i, j, n). It is convenient to write them as  
 

 
 
The Markov chain  is time-homogeneous if 

, i.e., the transition probabilities do not depend on time n (Karlin 
and Taylor, 1985). If this is the case, we write  =  for the 
probability to go from i to j in one step, and P=  for the transition probability 
matrix. In detail 

. 
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The elements   are non-negative numbers, and the sum of the elements on 
each row yields 1, so P is a stochastic matrix.  

The n-step  transition probabilities  are defined by 
 

 
 
Using the law of total probability and the Markov property, it is obvious that  
 

. 
 

The transition matrix P of a chain is called regular if some power of P has 
no entry equal to zero. We then call the Markov chain itself regular.  

We assume that at the start (at time 0) there is some initial distribution, that 
is, the distribution of  is given. Let us denote it by . It is important that it is 
a row vector that gives the probabilities of being in each state. The Markov chain 
is determined completely by the transition matrix P and the initial distribution . 
The Kolmogorov equation gives that the distribution of  is . 

The distribution  approaches a limit as the number of steps approaches 
infinity, i.e.,  This limit  is the limiting (or invariant or stationary) 
distribution of the Markov chain and it is a row vector: , with 

 for all j. It is important that , so that  is a probability 
distribution. If  is a limiting distribution, then it satisfies that  for 
all j=0,1,…,k. In other words 

 

 

 
is the limiting matrix.  

There are two methods to get the limiting distribution: P is exponentiated 
until the rows of the matrix are identical or applying the idempotence of 

 , it leads to a linear equation system: 

. 

 
The solution of the equation system gives the limiting distribution. 
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The Markov model is also applicable to predict the frequency of a heat wave 
of n days in a fixed period, in our case for the summer period. To realize this, we 
use the following formula (Freidooni et al., 2015): 

 

   (1) 
 

where  is the frequency of the heat wave of n days, N is the total number of 

days in the whole period, n is the number of heat wave days, and  is 

the transition probability matrix. This equation will be applied in Section 5. 

4. Presentation of heat wave periods 

From the early 1980s, the OMSZ carried out a kind of categorization of heat 
waves to illustrate the occurrences of heat wave periods and their strength. The 
evaluation was made on the basis of national daily average temperatures using 
data from 1981–2016 (OMSZ, 2017). Fig. 1 shows the following heat wave 
characteristics: 

• duration of periods in which the daily average temperature exceeds 25 °C for 
at least 3 days; 

• the highest daily average temperature during a heat wave; 
• intensity (sum of temperatures above 25 °C), illustrated by the size of the 

circles. 
 

 
Fig. 1. Heat waves in the period 1981–2016 (OMSZ, 2017). 
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We can see that there was no heat wave until 1986, in the first six years of 
the observed period 1981-2016. The first heat wave was in 1987. The longest heat 
wave was in 1994, when the heat lasted for 15 days. However, the intensity of this 
heat period was not as significant as the heat wave in 2007 (July 15-24), although 
it lasted only 10 days. The national heat record was also detected: 41.9 ° C was 
measured in Kiskunhalas on 20 July, 2007. (OMSZ, 2017). 

In recent years, several researchers have used Markov chains to study heat 
waves (Yazdanpanah and Alizadeh, 2000, Freidooni et al., 2015). In our research, 
we examine the average daily temperatures of Baja in summer (June 1–August 31) 
for the period 2010–2019 and determine the heat wave periods occurring in each 
year from the data set. This is illustrated in Table 1 below: 

 
 
 
 

Table 1. The heat wave periods from 2010 to 2019 in Baja 
Ye
ar 

Numb
er of 
period
s 

Number of 
days in the 
period 

Date 

201
0 3 15 June 10–14, July 12–18, August 13–15 

201
1 2 13 July 8–15, August 23–27 

201
2 4 31 June 18–22, June 29–July 11(!), August 2–7, August 20–26 

201
3 3 17 June 17–22, July 27–29, August 2–9 

201
4 0 0  

201
5 4 32 July 5–8, July 16–25, August 3-16(!), August 28–31 

201
6 3 10 June 23–26, July 11–13, July 23–25 

201
7 7 33 

June 22–24, July 6–11, July 19-24, July 30–August 7, 
August 9–11, August 17–19, August 25–27 

201
8 3 21 July 29–31, August 5–14, August 17–24 

201
9 4 27 June 10–16, June 25–27, August 10–13, August 19–31(!) 
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It is worth mentioning, that 199 heat wave days were detected in the period 
2010–2019, while 142 such days were numerated in the period 2000–2009.  

5. Calculations 

With the use of Markov chains we calculate the probability that a particular day 
falls into a heat wave period for each year (2010–2019) (Freidooni et al., 2015). 
A matrix that shows the frequency at which the system transitions from each state 
to another state is called a frequency matrix. Let state 0 be the non-heat wave day, 
while let state 1 be the day in the heat wave period. The detailed calculation will 
be made for the year 2010. Based on this, we expect the probabilities for the other 
years, as well. 

The transition frequency matrix is: 
 

. 
 

Interpret the  element. Since there were 3 heat wave periods, it was three 
times that we switched from a non-heat wave day to a heat wave day and vice 
versa with respect to the element . Interpret the  element. We have a total 
of 15 days in the heat wave period, so there are 12 transitions between the days in 
this state (the transitions start from the first days of the periods, so since there are 
3 heat wave periods, there are 12 transitions ). Studying the element , we 
realize that there are 77 non-heat wave days in 4 periods (transitions start from 
the first days of the periods, so since there are 4 non-heat wave periods, there are 
73 transitions). Using the transition frequency matrix we get the transition 
probability matrix: 

 

 

 

We need to calculate the limiting matrix . Applying the 

idempotence of , 
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This leads to the solution of the following system of equations: 
 
 
 

  (2) 

 
We get that  = 0.835 and  = 0.165. Based on the data of the year 2010, there 
is a 16.5% chance of a heat wave day in the summer in the future. 

The limiting distribution is calculated in a similar way for the next years 
(2011–2019). We do not detail the calculations, but the transition probability 
matrices and the limiting distributions are summarized in Table 2. 

 
 
 
 
Table 2. Transition probability matrices and limiting distributions (2010-2019) 

Year P (P0, P1) 

2010  (0,835, 0,165) 

2011  (0,83, 0,17) 

2012  (0,65, 0,35) 

2013  (0,82, 0,18) 

2014 there was no heat wave 
in the summer (1, 0) 

2015  (0,64, 0,36) 

2016  (0,88, 0,12) 

2017  (0,64, 0,36) 

2018  (0,78, 0,22) 

2019  (0,71, 0,29) 
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Fig. 2 shows the years with their associated  limiting probabilities. 
 
 

 
Fig. 2. Limiting probabilities of days in the heat wave period (2010–2019). 

 
 
 

The arithmetic mean of the limiting probabilities in Fig. 2 is 0.2215. It means 
that a day of the summer period will be a heat wave day with probability 0.2215 
in the future. The return time of a heat wave day in summer is therefore 4.51 days 
(1/0.2215), which is quite worrying for the future.  

Eq.(1). is used to calculate the frequency of heat waves of 3, 4,…12 days in 
future summers. We take the average transition matrix calculated from the  
10-year-long data set based on Table 2. 

 

 

 
Then we substitute the numbers in Eq.(1). The results of our calculations are 
included in Table 3. 

 
Table 3. Frequencies of heat wave periods of n days in the future during the summer season 

n 3 4 5 6 7 8 9 10 11 12 

frequency 3,67 3,06 2,58 2,21 1,93 1,71 1,55 1,42 1,32 1,25 
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The table shows that in summer, a 3-day heat wave can occur 3.67 times, a 
7-day heat wave roughly twice, but a 12-day heat wave can occur once on average 
in the future. 

We calculate not only the frequency but also the return time of a heat wave 
of n days with the theory of Markov chains. The following formula is used: 

 

  (3) 
 

where  is the return time of the heat wave of n days. Table 4 shows the 
calculated return times. 
 
 

Table 4. Return times of heat wave periods of n days in the future during the summer season 

n 3 4 5 6 7 8 9 10 11 12 

return time 25,07 30,07 35,65 41,63 47,67 53,8 59,35 64,79 69,7 73,6 

 
 
 

Markov chains is also applicable to determine the persistent nature of a 
process, i.e., whether it is a trend-enhancing process. Persistence is usually 
measured within the R/S (rescaled range) analysis by the Hurst coefficient (H). It 
has a value between 0 and 1 and shows that a process is anti-persistent (H<0.5), 
persistent (H>0.5) or random (H = 0.5), behavior. Persistence in the heat wave 
study means that if the number of heat wave days increases in one period, the 
increase is expected to continue in the next period. Alijani (Alijani, 2011) used a 
simple formula to determine persistence related to the theory of Markov chains. If 

 
 

 
is positive, then the process is persistent. If it is negative, then the process shows 
a lack of persistence. Calculating the value of r based on the transition probability 
matrices (Table 2), we get that r>0, so our process is persistent. The strength of 
persistence is not examined here now. 

6. Conclusions 

In summary, examining the data set of the last 10 years in Baja, the number of 
heat waves increased by 40% compared to the previous period 2000–2009. Based 
on the data of the last ten years, we calculated the arithmetic mean of the limit 
probabilities of the days in the heat wave period and the frequency and return time 
of the heat waves of n days (n = 1, 2,…, 12). 
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Based on the analysis of the data series for the period 1971-2019, the number 
of hot days, tropical nights, and heat wave days increased the most intensively. 
The length of the heat waves also increased. This also confirms the result of the 
Prudence project under the 5th Framework Program of the European Union. It 
states that the temperature in the Carpathian Basin clearly shows a warming trend 
(Bartholy et al., 2007). The increasing frequency of extreme weather events needs 
to be given very important attention, because not only the elderly, the chronically 
ill, and the infants are at risk, but it can also cause a sensitive and then vulnerable 
condition in anyone. 

In our study, we considered data sets from the last 10 years to examine heat 
waves. Obviously, we will get more accurate results if we work with a longer data 
set, but our calculations still supported (the increasing trend and the persistence 
process are proven) the claims of other climate researchers (Bartholy et al., 2013) 
as we referred to it in the introduction.  

Using our calculation method, it is worthwhile to calculate the limit 
probability of the days in the heat wave period for the future in other areas. Based 
on this, we could edit a heat wave forecast map. 
Aknowledgement: The author gratefully thank to the Referee for the constructive comments and 
recommendations. 
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Abstract— River flow is an essential parameter in hydrology and water resources 
studies with mutual interaction with climate elements. So, studying the discharge change 
trend in the rivers is crucial for management programs and the design of irrigation and 
drainage systems. In the present study, river flow data measured at six hydrological stations 
at Neka (Ablu, Golverd, SefidChah) and Tajan (KordKhil, Rigcheshmeh, Soleimantangeh) 
rivers in Mazandaran Province have been studied by using Mann-Kendall test, age test, and 
regression analysis during the statistical period of 1976–2006. The MAKESENS 
1.0 software was used to reveal annual and seasonal discharge change trends. Results of 
the present study showed that only two stations – Soleimantangeh and Rigcheshmeh – had 
decreasing trend at 5% significance level in yearly terms. 

In contrast, the regression analysis showed just significant trends at Soleimantangeh 
station. No crucial trends have been observed in the seasonal scale; in spring and autumn, 
most of the stations had a non-significant negative trend. By considering the methods used 
to evaluate trends in this study (Mann-Kendall test, age test, and regression analysis), it 
was observed that all the rivers had had decreasing and negative trends. The performance 
of parametric and non-parametric tests was similar in most cases. 

Key-words: Mann-Kendall test, MAKESENS, regression, Mazandaran station, catchment, 
discharge. 
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1. Introduction 

Today, the global warming caused by increasing greenhouse gases and their 
impact on climate change is a scientific fact that many researchers have admitted 
to (Kweku et al., 2017). Scientists believe that human intervention in the 
atmosphere and greenhouse gas concentrations resulting from fossil fuel 
consumption led to an increased mean air temperature worldwide. Rising 
temperatures can lead to changes in the process of some components of the 
hydrological cycle, including precipitation and stream in different parts of the 
world (Lelieveld et al., 2019; Shindell and Smith, 2019). It is necessary to study 
the trends and regular changes in hydroclimatic variables in each area to prepare 
against the undesirable effects of climate change and reduce the resulting losses. 
It is required to ensure that appropriate policies and programs for the development 
and management of water resources must be taken (Faridah et al., 2014). Due to 
this reason, recently, many studies about the process of trend changes in different 
meteorological and hydrological variables have been conducted (Fathian et al., 
2016; Noori et al., 2013; Salarian et al., 2015; Tosunoglu and Kisi, 2017). 

The most common method for hydrology, meteorology, and time series 
analysis is to assess the presence or absence of trends in them using statistical tests 
(Asfawet al., 2018). So far, several methods for time series trend analysis have 
been provided, which are divided into two categories: parametric and non-
parametric methods (Kocsis et al., 2017). Parametric tests are more accurate to 
determine the trend than non-parametric tests, and while using them, the data 
should be random (independent) and should have normal distribution. On the 
other hand, non-parametric tests can have only random data that are not sensitive 
to the data's normality (Chen t al., 2007).  

In this regard, we can refer to the research on the trend of changes in 
meteorological parameters and climate change, such as rainfall (Jakuschné Kocsis 
and Anda, 2018; Malik and Kumar, 2020), drought (Salarian et al., 2016; Zarei 
et al., 2016), temperature (Mohorji et al., 2017), evapotranspiration 
(Khanmohammadi et al., 2018). 

Korhonen and Kuusisto (2010) presented the characteristics of long-term 
changes in the discharge regime in Finland. The Mann–Kendall trend test was 
applied to assess changes in annual, monthly, and seasonal mean discharges, 
maximum and minimum flows, and, besides, the date of the annual peak flow. 
Trend analysis showed a change in the seasonal flow distribution and no overall 
change in the average annual flow. Villarini, Smith, Serinaldi, and Ntelekos 
(2011), used maximum annual and seasonal daily discharge time series for 55 
stations in Germany, Switzerland, the Czech Republic, and Slovakia to measure 
flood frequency from a regional perspective. Analysis of records of maximum 
daily, seasonal, and annual discharges showed the existence of uniform patterns 
using Spearman and Man-Kendall tests. anjevac and Oreši  (2015) discussed 
recent changes in the average annual and seasonal river discharges in Croatia. For 
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assessment purposes, the Kendall-Theil (Sen) non-parametric trend test was 
carried out for the yearly and seasonal mean discharge values. The results show 
an increase in evacuation in autumn and winter and a decrease in evacuation in 
summer. Chen, Guan, Shao, and Zhang (2016), examined streamflow and 
precipitation trends in the Huangfuchuan Basin using wavelet analysis and the 
Mann-Kendall test. The comparative analysis with five MK test methods showed 
that the modified MK tests with complete serial correlation structure performed 
better when significant autocorrelations exhibited for more than one lag. Fathian 
et al. (2016) evaluated the trend of hydrological and climatic variables under the 
influence of four changes in the Mann-Kendall approach in the Urmia Lake Basin 
in Iran. The correlations between streamflow and climatic variables showed that 
the Urmia Lake basin's streamflow is more sensitive to temperature changes than 
precipitation. Déry, Stadnyk, MacDonald, and Gauli-Sharma (2016) conducted a 
recent study of recent trends and changes in river discharges in northern Canada 
for the years 1964–2013. Based on the Mann–Kendall test, no significant annual 
discharge trend is observed in the Bering Sea, western Arctic Ocean, Western 
Hudson, James Bay, and Labrador Sea. Oluoch, Nyabundi, and Boiwa (2017) 
analyzed meteorological data trends to determine the trend and size of tea 
production using the Man-Kendall and Sen's Slope estimate tests. The results 
showed that the weather parameters were still within limits required for optimum 
tea production despite the changes. 

According to studies conducted in Iran, which are focused more on hot and 
dry areas, no assessments have been done about discharge trend changes in Iran's 
northern part. Therefore, this article attempts to assess the annual and seasonal 
trends of northern rivers in Iran. In the present study, the seasonal and annual 
trends of Neka and Tajan rivers located in northern Iran have been investigated 
using non-parametric tests. A parametric regression analysis test was also used to 
determine the trend and to compare it with a non-parametric test. 

2. Research methodology 

2.1. The case study 

The area under study covers about 1906.72 km2 in Mazandaran Province, and a 
small part of it is located in the western part of Golestan Province. The Tajan river 
basin covers an area of 4015.88 km2 and is located in the range from 52° 50’ to 
54° 50’ east longitudes and 35° 35’ to 36 '50° north latitudes. The Neka river basin 
also flows in the geographical area53° 17’ to 54° 44’ east longitudes and 36° 28’ 
to 36° 42’ north latitudes (Fig. 1). 
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Fig. 1: The studied area of Tajan and Neka rivers.  
 

2.2. The used data  

Water discharge data have been used in both annual and seasonal scales to study the 
water flow in Neka and Tajan rivers. Discharge data were taken from the Regional 
Water Organization of Mazandaran Province relating to six hydrological stations of 
Neka (Ablu, Golverd, SefidChah) and Tajna (KordKhil, Rig Cheshmeh, 
Soleimanzadeh) rivers with a statistical length of 31 years from 1976–2006. The 
characteristics of these stations are summarized in Table 1. In this study, 
MAKESENS 1.0 (Mann-Kendall and Sea’s slope estimates) Freeware is used to 
calculate the statistics related to the Mann-Kendall test and the age slope estimator. 
MAKESENS was developed at the Finnish Meteorological Institute in 2002 for 
detecting and estimating trends in time series of annual values. Determining the 
regression equations has also been performed by SPSS 16 software. 
 
 

Table 1. Specification of the studied stations and some statistics about annual flow series 
in the statistical period (1976–2006). 

Cs  SD  Mean  Max  Min  Geographical coordinates station 

0.25 1.244  2.67  5.07  0.63  36º 31  38  North 53º 19  26 East Ablu 
0.4 0.425  1.68  2.7  0.97  36º 36    9  North 53º 11  53 East SefidChah 
0.464 0.749  2.05  3.64  1.03  36º 43  23  North 53º 10  6   East Golverd 
0.305 1.141  2.79  5.08  0.77  36º 30  43  North 53º 29  6   East KordKhil 
0.547 1.091  2.48  5.16  0.63  36º 25    9  North 53º 23  17 East Soleimantangeh 
0.269 0.990  2.56  4.96  0.91  36º 21  31  North 53º 26  10 East Rig Cheshmeh 

(Source: Regional Water Organization of Mazandaran Province, 2016) 
Mean: average annual flow (m3/s), SD: standard deviation of annual flow (m3/s),  
and Cs: coefficient of skewness (m3/s)  

2 3 

4 

5 
6 

1 
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2.3. Theoretical foundations  

2.3.1. Mann-Kendall test  

The Mann-Kendall test (Kendall, 1948) is one of the most common types of non-
parametric tests to determine trends in hydrological data, when normal distributed 
data is not necessary for using (Tabari and Talaee, 2011). According to this test, 
the null hypothesis implies randomness and lack of trend in the data series. 
Accepting the alternative hypothesis (rejecting the null hypothesis) is evidence of 
trends in the data series. Statistic S can be obtained as follows: 
 
 S= sgn ( xj-xk )n

j=k+1
n-1
k=1  , (1) 

 
 

 gn xj-xk =
+1                  xj-xk>0

0                      xj-xk=0   
-1                  xj-xk<0

 , (2) 

 
where S is statistics related to Mann-Kendall, xj and xk are the observed values 
related to jth and ith, respectively, the number of data, and sgn(xj–xk) is the sign 
function m. 
 
 Var S =  n n-1 2n+5 - ti ti-1 (2ti+5)m

i=1
18

  . (3) 
 
The number of identical groups (same set of sample data with the same values) 
and ti are the same number of data in the ith category. In cases where the sample 
size is n> 10, the standard statistics Z is obtained as follows: 
 

 Z = 

S-1
Var(S)

         if              S>0

     0            if                S=0

S+1
Var(S)

         if               S<0

 , (4) 

 
where positive Z values represent an increasing trend, while negative values 
indicate a decreasing trend. If the calculated Z is greater than 1.645, the data trend 
is significant at a confidence level 0.1, and otherwise, it is assumed to be 
insignificant. Similarly, if the calculated Z is greater than 1.96 and 2.58, the data 
trend is considered significant at the 0.50 and 0.01levels. Otherwise, the null 
hypothesis that there is a trend in the data in the considerable level of interest will 
be rejected (Tabari and Talaee, 2011). 
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2.3.2. Estimator method of slope (Sen) 

If there is a linear trend in a time series, then the right slope (changes with time) 
can be estimated by using a simple non-parametric method which was proposed 
by Sen (1968). The slope value of the trend is calculated by using the following 
equation: 
 
 Q=Median xj-xk

j-k
 k<j   , (5) 

 
where xj and xk, the data values are over time j and k (j>k), respectively. Also, the 
meaning of Median (u) is the median values of u. If u is even, the data median is 
the arithmetic mean of two current numbers in the middle sets of data relating to 
u in ascending or descending order. If the number of u is odd, the data median is 
the present number in the middle of the ascending or descending order. In this 
method, the unit slope of the trend line equals with the variable unit studied in the 
year (in the research cubic meters per second). In the age slope technique, positive 
and negative values of Q indicate increasing and decreasing data trends. This 
method is one of the most common scenarios in hydrological studies that are 
widely used as well. 

2.3.3. Linear regression method  

Linear regression analysis is also used to study trends in the time series like the 
Mann-Kendall test and age slope estimator method. The main statistical parameter 
of this method is the regression line's slope, which shows the desired variable 
changes. Positive values of this slope indicate an increasing trend, while negative 
values show a decreasing trend. In the current study, a linear regression model 
was fitted on the discharge time series data, and the significance of the slope was 
evaluated at the confidence level of 95% and 99% by using the Pearson 
correlation: 
 
 Y=a+bX , (6) 
 
where the Y is the variable understudying (in this study, discharge), “X” is the 
time, “a” is a constant number, and “b” is the slope of the regression line. 

3. Research findings 

3.1. The Annual discharge trend  

Table 2 shows the results from the annual discharge trend study (m3/s) using 
Mann-Kendall test, age slope estimator method, and linear regression. According 
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to the table, the obtained results of the different statistics for annual discharge in 
all stations have a decreasing trend. The linear regression process's annual 
accepted trend is almost the same as the Mann-Kendall test's obtained trend. The 
annual trend of most stations was not significant at the 1% and 5% levels. Still, 
the two stations, Soleimantangeh and Rigcheshmeh, both locate at the Tajan river, 
have a decreasing trend at the 5% level (indicated with an asterisk). 
 
 
 
 
 

Table 2. Results of Mann-Kendall test, age slope estimator, and linear regression for the 
annual discharge 

P-value /s)3b (m Q Z Station 

0.423 -0.149 -0.018 -0.48 Ablu 
0.404 -0.155 -0.010 -0.92 SefidChah 
0.218 -0.228 -0.019 -1.05 Golverd 
0.778 -0.053 -0.006 -0.24 KordKhil 

*0.018 -0.423 -0.043 *2.52- Soleimantangeh 
0.085 -0.314 -0.051 *2.18- Rig Cheshmeh 

 
 
 
 
 
 

The only significant observed trend has been obtained by regression analysis 
in the annual discharge data of Soleimantangeh station. Based on the regression 
line slope presented in (Table 2), it can be concluded that annual discharge has 
been decreased in Soleimantangeh, Rigcheshmeh, Galuverd, Sefidchah, Ablu, 
and Kordkhil stations 4.2, 3.1, 2.2, 1.55, 1.49, and 0.5 m3 in the three decades 
understudying, respectively. It can be stated that these results are consistent with 
the results of Mir Abbasi Najaf Abadi and Din Pazhuh (2010). The annual 
significant decreasing discharge trend of Soleimantanghe and Rigcheshmeh 
stations is shown in Fig. 2. 
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Soleimantangeh 

 
Rigcheshmeh 

Fig. 2. The annual discharge changing trend of Soleimantangeh and Rigcheshmeh stations 
in the statistical period 1976–2006.  
 
 
 

3.2. Seasonal trend 

Spring: According to Table 3, based on the values of the Mann-Kendall test, most 
stations have an insignificant decreasing trend in spring, and only the Kordkheil 
station had a minor increasing trend. These results are in good agreement with the 
results of the regression analysis for spring. Based on the regression line slope 
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given in Table 3, it can be concluded that the amounts of seasonal discharge in 
Soleimantangeh, Rigcheshme, Galuverd, Sefidchah, Ablu, and Kordkhil stations 
decreased to 2.88, 2.62, 1.04, 0.95, and 0.82 m3 per decade, respectively. Just 
Kordkhil station increased to 1.06 m3 per decade. 
 
 

Table 3. Mann-Kendall test, age slope estimator and linear regression for spring and 
summer seasons 

Spring  Summer  
Station 

P-value b  Q Z P-value b  Q Z 

0.611  -0.095  -0.019 -0.75 0.538  -0.115  -0.006 -0.39Ablu 
0.659  -0.082  -0.007 -0.84 *0.048  -0.358  -0.026 *2.20- SefidChah 
0.577  -0.104  -0.010 -0.48 0.761  -0.057  -0.004  0.31Golverd 
0.569  0.106  -0.019 -0.76 0.606  -0.096  -0.015  0.87KordKhil 
0.116  -0.288  -0.023 -0.90 0.051  -0.354  -0.049 **2.66- Soleimantangeh 
0.222  -0.226  -0.031 -1.12 **0.002  -0.531  -0.094 **2.91- Rig Cheshmeh 

 
 
 
 
 

Summer: According to Table 3, no station has had any significant increasing 
trend in the summer, and the decreasing trend has been observed for every six 
stations. In the meantime, SefidChah station at 5% level (marked with *) and 
Rigcheshmeh and Soleimantangeh stations at 1% level (marked with **) have a 
significant decreasing trend. Its extreme value Z= -2.91is for Rigcheshmeh 
station. According to the regression analysis results presented in Table 3, it can 
be deduced that the discharge values at Rigcheshme, SefidChah, Soleimantangeh, 
Ablu, Kordkhil, and Galuverd stations have been decreased to 31.5, 58.3, 54.3, 
15.1, 96.0, and 57.0 m3, respectively. 

Autumn: According to Table 4, most stations had decreasing trend but 
insignificant in the autumn and spring. Rigcheshmeh station had a slightly 
increasing trend. According to the regression analysis results presented in 
Table 4, discharge amounts of SefidChah, Kordkhil, Ablu, Galuverd, and 
Soleimantangeh stations have been decreased to 7.06, 5.69, 3.28, 2.05, and 
0.75 m3 drop per decade, respectively. Discharge of Rigcheshmeh station has 
been increased to 1.7 m3. 
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Table 4. Results of Mann-Kendall test, age slope estimator and linear regression for autumn 
and winter seasons 

Autumn  Winter  
Station 

P-value b  Q Z P-value b  Q Z 

0.328  -0.182  -0.023 -0.85 0.501  -0.126  -0.025-0.59 Ablu 
0.706  -0.07  -0.006 -0.78 0.98  -0.005   0 0.07 SefidChah 
0.205  -0.234  -0.019 -1.07 0.223  -0.225  -0.027-1.14 Golverd 
0.569  -0.106  -0.010 -0.48 0.599  -0.098  -0.027-0.82 KordKhil 
0.075  -0.324  -0.042 -1.73 0.084  -0.316  -0.043*1.97- Soleimantangeh 
0.711  0.069  0.004 0.22 0.401  -0.156  -0.016-1.05 Rig Cheshmeh 

 
 
Winter: According to Table 4, all stations have a decreasing trend in the 

winter, and just Soleimantangeh station has a significant negative trend at 95% 
level with Z=-1.97 statistical value. Also, SefidChah station had an insignificant 
increasing trend. According to the results obtained from the regression analysis, 
the discharge of Kordkhil, Ablu, Rigcheshmeh, Galuverd, and Soleimantangeh 
stations has been decreased to 5.99, 5.01, 4.01, 2.23, and 0.84 m3 per decade, 
respectively, and discharge of SefidChah station has been increased to 9.8 m3. 

Factors such as rising temperatures, decreasing rainfall, harvesting from the 
river for different uses, and climate change are among the reasons for reducing 
the slope in annual discharge changes at Sulaymaniyah and Rigcheshmeh stations. 

Fig. 3 shows the seasonal changing discharge of the stations having a 
significant decreasing trend. According to these decreasing trends it is evident, 
that it would affect the region's agricultural production. 
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Soleimantangeh station  

 
Soleimantangeh station  

 
SefidChah station 

 
Rigcheshmeh Station 

Fig. 3. The seasonal changing discharge of the stations in the statistical period 1976–2006.  
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Although the present study shows a decreasing discharge in the Neka and 
Tajan rivers on annual and seasonal scales, many researchers worldwide have 
studied variable discharge flows (Kahya and Kalayc , 2004). It can be noted, that 
they reported decreasing trend of water flow in the rivers of West Turkey by using 
the Mann-Kendall test, which is consistent with the results of this study. However, 
in some areas of the world, an increasing trend has also been reported for 
discharge flow rate. For example, Lettenmaier, Wood, and Wallis (1994) reported 
a rising trend for the river runoff in the United States of America, which does not 
match the obtained results of this study. 

3.3. Results of trend line slope for the discharge data of the studied area  

In this study, the trend line slope of quarterly and annual discharge data of six 
stations in Naka and Tajan rivers were calculated using the age slope estimator 
method. The obtained results have been demonstrated in annual and quarterly 
scales (Tables 2, 3, and 4). Inferred from the trend line slope values presented in 
the tables, the frequency of negative slopes is far higher than that of positive 
slopes. On an annual scale, the steepest negative slope of the trend line belongs to 
Rigcheshmeh station with a -0.051 m3/s per year, consistently with the results of 
the Mann-Kendall test. This indicates that the Tajan river discharge has been 
decreased somewhat in the last three decades. 

On a seasonal scale, the trend line slope also had negative values for most 
stations. Only Kordkhil station in spring and Rigcheshmeh station in autumn had 
a positive trend line slope with the values of 0.019 and 0.004 m3/s per year. These 
results are acceptably consistent with the results of the Mann-Kendall test and 
regression analysis. The steepest negative slope of the trend line on a seasonal 
scale (summer) belongs to Rigcheshmeh station, it is equal to -0.094 m3/s per year. 
This indicates that the average discharged rate of Tajan river in Rigcheshemh 
station decreased every year in the summer season by about 94 liters per second 
which most likely due to increased harvesting and use of river water. The most 
important effect of reducing the amount of river flow is failing to provide 
sufficient water for agricultural, drinking, and industry use. 

Fig. 4 shows the whisker plot of different discharge trends at Neka and Tajan 
rivers in the past three decades on a seasonal scale. In the box plot, each box shows 
median values, quartiles, and limit within a class. Lines at the bottom of the box 
(bottom and top of the rectangle) represent the slope values between the 25 and 
75 percentiles, respectively, and the line in the box represents the middle value 
(mid-slopes). Top and bottom vertical lines represent the highest and lowest 
observed trend line slope values among the stations. As can be concluded from 
these figures, the mid-slopes of trend lines are negative for all seasons. Also, it 
can be concluded that the upper part of boxes is below the horizontal line of zero 
slopes; thus, the slope of the trend line in these seasons is negative for all stations 
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in the study area. This indicates that the discharge of Neka and Tajan rivers has 
been decreased in the last three decades. 

 
 

 
A- Neka River 

 
B- Tajan River 

Fig. 4. The whisker plot of seasonal discharge trend boxes for Neka and Tajan rivers in 
Mazandaran Province in the statistical period 1976–2006. 
 
 
 
For Tajan river in the summer season and Neka river in the winter season, 

space between the lower and upper quartiles is higher than that of the other 
seasons. This approach suggests changes in the discharge trend slope in the 
summer season in Ablu, Golverd, and SefidChah stations located in the Tajan 
river and changes in the discharge trend slope in the winter season in Kordkhil, 
Rigcheshmeh, and Soleimantanghe stations, which are are far more than in other 
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seasons. Mid-slope in winter season for Neka River and in summer season for 
Tajan River is the lowest and close to the 25% slope. This represents a decreasing 
trend of irrigation of most rivers in the area. In summary, based on the slope of 
the trend lines, it can be concluded that the discharge of Neka and Tajan rivers 
has been decreased over the three decades studied. 

In general, it can be concluded that the efficacy of two non-parametric tests, the 
Mann-Kendall test and age the slope estimator, are similar in most cases regarding 
the quarterly and annual discharges and the difference between the parametric test 
(regression analysis) and non-parametric tests (Mann-Kendall and age slope 
estimator). The main reason for this difference may be related to the normal 
distribution degree, which corresponds with the result of Huth and Pokorna (2004).  

4. Conclusions and recommendations 

In this study, the seasonal and annual changes in Neka and Tajan rivers in 
Mazandaran Province, Iran were studied. For this reason, Mann-Kendall and age 
slope estimator tests and parametric tests of regression analysis were used. The 
data from 6 hydrological stations in Neka and Tajan rivers (Table 1) were used 
for 31 years from 1976 to 2006. The results of the present study showed that on 
an annual scale, only two stations, Solaeimantangeh and Rigcheshmeh, at 5% 
level (with 95% confidence), had a decreasing trend. The only significant 
observed trend by regression analysis is obtained in the annual discharge data of 
the Soleimantangeh station. On the seasonal scale, no significant trend has been 
observed in spring and autumn, and most of the stations in these seasons had 
insignificant negative trends. Only Rigcheshme station had a minor positive trend 
in autumn. In summer, both stations, Soleimaniyeh1 and Rigcheshmeh were at 
1 percent level with a significant negative trend. In this season, Regression 
analysis results in Rigcheshmeh station are consistent with the results of the 
Mann-Kendall test. Also, in winter, just Soleimaniye station had a significant 
negative trend at the 5% level. The age slope estimator calculated the slope of the 
trend line. This test's obtained results showed that most of the stations had a 
negative trend that corresponds with the Mann-Kendall test and regression 
analysis results. Changes of discharge trend slope of the summer season are much 
higher than in the other seasons. Compared with the different seasons, the mid-
slope in winter is the lowest and close to the 25% slope, indicating a decreasing 
trend of irrigation rivers in the region. Soleimaniye station located in the Tajan 
river has had a more significant decreasing trend than other stations.  

This study's results can change the direction of the planning schemes of 
irrigation and water resources management in the future. Still, in the end, it is 
recommended that the decreasing water flow of rivers in this region and their 
downtrend will be carefully examined. The reported trends in this study are 
compared to the trends derived from other tests. 
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Abstract— Changes in air temperature, precipitation, and the Toplica river discharge were 
investigated. Annual and seasonal climatic data were collected at weather stations 
Kursumlija and Prokuplje, and discharge data on hydrological gauges Pepeljevac and 
Doljevac. The data covered a period of 62 years (1957–2018). Mann-Kendall and Pettitt’s 
tests have been applied for the periods 1957–2018, 1957–1987, 1988–2018, and  
1975–1994, which we find as very important period when atmospheric circulation was 
altered. Mean annual temperature and precipitation were greater in the second half-period, 
while the discharge was smaller, even all the signals had growth trend. Mean seasonal 
temperature increased for all seasons, as well as precipitation, except for summer (JJA). 
The discharge is lower in the second half-period for almost all seasons, with signs of 
recovery for all seasons except summer.  
 
Key-words: climate change, the Toplica river, temperature, precipitation, discharge, linear 
trend, change point 
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1. Introduction 

Climate change is accepted to be one of the prevalent difficulties for humankind 
in this century. Large number of various fields are impacted by climate change. 
Rising temperatures increase extinction risk for numerous animal and plant 
species, droughts lead to decline of agriculture production and to problem with 
drinking water, severe floods cause destruction and loss of lives.  

The idea for this research came during the study of the village of Plocnik, 
located in the middle of the Toplica basin (Marti  Bursa , 2017). Local people 
said that the level of the Toplica river was significantly higher during their youth 
(mostly early 70s of the 20th century), and the winters were colder and longer, 
with more snow. Guided by these stories, we wanted to determine what has 
happened with the climate and the river flow over the time. According to latest 
advances in climate science, we assumed that global climate change, especially 
global warming, is the primary cause of these changes. We have examined 
changes in temperature, precipitation in the Toplica river valley and discharge of 
the Toplica river in the period from 1957 to 2018. 

The climate system is very complex, and so is the climate. Complex systems 
can respond unexpectedly and abruptly to changes within the system, and these 
changes can be highly nonlinear. Nonlinear interactions among atmosphere, 
hydrosphere, and biosphere cause climate variables to exhibit highly nonlinear 
characteristics. The complexity of rainfall and temperature dynamics has been 
widely used to indicate the extent of the complexity of climate systems (Kyoung 
et al., 2011). A variety of sophisticated techniques have been developed in order 
to quantify system complexity (Di et al., 2018). The major factor of climate 
change is the increasing temperature. Mean air surface temperature increased 
globally by 0.85 °C over the 1880–2012 period (IPCC, 2013). Another important 
factor is the variability of precipitation. One of the reasons for the change in 
hydrological cycle is the increased energy for evapotranspiration, whereas 
increased temperature changes water holding capacity of the atmosphere 
(Trenberth, 2011). Exact impacts of climate change on water cycle are hard to 
predict. There is a general consensus among scientists that it will result in more 
frequent and more severe hydrologic extremes (IPCC, 2013). Precipitation is the 
primary input of water in a river basin, and while it plays dominant role in year-
to-year stream ow variability, the effect of temperature on total annual discharge 
may become more important during multiyear droughts. In both wet and dry 
years, when the flow is substantially different than expected, given precipitation, 
air temperature, and soil moisture can modulate the dominant precipitation 
influence on streamflow (Woodhouse et al., 2016). Different initial soil conditions 
are primary cause of runoff nonlinear response to rainfall. In general, the wetter 
the catchment prior to an input of rainfall is, the greater the volume of runoff that 
will be generated, and faster response will be, and vice versa. This general role 
drops after high intensity, low frequency storms. In that case, hydrological 
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response is independent of the initial soil water content (Castillo et al., 2003).  In 
semiarid areas, as the Toplica valley, medium and low intensity precipitation is 
most frequent, and the antecedent soil water content is an important factor 
controlling runoff. Various infiltration models are specifically derived to 
eliminate the errors caused by the complex initial soil conditions in rainfall-runoff 
models (Wang et al., 2017). Temperature can modulate the streamflow in various 
ways. Increase of temperature during winter changes the rate of accumulation, 
duration, density, and melting of snow cover. During the warmer part of the year, 
increased temperature changes soil conditions through evaporation, and reduces 
the amount of precipitation available for streamflow and groundwater recharge. It 
is not a one way relation, soil moisture-temperature coupling could be strong, 
especially during heatwaves (Castillo et al., 2003). 

Numerous studies of climate change in Serbia were conducted, focused on 
mean temperature change (Vukovic et al., 2018; JCERNI, 2014; Gavrilov et al., 
2015), extreme temperature and precipitation indices (Ruml et al., 2017; 
Djordjevic S., 2008; Unkasevic and Tosic, 2013), increase in frequency and 
intensity of heat waves (Unkaševic and Tošic, 2015), accelerated temperature 
increase (Unkasevic and Tosic, 2013), prediction of intensification and 
acceleration of floods, forest fires, disturbance in agriculture, and health of 
ecosystem (Vukovic, et al., 2018; JCERNI, 2017).  

Projections of regional climate models predict that by the end of this century, 
the annual average temperatures will increase from 2.4 °C to 2.8 °C according to 
an optimistic scenario (A1B1), respectively from 3.4 °C to 3.8 °C according to a 
pessimistic scenario (A2). Situation with rainfall is more complex, under the 
A1B1, a reduction of precipitation is expected throughout Serbia, while according 
to the A2 scenario, the precipitation will increase in Vojvodina, while it will 
remain the same or decrease in the other parts of Serbia, with an increased number 
of floods and droughts (Sekuli  et al., 2012) 

The impact of climate change on river discharge has been observed by many 
researchers: globally - change in stream flow extremes (Asadieh and Krakauer, 
2017); in Europe - frequency of river floods (Alfieri et al., 2015) modifying river 
flow regimes (Schneider et al., 2013); in the region - impact on rivers discharge 
in Eastern Romania (Croitoru and Minea, 2015), impact on the Vrbas river 
discharge (Bosnia and Herzegovina) (Gnjato et al., 2019), etc. 

2. Data and methodology 

2.1. Study Area 

The basin of the Toplica river is located in southern Serbia, in the central part of 
the Balkan Peninsula (Fig. 1). Relief of the basin was formed in Oligo-Miocene, 
and is one of the oldest landmasses of the Balkan Peninsula. During the Neogene, 
the basin was filled with water of the Pannonian Sea, reaching 760 meters above 
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sea level. After withdrawal of the lake, the Toplica river with the network of its 
tributaries was formed in a shallow and wide valley. The valley is elongated in 
the direction east-west, with the longer axis of about 30 km and shorter axis of 
about 10 km. The relief is hilly and gradually decreases from north to south 
(Marti  Bursa , 2017; Marti  Bursa  et al., 2016b). The height of the basin is 633 
m above sea level on average, the maximum height being 2016 m, and the 
minimum 187 m.  

Climate of the Toplica basin is highly determined by its geographical 
position and relief. To the east, the basin is open to the South Morava river valley, 
where the continental air mass freely penetrates. From the north it is enclosed by 
the ranges of the mountains Veliki and Mali Jastrebac, from the south by the 
mountains of Radan, Sokolovica, Vidojevica, and Pasjaca, while the west is 
fenced by the massif of the mountain of Kopaonik. With their height and direction, 
these mountains represent barriers for the entry of somewhat milder air from the 
southwest, as well as colder continental air from the north and northeast (Marti  
Bursa  et al., 2016a; Rudi , 1978). The basin of the Toplica has a moderate 
continental climate with a strong continental character. In addition to the very 
dominant continental influences, there are also influences of the Aegean and the 
steppe climate, which occur locally (Duci  and Radovanovi , 2005; Martic 
Bursac and Stricevic, 2018). According to the Köppen climate classification, most 
of the basin belongs to group C, with an exception of the mountainous area, which 
belongs to group D (Duki , 1999). 

The river Toplica was formed by merging the rivers Djerekarusa and 
Lukovska near the village of Mercez, on the eastern slopes of the mountain of 
Kopaonik. The source of the river Djerekusa is a main source (1650 m above sea), 
with the total length of 130 km and the catchment area of 2180 km². The Toplica 
river is the largest left tributary of the South Morava, considering both the surface 
of the basin and water quantity. In the total area of the South Morava basin, the 
Toplica basin share is 14.9%, whereas in the total discharge its share is 10.9% 
(Gavrilovi , 2011; Martic Bursac et al., 2016a). 
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Fig. 1. Geographical position of Toplica Valley. 

 
The Toplica basin is symmetrical, right and left tributaries are approximately 

equally long. The Toplica river has a very unstable river regime. The highest flow 
rate is in March and April, when the discharge is more than doubled due to the 
melting snow from the surrounding mountains, while the lowest flow rate is in 
August and September, when the discharge often drops below 1 m3/s, and some 
of the tributaries dry up (Rudi , 1978). 

In order to regulate the river regime and provide additional water supply to 
the towns of Kursumlija, Prokuplje, and Nis, an accumulation was built on the 
Toplica river. Dam construction in the village of Selova lasted from 1986 to 2006. 
Due to large erosion in the upper course, it was necessary to apply anti-erosion 
measures, which are still in progress. At the moment, the accumulation is not 
functional and does not affect the flow of the river (Kostadinov, 2008; Marti  
Bursa , 2016a). 

2.2. Data 

Seasonal and annual climate data were examined, temperatures and precipitation 
in the towns of Kursumlija and Prokuplje, as well as discharge data from the two 
gauges on the Toplica river, in the villages of Pepeljevac and Doljevac. Monthly 
and annual temperature and discharge means, as well as monthly and annual sums 
of precipitation for all the stations in the period of 62 years (1957–2018), were 
provided by the Republic Hydrometeorological Service of Serbia (RHMZ). 

Seasons are defined as three-month temperature and discharge averages, and 
three month total sums for precipitation. Winter season (DJF) corresponds to 
December of the previous year, and January-February of the calendar year, while 
all the other seasons, spring (MAM), summer (JJA), autumn (SON) correspond 
to the calendar year. 
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The time series of the observed signals is 62 years long, between 1957 and 
2018, and that period will be referred to as “the entire period”. We divided it into 
two equal 31-year-long half-periods, in order to find out if there are changes in 
signals, if the series is homogenous, if it is a trend, and what the possible cause of 
the changes is. The term “the first period” will hereinafter be used for the period 
between 1957 and 1987, “the second period” will be used for the period between 
1988 and 2018. We also define the third, 20-year-long period between 1975 and 
1994, where we found some important changes in the observed signals. 

2.3. Method used 

2.3.1. Pettitt’s homogeneity test 

We used Pettitt's test for homogeneity of series and change points (Pettitt, 1979). 
The change point detection is an important aspect to assess the period from which 
significant change occurred in a time series. The Pettitt’s test for change detection 
is a nonparametric test useful for evaluating the occurrence of abrupt changes in 
climatic records. According to Pettitt’s test, if there is a change point in a series 
of n observed data, then the distribution function of the first t samples F1 would 
be different from the distribution function of the second part of the series F2. The 
null hypothesis H0 implies that the data are homogeneous throughout the period 
of observation, and the alternative hypothesis H1 implies the presence of a non-
accidental component among data causing a shift of the location parameter at a 
particular moment. The test statistic Ut,n, Kt, and the associated confidence level 
 for the sample length n for this test are given in the following equations:  

 
 , (1) 
 
  (2) 
 
 . (3) 
 

When  is smaller than the specified confidence level, the null hypothesis is 
rejected. The approximate significance probability p for a change-point is defined 
as . 

Quality control of datasets was made by RHMZ, and we assumed that any 
detected step changes are due to climate variability. 

2.3.2. Mann – Kendall trend test 

The Mann-Kendall (MK) trend test is a nonparametric approach, and it was used 
in this study to detect trends in temperature, precipitation, and discharge. The 
magnitudes of the trend in a time series have been estimated by the Sen’s estimator 
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method (Kendall, 1948). The test analyzes the difference in signs between earlier 
and later data points. The idea is that if a trend is present, the sign values will tend 
to either increase or decrease constantly. The hypothesis H0- is that there is no 
trend in the series; alternatively, in hypothesis H1, monotonic trend is present. 
First we calculated sign difference S, after that variance VAR(S), and in the end 
MK test statistic ZMK. 
 
  (4) 
 
where 

  (5) 

 
 
 . (6) 

 
 
 
 

 , (7) 

 
 

where xi and xj are sequential values in the series, n is the sample size, g is the 
number of tied groups, and tp is the number of observations in the pth group. 

A positive (negative) value of ZMK indicates that the data tend to increase 
(decrease) with time. If  is the Type I error rate, where 0 <  < 0.5, and Z1-  is 
the 100(1- )th percentile of the standard normal distribution (provided in statistics 
books or statistical software packages), then H0 will be rejected, and replaced with 
the alternative H1 if   for the upward, or  for the 
downward trend. 

2.3.3. Polynomial approximation 

We have used higher order polynomial functions for the least square 
approximation of signals in order to gain a better insight of their tendencies. Using 
MatLab Curve Fitting tool, all approximate polynomials of degree 2 to 10 have 
been examined. We have found that all the polynomials of degree 6 and greater 
have the same shape of the curve in general, so we have chosen polynomial to be 
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of minimal 6th order to avoid polynomial wiggle as much as possible. Due to this 
effect, the shape of the curve at the ends of the time series should be taken with 
caution (Cheney and Light., 2000). These polynomials are conditioned very badly, 
and cannot be used for quantitative calculations, but they can give us a good 
qualitative insight of changing signal in time. They are given as purple lines in 
Figs. 2, 3, and 4. 

3. Results and discussion 

3.1. Temperature 

Average temperature for the period 1957–2018 is 10.4 °C and 11 °C in 
Kursumlija and Prokuplje (Table 1), respectively. Average temperatures 
increased by 0.5 °C in Kursumlija and 0.6 °C in Prokuplje in the second period. 
In 1998, a change point in mean annual temperatures was detected at both stations 
during the entire period. In the first period, the change point was found in 
Prokuplje in 1968, and in the second period, it was found at both stations in 2006. 
Linear trend of average annual temperatures increased in the entire period at both 
stations; in Kursumlija increasing is statistically significant. At both stations, there 
is a statistically significant decreasing temperature trend in the first period, and 
increasing in the second period. Besides the opposite trend in the first and the 
second half of the period, our attention is drawn to the fact that there is a 
significant discontinuity of mean temperature, precipitation, and discharge in the 
Toplica river between the periods. This discontinuity shows us that there is 
probably a period in between these two half-periods when something happened 
with climate signals. For this reason, the curves of polynomial approximations 
were used, and we clearly identified period 1975–1994 as a period where some 
dramatic changes happened. The curves of polynomial approximations (Fig. 1) at 
the beginning show temperature decrease at both stations, where the minimum is 
in the early eighties in Kursumlija, and a little earlier, in the late seventies, in 
Prokuplje. After that, the temperature increases, and the increase is more 
emphasized in Kursumlija than in Prokuplje. The trend of mean annual 
temperatures in the period 1975–1994 at both stations is increasing, but not 
statistically significant. In this case, nothing dramatic happened with temperature, 
but that is not the case with some other parameters. 

The mean winter (DJF) temperature in Kuršumlija and Prokuplje increased 
by 0.5 °C in the second period (Table 1). The Pettitt test detects data 
inhomogeneity in Kuršumlija in the second period with a change point in 2006, 
while the significance probability p in Prokuplje is above the threshold. The trend 
of DJF temperature (Fig. 2) is decreasing in the first period and in the period 
1975–1994, and increasing throughout the second, but in all cases, it is statistically 
insignificant. 
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Table 1. Parameters of seasonal and annual temperatures in Kursumlija and Prokuplje 

 
Period 

Kursumlija Prokuplje 

 Mean 
[°C]  p C.p. m1/m2 

[°C] 
L.t. 

[°C/dec] 
Mean 
[°C]  p C.p. m1/m2 

[°C] 
L.t. 

[°C/dec] 

DJF 
 

Winter 

57-18 1.0 1.29 0.09 2006   0.16 1.2 1.49 0.37 2006    0.14 

57-87 0.7 1.23 0.52 1960  -0.12 0.9 1.44 0.47 1961  -0.19 

88-18 1.2 1.32 0.03 2006 0.8/1.9  0.43 1.4 1.53 0.25 2006   0.38 

75-94      -0.34      -0.23 

MAM 
 

Spring 

57-18 10.3 1.04 0.00 1998 10/11.1  0.23 ** 11.1 1.02 0.02 1998 10.9/11.7  0.15 ** 

57-87 10.0 0.95 0.95 1963   0.07 10.9 0.94 0.93 1972  -0.04 

88-18 10.6 1.05 0.01 1998 9.8/11.1  0.58 * 11.3 1.07 0.08 1998   0.43 * 

75-94       0.02       0.14 

JJA 
 

Summer 

57-18 19.4 1.21 0.00 1991 18.8/20.1  0.32 *** 20.4 1.15 0.00 1991 19.8/21.1  0.27 *** 

57-87 18.8 1.07 0.02 1972 19.2/18.3 -0.38 * 19.8 0.82 0.00 1968 20.3/19.4 -0.38 * 

88-18 19.9 1.08 0.00 2006 19.4/20.7  0.69 *** 20.9 1.16 0.55 1991   0.32 *** 

75-94       0.96 *       1.36 * 

SON 
 

Autumn 

57-18 10.7 1.15 0.25 1969   0.07 11.4 1.22 0.16 1968   0.05 

57-87 10.7 1.21 0.03 1968 11.3/10.2 -0.27 11.2 1.25 0.00 1968 12.1/10.6 -0.55 

88-18 10.8 1.1 0.08 2007   0.52 * 11.5 1.18 0.39 2011   0.28 * 

75-94       0.47 *       1.08 * 

Annual 

57-18 10.4 0.68 0.00 1998 10.1/11  0.17 ** 11.0 0.67 0.00 1998 10.8/11.5  0.15 

57-87 10.1 0.53 0.63 1968  -0.31 * 10.7 0.53 0.02 1968 11.1/10.5 -0.3 * 

88-18 10.6 0.7 0.00 2006 10.2/11.3  0.56 *** 11.3 0.68 0.00 2006 11/11.8  0.35 *** 

75-94       0.26       0.26 

Note: Mean [°C] – mean temperature for period;  – standard deviation; p – significance 
probability (Pettitt);C.p.– changing point (Pettitt) [year]; m1/m2 [°C] – mean value 
before and after change point, for p< =0.05 (Pettitt); L.t.[°C/dec] – slope of linear 
trend (no star – no statistical significance,  
* – =0.05, ** – =0.01, *** – =0.001, Mann-Kendall) 
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Note: black dots – mean temperatures; lines – temperature trends for different periods: 
black (1957–2018); red (1957-1987); green (1988-2018); blue (1974-1995); purple 
–polinomial approximation 

Fig. 2. Annual and seasonal temperature in Kursumlija and Prokuplje. 
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The mean spring (MAM) temperature is higher in the second period by 
0.6 °C in Kuršumlija, and 0.4 °C in Prokuplje. A change point in the data was 
detected in 1998 in the entire and the second period at both stations, but in the 
second period the probability significance in Prokuplje was above the set value  
(p = 0.05), so the initial hypothesis of data homogeneity could not be discarded. 
The temperature trend (Fig. 2) in the MAM season generally increased at both 
stations. In the first period we do not detect any trend, while in the second period 
there is a significant increasing temperature trend at both stations. 

The mean summer (JJA) temperature is 1.1 °C higher in the second than in 
the first period at both stations, which is the largest absolute increase in 
temperature compared to other seasons. In 1991, a change point was detected at 
both stations during the entire period. In the first period, change points were also 
detected at both stations, in Kursumlija in 1972, and in Prokuplje in 1968, while 
in the second period, change points were detected only in Kursumlija in 2006. A 
statistically significant trend of temperature exists in all the examined periods. In 
the first period, there is a negative trend of air temperature at both stations, while 
in the second period it is increasing. In the period 1975–1994, at both stations we 
recorded an extremely high temperature growth trend of 0.96 °C/dec in 
Kursumlija and 1.36 °C/dec in Prokuplje. 

In the autumn season (SON), the smallest increase in temperature was 
recorded between the two periods, 0.1 °C in Kursumlija and 0.3 °C in Prokuplje. 
A change point was detected at both stations in the first period in 1968. A trend 
of statistically significant increase in air temperature exists at both stations in the 
second period, where we have almost twice as much growth in Kursumlija than 
in Prokuplje. There is a significant growth trend in the period 1975–94 at both 
stations, in Prokuplje it is extreme, 1.08 °C/dec, while in Kursumlija it is twice 
smaller, but still very large. 

3.2. Precipitation 

Unlike in temperatures, where the situation is quite clear and we have a more or 
less pronounced increase in all cases, the situation with precipitation is more 
complicated. This situation is ultimately predicted by climate models (Sekuli , 
2012).  

Average precipitation for the entire period is 651.9 mm in Kursumlija and 
563.8 mm in Prokuplje (Table 2). A change point in 1994 was detected in 
Prokuplje. The increase in the average precipitation in the second period is 2.5% 
in Kursumlija and 8.6% in Prokuplje.  

The Mann-Kendal test reveals that the linear trend of total annual 
precipitation in the entire period is increasing and statistically significant at both 
stations, with a rate of 15.5 mm/dec in Kursumlija and 19.2 mm/dec in Prokuplje. 
In the first period, change point was not detected at the stations, and the 
precipitation trend has a different sign. In Kursumlija the trend is increasing, while 
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in Prokuplje it is decreasing, in both cases without statistical significance. In the 
second period, a change point was detected at both stations in 2003, and in both 
cases there is an abrupt jump of mean value of over 100 mm. The linear trend of 
precipitation in the second period is positive and statistically significant at both 
stations. The situation in the period 1975–1994 is especially interesting, where at 
both stations precipitation trend is highly decreasing by about 90 mm/dec. 

 
 
 
Table 2. Parameters of seasonal and annual precipitations in Kuršumlija and Prokuplje 

 
Period 

Kursumlia Prokuplje 

 Mean 
[mm] Cv p C.p. m1/m2 L.t. 

[mm/dec] 
Mean 
[mm] Cv  C.p. m1/m2 L.t. 

[mm/dec]

DJF 
 

Winter 

57-18 143.8 0.36 0.38 1993     3.11 124.9 0.39 0.02 1993 109/149   8.75 * 

57-87 144.8 0.3 0.36 1977     5.85 112.4 0.32 0.62 1976    4.04 

88-18 142.9 0.42 0.15 1993   22.83 137.3 0.42 0.30 2002   21.24 

75-94        -8.96       -1.6 

MAM 
 

Spring 

57-18 175.4 0.3 0.09 2005     4.92 152.7 0.36 0.02 2000 138/189   7.72 

57-87 169.6 0.27 0.13 1962  -15.15 141.9 0.31 0.38 1964  -13.88 

88-18 181.1 0.32 0.02 2005 156/215  32.36 * 163.4 0.38 0.01 2004 134/199  36.57 ** 

75-94      -12.18      -16.65 

JJA 
 

Summer 

57-18 169.1 0.46 0.25 1971     3.68 149.7 0.44 0.00 1983   -2.9 

57-87 170.2 0.46 0.01 1971 133/205  25.65 159.3 0.41 0.35 1971    7.79 

88-18 168.1 0.47 0.93 2013     7.8 140.1 0.46 0.96 2010    4.73 

75-94      -29.35 *      -56.19 * 

SON 
 

Autumn 

57-18 162.5 0.41 0.62 1995     4.73 137.8 0.43 0.49 1991     5.4 

57-87 156.6 0.44 0.37 1969     4.01 126.8 0.41 0.91 1964     5.3 

88-18 168.3  0.62 1995   11.27 148.8 0.43 0.93 2013     6.45 

75-94      -36.24 *      -14.61 

Annual 

57-18 651.9 0.19 0.07 2000   15.54 * 563.8 0.2 0.00 1994 528/621  19.18 * 

57-87 643.8 0.16 0.12 1971   19.72 540.6 0.16 0.63 1971   -5.47 

88-18 660.0 0.21 0.00 2003 598/726  73.31 ** 587.0 0.23 0.00 2003 535/636  69.19 * 

75-94      -91.55 *      -89.49 * 
Note: Mean [mm] – mean precipitation for period; Cv – coefficient of variation; p – 

significance probability (Pettitt) ; C.p. – changing point (Pettitt) [year]; m1/m2 [mm] 
– mean value before and after change point, for p< =0.05 (Pettitt); L.t.[mm/dec] – 
slope of linear trend (no star – no statistical significance,  
* – =0.05, ** – =0.01, *** – =0.001, Mann-Kendall) 
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The winter season (DJF) in Kursumlija is quite stable, and there are no 
significant differences between the periods. The average is slightly lower in the 
second period, in all the cases without change points and a significant linear trend. 
In Prokuplje, the situation is different, there is a change point detected in 1993, in 
the entire period, linear trend is positive and statistically significant. There is also 
a significant increase in the average value of 22% in the second period. In the 
period 1975–1994, there is a slight negative trend at both stations, somewhat 
higher in Kursumlija, in both cases without statistical significance. 

In the spring season (MAM) both stations recorded increasing trend in the 
entire period, with a change point in Prokuplje in 1993. In Fig. 3 it is clear, that 
there is a declining trend in the entire first period, not only in the period 1975–
1994, although without statistical significance. In the second period, the change 
point was found in 2004 in Prokuplje, and in 2005 in Kursumlija. In both cases 
there is a sudden jump in the mean value. At both stations in the second period, a 
statistically significant growing precipitation trend was found, with the rate of 
over 30 mm/dec.  

In the summer season (JJA) there is a decrease in the mean value between 
the first and second period at both stations, despite the fact that in both half-
periods there are positive precipitation trends. The positive trend in the first period 
is much more pronounced in Kursumlija, with a change point in 1971 (Fig. 3). 
The cause of lower mean precipitation in the second period, and the negative trend 
in the whole period in Prokuplje, despite the positive precipitation trend in both 
half-periods is in a very pronounced decline in 1975–1994. At both stations in this 
period there is a statistically significant decrease in precipitation and a 
simultaneous increase in temperature. In Figs. 2 and 3, for JJA we see that the 
polynomial approximation of precipitation almost mirrors the temperature 
polynomial. The decrease in precipitation in this season is more pronounced in 
Prokuplje than in Kursumlija. 

In the autumn season (SON), similarly to summer, we found a significant 
decrease in the precipitation amount in the period 1975–1994, but in this case the 
decrease is higher in Kursumlija than in Prokuplje. However, the precipitation 
increase in the second period of the SON season is greater than the increase in the 
JJA season, so this decrease is compensated for. Therefore, there is an increase in 
mean precipitation in the second period at both stations. There are no change 
points in any period, while the trend is slightly positive without statistical 
significance. 
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Note: black dots – precipitation; lines – precipitation trends for the periods: black (1957–
2018); red (1957–1987); green (1988-2018); blue (1974–1995); purple –polinomial 
approximation. 

Fig. 3. Annual and seasonal precipitation in Kuršumlija and Prokuplje. 
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3.3. Discharge 

The average discharge of the Toplica in the entire period in Pepeljevac is 
7 m3/s with a slight positive trend; in Doljevac it is 9.9 m3/s with a slight negative 
trend (Table 3). There is a change point in Doljevac in 1982, where the mean value 
of the discharge dropped. The mean value of the discharge is higher in the first 
period at both stations, although in both half-periods there is a slight trend of 
increasing discharge. In the period 1975–1994, there is a very pronounced, 
statistically significant decreasing trend in discharge at both stations (Fig. 4). This 
is certainly to be expected, considering that there is a significant drop in 
precipitation in that period. However, total precipitation at both stations increases 
significantly in the entire period, so decrease is not to be expected in the discharge 
in Doljevac in the same period. Therefore, the cause of this decline and the 
appearance of the change point cannot be fully explained by the changes of 
precipitation in 1975–1994. Apparently, a significant increase in temperature, 
especially during the summer period, led to an increase in evaporation in the basin, 
and therefore, there was an additional decrease in discharge. Additional decrease 
in summer discharge is probably of anthropogenic nature, since intensive 
agricultural production of the remaining rural households has led to increased use 
of water, both from the river stream and groundwater near the river. 

In the DJF season, there was a decrease in the mean annual discharge at both 
stations in the second period. In Doljevac, the average discharge was 21.1% lower 
in the second period, while precipitation was higher by 22.2%. The answer to this 
anomaly could again be found in the period 1975–1994. In this period, there was 
a decrease in precipitation at both measuring stations, but this decrease is the 
lowest of all the seasons, so it could not cause such a reduction in discharge. At 
the same time, in this period, the temperature dropped at both stations, which 
apparently significantly slowed down the melting of snow from the mountains, 
primarily from Kopaonik as the largest massif in the basin, which practically led 
to such a reduction in discharge. 

In the MAM season, there is a trend of increasing discharges in the entire 
period in the upper course of the river and a declining trend in the lower, without 
statistical significance. In Pepeljevac, the average discharge increased by 12.1% 
in the second period, while at the same time, the increase in precipitation in 
Kursumlija was 6.8%. As there is also a positive trend of average temperature in 
Kursumlija, the most probable cause of additional discharge during this season 
comes from the melting of snow accumulated during the DJF season, primarily 
on Kopaonik. During the entire second period, there is a positive, statistically 
significant trend of increase in precipitation and temperature in Prokuplje, which 
lead to a positive trend in the mean discharge in Doljevac. Even so, meane 
discharge in Doljevac dropped 9% in the second period. 
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Table 3. Parameters of seasonal and annual discharges on Toplica river in Pepeljevac and 
Doljevac 

 
Period 

Pepeljevac Doljevac 

 Mean 
[m3/s] Cv p C.p. m1/m2 L.t. 

[m3/s/dec] 
Mean 
[m3/s] Cv p C.p. m1/m2 L.t. 

[m3/s/dec] 

DJF 
 

Winter 

57-18 7.9 0.51 0.69 1995   0.13 11.0 0.53 0.17 1982  -0.37 

57-87 8.1 0.48 0.16 1976   0.9 12.3 0.5 0.91 1976   0.29 

88-18 7.6 0.56 0.08 1995   1.21 9.7 0.55 0.08 1995   1.84 

75-94      -4.15 **      -6.67 * 

MAM 
 

Spring 

57-18 13.2 0.49 0.45 2004   0.73 19.1 0.49 0.70 1965  -0.21 

57-87 12.4 0.44 0.79 1979   0.08 20.0 0.5 0.56 1965  -2.2 

88-18 13.9 0.52 0.23 2004   2.94 18.2 0.48 0.26 2004   4.05 

75-94      -2.01      -3.19 

JJA 
 

Summer 

57-18 3.6 0.58 0.00 1989  -0.21 5.1 0.55 0.09 1989  -0.3 

57-87 4.0 0.59 0.05 1974 3.2/5.1  0.36 5.7 0.54 0.84 1980  -0.25 

88-18 3.2 0.53 0.77 1992  -0.35 4.5 0.55 0.60 2004   0.04 

75-94      -2.25 *      -2.81 * 

SON 
 

Autumn 

57-18 3.2 0.75 0.46 1981  -0.17 4.4 0.83 0.41 1981  -0.42 

57-87 3.6 0.83 0.05 1971 2.8/4.4  0.03 5.2 0.9 0.46 1971  -0.82 

88-18 2.8 0.58 0.79 1994   0.13 3.6 0.54 0.56 1994   0.55 

75-94      -2.44 **      -3.34 ** 

Annual 

57-18 7.0 0.33 0.00 2013   0.11 9.9 0.34 0.03 1982 11.2/9 -0.33 

57-87 7.1 0.29 0.07 1974   0.33 10.8 0.29 0.41 1963  -0.75 

88-18 6.9 0.37 0.00 1994   0.96 9.0 0.38 0.22 1994   1.62 

75-94      -2.76 **      -4.01 *** 

Note: Mean [m3/s] – mean discharge for period; Cv – coefficient of variation;  
p – significance probability (Pettitt) ; C.p. – changing point (Pettitt) [year]; m1/m2 
[m3/s] – mean value before and after change point, for p< =0.05 (Pettitt); 
L.t.[m3/s/dec] – slope of linear trend (no star – no statistical significance,  
* – =0.05, ** – =0.01, *** – =0.001, Mann-Kendall) 
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Note: black dots – discharge; lines – discharge trends for different periods: black (1957–

2018); red (1957–1987); green (1988–2018); blue (1974–1995); purple –polynomial 
approximation 

Fig. 4. Seasonal and annual discharge on Toplica river in Pepeljevac and Doljevac. 
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The discharge trend throughout the summer season declined at both stations. 
The mean discharge in the second period is lower by 20% in Pepeljevac and 14% 
in Doljevac. This decline was mostly affected by a strong negative trend in the 
period 1975-1994, which is statistically significant at both stations. In Pepeljevac, 
the discharge trend in the second period is negative, despite the positive 
precipitation trend in Kursumlija. The answer is probably in the very pronounced 
positive trend of temperature in Kursumlija and the increased evaporation in the 
upper course of the Toplica river. In Doljevac, the trend in the second period is 
neutral, despite the positive precipitation trend in the second period in Prokuplje. 

In the summer and autumn seasons, the trend of decreasing discharge is most 
strongly expressed at both stations in the period 1975–1994. with great statistical 
reliability. The decline in the mean discharge between the two observed periods 
is most pronounced in the SON season. In Pepeljevac, the discharge was 22% 
lower in the second period, while in Doljevac it was lower by 34.6%. At the same 
time, we found that the average precipitation is higher by 7.5% in Kursumlija and 
17.4% in Prokuplje compared to the first period. This imbalance is again a 
consequence of a strong drop in precipitation and discharge during 1975–1994, 
and of a simultaneous increase in temperature. 

4. Summary 

The paper studies annual and seasonal changes in temperature and precipitation 
at two meteorological stations in the Toplica valley, Kursumlija and Prokuplje, 
and the discharge of the Toplica river at two hydrological stations, Pepeljevac and 
Doljevac. 

The trend of the parameters was examined by the Mann-Kendall test, and the 
homogeneity of data by the Pettitt’s test, in the period of 62 years, from 1957–
2018. This period was divided into two equal half-periods of 31 years: 1957–1987 
and 1988–2018, in order to examine the changes between the two periods. The 
period 1975–1994 was identified as the period in which the change in atmospheric 
circulation most likely occurred, which strongly influenced all the observed 
parameters. The changes in this period are easily noticeable on the graphs of the 
polynomial approximation. 

In the entire period, the mean temperature and precipitation increased at both 
examined stations. In the first period, temperature trends decreased with statistical 
significance at both stations, the precipitation trend in Kursumlija increased, 
whereas in Prokuplje it decreased, without statistical significance in both cases. 
In the second period at both stations, temperature and precipitation trends strongly 
increased, with statistical significance. The period 1975–1994 is characterized by 
an increase in temperature, without statistical significance and, at the same time, 
an extremely strong drop in precipitation of about 90 mm/dec at both stations. 
This period had a large impact on the river Toplica discharge. 
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Average values of temperature and precipitation in the second period at both 
stations are higher than in the first, while the discharge is reversed, in the second 
period the mean value is lower than in the first. This is certainly a consequence of 
a strong drop in precipitation, and thus in discharge in the period 1975–1994. 
During this period, the flow decreased so much (about 2.8 m3/s /dec in Pepeljevac 
and 4 m3/s /dec in Doljevac) that the mean value of the discharge did not recover, 
despite the strong increasing precipitation trend in the second period. 

Mean seasonal values of discharge at both stations are in all cases lower in 
the second period, except in the MAM season in Pepeljevac. In the DJF season, 
at both meteorological stations there is an increase in the mean precipitation and 
temperature in the second season, and a simultaneous decrease in discharge. In 
this season, in the period 1975–1994, both precipitation and temperature dropped, 
which additionally slowed down the melting of the accumulated snow and thus 
negatively affected the discharge. In Pepeljevac, in MAM season, there is an 
increase in the average discharge, which is expected considering that in the second 
period there was an increase in precipitation and temperature at both stations, so 
that the melting of snow from the mountains left behind in the DJF season 
increased the mean. The anomalous situation is found at the station in Doljevac, 
where an even larger increase in the average discharge is expected than in 
Pepeljevac, but the discharge has decreased. In the period 1975–1994, there were 
no drastic changes in either temperature or precipitation, and the research 
conducted in this study is not sufficient to explain this change. In the summer 
season, the mean discharge of the Toplica river declined at both stations. At the 
Pepeljevac station, we also recorded a drop in the discharge in the second period, 
while in Doljevac it stagnated. At both stations, the average is 20% lower in the 
second period. Increased evaporation due to the increase in temperature is 
probably to blame for this decline. The situation is similar in the autumn season, 
but there is a positive trend in the second period at both stations. 

In conclusion, we can say that the changes in temperatures in the Toplica 
valley due to climate change are quite expected and in line with all the previous 
research (Vukovic et al. 2018; Gavrilov, 2015; Ruml et al., 2017; Unkasevic, 
Tosic, 2013). Precipitation changes are more complicated, which is also known, 
and for now they do not fit into the predictions of either the A1B1 or A2 models 
(Sekuli , 2012), but are likely to rise in all seasons.  

Changes in discharge vary considerably from river to river, and thus, need to 
be investigated at a local scale, for each individual basin. For example, negative 
discharge trends were detected in the Vrbas river (Bosnia and Herzegovina) 
during all seasons, and the observed changes in river discharges were strongly 
related to the large-scale atmospheric circulation patterns over the Northern 
Hemisphere (Gnjato, 2019). On the other hand, upward trends for annual, 
summer, and autumn discharges were detected in East Romania (Croitoru, 2015). 

The strongest increase is in the MAM season, which has led to large floods 
in the last decade, in the middle and lower course of the Toplica river, as the 
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catastrophic flood in 2014. The discharge of the Toplica river dropped 
dramatically in the period 1975–1994, and since that it has been recovering. 
However, it seems that the already poor discharge distribution is getting worse 
over time, floods are becoming more frequent in spring,0 and the water level is 
getting lower in summer. The increase in temperature in the Toplica basin has hit 
the summer season discharge the hardest, when the water is most needed, both 
directly through increased evaporation and indirectly through anthropogenic 
factors, increased consumption of water for agriculture and irrigation. 
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