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Abstract⎯ Climate studies, particularly those that are related to climate change, require 
long, high-quality controlled data sets, which are representative both spatially and temporally. 
Changing the conditions of measurements, for example relocating the station, or changing 
the frequency and timing of measurements, or changing the instruments used can cause 
breaks in the time series. To avoid these problems, data errors and inhomogeneities are 
eliminated and the data gaps are filled by using the MASH (Multiple Analysis of Series for 
Homogenization, Szentimrey, 1999, 2008) homogenization procedure. The Hungarian 
meteorological observation network was upgraded significantly in the last decades. 
Homogenization of the data series raises the question of how to homogenize long and short 
data series together within the same process. It is possible to solve this with the MASH 
method due it has solid mathematical foundations, which make it suitable for such purposes. 
The solution includes the synchronization of the common parts’ inhomogeneities within three 
(or more) different MASH processing of the three (or more) datasets with different lengths 
depending on the time periods and elements. After the homogenization process, the station 
data series were interpolated to a 0.1 degree regular grid covering the whole area of Hungary. 
The MISH (Meteorological Interpolation based on Surface Homogenized Data Basis; 
Szentimrey and Bihari, 2007) program system was used for this purpose. The MISH 
procedure was developed specifically for the interpolation of various meteorological 
elements. In the case of mean temperature, we also renewed the MISH modeling, as 
compared to previous years, the number of homogenized stations doubled due to the new 
work, so it was expedient to model the climate statistical parameters with this extended station 
system. Time series of daily mean temperature and precipitation sum for the period 1870–
2020 for Hungary were used in this study. As a result, the longest ever homogenized, gridded 
daily data sets became available for Hungary. The method described here can also be applied 
to produce representative datasets for other meteorological elements. 

Key-words: homogenization, interpolation, quality control,climatological database, ANOVA 
method,gridding 



2 

1. Introduction 

In recent years, as the importance of climate change research has grown, more 
and more databases for climatological purposes have emerged. These are mainly 
based on measurements, but the methodology itself can be quite different. Raw 
data sets contain errors, significant inhomogeneities are found in them, and 
missing data must be replaced. To get to know the climate of recent periods, we 
need a representative database in space and time based on measurements (Izsák 
and Szentimrey, 2020). In order to have a spatially and temporally representative 
database, the first step is to homogenize, check, and complete missing values in 
the station data series (WMO, 2020). Since we have data series of different 
lengths, this is not an easy task, because in order to create a representative 
database we need to use as much data and as long data series as possible. 

Homogenization, quality control and completion of the daily data series were 
implemented by the method MASH (Szentimrey, 1999, 2008). The interpolation 
or gridding of the daily data series was carried out using the method MISH method 
(Szentimrey and Bihari, 2007). A general overview and evaluation of the 
homogenization methods and the theoretical background can be found in these 
references (Venema et al., 2012; WMO, 2020). While the following references 
(Cressie, 1991; Szentimrey et al., 2011) are suggested for studying the general 
theoretical questions and methods of spatial interpolation. 

2. The software MASH v3.03 

Changing measurement conditions, such as station relocation, changing 
measuring time, or changing the instrument, may result in undue fractures in time 
series. At the Hungarian Meteorological Service (HMS), data errors and 
inhomogeneities are eliminated and data gaps are filled using the MASH 
(Multiple Analysis of Series for Homogenization; Szentimrey, 1999, 2008, 2017) 
homogenization procedure. What kind of software is employed for 
homogenization is of great importance, because if not just inhomogeneities are 
removed from the data series, but also, the process unintentionally modifies the 
signal of climate change, the result will be misleading. Thanks to the 
mathematical model, using the MASH software, it is possible to detect climate 
change in the homogenized data set. 

2.1. The main properties of MASHv3.03  

The advantages of MASHv3.03 in the homogenization of monthly series are:  
– It is a relative homogeneity test procedure. 
– It is a step-by-step iteration procedure: the role of series (candidate, 

reference) changes step by step in the course of the procedure. 
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– Either an additive (e.g., temperature) or a multiplicative (e.g., precipitation) 
model can be used depending on the distribution of the target meteorological 
element. 

– It includes quality control and missing data completion. 
– It provides the homogeneity of the seasonal and annual series as well. 
– Metadata (probable dates of break points) can be used automatically. 
– The homogenization results can be evaluated on the basis of verification 

tables generated automatically during the procedure. 
In the homogenization of daily series: 

– The procedure is based on the detected monthly inhomogeneities.  
– It includes quality control and the completion of missing data in daily data.  

2.2. The MASH procedure for daily series 

The MASH procedure developed for daily series (Szentimrey, 2008, 2013) consist 
of the following steps: 

1. preparation of monthly series from daily series;  
2. MASH homogenization procedure for monthly series, estimation of 

monthly inhomogeneities;  
3. on the basis of estimated monthly inhomogeneities, smooth estimation for 

daily inhomogeneities;  
4. homogenization of daily series;  
5. quality control for homogenized daily data;  
6. missing daily data completion;  
7. monthly series from homogenized, quality-controlled, completed daily 

data;  
8. test of homogeneity for the new monthly series by MASH.  

The procedure repeats steps 2–8 if it is necessary.  

2.3. The verification statistics in MASH 

The test statistics generated automatically during the procedure are the following: 
Test statistics for series inhomogenity: 

– test statistics after homogenization, 
– test statistics before homogenization, 
– statistics for estimated inhomogeneities. 

Characterization of inhomogenity: 
– relative estimated inhomogeneities, 
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– relative modification of series, 
– lower confidence limit for relative residual inhomogeneities. 

Representativity of station network  
Evaluation of meta data; 

– test statistics,  
– representativity of META data. 

3. The software MISHv1.03 

The method MISH (Meteorological Interpolation based on Surface Homogenized 
Data Basis; Szentimrey and Bihari, 2007, 2014) was developed specifically for the 
spatial interpolation of surface meteorological elements. This is a meteorological 
system not only in respect of the aim but in respect of the tools as well. It means that as 
well as the predictors, all the valuable meteorological information – climate statistical 
parameters, supplementary model variables, and possible background information – 
are included. For that purpose, developing an adequate mathematical background was 
also necessary of course. The main difference between MISH and the geostatistical 
interpolation methods can be found in the amount of information used for 
modeling the necessary statistical parameters (Szentimrey et al., 2011). In general, 
when using the geostatistical methods built in GIS, the sample elements for 
modeling are only the predictors, which sample is merely a single realization in 
time. However, MISH method uses the spatio-temporal data for modeling since 
long data series form a sample in time and space as well. The long data series is 
such a specialty of meteorology, which enables efficient modelling of the 
statistical parameters in question. 

The software version MISHv1.03 (Szentimrey and Bihari, 2014) consists of 
two units, the modeling and the interpolation systems. The interpolation system 
can be applied to the results of the modeling system. These two units of the 
software developed can be summarized as follows. 
 
The modeling subsystem for climate statistical (local and stochastic) parameters: 

– This is based on long homogenized data series and supplementary 
deterministic model variables. The model variables may include such 
elements as height, topography, distance from the sea, etc. Neighborhood 
modeling and correlation model are applied to each grid point. 

– It is also a benchmark study, a cross-validation test for interpolation error 
or representativity.  

– It should be noted that the modeling procedure must be executed only 
once before the interpolation applications. 
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The interpolation subsystem:  

– Either additive (e.g., temperature) or multiplicative (e.g., precipitation) 
model and interpolation formula can be used, depending on the climate 
elements. 

– Daily or monthly values and means from a number of years can be 
interpolated. 

– Only a few predictors are sufficient for the interpolation, and no problem 
arises if the greater part of daily precipitation predictors is equal to 0. 

– Representativity is also modeled.  
– Supplementary background information (stochastic variables), e.g., 

satellite, radar, forecast data can also be used. 
– Data series completion, namely, missing value interpolation, completion 

for monthly or daily station data series is possible.  
– Interpolation, the gridding of monthly or daily station data series for given 

predictand locations is possible. In case of gridding, the predictand 
locations are the nodes of a relatively dense grid.  
 

For this study, station datasets are interpolated to a 0.1 degree regular grid. 
We calculate regional and national averages from these gridded data series. In 
addition, in the case of temperature, modeling of the climate statistical parameters 
was also renewed, as the number of stations had increased significantly. In the 
case of precipitation, the number of homogenized data series used for modeling 
did not change, so here we interpolate with the previous modeling results. 

The quality of interpolation can be characterized by the representativity 
value in the s0 location (Szentimrey and Bihari, 2014): 

 
 , 

 
where  is the root-mean-square error and  is the standard deviation 
in the s0 location. We show the representativity values for the gridpoint databases 
obtained by gridding the different station systems. 

4. ANOVA (analysis of variance) examination 

Since the representativity values depend on the distribution of the given 
meteorological element, the comparison of the gridded data sets is supplemented. 
We focus on the ANOVA methodology that we used originally in the MISH 
procedure (Szentimrey and Bihari, 2014).  
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Using the basic theorem of ANOVA, the total spatiotemporal variance can 
be partitioned equivalently as follows. 

− Sum of spatial variance of temporal means and spatial mean of temporal 
variances. The temporal means and temporal variances (or standard 
deviations) in the space can be visualized by maps. 

− Sum of temporal variance of spatial means and temporal mean of spatial 
variances. The series of spatial means and spatial variances (or standard 
deviations) can be visualized by graphics. 

− The above ANOVA methodology can be used for gridded monthly, seasonal, 
and annual series calculated from the daily series. Mean series are calculated 
for temperature, while sum series are calculated for precipitation. 

4.1. Mathematical description 

In our ANOVA examination, the following mathematical formulas are used: 
 

– data series at sj location and t time:      , 
 

– temporal mean at location sj:     (j=1,…,N) ,  
 

– temporal standard deviation at location sj: 

    (j=1,…,N) 

, 
 

– spatial mean at moment t:              (t=1,…,n) , 
 
– spatial standard deviation at moment t: 

               (t=1,…,n)   

 
– total mean: 

  
 
– total variance:                 

 

4.2. Partitioning of total variance (Theorem)  

Using the formulas defined above, the following equation can be written: 
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 . (1) 

The analysis of the following terms is recommended to characterize the 
spatiotemporal variability: 
Spatial terms: spatial variance of temporal means:             , 

and temporal mean of spatial variances:                                          , 

Temporal terms: spatial mean of temporal variances:                  
 ,

 

and temporal variance of spatial means                                   . 

We do not show the variances but the standard deviations to make the values 
easier to interpret, especially in the case of precipitation.  

Total standard deviation:                            . 

Spatial standard deviation of temporal means:              . 

Root spatial mean of temporal variances: . 

Temporal standard deviation of spatial means: . 

Root temporal mean of spatial variances: . 

5. Homogenization of spatially and temporally expanded station systems  

When the station network is upgraded and we have short data series along with 
the long series, the common section must be homogeneous together with the long 
as well as with the short data series, whilst the two or more systems have also to 
be homogeneous. MASH is able to fulfil these criteria, as it is based on hypothesis 
testing, and it involves an iteration procedure (Szentimrey, 1999, 2017). Because 
MASH is an iteration procedure, the series are examined and adjusted many times, 
therefore, the homogenization of the new system can be considered as a 
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continuation of the earlier homogenization procedure. The test of hypothesis, and 
throughout this test, the test statistics enable us to use the former results.  

The solution is that we synchronize the inhomogeneities of the common part 
within two or more different MASH processings for two or more datasets with 
different length.  

We have harmonized two MASH systems in the recent years. However, as a 
result of digitization undertaken for the 150th anniversary of the HMS, daily 
precipitation sums and mean temperature data for 11 stations, starting in 1870 are 
now available. Three and four MASH systems are used to combine the daily 
precipitation sum and mean daily temperature, respectively, into one 
homogeneous climate database. Therefore, we harmonize three MASH systems 
for the precipitation database. This year, on the basis of the larger daily mean 
temperature database, the task is to homogenize four MASH systems together. 
We first note that the selection of station systems is a difficult task, as we have to 
look for discontinued stations close to the automatic measuring stations launched 
a few years ago, or even to find a continuation data series for stations that have 
been discontinued for decades but had an 80- to100-year-long time series.  

In order to update our database annually or to homogenize several MASH 
systems together, test statistics must be studied at each step so that the 
homogenization can be continued based on these, or it can be decided that the 
overall homogeneity of the station network is acceptable at a given significance 
level. 

5.1. Quality control of daily data 

The data check section of MASH is very useful not only for checking archive 
data, but also for a comprehensive examination of daily data for the entire period. 
When checking the data of recent years, we can more easily examine the 
suspicious data marked in automatically generated error.res file of MASH, as we 
have additional data from radar or satellite measurements, or from other 
information sources. For example, in the case of temperature, if a measurement 
point has a much lower value than the nearest stations, looking at the satellite 
image, it is clear that this could be possible due to the lack of cloud and snow 
cover, so the data in the error file is actually extreme and not an error (Fig. 1). 
There are also cases where the value in the error file is indeed erroneous, such as 
when there is a large discrepancy based on comparison with neighboring stations, 
and from a meteorologist’s point of view there is nothing to justify this difference. 
There are many such examples from the present, while the more difficult task is 
to examine the data measured 100 and more years ago, as there were no satellites 
or radars at that time. There are cases where statistical calculation indicates an 
error, but the meteorologist is unable to make a decision due to the small amount 
of information. For instance, if the nearest stations (distance  100 km, as the 
station network was even less dense 150 years ago) show 20 C and the given 
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station shows 10 C, this is possible in the Carpathian Basin (e.g., due to a cold 
front), but it may also be a measurement error. (Mathematical procedures cannot 
distinguish between extreme values and data errors.) Recording errors are easily 
found by MASH, in which case we can correct the data based on the annual books. 
In several cases, we found errors of varying magnitude and sign for the entire 
month, and now we know that in all of these cases, data for the previous or 
following month were recorded. Typical errors are the sign error and the absence 
of the decimal point. It can be seen from these examples, that professional 
analyses are needed after the automatic data verification, and the two together 
ensure a comprehensive examination. A major advantage of quality control in 
MASH is that only a few percent of the millions of data need to be subjected to 
further analysis, and if we have checked past data, we do not have to re-examine 
them again, only the new year or years have to be examined, which does not 
exceed 10 such examinations per year per meteorological variable.  
 
 

Fig. 1. Satellite image, captured on December 5, 2019. In the area marked with a red circle, 
a very low daily average temperature was measured compared to the nearest stations. 

 
 

5.2. Quality control of monthly data 

In the MASH system, errors in the monthly data are displayed as outliers. 
However, it is also worth exploring large inhomogeneities over several months or 
even years. Here are a few examples.  

As it can be seen in Fig. 2, Miskolc station has high inhomogeneity values for 
the period 1901–1908. We found an explanation for these about 20 years later, in the 
paper archives. At that time they were not measured in Celsius, but in Réaumur scale 
(Fig. 3). When checking the precipitation data archive, we found the same 
discrepancies due to the fact that the unit of measurement was different, e.g., Paris 
line or inch. In these cases, converting the basic data to the appropriate unit, give us 
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valid data. The significant monthly and annual inhomogeneities detected at the 
Nyíregyháza station can also be easily explained, as we found in the annual books 
that the observation time was 1 hour later in the morning and 1 hour earlier in the 
evening between 1890–1901, so the high inhomogeneity found by MASH does not 
indicate erroneous data (Fig. 4). These are inhomogeneities, which resulted in much 
higher daily averages than if they had been detected at the standard time.  

It also shows that the models based on the classical mathematical theories 
which forms the basis of the MASH system work very efficiently, but human 
intervention is also needed!  

 

 
Fig. 2. The original graph of the MASH manual (Szentimrey, 2017): the difference series 
for Miskolc station and the estimated inhomogeneity. 

 
 

 
Fig. 3. The observations of May 1902 at Miskolc station. It is clear that instead of the °C 
already widely used at that time, the air temperature values are given in Réaumur scale. 
(Source: HMS) 
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Fig. 4. Spatial mean series of annual mean temperature calculated from raw and 
homogenized data series at Nyíregyháza station, 1871–2019. 

 
 

5.3. Automatic use of metadata in MASH 

One of the great benefits of MASH is that it handles metadata (i.e., station history 
information) automatically, so we created these meta-files as well. However, we 
know that these are often incomplete, and we also know that not all changes cause 
inhomogeneity. The decision mechanism in MASH ensures that breakpoints are 
detected (Szentimrey, 2017), the user can choose between basic, strict, and light 
versions, and MASH evaluates the metadata with automatically generated 
statistics (Szentimrey, 2017). In the case of the three longer systems the 
representativity values of the metadata are below 0.4, in the case of the shortest 
system they are less than 0.5, but even in this case we cannot say that the 
inhomogeneities themselves can be well explained with this information. 
However, if the annual breakpoints are searched for and treated as metadata, the 
verification statistics will improve significantly (around 0.8), but still there are 
stations that cannot be explained with metadata at all, and there are several stations 
where all breakpoints can be explained with metadata.  

6. Creation of a representative climatological database 

6.1. Joint homogenization of time series with unequal length in the case of 
mean temperatures 

We use the MASH system at the Climate Department of the Hungarian 
Meteorological Service to check, homogenize, and complete the daily station data 
sets. As the database is constantly updated, it is necessary to complete and verify 
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them, not only with the data of the past year, but also with the archive data being 
continuously digitized. Our goal is to use as many station data sets as possible for 
climatological analyses each year. So far, in the case of mean temperatures, we 
used the data of 25 stations from 1901 to 2020, and from 1971 to 2020 a further 
33 stations were added, i.e., a total of 58 stations were included, to compile our 
database for climatological purposes.  

This year, we reviewed our station system and significantly expanded it 
(Fig. 5). From 1870, data sets from 11 stations were checked, homogenized, and 
completed. For the period starting in 1901, we also use the data of an additional 
22 stations, so from 1901 our homogenized, completed, and quality controlled 
database is based on the long data series of 33 stations. The next time step was 
chosen to be 1951, when the number of available station data sets was 
significantly expanded, with a further 22 stations, i.e., 55 station data sets 
altogether. The shortest period starts from 1975 and includes 110 stations. (Note 
here that we also use data from 4 other stations, which have too many missing 
data to be included in the short system, but their geographical location justifies 
taking their data into account. We will discuss this issue later.) So, our task was 
to homogenize the data sets of the four MASH systems together, i.e., the common 
part should be homogeneous in each system.  

 

 
Fig. 5. Location of the stations in case of temperature. 

 

 

6.1.1. Homogenization steps using four MASH systems 

Step zero is to compile the station systems, since we cannot predict in advance 
how much missing data the MASH will work with, i.e., when the data series will 
be dependent. The methodology for station selection is a complex task, as data 
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gaps, relocation, and closure of stations are common. Thus, in many cases, it is 
necessary to concatenate the data of a station closed with the data of a station 
located 10–20 km apart. Such as Zirc and Tés, or Salgótarján and Zabar, for 
instance. These station pairs are both at high elevations in the data-sparse 
mountainous regions of Bakony and Börzsöny, respectively, so it is important to 
included them in the analysis. Station selection is very important in order to end 
up with a coherent dataset. Stations where missing data are utmost have to be left 
out from the process. The 4 systems used in the homogenization process are 
presented in Fig. 6.  
 
 
 

 
Fig. 6. The scheme of the four different station systems for the MASH procedure in the 
case of temperature. 
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The steps for homogenization of the temperature station data series are as follows: 
1. MASH1: homogenization of monthly data; 
2. Cutting out the inhomogeneities of the common part and inserting it into 

the other three MASHs (i.e., MI1, ....MI12 in the SAM directory); 
3. MASH2: homogenization of monthly data; 
4. Cutting out the inhomogeneities of the common part and inserting them 

into the other three MASHs; 
5. MASH3: homogenization of monthly data; 
6. Cutting out the inhomogeneities of the common part and inserting them 

into the other three MASHs; 
7. MASH4: homogenization of monthly data; 
8. Cutting out the inhomogeneities of the common part and inserting them 

into the other three MASHs; 
9. If statistics are acceptable in MASH1: go to step 10, if not, go to step 1; 
10. If statistics are acceptable in MASH2: go to step 11, if not, go to step 3; 
11. If statistics are acceptable in MASH3: go to step 12, if not, go to step 5; 
12. Homogenization of daily data in MASH1, MASH2, MASH3, MASH4; 
13. Gathering the homogenized data sets from the different MASH systems. 

 
Summarizing the steps 1–12: we homogenized the data series from the 

longest to the shortest ones. In this case, two runs provided good results as after 
inserting the common inhomogeneities, the test statistics no longer increased. 

Overall, we can say that the co-homogenization was successful, the data sets 
can be considered homogeneous at the 0.05 level of significance. The most 
important verification statistics are summarized in Table 1.  

 
 
 
Table 1. The most important verification statistics in case of annual mean temperature 

MASH MASH1 MASH2 MASH3 MASH4 
Significance level:  

0.05 
Critical value:  

22.05 
Critical value:  

21.76 
 Critical value:  

21.31 
Critical value:  

20.86 
Test statistics before 
homogenization 1253.08 877.95 357.2 257.49 

Test statistics after 
homogenization 44.89 29.1 24.83 21.81 

Relative modification  
of series 0.43 0.48 0.39 0.38 

Representativity  
of station network 0.83 0.87 0.89 0.89 
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6.1.2. Some examples of manual correction 

Here we note, that we took advantage of the possibilities of the interactive 
program system, since we needed manual correction in many cases. The 
subroutines and subdirectories built into the MASH provide this option. (This, in 
turn, requires a thorough study of the mathematical background.) As mentioned 
earlier, we have added several stations to the new system that have a significant 
lack of data, in which case the completion of missing values takes place from 
neighboring stations. The test statistics after homogenization value can be very 
high without having an actual breakpoint for that data set. In this case, the built-
in graphics program, mashex1-2 subroutines, can help us to decide whether to 
look for an additional breakpoint. It may also be necessary to manually exclude a 
particular station (e.g., one which we completed from the candidate series), in 
order to find the new breakpoint. We have the opportunity to do this with the 
mashgame program, and in many cases we have found a breakpoint. However, 
we may also need to manually delete a breakpoint with the mashcor program. For 
example, if the test statistics did not change before and after homogenization, 
despite the relative modification of series, value increased significantly. The 
principle of MASH is to homogenize the station data series with the slightest 
change in the data series. In months where the relative modification of the series 
value is very high for a station, it is always worth looking at what happened. 

In our work, we omitted two stations from the older system that were 
homogenized, but the 80-100-year-old coherent data set has been discontinued for 
more than 20 years, and there is no continuation (Mencshely and Hárskút). Two 
more stations have data sets only from the last 10 years, but these are also in 
locations where data are highly needed. Thus, at the very end of the 
homogenization, these were inserted next to the homogenized data sets, and the 
verification statistics were regenerated. This year, these did not increase, and we 
did not receive any indication of inhomogeneity at the given stations, so we 
completed them based on the neighboring data series, and thus, finally the data set 
of 114 stations is included in the homogenized station database. Of course, if the 
statistics for these stations increase in the coming years, we will have to examine 
them thoroughly, as a new breakpoint may appear after new data is added. 

6.2. Gridding in the case of mean temperature and the ANOVA results 

Through homogenization and missing data completion, the station data set was 
completed and finalized. These homogenized station data series formed inputs to 
the MISH interpolation procedure (Szentimrey and Bihari, 2007, 2014), which is 
applied for gridding. Because far fewer stations were considered in the previous 
modeling procedure, we updated the results of the MISH model using the new 
homogenized data sets. These results were applied to gridding in all four cases. 
The resulting gridded dataset has acceptable quality, it is representative spatially 
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as well as temporally, therefore, it can be used for climate change studies. Since 
during the MISH modeling the resolution is set to a very fine 0.5´ grid, the 
information obtained in this way can be applied to any location within Hungary 
in the future. The gridded datasets from the four different station networks 
(Figs. 5, 7) were compared. Considering the representativity values for these data 
sets, a significant improvement is obvious, especially in the northern counties 
(Fig. 8). However, the representativity values themselves are not yet sufficient to 
characterize the created database. The ANOVA methodology (see Section 4), 
among others, enables us to compare the grid point databases. We looked at the 
ANOVA results for the common period 1975–2020. Temporal mean values and 
temporal standard deviation values of annual mean temperature for the four 
different station systems are shown in Fig. 9. The difference between the temporal 
means of the systems, which consists of stations 11 or 114, is illustrated in Fig. 10. 
Lower annual mean temperatures appear in extended regions with the denser 
station system. Higher values were obtained mainly in the central and southern 
areas of Transdanubia. Regarding the time series of spatial statistics, while the 
spatial means are almost identical, the spatial standard deviations are slightly 
different for the four different systems (Fig. 11). From this, we can conclude that 
as a result of MISH modeling, indeed, few predictors are sufficient to calculate a 
national average. In order to analyze the climatic conditions of a smaller area, it 
is no longer sufficient to use a less dense station system, but in this case the system 
of 33 and 55 stations also returns the spatial variability obtained from the system 
of 114 stations. Further ANOVA results are listed in Table 2. 

Finally, the four gridded datasets are merged to a common database by taking 
grid point values from the dataset, which consists of most stations in the given 
time period (Fig. 7). The spatial mean series of annual mean temperature obtained 
with the merged dataset are shown in Fig. 12. 

 
 

 
Fig. 7. The shematic diagram of creating the gridded database. 
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Fig. 8. Representativity values for the year for the four different station systems. 

 
 

   

 
Fig. 9. Temporal mean values of annual mean temperature (top, in °C) and temporal 
standard deviation values of annual mean temperature (bottom, in °C) for the period  
1975–2020 for the four different station systems. 

 

 

 

 
Fig. 10. The difference between the temporal mean values of annual mean temperature 
based on 114 or 11 gridded stations for the common period 1975–2020 (in °C).  
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Fig. 11. Spatial mean series (left) and spatial standard deviation series (right) of annual 
mean temperature for the different systems (in °C). 

 
 

 
Fig. 12: Spatial mean series of annual mean temperature for Hungary from 1870 to 2020 
with the estimated linear trend. 

 
 

Table 2. The most important ANOVA results for the gridded annual mean temperature 
series for the different station systems computed for the common time period 1975–2020 

  MISH1 MISH2 MISH3 MISH4 

Total mean 10.47 10.46 10.47 10.46 
Total standard deviation 3.25 3.23 3.24 3.23 
Spatial standard deviation of 
temporal means 

1.04 1.10 1.07 1.08 

Root spatial mean of temporal 
variances 

0.62 0.72 0.66 0.69 

Temporal standard deviation of 
spatial means 

0.83 0.84 0.84 0.83 

Root temporal mean of spatial 
variances 

0.82 0.83 0.83 0.82 
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6.3. Joint homogenization of time series with unequal length in the case of 
precipitation 

The task is much simpler in the case of precipitation than in case of temperature, 
as the list of precipitation stations which could be used for homogenization and 
gridding remained unchanged compared to previous years (Fig. 13). The only new 
issue comes from the inclusion of the recently digitized data from 1870–1900 into 
the homogenization and gridding process. Quality control, data homogenization, 
and data completion are the first steps to execute here as well. Three MASH 
systems were built and harmonized for precipitation time series. Fig. 14 illustrates 
the periods and the number of stations that were used in this process.  
 
 
 

 
Fig. 13. Location of the stations in the case of precipitation. 
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Fig. 14. The scheme of the three station systems for the MASH procedure, in the case of 
precipitation. 

 
 
The steps of homogenization of precipitation station data series are as follows: 

1. MASH1: homogenization of monthly data;  
2. Cutting out and inserting the inhomogeneities of the common part into 

MASH2 and MASH3;  
3. MASH2: homogenization of monthly data;  
4. Cutting out the inhomogeneities of the common part and inserting them 

into MASH3 and MASH1;  
5. MASH3: homogenization of monthly data;  
6. Cutting out the inhomogeneities of the common part and inserting them 

into MASH1 and MASH2;  
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7. If statistics are acceptable in MASH1: go to step 8, if not, go to step 1;  
8. If the statistics are acceptable in MASH2: go to step 9, if not, go to step 3; 
9. Homogenization of daily data in MASH1, MASH2, and MASH3;  
10. Gathering the homogenized data sets from the different MASH systems. 

 
The most important verification statistics are listed in Table 3. Obviously, 

using data from 461 stations brings an improvement over using only 131 stations. 
Not surprisingly the representativity values of the station system consisting of 11 
data series are very low. The reason for this is that precipitation varies more both 
spatially and temporally than the mean temperature, therefore, a much denser 
network of stations is needed to characterize well the distribution of precipitation. 
Similarly to temperature, we do not recommend the mere use of automatic 
algorithms in the case of precipitation either, even though in this case we are much 
more careful and use a significance level of 0.01. In each case, it is necessary to 
study the test statistics and, on this basis, the homogenized station data series is 
prepared. The great advantage of MASH is that we can correct not only 
automatically but also manually at almost every step, however of course, the 
biggest help is the study of verification statistics. The advantage of this is that the 
database can be updated every year without having to restart homogenizing again 
from the beginning.  

 
 
 
Table 3. The most important verification statistics for annual precipitation sum 

 

 

 

MASH MASH1 MASH2 MASH3 

Significance level: 0.01 Critical value:  28.00 Critical value:  28.00 Critical value:  30.00 

Test statistics before 
homogenization 45.46 63.42 42.19 

Test statistics after 
homogenization 18.79 27.91 26.75 

Relative modification 
of series 0.23 0.18 0.11 

Representativity of 
station network 0.46 0.63 0.7 
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6.4. Gridding in the case of precipitation and the ANOVA results 

Using the previous modeling results in MISH, the grid point data sets in all three 
station networks were created by applying MISH interpolation procedure (Figs. 13, 
15). The representativity values for January and July can be seen in the maps of Fig. 
16. It is clear that the representativity values are smaller in July than in January. As 
the station density increases, the spatial pattern is more accurate. 
 

 
Fig 15. The shematic diagram of creating the gridded database. 

 
 

 

 

  
Fig. 16. January (top) and July (bottom) representativity values for the different station 
systems. 
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The ANOVA (see Section 4) results for the three precipitation station 
systems were compared (Table 4). The temporal means and standard deviations 
based on the common period of all three datasets are visualized in the maps of 
Fig. 17. The maps in Fig. 18 enable us to identify the areas where more or less 
precipitation sums appear depending on the station systems. The spatial means 
are almost identical, the spatial standard deviations are slightly different for the 
three different systems (Fig. 19). 

 
 

 
Table 4: The most important ANOVA results for the gridded annual precipitation sum 
series for the different station systems 

 MISH1 MISH2 MISH3 

Total mean 591.42 603.74 601.65 

Total standard deviation 132.51 135.02 135.48 

Spatial standard deviation of temporal means 68.85 66.23 65.46 

Root spatial mean of temporal variances 113.22 117.66 118.62 

Temporal standard deviation of spatial means 99.05 101.38 101.07 

Root temporal mean of spatial variances 88.02 89.17 90.22 

 
 
 

 
Fig. 17. Temporal mean values of annual precipitation sum (top, in mm) and temporal 
standard deviation values of annual precipitation sum (bottom, in mm) for the period 1975–
2020 for the different station systems. 
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Fig. 18. The difference between the temporal mean values of annual precipitation sum 
based on 461 or 11 gridded stations for the common period 1975–2020 (in mm). 
 
 
 

 
Fig. 19. Spatial mean series (left) and spatial standard deviation series (right) of annual 
precipitation sum for the different systems (in mm). 

 
 
 
 

 
The three gridded precipitation datasets can be merged by taking the values 

from the most dense station systems for specific time periods (Fig. 15). Finally, 
the spatial mean series obtained with the merged dataset can be seen in Fig. 20.  
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Fig 20. Spatial mean series of annual precipitation sum for Hungary, relative to the 1991-
2020 normal, from 1870 to 2020. 
 
 
We can conclude that we were able to harmonize station data series of 

different lengths, gaining as much information as possible from the measurements 
in order to characterize the precipitation. However, the station density for the 
period 1870–1900 is too sparse for quality checks, data completion, and 
homogenization. Thereby the quality of the time series from 1870–1900 is lower 
than the quality of data of the other two systems. 

7. Summary 

Homogenized, completed, and quality-controlled station datasets were derived 
from the daily mean temperature and daily precipitation sums for Hungary for 
different time periods. One of the most important achievements is that 151-years-
long climate data series were homogenized for Hungary. Three MASH systems 
for the three different time intervals were harmonized for precipitation and four 
MASH systems for daily mean temperature. In the case of temperature, the daily 
data of 11 meteorological stations from 1870, 33 from 1901, 55 from 1951, and 
114 from 1975 were used in this process. Daily precipitation sums of 11 stations 
from 1870, 131 from 1901, and 461 from 1951 were quality-controlled, 
homogenized, and completed. Significant quality improvement was achieved by 
expanding the station system in the case of temperature. We used unprocessed 
archived data for the creation of the datasets for temperature and precipitation. 
This work will allow us to study the climate change in Hungary over a longer 
period of time than it was previously possible.  
 
Acknowledgement: The research is supported by the ÚNKP-20-3 New National Excellence Program of 
the Ministry for Innovation and Technology from the source of the National Research, Development 
and Innovation Found. 
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Abstract⎯ The aim of this work was the regionalization of low flow for chosen 
catchments located in the upper Vistula river basin using non-hierarchical cluster analysis. 
Next, with such creative clusters, the regional relationships were determined between the 
specific low flow discharge q95 and the meteorological and physiographic parameters of 
the catchment. The study evaluated regional regression models for low flow (specific q95 
discharge) in selected, 30 catchments located in the upper Vistula river basin. The data for 
calculations were a series of observations of daily discharge from the multiannual period 
of 1963–2016 and were obtained from the Institute of Meteorology and Water Management 
– National Research Institute in Warsaw. The study showed, that the k-means method can 
be used for regional regression determination. The parameters which influenced the 
catchments grouping in clusters were the specific low flow discharge q95, precipitation, 
median catchment altitude, mean catchment slope, soil, and land use. The study indicated 
that k-means method may be an effective tool for evaluating low flow in rivers of the 
southern parts of Poland. 

 
Key-words: low flow, cluster analysis, morphoclimatic parameters, catchments grouping 
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1. Introduction 

The flow in a river is the sum of natural processes that take place within the 
catchment, such as: supplying, storing, and outflowing of water. Supply of water 
depends highly on precipitation, landscape and use of the area, and the roughness 
coefficient. Storage of water and its flow are dependent on complex physiographic 
elements of the catchment. The natural factors that affect the low flow in the river 
are: the type and infiltration capacity of the soil, deposition of aquifers, speed and 
frequency of water supply, evapotranspiration, management and topography of the 
area, and the climate. In many cases, ground waters provide supply of water for 
streams during the time of low flows. Low flows do not unbalance the ecology at 
such times. Therefore, it is important for aquifer layers to have access to sufficient 
volume of water, the level of ground waters to be sufficiently low to cross the 
watercourse, and the size and hydraulic conditions of the aquifer to be sufficient to 
maintain the flow during dry time. Supply of water for low flows may also come 
from the nearby surface of the valley bottom, where water is stored in the form of 
saturated soil, alluvial area, and wetlands. These are places saturated with water 
during or right after precipitation (Smakhtin, 2001; Ziernicka-Wojtaszek and Kaczor, 
2013). The geological structure of the catchment also significantly affects the 
appearance of low flows. Armbruster (1976) and Smith (1981) confirmed in their 
study the direct relationships between the geological structure of the catchment and 
the speed of outflow at low flow time.  

Modern society faces the common phenomenon of shortage of water. This 
problem is enhanced with the fact that water deficits occur in many parts of the 
world at the same time (Bates et al., 2008). Shortage of water is related to drought 
that affects resources of surface and underground waters and can lead to reduction 
of the supply of water, deterioration of its quality, crop failure, and disturbances 
in habitats (Mishra and Singh, 2011). 

The water balance is the main and commonly used model to determine low 
flows in controlled catchments. It requires entering some data, which in most cases 
are easily available, and the method is relatively simple and easy (Merz and Blöschl, 
2004). In general, hydrometric gauging records are not available at the site of interest. 
Where these records are available, they may be of short length, leading high 
uncertainties in the selection of the probability distribution and the estimation of the 
parameters of selected model. When the observed streamflow records are 
unavailable or inadequate for a proper local frequency analysis, other approaches 
must be used (Ouarda et al., 2008). In uncontrolled catchments, the relevant 
parameters are acquired from other sources of information, such as the neighboring 
catchments or the data concluded on the basis of literature information (Merz and 
Blöschl, 2004; Wa ega and M y ski, 2017). In Poland, in case of controlled 
catchments, statistical methods based on different type of distribution of extreme 
value are in use, i.e., Gumbel method for low flow calculation (Byczkowski, 1972). 
For uncontrolled catchments, empirical formulas are used. There are few formulas 
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to low and average flow calculations, but they were worked out based on 
hydrological data for years 1950–1980 by the 20th century, for example the Punzet 
formula (Punzet, 1981). At present there is a need of verification or updating of these 
formulas, especially since actual hydrological data sequence are much longer at 
present (Wa ga et al., 2014).  

The regional frequency analysis is the most commonly used tool for the 
estimation of extreme hydrological events (floods, droughts) at sites, where little or 
no reliable data are available (Vogel and Kroll, 1990; Tucci et al. 1995; Durrans and 
Tomic, 1996; Hamza et al., 2001; Ouarda et al., 2005; McLean and Watt, 2005; 
Laaha and Blöschl, 2006). In general, a regional frequency analysis procedure is 
composed of two main steps: the identification of groups of hydrologically 
homogenous catchments (or regions) and the application of a regional estimation 
method within each delineated region (Ouarda et al., 2008). Regionalization of 
catchments is founded on the premise, that catchments of the same climate, geology 
and topography, vegetation and soils have similar values of low flow parameters. It 
is possible to define the homogenous regions in a variety of manners: as 
geographically contiguous region, as geographically non-contiguous regions 
(Ouarda et al., 2008). Regions grouped in this way are not always strictly 
homogeneous, but this approach may produce sufficient results when availability of 
data is limited. A homogeneous region can be also perceived as a group of 
catchments hydrologically similar, but not necessarily geographically neighboring. 
Multidimensional statistical analyses are often used to group catchments. cluster 
analysis is the general name of multidimensional statistical techniques that are used 
to study, interpret, and classify the data with those of a similar group or groups. The 
data from one cluster should be as close to each other as possible, whereas parameters 
from different clusters should differ, if possible.  

Non-hierarchical methods of grouping require the initial determination of the 
number of clusters. They may be classified based on the techniques used to initiate 
the clusters, the criteria for cluster creation, and the types of the data for which 
they are appropriate (Rao and Srinivas, 2008). One of the most frequently used 
and the best known of the non-hierarchical clustering methods, i.e., for catchments 
grouping for the sake of flooding, is the k-means method (Lecce, 2000; Burn and 
Goel, 2000). In India, Ahuja (2012) used the k-means method for data 
regionalization of Godaravi catchments. In Poland, Cupak (2017) used it for low 
flow grouping. This method is effective for grouping large sets of data with 
numerical attributes. However, there are some limitations to this method in the 
breaking down of the data into categories. The method is also sensitive to presence 
of errors (Rao and Srinivas, 2008).  

The objective of this work was the regionalization of low flow in chosen 
catchments located in in the area of the upper Vistula river basin with use of the 
non-hierarchical cluster analysis – the k-means method. Next, with such creative 
clusters, the regional relationships were determined between low flow q95 and the 
meteorological and physiographic parameters of the catchment. 
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2. Material and methods 

The analysis was conducted for 30 selected catchments of the upper Vistula river 
basin (Fig. 1). The source material for the analysis were daily flows from the 
period 1963–2016 (Table 1). It was assumed, as a criterion of catchments’ 
selection, that for analysis, only those catchments will be taken, for which daily 
streamflows are available with a minimum record length of 20 years. 13 
physiographic and meteorological characteristics of catchments were also used 
(Table 1) in the analysis. The data related to daily flows, temperature, and 
precipitation were obtained from the Institute of Meteorology and Water 
Management, National Research Institute in Warsaw.  
 
 

 
Fig. 1. Location of the upper Vistula river basin 
(https://pl.wikipedia.org/wiki/Plik:Polska_hydrografia2.jpg) 

 
 
 
 

The first step was to determine Q95%, that is the flow achieved during 95% 
of days in the studied timeframe. This low flow characteristic is widely used in 
Europe and was chosen because of its relevance for multiple choices of water 
management, among other things in case of projection of water supply systems. 
Then, Q95% was subsequently standardized by the catchment area resulting in 
specific low flow discharges q95 (dm3 s-1 km-2). The data were standardised on the 
basis of Eq.(1) in order to obtain average values expected for the individual 
variables, which were given in various units. 
 

 
         , (1) 
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where  
f(yij) is the function subject to transformation, 
yij is the value of the feature j, in n – dimensional function of the vector yi, 
wj is the weight assigned to the given feature, 

j is standard deviation. 
In the k-means method, the first step is to determine the number of clusters. 

The center is determined for each group, which is defined as the function of the 
vector between the clusters. After assigning the variables to the clusters, the 
function of the vector is calculated again to redetermine the location of the center 
of the cluster. The variables are again assigned to the groups, according to the 
position of the new cluster (Dikbas et al., 2013). The Euclidean distance was used 
to calculate the distance of the objects from the centers of the clusters.  

The calculation procedure was run four times – for two, three, four, and five 
clusters. First, two clusters are generated. In the last step, analysis of correlations 
was conducted and models of correlations were defined. The coefficient of 
correlation was calculated, which describes the relationship between the unit 
outflow q95 and selected meteorological and physiographic features of the 
catchment. The coefficient of determination R2 was also determined for the level 
of confidence  = 0.05. Regional regression is built as a multiply regression 
(Eq.(4)), which shows relationships between low flow (as a dependent variable) 
and morphoclimatic parameters (as independent variables). It is used to identify 
the parameters that most strongly influence the low flow. To determine the power 
of regression equation, adjusted coefficient of determination R2

adj for the level of 
significance 0.05 was calculated. The best results were obtained while using 
stepwise regression:  
 
  , (2) 

 
where 

xi are the morphoclimatic parameters of a catchment, 
i is the regression coefficient. 

The statistical calculation were made using STATISTICA 13 software. Figs. 
2 and 4 were made in Inkscape.  

2.1. Model performance criteria 

The performance measures used in this study were the Nash–Sutcliffe efficiency 
(E), the percent bias (PBIAS), and the adjusted coefficient of determination (R2

adj). 
Additionally to the regression model the goodness of fit was tested in case, when 
uncontrolled catchment will be included to a region. 

The value of percent bias (Eq.(3)) and a root mean sum of squares error 
(Eq.(4)) were calculated for each clusters obtained with use cluster analysis 
(Patel, 2007). 
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 , (3) 

 

 2 , (4) 

 
where  

 is the observed specific low flow discharge q95 for catchment i, 
          is the model prediction. 

RMSE and PBIAS values of 0 indicate a perfect fit. PBIAS measures the 
average tendency of the simulated data to be larger or smaller than observed ones. 
The optimal value of PBIAS is 0. Positive values indicate model underestimation, 
while negative values indicate model overestimation (Fang et al., 2014). For the 
assessment under PBIAS a classification was used suggested by Van Liew et al. 
(2007), described as follows: PBIAS<10%: it is a very good model, 
10% < PBIAS < 15%: the model is good; 15% < PBIAS < 25%: the model is 
satisfactory, and when PBIAS  25%: the model is unsatisfactory model (Pereira 
et al., 2016). 

The E value (Eq.(5)) is a normalized statistic, that expresses the relative 
magnitude of the residual variance compared to the variance of the measured data 
(Nash and Sutcliffe, 1970; Tegegne et al., 2017). E indicates how well a plot of 
observed versus simulated data fits a 1:1 line (Tegegne et al., 2017). E was 
recommended for two major reasons: it is recommended for use by ASCE (1993) 
and Legates and McCabe (1999), and it is very commonly used, which provides 
extensive information on reported values (Moriasi et al., 2007). It is calculated 
as: 
 

  , (5) 

 
where  

 is the observed specific low flow discharge,  
 is the predicted specific low flow discharge, 
is the average value. 

The range of E lies between 1.0 (perfect fit) and . An efficiency of lower 
than zero indicates that the mean value of the observed time series would have 
been a better predictor than the model (Krause et al., 2005). 
 
 
 



 

33 

3. The description of the study area 

The research included 30 selected catchments located in the upper Vistula river 
basin (Fig. 2). This area is spread within three great Carpathian physiographic 
units: the Carpathians (40% of the basin area), the Subcarpathian valleys (about 
35% of the basin area), and the Ma opolska Upland (about 25% of the basin area). 
The Carpathians and the Upland are the source areas for most of the upper Vistula 
tributaries, while the Subcarpathian valleys are a transit area for the Vistula and 
an estuary area for the rivers and streams formed in the Carpathians and 
Subcarpathian Uplands (Che micki, 1991).  
 
 

 
Fig. 2. Location of analyzed catchments in the upper Vistula river basin, where: 1 – 
D ubnia, 2 – Opatówka, 3 – Bia a Tarnowska, 4 – Szreniawa, 5 – Wieprzówka, 6 – eg, 7 
– Tanew, 8 – Bia a, 9 – Pszczynka, 10 – Skawa, 11 – ososinka, 12 – Bia a Nida, 13 – 
Trzebo nica, 14 – Czarna, 15 – So a, 16 – Wis a, 17 – Dunajec, 18 – Koprzywianka, 19 – 
Skawica, 20 – Czarna Nida, 21 – Wschodnia, 22 – Ropa, 23 – Jasio ka, 24 – Solinka, 25 – 
Os awa, 26 – Stupnica, 27 – Mleczka, 28 – ubinka, 29 – Grabinianka, 30 – Wielkopolska 

 
 
 
 

Catchments (Fig. 2) chosen for analysis are diverse in respect of analyzed 
parameters. The average annual precipitation amounted more than 1000 mm for 
the Carpathian inflows of Vistula river, and in case of other catchments it is about 
600 –800 mm (Table 1). 
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Table 1. Statistical summary of catchments’ characteristics 

Variable Variable description Units Min. Mean Max. 

A 
L 
 
T 
 
P 
 
I 
Hme 
 
LU1 

LU2 

LU3 

LU4 

S1 

S2 

S3 

Catchment area  
Length of the watercourse 
 
Mean annual air 
temperature 
Mean annual precipitation 
 
Mean catchment slope 
Median catchment altitude 
 
Coniferous forests 
Mixed forests 
Grassland 
Arable land 
Fluvisols 
Cambisols 
Luvisols 

km2 

km 
 

°C 
 

mm 
 
– 

m a.s.l. 
 

% 
% 
% 
% 
% 
% 
% 

66.3 
8.8 

 
5.0 

 
603.8 

 
0.002 
202.0 

 
0.0 
0.0 
0.0 
7.4 
0.0 
0.0 
0.0 

472.8 
33.2 

 
7.0 

 
796.6 

 
0.022 
391.5 

 
16.0 
13.0 
8.3 
57.2 
15.6 
28.0 
17.1 

2034.0 
72.0 

 
8.0 

 
1192.6 

 
0.091 
836.0 

 
77.6 
53.1 
30.0 
87.0 
34.0 
100.0 
73.4 

 
 
 
 
 
 

Catchments with different area were also chosen, from small ones (like 
ubinka with an area of 66.3 km2) to large ones (like Tanew – 2093 km2 or Bia a 

Tarnowska – 957 km2). The mean slope is in range from 0.002 for g river to 
0.091 for Bia a river. In case of some catchments, cambisols and arable land 
dominates (Table 1). 

In the analysis, data of precipitation and temperature were also used for the 
meteorological station located in the area of the upper Vistula river basin (Table 2).
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Table 2. Meteorological stations used in this study 

Station Altitude Latitude Longitude 
Annopol 165 50 53 21 50 
Frampol 245 50 40 22 40 
Gorlice 439 49 40 21 10 
Jarocin 187 50 34 22 18 
Jas o 228 49 44 21 29 
Jawiszowice 265 49 58 19 08 
Kalwaria Zebrzydowska 339 49 52 19 42 
Kamesznica 821 49 36 19 04 
Ka czuga 237 49 59 22 24 
Klimontów 258 50 40 21 27 
Konieczno 256 50 48 20 03 
Kowaniec 672 49 30 20 02 
Maków Podhala ski 578 49 44 19 41 
Osielec 525 49 41 19 45 
Pilzno 193 49 59 21 18 
Radomy l Wielki 189 50 12 21 18 
Radziemice 249 50 15 20 15 
Raków 265 50 41 21 03 
Rozdziele 375 49 48 20 27 
Rudzica 272 49 51 18 53 
Rybotycze 301 49 39 22 39 
Sandomierz 217 50 41 21 42 
Skoczów 302 49 47 18 47 
Szaflary 686 49 25 20 02 
Szczawne 463 49 24 22 09 
Terka 668 49 18 22 26 
Tuchów 223 49 54 21 03 
Wadowice 257 49 52 19 30 
Zawichost 139 50 48 21 52 

abnica 824 49 34 19 11 
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4. Results 

To facilitate the identification of clusters, the following symbols were applied for 
the individual groups: 

• for two clusters: 2a, 2b,  
• for three clusters: 3a, 3b, 3c,  
• for four clusters: 4a, 4b, 4c, 4d, 
• for five clusters: 5a, 5b, 5c, 5d, 5e. 

As a result of classification, clusters were obtained with the catchments of 
similar values of the analyzed parameters (Fig. 3). 

 
 a) b) 

 
 
 
 
 
 
 
 
 
 

 c) d) 
 
 
 
 
 
 
 
 
 
 

Fig. 3. Chart of the centers of the individual parameters for: a – two clusters,  
b – three clusters, c – four clusters, d – five clusters. 

 

 
Fig. 4 presents the distribution of the analyzed catchments assigned to the 

individual clusters. cluster 2a includes 19 catchments located in the northern and 
central parts of the upper Vistula river basin. These are catchments varied in terms 
of area: from middle-size catchments of approximately 160 km2 to large ones, whose 
area exceeds 800 km2. In terms of the length of the streams, this cluster (Fig. 4a) 
includes varied catchments: from 17 km in case of Czarna river to 72 km in case of 

 Cluster 4a
 Cluster 4b
 Cluster 4c
 Cluster 4dA P Hme s1 s3 LU2 LU4
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Tanew river. In terms of the specific low flow discharge q95, the cathments are in 
the range from 1 to 4 dm3.s-1.km-2. The parameters according to which catchments 
were classified in this cluster are: low median altitude of the catchment, which was 
up to 380 m a.s.l., the slope of the catchment (<0.03), with luvisols soils dominant 
in the catchments, as well as the catchment use, where arable lands are dominant, 
which constitute 64% of the catchment area on average. The parameters, which had 
the greatest influence on the shaping of the specific outflow in the cluster 2a, were 
the mean catchment slope and the median catchment altitude, for which the partial 
correlation coefficient resulted in 73%. A similar partial correlation value of 70% 
for this cluster was obtained for the mean annual air temperature and luvisols. In 
the cluster 2b, 11 catchments were included (Fig. 4a), similar in terms of median 
catchment altitude (over 390 m a.s.l.), large catchment slope (over 0.02), as well as 
soil type – cambisols prevail in the area of the catchments in the cluster 2b. 
However, similarly to the cluster 2a, catchments varied in terms of area (from 66 
to 681 km2) as well as specific low flow discharge q95 (in the range from 1.78 to 
7.98 dm3.s-1km-2). The parameters, which in the cluster 2b and 3b had the greatest 
influence on the shaping of the q95 outflow, had a mean catchment slope for which 
the partial correlation coefficient was 53%.  

 

 
 

 
Fig. 4. Localization of the investigated catchments forming the clusters identified with the 
k-means method for: a – two clusters, b – three clusters, c – four clusters, d – five clusters 
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In the next step, three clusters were composed. cluster 3b (Fig. 4b) included 11 
catchments, the same that created the cluster 2b. In the cluster 3a, 14 catchments 
were included, similar in terms of precipitation (averaged at about 700 mm), 
median catchment altitude (200 m a.s.l. > Hme > 340 m a.s.l.), and with the 
domination of luvisols and arable land. These catchments were similar also in 
terms of specific low flow discharge q95 (averaged at 2 dm3.s-1km-2), and 
catchment area – compared to clusters 3b and 3c, the catchments in this cluster 
feature average areas from 154 to 755 km2. cluster 3b including the catchments 
with the smallest area, and the cluster 3c – the largest ones. Also, the streams were 
the shortest ones in this cluster (the longest ones were in case of the catchments 
in the cluster 3c). The parameter, which in the cluster 3a had the greatest influence 
on the shaping of the specific outflow, was the mean annual air temperature, for 
which the partial correlation coefficient was 74%. 
cluster 3c is composed of 5 catchments similar in terms of specific low flow 
discharge q95 (with the average of 2 dm3.s-1km-2), precipitation (750 mm on the 
average), and the largest catchment areas (> 600 km2), and stream lengths (> 40 
km). Further delineation of clusters (four – Fig. 4c and five – Fig. 4d) was not 
successful due to the creation of clusters with a small number of catchments. 
Additionally, the catchments included in the new clusters, whose analyzed 
parameters, on the basis of which the given catchment was assigning into the 
group, did not significantly differ from other clusters, e.g., the catchments in the 
clusters 4b, 4c, and 4d, as well as for the clusters 5a, 5c, and 5d featured very 
similar values of specific low flow discharge (in both cases in the range from 1 to 
4 dm3.s-1km-2), average annual precipitation (700 mm in case of the clusters 4a, 
4c, 5a, and 5c), median catchment altitude (about 260 m a.s.l. in case of clusters 
4a, 4c, 5a, 5c, and 5d) (Fig. 3c and 3d). The parameters, which in the cluster 4a 
had the greatest influence on the shaping of the specific outflow q95, were the 
coniferous forests (r = 97%). An equally high partial correlation coefficient of 
95% was obtained for the length of the watercourse and 93% for luvisols. In turn, 
for the cluster 5a, for the mean annual air temperature the particle correlation was 
76%.  

Then regression dependences were determined for selected clusters, for 
which more than 10 catchments were included (Table 3), between the specific 
discharge q95 and the individual parameters.  
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Table 3. Components of the regional regression model based on the k-means method 

cluster R2 (%) R2
adj (%) Model 

2a 87 75 
 

2b, 3b 85 75 
 

3a 69 59  

4a 98 95 
 

5a 57 52  
R2

adj denotes the goodness of fit coefficient of determination 
*Parameter statistically significant at level =0.05 

 
 
 
 
 

The best regression model resulted in the case of the cluster 4a (R2
adj = 95%) 

– Table 3, for the level of confidence 0.05. Also, a strong adjusted coefficient of 
determination, with the value of 75%, was obtained for clusters 2a, 2b, and 3b.  

The scatter plots allow a detailed examination of the performance of 
individual catchments including the existence of outliers and a potential 
heteroscedasticity of the observations and the predictions (Laaha and Blöschl, 
2006). Overall, the relative scatter of the method (Fig. 5) corresponds well with 
the coefficient of determination in Table 3. The model fit was the best for the 
catchments closest to the diagonal line.  

In case of other clusters (with less than 10 catchments each), models of 
correlation dependence were determined between specific low flow discharge q95 
and individual independent variables. Table 4 summarizes only those correlation 
dependences whose coefficient of correlation (r) exceeded the average value  
(> 0.5). A pretty strong dependence (0.7>r>0.9) was obtained in case of the cluster 
3c, 5b, and 5d (for such variables as average precipitation, median catchment 
altitude, mean catchment slope, coniferous forests, and grassland). On the other 
hand, almost full correlation (for r>0.9) was obtained in the case of the clusters 
4b and 5c (the variables: catchment area, length of the watercourse, and fluvisols) 
and the cluster 5d in case of mean annual air temperature. 
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 a) b) 

 
 
 
 

 
 
 
 
 
 c) d) 
 
 
 
 
 
 
 
 
 
 
 e) f) 
 
 
 
 
 
 
 
 
 
 
 

Fig. 5. Differences between observed and calculated q95 (dm3 s-1 km-2) for clusters: a – 2a, 
b – 2b, c – 3a, d – 3b, e – 4a, and f – 5a. 
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Table 4. Correlation models between q95 and each parameters 

cluster Correlation model Correlation coefficient R2 

3c q95 = 3.31 – 0.067 · S1 
q95 = 1.174 – 0.0078 · A 

-0.83 
0.78 

0.69 
0.61 

4b 

q95 = 0.54 + 0.0011 · A 
q95 = -2.57 + 0.73 · L 
q95 = 3.59 – 0.094 · S1 
q95 = 1.25 + 0.031 · LU1 
q95 = 2.69 – 0.0038 · LU3 

0.94 
0.97 

-0.98 
0.63 

-0.50 

0.88 
0.94 
0.96 
0.40 
0.25 

4c q95 = 2.72 + 42.47 · I 
q95 = 6.88 – 0.048 · LU4 

0.58 
-0.56 

0.34 
0.31 

4d 

q95 = 8.01 – 0.007 · P 
q95 = 1.29 + 0.016 · S2 
q95 = 2,.41 – 0.024 · S3 
q95 = 2.40 – 0.057 · LU1 
q95 = 1.19 + 0.029 · LU2 

-0.58 
0.51 

-0.55 
-0.64 
0.69 

0.34 
0.26 
0.30 
0.41 
0.48 

5b q95 = -5.37 + 1.16 · T 0.79 0.62 

5c 

q95 = 0.54 + 0.0011 · A 
q95 = -2.57 + 0.73 · L 
q95 = 3.59 – 0.094 · S1 
q95 = 1.25 + 0.031 · LU1 
q95 = 2.69 – 0.0038 · LU3 

0.94 
0.97 

-0.98 
0.63 

-0.50 

0.88 
0.94 
0.96 
0.40 
0.25 

5d 

q95 = 3.90 – 0.0026 · A 
q95 = -3.88 + 0.01 · P 
q95 = -11.60 + 1.97 · T 
q95 = 17.45 – 0.055 · Hme 
q95 = 3.69 – 113.0 · I 
q95 = 3.11 – 0.46 · S1 
q95 = 0.73 + 0.04 · S3 
q95 = 6.13 – 0.19 · LU1 
q95 = 2.01 + 0.13 · LU3 

-0.62 
0.88 
0.95 

-0.79 
-0.71 
-0.61 
0.60 

-0.81 
0.78 

0.38 
0.77 
0.90 
0.62 
0.50 
0.37 
0.36 
0.66 
0.61 

5e q95 = 2.72 + 42.47 · I 
q95 = 6.88 – 0.048 · LU4 

0.58 
-0.56 

0.34 
0.31 

 
 
 
 
A summary of the performance indicator statistics such as percentage bias 

(PBIAS) and the root mean sum of squares error (RMSE) for the models presented 
in this study is given in Table 5.  
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Table 5. Values of BIAS, RMSE and E for clusters obtained with the use of the k-means 
method 

cluster PBIAS [%] RMSE [dm3 s-1 km-2] E 

2a -22.2 0.68 0.81 
2b, 3b 9.9 0.79 0.79 

3a -6.10 0.48 0.69 
4a -1.50 0.11 0.98 
5a -6.62 0.45 0.57 

 
 
 

The highest value of PBIAS was obtained in the case of cluster 2a (Table 4). 
For clusters 2a, 3a, 4a, and 5a, the predicted values of the specific low flow 
discharge q95 were overestimated, only in case of clusters 2b and 3b, the estimated 
values were underestimated. According to Liew et al. (2007) classification, the 
models for cluster 2b, 3b, 4a, and 5a are very good, and for cluster 2a they are 
satisfactory. According to the criterion in (Pereira et al., 2016), the results 
obtained with the use of cluster analysis for almost every cluster, for which 
regional regression was made, except cluster 2a, are equal to a very good model. 
The values of the E coefficient were similar to the adjusted determination 
coefficient R2. For cluster 4a we got the highest value of E, what corresponds with 
the value of R2

adj
 (95%) and PBIAS (the lowest value equal -1.50), which means 

that in case of this cluster, we got the best fit of the regression model. 

5. Discussion and conclusion 

This paper discusses the regionalization of the specific low flow discharges q95 in 
chosen 30 catchments located in the in the area of upper Vistula river basin with 
use the non-hierarchical cluster analysis - the k-means method. Our research 
confirms that this method can be used for grouping of watersheds, according to 
hydrological characteristics. It is also important that this method can be a useful 
and interesting tool for low flow estimation in uncontrolled catchments. The 
positive aspect of this method is that we can determine the number of groups. 
However, when the number of clusters is too large, there is probably no training 
data in the cluster. Another disadvantage of the method is the lack of an 
unambiguous criterion on the basis of which the number of clusters can be 
determined (Lin and Chen, 2006). In the analysis, 13 physiographic and 
meteorological characteristics of catchments were also used. We started with two 
clusters and finished with five. The assumption of two clusters is too small 
number, because the given group includes catchments varied in terms of some 
parameters, for example for cluster 2a, in which the catchment areas ranged from 
about 160 km2 to more than 800 km2, while the strean length ranged from 17 km 
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to 72 km. In turn, defining four and five clusters resulted in the situation when 
they included catchments, whose analyzed parameters, on the basis of which the 
given catchment was included in the group, did not significantly differ from the 
other clusters. Additionally, these clusters featured a low number of catchments, 
e.g., clusters 4c and 5c had only 3 catchments.  

In our research, we got similar relationship to those got by Cupak (2017). In 
case of grassland, coniferous forests, median catchment altitude, mean annual air 
temperature, and eutric cambisols, the relationship had a positive character, that 
is the greater the value of each analyzed parameters, the greater the value of low 
flow is. For parameters, like mean catchment slope and fluvisols, we also got 
similar – negative relationship, which means, that the value of low flow increases 
as the value of these parameters decreases.  

We also got similar values of R2, in case of regression models got from 
cluster analyses, which are in the literature, but for hierarchical cluster analyses. 
For example in Austria, Laaha and Blöschl (2006) obtained R2 varying from 32% 
to 75% for clusters got with the use of Ward’s method between specific low flow 
discharge q95 and catchment characteristics. However, in their study, 325 
catchments were taken into research.  

In summary, the parameters which influenced the catchments grouping in 
clusters were the specific low flow discharge q95, precipitation, median catchment 
altitude, mean catchment slope, soil, and land use.  

The best fitting of the model was obtained in the case of cluster 4a, for which 
the adjusted coefficient of determination and the coefficient E rated high, at 95% 
and 0.98, respectively. The parameters, which had the greatest influence on the 
shaping of the specific outflow q95 in the cluster 4a were the coniferous forests (r 
= 97%). An equally high partial correlation coefficient of 95% was obtained for 
the length of the watercourse and 93% for luvisols. However, despite the high 
value of the obtained coefficients, optimum results (in our opinion: assigning 
individual catchments to clusters so that the given cluster includes only 
catchments most similar to each other in terms of hydrological, meteorological, 
and physiographic parameters, and definitely different from those included in the 
other catchments), was obtained in case of generation of three clusters, despite 
lower values of R2

adj (75% and 59%) and the coefficient E (0.69 and 0.79). The 
parameter, which had the greatest influence on the shaping of the specific outflow 
in the cluster 3a had the mean annual air temperature, for which the partial 
correlation coefficient was 74%, while in the cluster 3b, the parameter with the 
greatest influence was the mean catchment slope for which the partial correlation 
coefficient was 53%.  
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Abstract— Climate change is one of the largest environmental issues causing 
hydroclimatological extremes such as floods, droughts, and aridity. The aim of this study 
is to assess the observed and projected climate changes in Ba ka (Serbia). Detailed trend 
analyses and possible climate scenarios over Ba ka has not been presented up to now. In 
this paper, four data sets were extracted and calculated: mean annual air temperature, mean 
air temperatures during the vegetation period, mean annual precipitation and total 
precipitation during the vegetation period. The presented parameters were obtained from 
the annual meteorological reports of the Republic Hydrometeorological Service of Serbia. 
Trend equation based on linear regression, trend magnitude according to the trend equation, 
and Mann-Kendall statistics have been used for trend analysis of climatic parameters. A 
GIS modeling of the possible climate scenario was created according to the Beijing Climate 
Center Climate System Model (BCC-CSM2-MR). Based on the trend equations, positive 
trends related to air temperature and precipitation variables are dominant. The trend 
magnitude shows the largest mean increase in all time series related to air temperature 
during the vegetation period. The highest mean precipitation increase occurs only in two 
time series. The Mann-Kendall statistics showed significantly positive trends in 11 cases 
and no changes in 9 cases. According to BCC-CSM2-MR, changes will be especially 
dominant in case of air temperatures. The expected changes in the total precipitation during 
the vegetation period show a tendency towards semiarid conditions. The presented results 
of observed and projected climate changes demand adaptation measures, especially from 
the aspect of sustainable agriculture. 

 

Key-words: air temperature, precipitation, GIS modeling, trends, semiaridity, agriculture 
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1. Introduction 

Climate change refers to a statistically significant variation in climate averages or 
its variability persisting for decades or a longer period of time (Hulme, 2017). 
Although climate change occurred on a global scale, its impacts often vary from 
region to region (Arnell et al., 2019). Therefore, the analysis of changes in 
meteorological variables represents an important task in detection of observed and 
projected climate changes. 

In recent years, various studies for detecting possible climate trends and 
changes across the world have been performed. Examining long-term trends of 
air temperature on annual and seasonal scales in Iran, Ahmadi et al. (2018) 
revealed that the highest increasing trends were observed in the south and 
southeast regions of Iran. The results showed statistically significant positive 
trends during autumn, spring, and especially summer. Some authors analyzed 
selected hydro-climatological variables (precipitation, streamflow, air 
temperature, and humidity) over the Middle East (Nourani et al., 2018, 2019). In 
these papers, the monthly, annual, and seasonal trends at Urmia Lake Basin from 
1971 to 2013 were examined together with correlated mentioned variables. The 
results identified statistically significant decreasing trends in the streamflow, 
moderate decreasing trends in the precipitation and relative humidity, and 
increasing trends in the observed temperature data. Sa´adi et al. (2019) analyzed 
trends of precipitation and precipitation extremes using a modified Mann-Kendall 
test in Sarawak (Malaysia). The modified Mann-Kendall test detected an annual 
precipitation increasing trend only at one station and no significant trend on 
seasonal scale at any stations. However, authors revealed the statistically 
significant trends of the 1-hour maximum precipitation mainly at the stations 
located in urban areas. This implicates the possibility of flash floods. Monthly 
precipitation and temperature time series from 6 meteorological stations were 
used to calculate meteorological drought indices over Ankara Province in Turkey 
(Danandeh Mehr and Vaheddoost, 2020). In the methodological sense, the well-
known standardized precipitation (SPI) and precipitation-evapotranspiration 
(SPEI) indices were used in examining drought events. The results showed that 
the province suffered from 5 drought events during the period of 1971 to 2016. 
However, the results of examining the trends of the SPEI indicated a slight 
decrease trend during the observed interval; the SPI did not show the same pattern. 

The patterns of projected changes of air temperature and precipitation will 
be intensive over many regions of the world. For example, China could be faced 
with an increase in temperature extremes and intensification of precipitation 
extremes according to CMIP5 climate model simulations (Zhou et al., 2014). 
Applied CMIP3 models (Almazroui et al., 2017) over the Arabian Peninsula 
revealed a continuous increase in projected annual air temperature and 
precipitation during the 21st century (2070–2099). Bucchiagnani et al. (2018) 
investigated the future climate conditions over the Middle East - North Africa 



49 

region using the IPCC RCP4.5 scenario (from 1979 to 2100). Their results showed 
that the temperature and precipitation projections are statistically significant and 
generally highlight a strong warming (especially in summer) along with a 
reduction in precipitation. Zittis et al. (2019) examined the climate projections for 
the Mediterranean according to the CORDEX model. General warming can be 
expected by the end of the century (2081–2100). It is considered, that air 
temperature will increase by 1–5 °C with respect to the 1986–2005 reference 
period. A general drying (between 10% and 40%) is also inferred for the 
Mediterranean. Touseef et al. (2020) investigated the historical and future 
precipitation trends on water resources over the Xiajing River basin. According 
to the results, a decreasing trend was observed for the past 50 years over the basin 
with negative values of The Mann-Kendall test and Sen’s slope. The future 
projections from CMIP5 (2020–2099) will likely be positive trends for annual 
precipitation. Significant positive trends were observed in monsoon and winter 
seasons while premonsoon and postmonsoon seasons, will likely slightly 
decrease. 

Some authors made a contribution in detecting air temperature and 
precipitation trends in Vojvodina (Toši  et al., 2014; Gavrilov et al., 2015, 2016), 
some climate characteristics of Ba ka (Raki evi , 1988; Beri  et al., 1990; Lazi  
et al., 2004; Raji , 2004, Raji  and Raji , 2005; Raji  and Štula, 2007), and 
climate projections in Serbia (Krži  et al., 2011; Vukovi  et al., 2018; Jankovi  et 
al., 2019). Raki evi  (1988) used drought indices and classified Northeastern 
Ba ka as one of the regions most affected by drought in Serbia. Hrnjak et al. 
(2014) identified the lowest values of the De Martonne aridity index in the 
northeast part  of Vojvodina (including the northeastern parts of Ba ka). 
Investigating the forestry aridity index (FAI) in Vojvodina Gavrilov et al. (2019) 
classified the northern parts of Vojvodina (parts of Ba ka) as forest-steppe 
climate. Authors correlated the FAI values lower of the De Martonne and Pinna 
indices, which indicate semi-humid conditions or semi-dry Mediterranean 
climate, respectively. Identified lower values are caused by a lower amount of 
precipitation. Region of Ba ka was identified as the part of the so-called R1 sub-
region that includes the northern part of Serbia. The R1 is characterized by the 
lowest total precipitation and mostly intensive agriculture (Goci  and Trajkovi , 
2014a; Goci  et al., 2020). Therefore, drought and aridity in the region of Ba ka 
are frequent, intensive, and depending on the duration, so they could have impact 
on agricultural production. Also, in terms of detailed trend analysis and climate 
modeling, Ba ka region has not been investigated yet. Thus, this paper could 
provide a basis to a future research of interaction between climate projections and 
sustainable agriculture. 

The purpose of this paper is to analyze the variability of air temperature and 
precipitation variables at 5 meteorological stations in the region of Ba ka (Serbia) 
during two intervals: 1949 to 2018 and 2018 to 2050. Besides, the objectives of this 
study are: (1) to analyze and discuss the trend characteristics of meteorological 
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variables in detail; (2) to quantify the significance of changes by the trend equations, 
the trend magnitude, and the Mann-Kendall statistics; and (3) to use GIS modeling 
in order to detect the projected climate scenario (from 2018 to 2050) according to the 
Beijing Climate Center Climate System Model (BCC-CSM2-MR). 

2. Research area 

Ba ka represents historical and geographical area in the northwest of Serbia (the 
western part of the Autonomous Province of Vojvodina). The borders of Ba ka 
with the neighboring areas are of two different types:  natural and artificial. The 
river Tisza towards Banat in the east, and the Danube towards Srem in the south 
are the natural borders of Ba ka. Furthermore, the border with Croatia is also 
natural marked by the Danube (in the south and in the west). The borderline with 
Hungary is of an artificial type. It cuts transversely and then again merges the two 
biggest rivers of the Pannonian basin, rivers Danube and Tisza. In terms of 
climate, the northern border of Ba ka does not represent a zone of separation of 
the neighboring climatic regions, since it belongs to the Pannonian plain, where 
the climatic conditions are similar. Administratively, the territory of Ba ka is 
divided into three districts: the northern, the western, and the southern Ba ka. It 
occupies an area of 8,671 km2, i.e., 40.3% of the territory of Vojvodina (Urban 
Institute of Vojvodina, 2011). Spatial distribution of the selected stations is shown 
in Fig. 1, while their description is given in Table 1. 
 
 
 
 

 
Fig. 1. Location map of Ba ka with the distribution of meteorological stations. 
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These locations were chosen according to three parameters: (1) each of them 
should have good quality datasets; (2) the data should be reliable; and (3) the data 
should have adequate record length. 

 
 
 

Table 1. List of used meteorological stations in Ba ka with their abbreviations and 
geographic features, length of instrumental measurements and type (o.m.s.: ordinary 
meteorological station; p.m.s.: principal meteorological station) 

No. Station 
name Abbreviation Longitude 

(E) 
Latitude 

(N) 
Altitude 

(m) 
Length of 

measurements Type 

1. Ba ki 
Petrovac BP 45º20´ 19º40´ 80 1948–2018 o.m.s 

2. Be ej B 45º37´ 20º04´ 75 1948–2015 o.m.s 

3. Novi Sad N 45º19´ 19º50´ 86 1948–2018 p.m.s. 

4. Pali  P 46º06´ 19º46´ 102 1945–2018 p.m.s. 

5. Sombor S 45º46´ 19º09´ 87 1949–2018 p.m.s. 
 
 
 

3. Materials and methods 

3.1. Materials 

Trend analysis of air temperature and annual total precipitation have been 
performed in the period of 70 years (from 1949 to 2018). Data from 5 
meteorological stations were used, based on the Annual Meteorological Report 
(Republic Hydrometeorological Service of Serbia, 2019). Apart from the 
meteorological station Be ej, continuous instrumental observations were 
performed in all other analyzed stations. In case of Be ej, the meteorological 
station data have not been kept for three years (2016, 2017, and 2018). Since there 
was a small amount of data gaps (up to 4.3% of data), there was no significant 
bias of the final results. The missing data were supplemented by the method of 
linear interpolation. This simple statistical procedure is defined as arithmetic 
mean of linear interpolants between the two neighboring data sets (Hazewinkel, 
1990). The software used for interpolation was EXCEL. 

In this study, before previous calculations, statistical significance of the 
mean change and distribution from two different datasets was tested using the 
Kolmogorov–Smirnov (KS) test. The KS test is an empirical distribution function 
test in which the theoretical cumulative distribution function of the test 
distribution is compared to the empirical distribution function of the series 
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(Javari, 2016). The null hypothesis (Ho) is that the two dataset values are from 
the same continuous distribution. The alternative hypothesis (Ha) is that these two 
datasets come from different continuous distributions. The hypothesis test can be 
carried out at a specific statistical significance level (5%) (Teegavarapu, 2019). 
The KS test, performed using these two datasets, led to the result that the null 
hypothesis is not rejected suggesting that the two samples are drawn from the 
same continuous distribution. Therefore, it was concluded that the quality of air 
temperature and precipitation data was consistent and eligible for further data 
quality analysis, no corrections needed. For measuring the normality of the time 
series, the SPSS software was used. 

Climate variables were categorized into 4 data sets: mean annual air 
temperatures (YT), mean air temperatures during the vegetation period ( -
VP), mean annual precipitation (YP), and total precipitation during the vegetation 
period ( -VP). The analysis of data, especially during the vegetation period 
(April-October) is very significant for agriculture. 

3.2. Methods 

In this paper, three statistical approaches were used, previously performed in 
similar researches: ) the trend equation (tendency was calculated for each time 
series using the method of linear regression (Mudelsee, 2019); b) in all cases the 
trend magnitude was calculated using the trend equation (Gavrilov et al., 2018); 
c) finally, all trends were assessed using the MK non-parametric test (Zele áková et 
al., 2018). Software EXCEL was used for the purpose of calculating the air 
temperature and precipitation trends. For determining the probability of 
confidence p, as well as for the purpose of hypothesis testing, the software 
XLSTAT was used. 

3.2.1. The trend equation 

The first statistical approach was to calculate the trend equation of the mentioned 
parameters using linear regression (Mudelsee, 2019). The selected approach has 
been long utilized in this type of research (Feidas et al., 2004), because it gives 
results which are simple to interpret; both graphically and analytically based on 
the shape and parameters of the trend equation. For instance, the temperature trend 
sign depends on the value of the slope. There are three possible scenarios: if the 
size of slope is greater than zero, the sign of trend is positive (increase); b) if it is 
equal to zero there is no trend (no changes); and c) if it is less than zero, the sign 
of trend is negative (decrease). 

3.2.2. The trend magnitude 

In the second statistical approach, the trend magnitude was defined as the 
difference in variables between the beginning and the end of the period. It was 
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obtained from the linear trend equation (Gavrilov et al., 2015). For a better 
understanding of the trend magnitude, in this paper the following statement was 
followed. First, when y is greater than zero, less than zero, or equal to zero, the 
sign of the trend is negative (decrease), positive (increase), or no trend (no 
change), respectively. 

3.2.3. The Mann-Kendall (MK) non-parametric test 

The Mann-Kendall (MK) test is a popular non-parametric alternative which tests 
the presence of a trend, or nonstationarity of the central tendency of a time series. 
In a parallel to the alternative parametric regression approach, the Man-Kendall 
test arises as a special case of the Kendall’s , reflecting a tendency for monotone 
association between two variables (Wilks, 2011). The MK test has been widely 
used in hydrometeorological trend detection studies: for the magnitude and 
frequency of flood occurence (Zadeh et al., 2020), air temperature and 
precipitation (Panda and Sahu, 2019), and aridity (Nouri and Bannayan, 2018). 
The test statisics for the Mann-Kendal trend test is (Wilks, 2011): 
 
  , (1) 
 
where 
 

  . (2) 

 
That is, the statistic in Eq.(1) counts the number of adjacent data pairs in 

which the first value is smaller than the second, and subtracts the number of data 
pairs in which the first is larger than the second. If the data  is serially 
independent and drawn from the same distribution, then the numbers of adjacent 
data pairs for which  is positive and negative should be nearly equal. 

For moderate (n equals to about 10) or larger series length, the sampling 
distribution of the test statistic in Eq.(2) is approximately Gaussian, and if the null 
hypothesis is true, this Gaussian null distribution will have zero means. The 
variance of this distribution depends on whether all the x’s are distinct, or if some 
x are repetaed values. If there is no ties, the variance of the sampling distribution 
of S is: 

 
 . (3) 
 

Otherwise the variance is: 
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 , (4) 
 
where J represents the number of groups of repetaed values, and  is the number 
of repeated values in the jth group. The statistic S is approximately normally 
distributed provided that the following Z-transformation is employed: 
 

 . (5) 

 
Finally, the measure of significance of variables, the probability p is 

computed as: 
 
  . (6) 
 

The probability density function for a normal distribution with a mean of 0 
and a standard deviation of 1, is given by the following equation: 
 
  . (7) 
 

By using MK test, two hypotheses were tested: the zero hypothesis ( ) 
pointed to the inexistence of trend in time series; and the alternative hypothesis 
( ) pointed to the existence of a statistically significant trend in time series for 
the chosen level of significance ( ). The main role in MK test belongs to the value 
of p (Razavi et al., 2016). The value of p determines the accuracy of the 
hypothesis. If the value p is lower than the chosen level of significance  (it is 
common that =0.05 or 5%), the hypothesis  should be rejected and hypothesis 

accepted. In case of p having the value larger than the level of significance, 
then the hypothesis  is accepted (Gavrilov et al., 2018). 

3.2.4. The geographical information system (GIS) and the modeling of data 

The geographical information system (GIS) is an important tool, and with the help 
of geostatistical and statistical methods, it may give important and valuable 
results. GIS may show the climate properties from the past and present and also 
give possibility to predict future climate. Many climate models are present today, 
while some of them are present with grid data. These grid data may show future 
climate predictions (Li and Cheng, 1999). In this research, we used GIS advanced 
methods and procedures to estimate climate change properties of Ba ka region. 
GIS advanced methods present very important way of calculating and estimating 
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annual climate properties. Climate features, which are the main reason, can not be 
detected without digitization and visualization for drought or hazardous weather. 
The relevant GIS spatial algorithms used in this research are: global kriging, semi-
kriging, kriging, spatial interpolation, interpolation, and light buffer analysis. In 
this paper we gave priority to the global kriging algorithm, because it is useful, 
easy, and transparent (Orus et al., 2005). Standard kriging and semi-kriging were 
used for climatological calculations in this research. Other techniques which may 
improve climatological estiamtion and performed general analysis of climate 
properties are interpolation technics (Tomaszkiewicz et al., 2016). The semi-
kriging method and nugget values between -0.5 and +1.0 on Z axis and between 
0.2 and -0.5 on X axis were used. In addition, modified Gaussian regression and 
Kolmogorov prediction were used as well. The Beijing Climate Center Climate 
System Model (BCC-CSM2-MR) was used in this research. This model predicts 
data between 2081 and 2100. The resolution of the grid of this data is 2.5 minutes. 
This resolution is 5 km × 5 km in longitude and latitude. The main advancement 
of the BCC model from phase 5 of the Coupled Model Intercomparison Project 
(CMIP5) to phase 6 (CMIP6) is its precise physical parameterizations and model 
performance (Wu et al., 2019). The 114 grid cells covering the Ba ka region with 
an average area of 5 km2 were used for climatological projections. This grid 
included analyzed climate variables for air temperature and precipitation. 

With the help of a specially created computer Tesla L3 with parallel 
functions of the operations, we estimated a very precise grid of 1 km2. In that way 
it is possible to find all the positions and data obtained from the meteorological 
station at global, regional, and local scales. QGIS software was used to estimate 
grid for future predictions. Model projections of selected climate parameters 
include large uncertainties. Disagreement between individual simulations 
primarily arises from internal variability, whereas models agree remarkably well 
on the forced signal, the change in the absence of internal variability (Fischer et 
al., 2014). For this reason, the GIS tool gave an advantage in climate projections. 
The error in predictions presented by GIS software is between 3% and 5%. 

4. Results 

4.1. Trend parameters and estimation of trends 

In this paper, the results for twenty time series are presented. For each of the 
series, the trend equation as well as the linear trend for the interval from 1949 to 
2018 were performed. The magnitude of trend ( y), the probability of trend (p) 
for each time series, and Mann-Kendall statistics were used for the estimation of 
trends. These results summed up in Tables 2, 3, and 4 and Fig. 2. 

The largest mean temperature increase y (Table 2 and 3) was recorded in 
the case of mean air temperature during the vegetation period ( -VP) at 
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stations Ba ki Petrovac (BP) and Be ej (B) (time series BP- -VP and B-
-VP). Minor changes were identified in case of time series N- -VP and 

S-YT. In case of precipitation, the magnitude of trend is the largest in the case of 
time series N-YP and N- -VP. The time series BP-YP is characterized by a 
decrease in mean precipitation. 
 
 
 

Table 2. Trend equation (y), trend magnitude ( y), and probability of confidences (p) for 
air temperature time series (from 1949 to 2018) in Ba ka. Abbreviations are listed in 
Section 3.1. and Table 1. 

Time series Trend equation y ( ) p (%) 

BP-YT y = 0.0237x + 10.546 1.6  < 0.0001 
BP- -VP y = 0.0269x + 16.291 1.9 < 0.0001 

B-YT y = 0.0217x + 10.494 1.5 0.0002 
B- -VP y = 0.0262x + 16.339 1.8 < 0.0001 

N-YT y = 0.0217x + 10.557 1.5 < 0.0001 
N- -VP y = 0.0201x + 16.52 1.4 0.0001 

P-YT y = 0.0242x + 10.188 1.7 < 0.0001 
P- -VP y = 0.026x + 16.149 1.8 < 0.0001 

S-YT y = 0.0211x + 10.29 1.5 < 0.0001 
S- -VP y = 0.0215x + 16.164 1.5 < 0.0001 

 
 
 
 

Table 3. Trend equation (y), magnitude of trend ( y), and probability of confidences (p) for 
precipitation time series (from 1949 to 2018) in Ba ka. Abbreviations are listed in Section 
3.1. and Table 1. 

Time series Trend equation y (mm) p (%) 

BP-YP y = -0.0792x + 616.86 -5.5 0.8480 
BP- -VP y = 0.8409x + 365.96 58.0 0.2438 

B-YP y = 0.0684x + 590.86 4.7 0.8520 
B- -VP y = 0.5936x + 365.6 40.9 0.2954 

N-YP y = 1.4727x + 572.45 101.6 0.1455 
N- -VP y = 1.712x + 349.03 118.1 0.0586 

P-YP y = 1.4039x + 509.03 96.9 0.0615 
P- -VP y = 1.3171x + 318.84 90.9 0.0963 

S-YP y = 1.2902x + 555.14 89.0 0.1304 
S- -VP y = 1.2298x + 351.17 84.9 0.0450 
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Fig. 2. Mean annual air temperature (YT), mean air temperature during the vegetation 
period ( -VP), trend equation and trend lines (left column) and mean annual 
precipitation (YP), total precipitation during the vegetation period ( -VP), trend equation 
and trend lines (right column) from 1949 to 2018 at selected meteorological stations in 
Ba ka. 
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The main results (Table 4, Fig. 2) for the trend equations in twenty time 
series are: a) in nineteen time series the trend is positive; b) in one of the time 
series the trend is negative (BP-YT). The analysis based on MK test has led to the 
following conclusions: ) in eleven out of twenty time series, there is a statistically 
significant positive trend, where it is necessary to apply the hypothesis Ha; b) in 
nine out of twenty time series there is no trend, therefore it is necessary to accept 
the hypothesis Ho. 
 
 
 

Table 4. The main results of the analysis of air temperature and precipitation trends for  
20 time series 

Time series Trend equation  Classical MK t st 

BP-YT Negative trend significantly positive trend 
BP- -VP Positive trend significantly positive trend 

BP-YP Positive trend no trend 
BP- -VP Positive trend no trend 

B-YT Positive trend significantly positive trend 
B- -VP Positive trend significantly positive trend 

B-YP Positive trend no trend 
B- -VP Positive trend no trend 

N-YT Positive trend significantly positive trend 
N- -VP Positive trend significantly positive trend 

N-YP Positive trend no trend 
N- -VP Positive trend no trend 

P-YT Positive trend significantly positive trend 
P- -VP Positive trend significantly positive trend 

P-YP Positive trend no trend 
P- -VP Positive trend no trend 

S-YT Positive trend significantly positive trend 
S- -VP Positive trend significantly positive trend 

S-YP Positive trend no trend 
S- -VP Positive trend significantly positive trend 

 
 
 
 

According to the analyzed time series, the value of p is less than 0.0001 in 
eight cases. Such value was recorded in the following time series: BP-YT, BP-

-VP, B- -VP, N-YT, P-YT, P- -VP, S-Y , and S- -VP. The 
results obtained using MK test point to the existence of trend, according to which 
hypothesis Ho should be rejected and hypothesis Ha should be accepted. The risk 
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of rejecting the hypothesis Ha in previously presented time series is less than 
0.01%. For the time series N- -VP, the value of p is 0.0001. K test points 
to the existence of trend, thus hypothesis Ho should be rejected and hypothesis 
Ha should be accepted. The risk of rejecting the hypothesis Ha is less than 0.01%. 
Furthermore, for the time series B-Y , the recorded value of p is 0.0002. The K 
test points to the existence of trend, so hypothesis Ho should be rejected and 
hypothesis Ha should be accepted. The risk of rejecting hypothesis Ha is less than 
0.02%. The K test points out that there is only positive trend, when it comes to 
mean precipitation during the vegetation period for the time series S- -VP. The 
recorded value of p is 0.045. In this case, we should reject the hypothesis H  nd 
accept the hypothesis H . The risk of rejecting the hypothesis Ha is 4.5%. 

In the remaining time series related to mean annual precipitation and total 
precipitation during the vegetation period there is no trend, so the dominant 
hypothesis is Ho. The value of p for the time series N- -VP is 0.0586, while the 
dominant hypothesis is Ho, and it should not be rejected. The risk of rejecting the 
hypothesis Ho is 5.87%. For the time series P-YP, the value of p is 0.0615, the 
dominant hypothesis is the Ho, and it should not be rejected. The risk of rejecting 
the hypothesis Ho is 6.15%. For the time series P- -VP, the value of p is 0.0963, 
the dominant hypothesis is Ho, and it should not be rejected. The risk of rejecting 
the hypothesis Ho is 9.64%. For the time series S-YP, the value of p is 0.1304, 
the dominant hypothesis is Ho, and it should noy be rejected. The risk of rejecting 
the hypothesis H  is 13.04%. For the time series N-YP, the value of p is 0.1455, 
the dominant hypothesis is Ho, and it should not be rejected. The risk of rejecting 
the hypothesis Ho is 14.55%. For the time series BP- -VP, the value of p is 
0.2438, the dominant hypothesis is Xo, and it should not be rejected. The risk of 
rejecting the hypothesis Xo is 24.39%. For the time series B- -VP, the value of 
p is 0.2954, the dominant hypothesis is Xo and it should not be rejected. The risk 
of rejecting the hypothesis Xo is 29.54%. For the time series BP-YP, the value of 
p is 0.8480, the dominant hypothesis is Xo, and it should not be rejected. The risk 
of rejecting the hypothesis Xo is 84.80%. For the time series B-YP, the value of p 
is 0.8520, the dominant hypothesis is Xo, and it should not be rejected. The risk 
of rejecting the hypothesis Xo is 85.20%. 

4.2. The geographical information system (GIS) and the modeling of data 

The spatial distribution of mean annual air temperature (YT) and mean air 
temperature during the vegetation period ( -VP) from 1949 to 2018, as well 
as the projection of the chosen variables from 2018 to 2050 are shown in Fig. 3. 
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Fig. 3. Spatial distribution of air temperature values in Ba ka: ) mean annual air 
temperature (YT) from 1949 to 2018; b) mean annual air temperature (YT) from 2018 to 
2050; c) mean air temperature during the vegetation period ( -VP) from 1949 to 2018; 
d) mean air temperature ( -VP) during the vegetation period from 2018 to 2050. 

 
 
 

During the reference period, the southern parts are characterized by 
prominent air temperature (above 11.3 ). The values of temperature are the 
lowest in the area of Pali  and Sombor (above 11.1 ). In the projections of YT, 
there is a prominent increase comparing to the period 1949–2018, especially in 
the northern part of Ba ka (above 12.4 ). Isotherms above 12.1  occupie the 
central part of the research area. Increasing of air temperature is more prominent 
in the eastern and western parts of Ba ka (12.0 ). 

Mean air temperatures during the vegetation period ( -VP) in the wider 
area of Ba ki Petrovac, Novi Sad, and Be ej are limited by the 17.2  isotherm. 
Northern and central parts have similar values (17.1 ), whereas the lowest 
detected values are in the west (16.9 ). The projection of mean temperature 
during the vegetation period implicat s dynamic changes in the air temperature. 
The projected values reach 19.4  in the eastern part of Ba ka. Minor changes 
are expected in the northern part of Ba ka (17.6 ). The area around Ba ki 
Petrovac and Novi Sad is limited by the 18.0  isotherm. Air temperature changes 
would be more intensive in the western parts of analyzed study area (18.4 ). 



61 

The mean annual precipitation (YP) from 1949 to 2018 (Fig. 4) indicates 
semiarid conditions in the northern part of Ba ka (below 560 mm). Results in 
western, southern, and eastern parts of Ba ka are similar (below 600 mm). The 
projected values of mean annual precipitation indicates moderate increase in the 
northern part (below 570 mm). In the western, southern and eastern parts of 
Ba ka, pluviometric changes will be almost identical to those from 1949 to 2018 
(610 mm isohyet). In case of total precipitation, during the vegetation period ( -
VP) the values are increased in the southern parts (400 mm), and mildly decreased 
in the western (390 mm) and northern parts (370 mm). Projected values of total 
precipitation during the vegetation period are not in accordance with the values of 
this variable from 1949 to 2018. It implicates that aridity in the northern part of 
Ba ka would reach even more extreme values (310 mm isohyet). These 
phenological conditions would have consequences on vegetation, especially in 
agriculture. Semiarid conditions will mildly decrease in the eastern parts 
(410 mm), while its values will increase on the southern part of Ba ka. Decrease 
of precipitation will be particularly intensive in Ba ki Petrovac (300 mm isohyet). 

 
 
 
 

 
Fig. 4. Spatial distribution of precipitation values in Ba ka: a) mean annual precipitation 
(YP) from 1949 to 2018; b) mean annual precipitation (YP) from 2018 to 2050; c) total 
precipitation during the vegetation period ( -VP) from 1949 to 2018; d) total precipitation 
during the vegetation period ( -VP) from 2018 to 2050. 
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5. Discussion 

According to the Mann-Kendall test, all time series related to air temperature 
recorded a significantly increasing trend, while in nine out of ten precipitation 
time series did not detect any changes. It is difficult to find identical results 
accross the world, but certain similar patterns exist. Wu et al. (2016) detected 
significantly increasing annual air temperature and precipitation over the Dadu 
River basin in China. Analyzing the observed trends of precipitation and air 
temperature in the northeast part of Iran, Minaei and Irannezhad (2018) revealed: 
a) statistically increasing trend in case of annual precipitation (12.5% of the 
stations) and b) warming trend in case of annual air temperature (31% of the 
stations). Tongal (2019) investigated spatio-temporal changes of precipitation in 
the Antalya basin (Turkey). While the classical Mann-Kendall trend analysis 
could not reveal a significant trend for the stations, the modified Mann-Kendall 
test showed several significant increasing and decreasing trends in the 
precipitation values. Over the Mediterranean region, Bilbao et al. (2019) 
examined spatiotemporal patterns of air temperature in Spain (from 1950 to 2011) 
using the Mann-Kendall test. The decreasing trend of air temperature over Spain 
was recorded between 1950 and 1980, while significant warming was observed 
between 1980 and 2011. Scorzini and Leopardi (2019) detected a general, 
although not significant, negative trend in mean annual precipitation and 
significant warming in mean annual air temperature over the central part of Italy 
(Abruzzo region). However, this tendency has not been uniform from 1951 to 
2012, but it has been characterized by a cooling phenomenon in the first 30 years 
(1951–1981), followed by an even stronger warming during the last three decades 
(1982–2012). 

According to the possible climate scenario derived from the BCC Climate 
System Model (BCC-CSM2-MR), the increasing of air temperature will be 
pronounced, especially during the vegetation period. It is expected that, northern 
parts of Ba ka become warmer compared to the reference period. The projected 
changes of mean precipitation will be similar in comparasion to the presented 
results from 1949 to 2018. Different results compared to the reference period 
could be expected in the total precipitation during the vegetation period. Changes 
will be manifested through a reduction of total precipitation. Projections of 
selected parameters represent the part of regional climate scenario. Tarawneh and 
Chowdhury (2018) examined future trends of climate changes in Saudi Arabia. 
For the RCP8.5 scenario, an increase of temperature occurred in the ranges from 
0.8 to 1.6  (2025–2044) from 0.9 to 2.7  (2045–2064), and from 0.7 to 4.1  
(2065–2084), respectively. However, precipitation showed variable patterns with 
respect to emission scenarios and assessment periods. In most regions, the RCP6 
scenario showed a decrease in the rainfall from the reference period, while 
RCP8.5 and RCP2.6 showed variable patterns. For example, Lionello and 
Scarascia (2018) considered that air temperature will increase 20% more than the 
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global average, while precipitation will decrease at a rate around 20 mm during 
the 21st century over the Mediterranean region. Climate conditions will be more 
severe on the territory of Iran (Senatore et al., 2019). According to the RCP4.5 
scenario (from 2070 to 2099), the mean annual air temperature will increase by 
2.4  while the mean annual precipitation will decrease by 20%. Yin et al. (2020) 
examined the long-term projections derived from a regional climate model (RCM) 
in the northwestern part of China. It is expected that the annual precipitation will 
rise by about 23.6 and 35.3 mm under the RCP 4.5 and 8.5 scenarios, respectively, 
while spatially averaged annual temperature will rise by about 1.95 and 1.10°C. 
On the territory of Serbia, Krži  et al. (2011) implicated: ) a projected increase 
in the air temperature from 2  to 4  based on regional climate models EBU-
POM, b) a decrease in the precipitation from 13 mm to 6 mm (2071 to 2100). 
Vukovi  et al. (2018) predicted that global warming in Serbia would cause an 
increase in the mean annual air temperature by over 2.5  according to the stable 
scenario (RCP4.5) and over 5  according to the scenario of constant rise 
(RCP8.5). Total ammounts of precipitation do not display any significant change, 
apart from the reduction in the summer precipitation, along with the increase of 
intensity and frequency. 

Analyzed results in terms of increasing trends of air temperature and no 
changes in precipitation trends indicate less available water resources for 
vegetation. For this reason, a possible aridity condition is a function of 
evapotranspiration rather than just a function of precipitation. These facts were 
confirmed in the paper of Gocic and Trajkovic (2014b). Authors noticed the 
statistically significant positive trends of reference evapotranspiration (ETo) 
accross meteorological stations located in Ba ka (Novi Sad, Sombor, and Pali ). 
However, in order to confirm these facts in future research on the relationship 
between air temperature, precipitation, and evapotranspiration, it is necessary to 
include a larger number of meteorological stations in the territory of Ba ka. 

Sustainable agricultural production demands some adaptation measures in 
terms of drought and aridity. Possible negative effects of these phenomena can be 
mitigated by appropriate monitoring. From the above mentioned aspect, 
Jovanovi  et al. (2013) proposed the WAHASTRAT (“Water shortage hazard 
and adaptive water management strategies in the Hungarian-Serbian crossborder 
region“) project. The aim of this project was to find integrated water management 
solutions for the increasing problem of water shortage. In order to implement the 
project, a network of eight automatic measurement stations was set up in 
Southeast Ba ka. Study area covers about 1,000 km² or 12% of Ba ka. The 
presented results indicate that it would be necessary to expand the existing 
network of stations on the whole territory of Ba ka in order to adeaqutely monitor 
the moisture deficit. Two important indicators make the agricultural production 
unsustainable nowadays: a) neglect or absence of irrigation systems, b) absence 
of adequate methodology of forecast of natural hazards, such drought and aridity, 
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while such methodologies could help in prevention and reduction of damage 
caused by these hazards (Armenski et al., 2014). 

Interaction between manifested climate changes and sustainability issues can 
also be reflected on tourism and on Ramsar wetland areas over the Ba ka region. 
According to the observed and projected values of air temperatures, the effects of 
the urban heat island (UHI) can be manifested in urbas areas of Novi Sad, 
Subotica, and Sombor. For example, Miloševi  et al. (2020) noticed the existence 
of discomfort zones in urban area of Novi Sad by analyzing human thermal 
comfort that can affect tourism activity. On the territory of Ba ka three Ramsar 
wetlands are located: the Special Nature Reserve “Gornje Podunavlje” (19,605 
ha), the Special Nature Reserve “Koviljsko-petrovaradinski rit (5,895 ha), and the 
Special Nature Reserve “Ludaško jezero” (846 ha) (Panjkovi  and Stojni , 2014). 
The mentioned wetlands are climate sensitive, thus the manifested climatic 
patterns can lead to: a) the reduction of areas under hydrophilic vegetation and b) 
can cause uneven water regime. These areas are centers of heterogeneous 
biodiversity, so endangerment or extinction of plant and animal species is possible 
(Stojanovi , 2005). Such problems must also be addressed through the preparation 
of planning documents in order to take adequate measures and to propose 
appropriate solutions. Therefore, results presented in this way could be used as a 
basis of policy, spatial planning, and regional development. 

6. Conclusions 

This paper provided the analysis of mean annual air temperature, mean air 
temperature during the vegetation period, mean annual precipitation, and total 
precipitation during the vegetation period (from 1949 to 2018). Beside statistical 
analysis of observed changes, in this paper a GIS modeling of a possible climate 
scenario over Ba ka region (from 2018 to 2050) was performed. Selected trends 
in 20 time series were analyzed using (1) the trend equation, (2) the trend 
magnitude calculated from the trend equation, and (3) the MK test in the classical 
declaration. The main conclusions can be summarized as follows: 

a) In accordance with the trend equations, positive trends were found in 18 out 
of 20 time series; in one of the time series there is no trend. 

b) Negative trend was found only in one case. 
c) Using the classical MK test, significant positive trends were found in 11 

series, while in 9 cases there is no change. 
d) A possible climate scenario (from 2018 to 2050) implicates that the increase 

in mean air temperatures would be dominant in comparison with the period 
from 1949 to 2018. 
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e) The changes of mean temperature during the vegetation period would be 
more intensive. The largest differences in a possible scenario would be in the 
eastern and western parts of Ba ka. 

f) Changes in the total precipitation during the vegetation period will give more 
certain image in comparasion with the mean annual precipitation. Semiarid 
conditions will be recorded in most parts of the region. Therefore, adaptation 
measures against potential drought and aridity problems are needed. 
In this paper, the priority was given to the GIS method of climate projections 

rather than to the existing numerical models. In order to present the advantages 
and disadvantages of the GIS method, it is necessary to have more studies 
involving its application. Although Ba ka occupies 9.8% of the territory of Serbia, 
it is of great importance to take into consideration smaller regions with specific 
features (e.g., agricultural significance of Ba ka) for the purpose of future studies 
of climate projections on a national scale. 
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Abstract⎯ Aggressive behavior in psychiatric care is a serious problem. The causes of 
aggression may be ambiguous, including behaviors gender, age, or atmosphere on the ward. 
Other risk factors, usually not mentioned, include meteorological conditions, such as air 
temperature and humidity, pressure or wind. The available literature suggests a link 
between meteorological conditions and the use of coercive interventions in psychiatric care. 
In this study, we examined meteorological conditions that correlated with an increased 
number of cases of aggressive behavior leading to coercive interventions. The relationships 
between the studied variables were determined using linear correlation tests and cluster 
analysis. The study draws on coercive intervention records from The Józef 
BabiánskiPsychiatric Hospital in Krakow, spanning 27 months. The hospital’s seventeen 
in-patient treatment wards, six day-care centers, nine community treatment teams, and six 
outpatient clinics have a capacity of 790 patients. Among patients who were susceptible to 
weather changes, specific weather types were identified as being related to more cases of 
aggressive behavior.  

Key-words: meteorological conditions, physical coercion, aggressive behavior, psychiatric 
patients  
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1. Introduction 

Aggressive patient behavior presents a serious problem for medical staff. Some 
negative consequences may be identified, including healthcare professionals’ 
reluctance to work, professional burn-out, or compromised healthcare quality 
(Chamberset al., 2015) 

The risk factors of aggression and of the exacerbation of symptoms of mental 
disease also include weather conditions, i.e., air temperature and humidity, 
pressure, wind (especially foehn wind), sunshine duration, and storms (Almendra 
et al., 2019; Belleville et al., 2013; Dominiak et al., 2015; Manning and Clayton, 
2018; McWilliams, et al., 2014; Nastos et al., 2017; Santiago, et al., 2005; Shiloh 
et al., 2005). 

The variability of meteorological conditions over the course of the year and 
the occurrence of seasonal weather events has a strong impact on the human body. 
Such adverse meteorological conditions exacerbate disease symptoms and may 
increase the frequency of aggressive behavior among susceptible individuals. 
Strong atmospheric stimuli have an especially strong impact on the human 
nervous system, especially in highly excitable people (Vida et al., 2012). 
Researchers in Netherlands, Germany, Belgium, England, and Poland have found 
that patients suffering from depression, schizophrenia, as well as alcohol and drug 
addiction, are the most susceptible to weather conditions and their abrupt changes. 
The researchers have also confirmed the periodic nature of nervous system 
conditions (Shiue, et al., 2016).  

There are researchers, who suggest an increased number of aggressive 
incidents between January and April, in the summer season, and in autumn 
(Peluola, et el., 2013; Weizmann-Henelius, 2000). Finnish research has found that 
fewer coercive interventions were required in January (Kuivalainen et al., 2017). 
Coercion was more often used in psychiatric wards in Finland between June and 
November, and during the summer in Norway (Reitan, et al., 2018).  

Atmospheric factors have an impact not only on the number of aggressive 
incidents, but also on self-destructive behavior and the use of coercion. Research 
conducted in many countries suggests that patients suffering from mental diseases 
are the most sensitive to weather (McWilliams et al., 2014). This relationship has 
also been noted in regard to self-aggressive behavior (Yackerson, et al., 2014). 

The aim of the paper was to determine meteorological conditions prevailing 
during periods with more cases of aggressive behavior leading to coercive 
interventions in patients treated at a psychiatric hospital in Krakow (Poland, 
Central Europe).  

2. Material and methods 

The study was carried out at the largest psychiatric care facility in the Lesser 
Poland Region – the Józef Babi ski Psychiatric Hospital in Krakow. It’s 
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seventeen inpatient treatment wards, six day-care centers, nine community 
treatment teams, and six outpatient outpatient clinics can receive up to 790 
patients. Annually, the hospital provides more than 8500 inpatient treatment 
services, and 85,000 people receive care out-patients as outpatients.  

To determine the impact of weather conditions on the frequency of coercive 
interventions, “coercion sheets” filled out between January 1, 2015 and  March 
31, 2017 were analyzed. The paper has been approved by the Ethics Committee. 
During the studied period, the principles of recording coercive interventions were 
modified, enabling a more precise description of individual cases. A period of 27 
months allowed the authors to take into account both relatively warm winter 
seasons, atypical considering the climatic conditions of Central Europe, as well 
as normal ones with characteristic frost waves.  

When analyzing the data, the authors considered the date and time when the 
coercive intervention started, suggesting that the aggressive behavior occurred 
immediately beforehand. The researchers paid special attention to days, where a 
large number (N>8) of coercive interventions occurred. The adopted threshold 
resulted from the distribution of frequencies and values exceeding the mean daily 
number of events within the analyzed period. 

The weather conditions prevailing in Krakow on the analyzed days were 
determined on the basis of meteorological measurements and observations taken 
at the Climatology Station of the Jagiellonian University. The daily values of air 
temperature: daily average, maximum, and minimum (ºC), air pressure (hPa), 
relative humidity (%), average wind speed (m/s), cloud cover (%), and sunshine 
duration (hours) were used in the analysis.  

In order to determine the cumulative impact of weather on the number of 
coercive interventions, the reserachers used the Synoptic Situations Calendar 
prepared by Nied wied  (2020), which can be used to identify types of circulation 
over southern Poland (the presence of anticyclones or cyclones), the direction of 
advection and type of air mass, as well as the presence of weather fronts (Table 1). 
Conditional probability of the occurrence of days with an increased number of 
coercive interventions (N>8) was calculated in particular synoptic situations. 
Meteorotropic situations include, above all, cyclonic situations (lows), passage of 
weather fronts (especially cold ones), and advection of air masses with contrasting 
physical characteristics, as well as stormy weather (unstable state of the 
atmosphere) and foehn situations (foehn is a dry and warm wind blowing from 
the mountains). The above synoptic situations involve rapid changes in 
meteorological conditions which have a strong stimulating effect on the human 
body. 
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Table 1. Synoptic situations, air masses, and atmospheric fronts  
(according tot he catalogue prepared by Nied wied , 2020) 

Symbol Name 
Circulation types 

E+SEa Anticyclonic situations with an advection of air masses from east and south-east 
Ca+Ka Central anticyclonic situation, anticyclonic wedge 
Cc+Bc Central cyclonic situation, trough of low pressure 
S+SWc Cyclonic situations with an advection of air masses from south and southwest 
S+SWa Anticyclonic situations with an advection of air masses from south and southwest 
E+SEc Cyclonic situations with an advection of air masses from east and southeast 

W+NWc Cyclonic situations with an advection of air masses from west and northwest 
W+NWa Anticyclonic situations with an advection of air masses from west and northwest 
N+NEa Anticyclonic situations with an advection of air masses from north and northeast 
N+NEc Cyclonic situations with an advection of air masses from north and northeast 

x Unclassified situation 
Air masses 

PPk Polar continental 
PPms Polar maritime old (transformed) 
PPmc Polar maritime warm 
PPm Polar maritime (fresh) 
rmp Various air masses in day 
PZ Tropical air masses 
PA Arctic air masses 

Atmospheric fronts 
- Day without front 
z Cold front 
c Warm front 
st Stationary front 
r Several various fronts in day 
o Occluded front (occlusion) 
 
 
 
In order to explore the relationship between the weather conditions on days 

with a larger number of coercive interventions, the differences between the 
average value of individual meteorological elements for each day in the years 
1981–2010 and the value of a given day with N>8 (daily anomaly) were calculated 
(N is the number of coercive interventions). Spearman’s rank linear correlation 
and multiple correlation coefficients were used. The statistical significance was 
determined as p<0.05. A cluster analysis was also performed to explore the 
relationship between meteorological conditions and the number of cases of 
aggressive behavior which resulted in coercive interventions. This statistical 
method is especially useful in the analysis of multiple variables, just as in the case 
of this study. Thus, each day with more than eight coercive interventions had 
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certain weather conditions characterized by a set of individual meteorological 
elements. These can be grouped into clusters if treated as multi-property objects. 
Objects which belong to the same group (cluster) are the most similar to one 
another (in our case, they had similar weather conditions), while those which 
belong to different groups differ most from each other. This method also allows 
for the identification of dominant elements, which have the greatest influence on, 
and which distinguish, a particular group.  

A hierarchical (agglomeration) method of cluster analysis and tree diagram 
(Word's method) was used in the first step. Four clusters were selected, which very 
well represented the weather conditions in the seasons. The method of k-average 
allowed to add each day into a separate group. Grouping was carried out for all 
meteorological elements and their deviations from the 30-year average (1981–2010).  

3. Results 

There were 329 days with a large number of cases of aggressive behavior leading 
to coercive intervention (N>8) in the period from  January 1, 2015 to March 31, 
2017. Such days accounted for 40.1% of all analyzed days in analyzed period, out 
of which 21.3% were days with 9 or 10 coercive situations, 16.9% with 11–15 
and 1.8% with more than 15 coercive situations. The greatest number of coercive 
interventions on a single day, namely 19, occurred on July 10, 2016. Their 
distribution in the analyzed months is presented in Fig. 1. On average, there were 
13 days per month, with the largest number occurring in April 2016 (20 days) and 
the smallest in April 2015 (2 days). No clear difference in the course of such days 
during the year was identified. On average, there was only one further similar day 
in autumn and 2 in spring, fewer than the average for the entire period (Fig. 1).  
 

 

Fig. 1. Number of days on which physical coercion was used towards at least 9 hospital 
patients (N>8) and mean number of this days in particular seasons in the period from 
January 1, 2015 to March 31, 2017. 
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Few such studies, especially those conducted in the context of diseases of 
the nervous system, investigate the combined impact of a number of elements 
based on synoptic situations prevailing over a given area (pressure system with 
advection directions of specific air masses and the presence of weather fronts). 
Information about synoptic situations on a given day and those expected over the 
next few days is widely available since it serves as a basis of weather forecasts.  

For southern Poland, Nied wied  (2020; Table 1) has prepared a calendar of 
synoptic situations, using which the synoptic situation on a given day was 
determined in the present study. A slightly higher conditional probability of the 
occurrence of days with N>8 was found for cyclonic situations, i.e., those with 
low atmospheric pressure (43.1%), than for anticyclonic situations (high 
atmospheric pressure; Fig. 2a). Probability of over 50% occurred with the 
following types of circulation: Nc (cyclonic situations with advection of air 
masses from the west; 64.3%), NWc (cyclonic situations with advection of air 
masses from the northwest; 61.8%) and NWa (anticyclonic situations with 
advection of air masses from the northwest; 51.7%). Therefore, with these three 
types of circulation, a rise in the frequency of days with a high number of coercive 
situations can be expected. 

In biometeorological analyses, in addition to conditions prevailing on a given 
day, rapid changes over a short spell and/or from day to day, are also important. 
Therefore, the next step involved analyzing the types of circulation on a day with 
N>8 and on the preceding day. It was found that the conditional probability of 
coercive interventions was over 70% when the synoptic situation over southern 
Poland changed from one day to another from a cyclonic center to a cyclonic 
trough (Ca-Bc) or from a cyclonic situation with advection of air masses from the 
northwest to an anticyclonic trough with advection from the west (NWc-Wa). A 
high number of N>8 was also observed at times when the direction of air masses 
changed during cyclonic and anticyclonic situations. This included changes of 
advection from the west to the southwest (Wa-SWa), the east to the southeast (Ec-
Sec), the northwest to the west (NWc-Wc), and from the east to an advectionless 
situation (Ea-Ka). The changes in the types of circulation thus distinguished 
occurred at least three times during the study period. 

A similar analysis of the correlation between N>8 and the accompanying 
types of circulation was conducted for air masses and weather fronts moving over 
Krakow. Even though the results do not demonstrate clearly which air masses 
predominated on the days with N>8, since the conditional probability ranged from 
35.9% for old maritime polar air masses (PPms) to 48.7% for various air masses 
(rmp) (Fig. 2b), it must be emphasized that the passage of various air masses over 
a given area during the day is indicative of rapid weather changes, and such 
meteorological conditions are strongly stimulating ones. In addition, Arctic air 
masses (PA), which form the type of air mass accompanying days with N>8, 
which ranked third in terms of conditional probability, are rather rare in Poland. 
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In the period under analysis, their frequency was at a level of 7%, which indicates 
a fairly strong correlation with coercive measures.  

As regards fronts, the conditional probability indicates that days with N>8 
could be correlated with the passage of a cold front (z; 46.0%) or several fronts 
on one day (rf; 45.6%) (Fig. 2c). These two cases are associated with dynamic 
change in the weather, which has an irritating effect on humans. 
 
 
 

 
 

Fig. 2. Conditional probability of the occurrence of days with an increased number of 
coercive interventions (N>8) and associated circulation types (a), air masses (b) and 
atmospheric fronts (c) in the period from January 1, 2015 to March 31, 2017 (explanation 
of circulation types is presented in Table 1). 
 
 
 
 
 
In order to explore the relationship between the weather conditions on days 

with a larger number of coercive interventions, the differences between the 
average value of individual meteorological elements for each day in the years 
1981–2010 and the value of a given day with N>8 (daily anomaly) were a given 
meteorological element calculated. For this, the coefficients of the correlation 
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between the above mentioned differences for the individual meteorological 
elements were calculated first. The only statistically significant relationships 
(p<0.05) were: a positive anomaly for the mean and maximum air temperatures 
(0.113–0.116), and a negative one (-0.116; p<0.05) for the atmospheric pressure, 
i.e., the lower the pressure values, the larger the number of cases of aggressive 
behavior leading to coercive interventions. Also, no relationship was found 
between coercion interventions and day-to-day changes in pressure. 

Next, a cluster analysis was used to analyze the identified groups of days and 
their weather conditions. The performed tests allowed the authors to conclude that 
four clusters should be identified. On this basis, the weather type, which favored 
a larger number of coercive interventions in particular months and groups, has 
been determinedto identify differences against the backdrop of the long-term daily 
mean (1981–2020) have been determined. 

3.1. First group of days 

The first and most numerous cluster (33.7% of all cases) included days occurring 
from October to May (in the cool part of the year) (Table 2). Air temperature was 
the factor which had the greatest influence on the occurrence of a large number of 
coercive interventions. In winter (between December and February), these were 
very atypical days for this season of the year, with a relatively high air temperature 
(Tmax>10 ºC). The mean values of temperature anomalies were 5.6–8.4 °C 
(Table 2). These days were also marked by lower pressure and langer cloudiness 
in January and February (altered by 5.5–7.7 hPa and 1.7–5.0% from the norm). In 
December, pressure was above the mean long-term value (by 6.4 hPa). The 
relative humidity was slightly below the average in three winter months (by 1.7–
5.0%), while the wind speed was slightly higher (Table 2). The sunshine duration 
did not differ from the norm. 

In spring (from March to May), the temperature on the days in this group 
was near the average (+/- 2 °C), with the exception of May, when they were on 
average 2.6–8.2 °C colder (Table 2). In March, these were days with less air 
pressure and in May with less humidity, but in both of these months, the cloud 
cover was greater and the sunshine duration shorter than the average. Days which 
were included in the first group but which occurred in October stood out more 
cloudiness, while those in November were characterised by less cloudiness 
(differing -12% from the norm), but were also the most sunny (the average cloud 
cover was around 60%).  
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Table 2. Mean monthly values of selected meteorological elements in the first 
cluster of days with an increased number of cases of aggressive behavior leading 
to coercive interventions in a psychiatric hospital in Krakow between January 1, 
2015 and March 31, 2017 

Elements Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec 

 Mean monthly values 
Tmax (ºC) 10.5 11.2 10.3 13.8 13.6 - - - - 11.0 11.4 9.6 
Tmin (ºC) 2.0 2.5 1.8 4.4 7.1 - - - - 4.5 2.5 3.8 
Tmean (ºC) 5.5 5.8 5.6 8.7 10.1 - - - - 7.1 6.0 6.4 
Pressure (hPa) 983.6 984.2 985.9 987.0 986.6 - - - - 993.2 991.6 996.7 
Humidity (%) 77.1 76.7 73.7 67.2 67.0 - - - - 82.0 85.6 79.8 
Wind speed 
(m/s) 2.7 2.1 2.3 1.9 2.3 - - - - 2.3 1.3 3.0 

Cloudiness (%) 73.9 77.3 76.7 65.8 75.0 - - - - 77.0 60.3 75.7 
SD (hours) 1.4 2.5 2.7 6.0 4.3 - - - - 2.8 3.3 1.4 

Mean monthly values of daily differences from 1981-2010 (anomalies)  
Tmax (ºC) 8.4 7.4 1.9 -2.5 -8.2 - - - - -3.6 3.8 6.9 
Tmin (ºC) 6.1 5.6 2.0 -0.9 -2.6 - - - - -0.9 1.5 6.5 
Tmean (ºC) 6.8 5.9 2.0 -1.7 -5.2 - - - - -2.0 2.2 6.6 
Pressure (hPa) -7.7 -5.5 -2.2 0.3 -0.9 - - - - 2.4 2.9 6.4 
Humidity (%) -5.0 -1.7 -0.1 0.6 -3.1 - - - - -0.2 1.5 -4.7 
Wind speed 
(m/s) 1.0 0.3 0.3 0.2 1.0 - - - - 1.0 -0.3 1.4 

Cloudiness (%) 2.7 7.2 10.7 5.8 16.5 - - - - 14.9 -12.8 -0.1 
SD (hours) -0.2 0.0 -0.4 0.4 -2.6 - - - - -0.6 1.6 0.3 

 

 
 
 

3.2. Second group of days 

In the second group, (21.9% of all analyzed days), there were those which 
occurred in the ten months from February to November (Table 3). Air 
temperature, humidity, and cloud cover were the most significant differentiating 
factors in this group. In summer (from June to August), an increased number of 
coercive interventions was accompanied by weather which was relatively cool 
considering the season of the year (Tmean of 16 °C and Tmax of 21 °C; anomaly 
from  -1.4 °C to -4.1 °C ), overcast (cloud cover >75% and 12–21% above normal, 
sunshine duration of less than 4 hours per day; anomaly from -1.4 to -3.2 hours), 
and with high air humidity (>75%; 2.3–4.0% above normal). In the remaining 
months, these were days with (Table 3): 

-20 -10 0 10 20 anomaly
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− a higher air temperature (in February with a Tmax above 16 °C on average; 
anomaly from 4.4 °C to 12.1 °C), 

− most frequently, almost normal atmospheric pressure (980–990 hPa), but in 
February with low anomaly (-12.9 hPa by mean), 

− low humidity in February, March, and November (with anomaly below  
-6.1%) and higher humidity in the remaining months (>72%), 

−  most frequently, more cloudiness and somewhat shorter sunshine duration.  
 
 
 

Table 3. Mean monthly values of selected meteorological elements in the second 
cluster of days with an increased number of cases of aggressive behavior leading 
to coercive interventions in a psychiatric hospital in Krakow between January 1, 
2015 and March 31, 2017. 

Elements Jan Feb Mar Apr May Jun  Jul Aug Sep Oct Nov Dec 

Mean monthly values 
Tmax (ºC) - 16.1 17.6 20.1 20.6 20.7 21.4 21.4 19.5 18.9 16.4 - 
Tmin (ºC) - 6.7 7.5 8.1 10.0 12.0 15.1 13.8 11.8 9.1 9.8 - 
Tmean (ºC) - 11.9 11.9 12.9 14.8 16.0 17.9 16.8 14.9 13.1 12.4 - 
Pressure (hPa) - 976.9 990.8 982.3 986.0 985.5 987.5 990.0 989.3 989.4 990.3 - 
Humidity (%) - 64.0 62.7 72.5 75.2 74.8 76.3 77.6 78.7 87.0 77.8 - 
Wind speed 
(m/s) - 2.3 1.8 1.5 1.7 1.6 2.2 1.7 2.0 0.7 3.1 - 

Cloudiness (%) - 66.7 72.2 71.9 67.0 75.9 79.9 75.8 79.2 68.8 59.2 - 
SD (hours) - 7.7 5.5 4.7 5.9 5.0 4.0 3.3 2.8 3.1 3.5 - 

Mean monthly values of daily differences from 1981-2010 (anomalies)  
Tmax (ºC) - 12.1 7.7 6.3 0.1 -2.4 -4.1 -4.1 -0.3 4.1 8.9 - 
Tmin (ºC) - 10.2 6.7 4.4 0.8 -0.5 0.7 -0.3 2.0 3.3 8.7 - 
Tmean (ºC) - 12.0 7.1 4.6 0.4 -1.4 -1.4 -2.1 1.0 3.8 8.5 - 
Pressure (hPa) - -12.9 3.0 -3.4 -1.7 -1.6 0.0 1.9 -0.5 -1.4 1.1 - 
Humidity (%) - -12.2 -10.7 3.9 5.5 3.2 4.0 3.8 -1.5 3.6 -6.1 - 
Wind speed 
(m/s) - 0.6 0.0 -0.3 0.1 0.0 0.7 0.5 0.6 -0.5 1.5 - 

Cloudiness (%) - -3.9 9.0 6.5 7.7 12.7 21.3 19.8 19.6 9.8 -15.2 - 
SD (hours) - 4.8 1.9 0.2 -0.8 -1.4 -3.0 -3.2 -1.7 -0.3 1.8 - 

 

 
 

-20 -10 0 10 20 anomaly
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3.3. Third group of days 

The third group consisted of days which occurred in the cool half of the year, from 
November to March (Table 4). They included 24.9% of all cases. An increased 
number of coercive interventions was accompanied by cool weather with a 
Tmax<4 °C and a Tmin <0 °C, with a slightly higher atmospheric pressure (990–
1000 hPa) and smaller cloud cover (<70%), with the exception of February (74%; 
anomaly +3.7%). 
 
 
 
 
 

Table 4. Mean monthly values of selected meteorological elements in the third 
cluster of days with an increased number of cases of aggressive behavior leading 
to coercive interventions in a psychiatric hospital in Krakow between January 1, 
2015 and March 31, 2017 

Elements Jan Feb Mar Apr May Jun  Jul Aug Sep Oct Nov Dec 

Mean monthly values 
Tmax (ºC) 0.9 3.1 8.3 - - - - - - - 3.9 3.9 
Tmin (ºC) -5.6 -3.0 -0.8 - - - - - - - -2.1 -2.0 
Tmean (ºC) -2.7 -0.4 3.2 - - - - - - - 0.6 0.8 
Pressure (hPa) 988.9 991.1 990.3 - - - - - - - 991.8 1000.1 
Humidity (%) 81.4 80.3 63.8 - - - - - - - 82.7 82.7 
Wind speed 
(m/s) 1.8 1.8 1.6 - - - - - - - 1.7 2.1 

Cloudiness 
(%) 67.1 74.0 55.6 - - - - - - - 75.8 70.6 

SD (hours) 2.2 2.2 6.7 - - - - - - - 2.1 1.9 
Mean monthly values of daily differences from 1981-2010 (anomalies)  

Tmax (ºC) -1.0 -0.7 -0.5 - - - - - - - -2.2 1.0 
Tmin (ºC) -1.6 0.2 -0.9 - - - - - - - -2.4 0.5 
Tmean (ºC) -1.4 -0.3 -0.6 - - - - - - - -2.3 0.8 
Pressure (hPa) -1.4 2.0 3.2 - - - - - - - 3.6 10.4 
Humidity (%) -0.1 0.7 -9.3 - - - - - - - -3.4 -1.8 
Wind speed 
(m/s) 0.0 0.0 -0.4 - - - - - - - 0.3 0.4 

Cloudiness 
(%) -5.3 3.7 -12.0 - - - - - - - -0.1 -4.8 

SD (hours) 0.7 0.1 3.6 - - - - - - - 0.9 0.7 
 

 
 
 

-20 -10 0 10 20 anomaly
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3.4. Fourth group of days 

The last group was that of days occurring from May to September (Table 5). There 
were 64 of them, i.e., 19.5% of all cases. The increased number of coercive 
interventions was then related to weather which was (Table 5): 

− hot (Tmax>25 °C), with anomaly of maximum air temperature from 
2.4 °C to 7.1 °C,  

− with low air humidity (anomaly from -5.9% in September to -13.8% in May), 
− very little cloud cover (<42%; anomaly <-18.2%) and long sunshine duration 

(>9 hours; anomaly >3.8 hours). 
The other meteorological elements did not have a major impact on the 

identification of this cluster.  
 

Table 5. Mean monthly values of selected meteorological elements in the fourth 
cluster of days with an increased number of cases of aggressive behavior leading 
to coercive interventions in a psychiatric hospital in Krakow between January 1, 
2015 and March 31, 2017 

Elements Jan Feb Mar Apr May Jun  Jul Aug Sep Oct Nov Dec 

Mean monthly values 
Tmax (ºC) - - - - 22.8 28.2 28.3 27.9 27.5 - - - 
Tmin (ºC) - - - - 9.7 14.2 15.6 15.2 13.6 - - - 
Tmean (ºC) - - - - 16.1 21.1 21.6 20.7 19.2 - - - 
Pressure (hPa) - - - - 984.5 988.3 989.1 992.6 990.9 - - - 
Humidity (%) - - - - 57.0 61.4 60.1 65.7 73.2 - - - 
Wind speed 
(m/s) - - - - 1.7 1.8 2.0 1.7 1.3 - - - 

Cloudiness 
(%) - - - - 41.7 42.9 38.5 29.9 21.7 - - - 

SD (hours) - - - - 12.2 11.8 11.1 10.4 9.3 - - - 
Mean monthly values of daily differences from 1981–2010 (anomalies)  

Tmax (ºC) - - - - 2,4 5,3 3,1 3,3 7,1 - - - 
Tmin (ºC) - - - - 0.5 2.0 1.5 1.6 3.3 - - - 
Tmean (ºC) - - - - 1.7 4.0 2.5 2.4 4.8 - - - 
Pressure (hPa) - - - - -1.8 0.7 1.3 4.7 2.1 - - - 
Humidity (%) - - - - -13.8 -9.8 -11.3 -9.0 -5.9 - - - 
Wind speed 
(m/s) - - - - 0.0 0.1 0.4 0.4 -0.1 - - - 

Cloudiness 
(%) - - - - -28.6 -18.2 -18.6 -25.9 -37.7 - - - 

SD (hours) - - - - 6.9 5.1 3.8 4.0 4.5 - - - 
 

 -20 -10 0 10 20 anomaly
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4. Discussion and conclusions 

The aim of this study was to determine the weather conditions in days with a 
higher level of coercion measures in a psychiatric hospital. Studies on the impact 
of weather conditions on patients’ aggressive behaviors are rarely undertaken in 
research (Brandl et al., 2018). Detailed studies on the influence of the weather on 
aggressive behaviors and the use of coercive measures have not been often 
conducted. The relationship between meteorological factors and the intensity of 
mental health problems has been confirmed by the research of Settineri et al., 
(2016). According to Settineri, the most abrupt weather change in spring and fall 
cause psychopathological emergencies. 

Human behavior is the result of many factors. Some of them, like weather, 
may additionally burden the psychiatric patients. These include a drop in 
atmospheric pressure (Schory et al., 2003). The research results suggest, that in 
some months of the year, an increase in the frequency of aggressive behavior 
leading to coercive interventions among the patients could be related to 
meteorological conditions. An increase in the frequency of the analyzed events 
co-occurred with low atmospheric pressure. Schory et al. also noted the impact of 
low atmospheric pressure on an increased number of psychiatric emergencies and 
cases of violent behavior (Schory et al., 2003). Low atmospheric pressure may be 
a risk factor for aggressive behavior, and may be related with the number of 
coercive measures. 

The research also showed the existence of weather patterns related to the 
number of coerces used. This study found that with lower pressure values, the 
incidence of aggressive behavior in patients leading to the use of coercive 
measures increases. For temperature (positive correlation) and relative humidity 
(negative correlation), there was a poor, but statistically insignificant correlation. 
Perhaps this should be attributed to the fairly short series of data. By contrast, no 
relationship was found between intraday and day-to-day changes in pressure and 
the values of the other individually considered meteorological elements, and there 
were likewise no seasonal variations in coercion.  

A synergic impact of weather can be analyzed, inter alia, on the basis of the 
synoptic situation prevailing on a given day and in a given area. Information about 
synoptic situations is communicated by every weather forecast and is available on 
weather websites. An analysis of medical data with the use of a calendar of 
circulation types leads to the conclusion that an increase in the frequency of 
coercive interventions was accompanied by: 

− low-pressure systems, and in particular by three types of circulation: 
cyclonic situations with an advection of air masses from north (Nc) and 
northwest (NWc) and anticyclonic situations with an advection of air masses 
from northwest (NWa),  
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− the passage of various air masses during one day and/or advection of Arctic 
air masses,  

− and the passage of a cold front or several fronts during one day. 
The use of cluster analysis made it possible to identify a group of days with 

weather which accompanied an increased frequency in the occurrence of the 
analyzed phenomena. Considering the selected meteorological elements, the 
clearest differentiating factors in the identified clusters were atmospheric pressure 
and thermal conditions, followed, to a lesser extent, by cloud cover and sunshine 
duration, while air humidity only had a very poor differentiating effect. Wind 
speed was irrelevant. An increased frequency in aggressive behavior leading to 
coercive interventions was accompanied by the following weather types: 

− in winter: high temperature (Tmax>10 °C), i.e., days which were not typical 
for that season of the year, but also  days with a smaller cloud cover (daily 
anomalies <-4%), i.e., extreme weather types in terms of the meteorological 
conditions typical for that season of the year, 

− in spring: days with temperatures within the normal range but quite overcast 
and humid (anomalies >3%), with the exception of April, where in terms of 
the thermal conditions the days should be considered cool, and in terms of 
cloud cover, fairly sunny, 

− in summer: cold, overcast, and humid, but also hot days, with low air 
humidity and little cloud cover, as well as long sunshine duration, i.e., 
extreme weather types in terms of the meteorological conditions typical for 
that season of the year,  

− in autumn: the least differentiated and difficult in terms of unequivocal 
determination; however, most frequently warm, dry, and with little cloud 
cover. 
The increase in the frequency of aggressive behaviors ended with the use of 

mechanical restrains was facilitated by anomalous weather (deviating from the 
norm), which was not typical for the season of the year. Similar results connected 
with the influence of temperature were indicated in the studies of Shiue et al. 
(2016). The correlations related mainly to personality disorders, schizophrenia, 
and sleep disorders. There was no effect of temperature on depression and anxiety 
disorders. It is consistent with previous research, because in the case of the three 
first disorders, the personnel have to more likely deal with aggressive behavior.  

The results are similar to earlier researches. There were a significant increase 
in pharmacological coercion during spring and mechanical coercion during 
summer (Reitan et al., 2018). Schory et al. stated that the greatest number of visits 
to an emergency psychiatric service occurred in the summer, when inclement 
weather (as a deviation from the norms) varies from pleasant to hot and was 
associated with very little precipitation (Schory et al., 2003). Also Finnish 



83 

research shows that the prevalence of seclusion and restraint are marked by 
seasonality (Kuivalainen et al., 2017). 

The obtained results are consistent with the CLASH model (climate, 
aggression, and self control in humans), according to which a cooler climate 
correlates positively with self-restraint (Van Lange, et al., 2017). Others 
publications also noted a larger number of emergency room visits by psychiatric 
patients on especially hot days (Wang and Chen, 2013; Hansen et al., 2008) and 
on warm and humid ones (Vida et al., 2012), while a smaller number of such 
patients were treated on rainy days (Santiago et al., 2005). Weather with lower 
temperatures, low humidity, and low atmospheric pressure correlated with the 
occurrence of non-fatal violence and psychiatric admissions, but not with suicide 
or homicide (Talaei et al., 2014). 

The study seems to have clinical applications. The knowledge about 
correlations between meteorological conditions, especially atmospheric pressure, 
may increase personnel awareness of the risk factors for aggressive behavior. It 
might influence more effective prevention of such incidents. The research allows 
us to determine meteorological risk factors, which are: high temperature, low air 
pressure, and generally – the occurrence of unusual weather in some seasons of 
the year. 

Knowledge of the weather patterns occurring in certain months of the year 
would allow better preparation in the sense of the number of personnel on duty 
during shifts for a specific period of the year. This might be logistically difficult, 
however, an awareness of the risks allows for better preparation in the prevention 
of aggressive behavior.  

The study limitations may lie in the differences between climatic and 
meteorological conditions in various areas of the globe as the results relate to the 
temperate zone of Central Europe. Specifying the patterns for other regions of the 
world requires additional research. The influence of atmospheric factors on the 
human body is universal, but an indication for future research would be the creation 
of similar patterns for those meteorological factors impacting on patients in other 
climatic zones. Earlier research has focused most often on one selected area of the 
globe (Shiue et al., 2016). Research extension could also involve a more precise 
analysis of the impact of weather changes depending on the time of day. 
Meteorological factors can have different impacts at different periods of the day, a 
more frequent use of coercive measures during the day than at night may be involved.  

However, it needs to be emphasized that the results presented here are an 
attempt at a statistical processing of the correlations. Weather may lead to an 
increased frequency of certain behavior types exhibited by patients and staff 
members but, certainly, it is not the only or the decisive cause of aggression by 
patients who had to be subjected to coercive interventions. However, taking 
preventive measures should be considered in psychiatric hospitals on days when 
the weather is not typical for a particular season of the year and is additionally 
accompanied by low atmospheric pressure systems. Such weather may have an 
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irritating impact and may contribute to an increased likelihood of the occurrence 
of aggressive behavior in patients.  
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Abstract— The geographical position of the Arctic front and two branches of the Polar 
front over Europe was determined during the period 1995–2015 using calculated grid fields 
of the thermal frontal parameter in the troposphere layer of 850–700 hPa. It was revealed 
that the geographical position of climatological fronts changed both in the cold and warm 
periods of the year in comparison with climate data. The most recent standard reference 
period of 1961–1990 recommended by WMO (WMO, 2017) was used for comparison. It 
is shown that in January there was a shift of the northern and southern branches of the Polar 
front to the north compared to the reference climate period, and in July the convergence of 
both branches of the Polar front in the middle latitudes was observed. The Arctic front was 
characterized by a northern location compared to the climate in both January and July. It is 
revealed that the main areas of frontogenesis in the cold period of the year were the sea 
surface, namely, the southern regions of the Norwegian Sea, the central part of the Baltic 
Sea, and the western half of the Mediterranean Sea. In the summer, more active 
atmospheric fronts were over the continent in the area of the mountain systems such as the 
south of the Scandinavian mountains, the north of the Alps and Pyrenees, the Urals, and 
the lower Volga region. The Arctic front intensified over the Barents and Norwegian Seas 
in all seasons of the year.  
 

Key-words: thermal front parameter, climatological fronts, frontal zones, Polar front, Arctic 
front, temperature gradients  
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1. Introduction 

The atmospheric front is one of the most complex objects in the atmosphere, 
which carries important weather-forming and climatic functions. Therefore, the 
use of methods that allow simulating the complex structure of the front in order 
to determine its position in space and time is an actual and not completely solved 
problem. 

Objective identification of fronts usually requires 5 subjective choices 
(Thomas and Schultz, 2019): 1) a thermodynamic quantity (e.g., potential 
temperature, equivalent potential temperature, wind); 2) a mathematical function 
that operates the value to create a field for identifying the front (e.g., gradient, 
thermal frontal parameter, frontogenesis); 3) a level or layer where the analysis is 
performed (e.g., surface, 850 hPa, between 850 and 700 hPa); 4) a minimum 
threshold or tolerance of the field value for the feature that will be considered a 
front (e.g., value of the horizontal gradient of a potential temperature exceeding 
8K (100 km)-1); 5) an algorithm that allows to draw the front line or identify an 
area that represents the frontal zone in a field with a specified threshold, and 
classify the front as warm or cold.  

The most common quantitative characteristics of atmospheric fronts are front 
parameters, which functionally link meteorological values and describe their 
behavior in the frontal zone, which allows setting some limit criteria specific to 
the fronts.  

As a quantitative characteristic of atmospheric baroclinicity, the front 
parameter  was proposed by Huber-Pock and Kress (1989), which is a horizontal 
gradient of the gradient modulus of the equivalent thickness of the ZTE (zero 
thermal expansion) layer enclosed between isobaric surfaces of 925-700 or 850-
500 hPa:  

 
 ,   (1) 

 

where    is a unit vector (normal to the ZTE contour line) directed to the area 
of minimum temperature and humidity values.  

The equivalent layer thickness is a function of temperature and humidity on 
the corresponding isobaric surfaces and, therefore, it is a complex characteristic 
of air masses: 

 
  , (2)  

 

where R is the specific gas constant, g is the acceleration of gravity, u and l are 
the upper and lower isobaric surfaces, respectively.  is the function of the 
equivalent layer thickness bounded by isobaric surfaces Pu  and Pl:  
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  ,  , (3) 

 

where q is the specific humidity,  is the air temperature, L is the specific heat of 
vaporization, and p is the specific heat capacity at constant pressure.  

Taking into account the constant values L = 2.5104 J·kg-1 and 
p = 1004.64 J·kg-1·K-1, Eq.(3) takes the form for calculating the equivalent 

temperature: 
 

 ,  (4) 
 

where q is expressed in g·kg-1.  
A new approach for expressing the front parameter  was proposed in the 

studies of Russian scientists (Shakina et al., 1998a,b). Due to the fact that the 
measure of atmospheric baroclinicity is the number of isobar-isosteric solenoids, 
which is associated with the horizontal gradient of the layer thickness, the areas 
where the baroclinicity gradient has a maximum in the direction of the layer 
thickness gradient should be defined as frontal zones. As a result, the formula for 
calculating the front parameter  takes the form: 

 
 .  (5) 

 
Since the front line near the ground is located on the warm side of the zone 

of maximum gradients, it follows from Eq.(5) that only positive  values can 
be associated with the front. In order to take into account humidity in the zone of 
atmospheric fronts Shakina et al. (1998b) considered the humidity index, which 
is expressed by the ratio: 

 

    (6) 
 

where the ZTES – ZTE function is calculated for saturated air, ZT is an analogue 
of the ZTE function calculated by normal temperature. 

The humidity index HIX allows identifying zones of atmospheric fronts, 
where cloud cover and precipitation are observed.  

Further, Shakina et al. (2000) introduced a dimensionless front parameter F, 
which is a linear combination of cycloniticity and barocliniticy: 

 
 ,  (7) 
 

where parameter P is a characteristic of cyclonicity and baroclinicity of the lower 
troposphere (925–850 hPa), and  is the characteristics of baroclinicity in layers 
850–500 hPa or 925–700 hPa.  
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One of the most commonly used parameters in meteorological practice is the 
thermal front parameter (TFP), which is a quantitative characteristic that takes 
into account the distribution of temperature gradients (Creswick, 1967; Hewson, 
1998; Serreze et al., 2001).  

The thermal front parameter reflects the basic definition of the atmospheric 
front, namely, on the cold front the temperature begins to decrease, and on the 
warm front its rise stops. The temperature for calculating the TFP can be taken at 
any level, or calculated in a certain layer of the atmosphere, which allows taking 
into account the three-dimensionality of the frontal zones. The equivalent 
temperature Te is calculated instead of the usual temperature in order to take into 
account the moisture content. The position of the front line is determined through 
the zone with the maximum positive values of TFP (Berry et al., 2011a; Hewson, 
1998). 

Using the average monthly temperature fields for calculating TFP allows 
identifying baroclinic zones that correspond to the main climatological fronts 
(Semenova, 2010). Moreover, the daily TFP fields taking into account humidity 
can be used to clarify the structure and position of the frontal systems in 
extratropical cyclones (Semenova and Ivus, 2011). 

The TFP fields are in a good agreement with the cloud zones in satellite 
images: the bright areas of frontal clouds in the images correspond to the areas of 
positive TFP values. It is shown that the calculated TFP fields occupy a certain 
position relative to the cloud band of the cold front, and these positions remain 
constant for the next 12 h in most cases, which confirms the need to use numerical 
TFP calculations in operational practice (Zwatz-Meise and Hufnagl, 1990). 

The method described by Hewson (1998) allows calculating several 
functions from thermodynamic variables to horizontal winds on isobaric surfaces 
at grid points, which makes it possible not only to identify fronts numerically, but 
also to determine their type. The same technique was applied in a study by Berry 
et al. (2011a), which allowed the authors to calculate objective global front 
climatology using ERA-40 reanalysis data with a spatial resolution of 2.5°×2.5° 
for the period 1958–2001. The wet bulb potential temperature fields ( w) at the 
level of 850 hPa were used to calculate the TFP. It was found that in the Northern 
Hemisphere, the maximum frontal frequency is typical for the North Atlantic and 
Pacific Oceans, and the highest values are typical for the western parts of these 
basins. The direction of the fronts here is from southwest to northeast, which is 
consistent with the trajectories of extratropical cyclones. 

The same authors (Berry et al., 2011b) expanded their previous research by 
using four reanalysis datasets such as Era-Interim, NCEP 2, JRA, and MERRA, 
for studying global trends in objective atmospheric fronts for the period 1989–
2009. There was a decrease in the average annual frequency of fronts (by 10–
20%) between 30 and 50°N, from the USA to Central Europe. Towards the pole, 
a local increase was observed near Iceland. In the North Atlantic region, fronts 
have become less common. 
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A comparative analysis of two methods of objective identification of fronts 
in the lower troposphere for different synoptic situations was performed by 
Schemm et al., 2015. The first method is thermal, based on a gradient of equivalent 
potential temperature at the level of 850 hPa, the second is based on temporary 
wind changes at the level of 10 m. It was found that the thermal method allows 
identifying both cold and warm fronts and quasi-stationary ones, especially in 
strong baroclinic situations, which include classical extratropical systems of low 
pressure. The second method is most appropriate for identifying fronts in weak 
baroclinic synoptic situations, when the frontal systems are induced by strong 
wind shear and convergence between two anticyclones. The authors also obtained 
the climatology of fronts for the winter and summer seasons of both hemispheres 
for the period 1979–2012 according to the Era-Interim reanalysis. The highest 
frequency of fronts in the Northern Hemisphere in winter was identified in the 
two main cyclonic regions of the North Atlantic and the Pacific Oceans. Almost 
complete absence of fronts prevailed over the continental part (Eurasia). In the 
summer, the maximum of frontal activity shifted northward with a noticeable 
decrease in frequency. There is an increase in cyclonic activity, especially over 
the Great Lakes and Hudson Bay, as well as in Western Europe. The orientation 
of the fronts identified by the thermal method has a more zonal component than 
the wind one (more meridional orientation of fronts).  

Thomas and Schultz (2019) also used gradients of equivalent potential 
temperature and the wind field to determine the fronts and their location at the 
surface and 850 hPa during the period 1979–2016. The threshold of 2.0 K 
(100 km)-1 was chosen as minimum, because it most closely corresponds to the 
surface analysis of DWD (Deutscher Wetterdienst). It was found that the regions 
with the highest TFP frequency exceeding the threshold value are located near 
mountain ranges, as well as in lower latitudes, especially over the tropical Eastern 
Pacific and the Indian Oceans. The TFP can not only represent fronts at mid-
latitudes, but also represent air mass boundaries from the subtropics, which are 
largely the result of humidity gradients. Proof of the importance of taking 
humidity into account in TFP calculations is that the mathematical expression for 
TFP includes higher derivatives, and humidity contains much greater variability 
than temperature, especially in wetter low latitudes. As a result of global 
averaging, it is revealed that the fronts at the surface are more intense than at the 
level of 850 hPa. About 10% of the most intense fronts near the surface are more 
common over land than over the oceans. 

The study of Bitsa et al. (2019) developed a scheme for identifying cold 
frontal systems in the Mediterranean basin based on the Frontal Tracking Scheme 
(FTS), which were developed in the University of Melbourne, Australia. This 
modified scheme takes into account the particular characteristics of the 
Mediterranean fronts and includes two criteria – total wind direction change and 
total wind magnitude for the better identifying of the positions and tilt of a 
Mediterranean cold front. Thermodynamic criteria were not included in this 



92 

scheme, meaning that wind shear is a prerequisite for the transition of the 
baroclinic zone to an organized cold front in the Mediterranean Sea. A good 
agreement was obtained between the objective cold fronts and the frequency of 
the fronts detected as a result of synoptic analysis over Greece. 

Catto et al. (2014) estimated future changes (period of 2080–2100) in the 
frequency of atmospheric fronts using the high emission scenario RCP 8.5. 
Forecasts showed a decrease in frequency in the Northern Hemisphere, with a 
shift to the pole of maxima, and a significant decrease in high latitudes, where the 
temperature gradient decreases. Changes in the frequency of fronts in the future 
will be strongly associated with changes in the trajectories of cyclones, and these 
changes are not so clear due to the uncertainty of "their response" to climate 
warming. 

The aim of this study is to determine the spatial and temporal distribution of 
the climatological frontal zones over Europe in the period of 1995–2015 using the 
thermal front parameter. 

2. Materials and methods 

The method of objective analysis of the climatological frontal zones was applied 
using the calculated grid fields of the thermal front parameter over the European 
sector, in restricted area 13°W – 62°E and 35–80°N, using the formula (Creswick, 
1967; Hewson, 1998; Serreze et al., 2001):     
 
  ,  (8) 
 

where  and is the module of 

temperature gradient. 
The initial data for calculating the TFP were the daily temperature fields 

T (K) and specific humidity q (kg·kg-1) at the 850 and 700 hPa pressure levels of 
the Era-Interim reanalysis data with a spatial resolution of 1.5°×1.5° (ERA 
Interim, Daily datasets, 2019).  

Eq.(8) includes the equivalent temperature Te averaged in the layer 850–
700 hPa, determined by the formula: 

 
   (9) 

 

where q (specific humidity) is expressed in g·kg-1.  
As the calculated TFP fields have the order of magnitude of 10–11-2 K·m-2, 

in further analysis, we will operate with TFP units (without specifying the 
exponent). 
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To determine the average monthly position of the frontal zones, the 
frequency of positive TFP values in each point of the calculated grid and the 
average intensity of the front were analyzed. The latitudinal zone, within which 
the total number of points with positive values at each latitude was the largest with 
the simultaneous highest average value of the TFP, was taken as the position of 
the front. At the same time, information on the climatic position of the axes of 
altitudinal frontal zones was also taken into account (Vorobyov, 1991).  

This article presents the results of an objective analysis of climatological 
fronts for the central months of the seasons and averaged by seasons. 

3. Results and discussions 

3.1. Geographical position of the frontal zones 

The latitudinal zones defined by the described method, as well as the latitudes 
with maximum parameters that correspond to the average position of the 
climatological fronts (Arctic front, northern branch of the Polar front (further - 
NPF), southern branch of the Polar front (further - SPF)) for the central months 
of the seasons of the studied period are shown in Table 1 and specified as ‘fact’. 
Information on the position of climatological fronts was available only in January 
and July (Khromov and Petrosyants, 2006) for the reference climate period 1961–
1990 (WMO, 2017) and provided as ‘climate’ in this table for comparison for the 
respective months. For April and October, a comparison of the geographical 
position of the fronts was performed only in comparison with the previous season 
within the study period. 

 
 
Table 1. Geographical latitudes of the position of the frontal zones (°N) for the period 1995-
2015 (fact) and according to climate data (climate)  

Month 

NPF The 
interval of 
latitudes 

(fact) 

SPF The 
interval of 
latitudes 

Arctic The 
interval of 
latitudes 

(fact) 
fact climate fact climate fact climate 

January 59.0 56.0 57.5-59.0 42.5 39.3 41.0-44.0 72.5 68.3 69.5-74.0 
April  60.5 - 59.0-60.5 51.5 - 50.0-53.0 75.5 - 74.0-75.5 
July 62.0 64.2 60.5-66.5 51.5 47.9 48.5-53.0 77.0 73.0 75.5-77.0 
October 62.0 - 62.0-65.0 42.5 - 41.0-44.0 69.5 - 69.5-72.5 

 
 
As seen, the position of the northern and southern branches of the Polar front 

in winter (January) has changed compared to the climate data, namely, there was 
a shift to the north by three degrees of latitude of both branches. In the summer 
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period (July), the northern branch, on the contrary, occupies a more southerly 
position compared to the previous period, and the southern branch has shifted to 
the north by more than three degrees of latitude. In the spring (April), the northern 
branch occupies an intermediate position between the winter and summer periods, 
while the southern branch is characterized by the greatest shift to the north (by 
9 degrees of latitude) in comparison with the winter period, and thus, its position 
in April and July is identical. In the autumn (October), the northern branch did 
not change its position relative to the summer location, while the southern branch 
shifted south by almost 11 degrees of latitude. 

The position of the Arctic front in the cold and warm periods of the year also 
changed in comparison with the previous climate period: it shifted to the north by 
four degrees of latitude. In April, there was a significant shift of the front to the 
northern latitudes in comparison with the cold period of the year, and in October, 
the Arctic front occupies its highest position among the considered months at 
longitude 69.5°N. 

3.2. Spatiotemporal dynamics of frontal zones 

The spatiotemporal cross sections of TFP fields were constructed as the 
Hovmöller diagrams for the identified latitudes corresponded to location of main 
climatological fronts, to determine the time dynamics of the intensity of the frontal 
zones during the study period.  

In Figs. 1–4, the distribution of the thermal front parameter at fixed latitudes 
(which correspond to the described climatological fronts) for central months of 
the seasons is shown. At all latitudes, areas can be seen with longitudes and time 
intervals where the fronts are well expressed in the TFP fields. 

January. The Arctic front is most pronounced over the areas of the Barents 
Sea and the eastern part of the Norwegian Sea (11–35°E). However, the position 
of the maximum TFP changes over the years (Fig.1 ). Thus, the most intense 
section of the front was located in the longitude range of 11–19°E in 1997, 1999, 
and in the period 2002–2007, and over the central regions of the Barents Sea – 
from 2005 to 2009. At the beginning of the study period (1995–1996), the front 
also intensified (up to 3–5 TFP units) in the area of the Jan Mayen Island, which 
is located to east of Greenland. In the last five-year period, the Arctic front was 
weakly expressed over the entire longitude interval. 

Fig. 1b shows that the northern branch of the Polar front (NPF) in January is 
the most intense over the southern regions of the Norwegian Sea (13° W-5°E), 
however, in different years, the position of the maximum TFP (up to 3–4 units) 
in this area changes. Thus, the highest intensity of this section of the front was 
observed in 1996–1997, 2001–2002, and 2006, as well as in the western part of 
the region in 2009 and in the eastern part in 2014. Further to the east, the intensity 
of the NPF decreases significantly, but it is possible to distinguish periods when 
the front intensified. The front's intensification (up to 1–2 TFP units) occurred at 
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longitudes of 20–33°E, i.e., over the areas of the central part of the Baltic Sea and 
the Gulf of Finland in the period from 1996 to 1998, as well as in 2006, 2008, and 
2011–2012. The front was most intense in the Volga and Ural regions in 1998, 
2001, 2003-2004, and 2012–2013. In general, it should be noted that over the sea 
surface no significant changes in the intensity of NPF were observed during the 
study period, and over the continental part the front was weaker than over the sea 
in almost all years.  

The distribution of TFP at the latitude of the southern branch of the Polar 
front (SPF) is complex due to the alternation of sea and continental surfaces over 
longitudes (Fig. 1c). In almost all years, the front is well defined from 13°W to 
19°E, which corresponds to the area of the Atlantic and the adjacent western half 
of the Mediterranean Seas. The most intense SPF in this region was in the periods 
from 2000 to 2006 and from 2009 to 2015, as well as in 1995, when the maximum 
TFP reached 2–3 units of TFP.  

Further to the east, in the interval of longitude 28–44°E, i.e., over the 
mountainous areas of the northern part of the Peninsula of Asia Minor and the 
Lesser Caucasus, the front also intensified from 1995 to 1999 and in the period 
2002–2015, and the maximum TFP also reached 2–3 units of TFP. Thus, in 
January, during the study period, there was an increase in the intensity of SPF in 
almost the entire region. 
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Fig. 1. Spatiotemporal distribution of TFP in January 1995–2015 at latitudes: a) 72.5°N 
(Arctic front); b) 59°N (NPF); c) 42.5°N (SPF). 
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April. The Arctic front is most intense over the northern areas of the 
Norwegian Sea (13°W-8°E), but in different years the position of the maximum 
TFP (up to 4–5 units of TFP) in this area changes. Thus, the highest intensity of 
this section of the front was observed from 2002 to 2006, as well as in 2015 in the 
western part of the region, and in 2011 in the eastern part. In 2002–2004 and 2006, 
the Arctic front was well defined not only over the Norwegian Sea, but also over 
the Barents Sea (20–45°E). The Arctic front also intensified over the western part 
of the Barents Sea in 2011. As it can be seen from Fig. 2a, in general, the Arctic 
front is weakly expressed, and its intensity in some areas decreases from west to 
east.  

The distribution of TFP at the latitude of the northern branch of the Polar 
front is complex due to the predominance of the continental surface along this 
latitude (Fig. 2b). In almost all years, the NPF front section is well defined in the 
longitude range from 13°W to 10°E, which corresponds to the southern part of the 
Norwegian Sea and the south of the Scandinavian Peninsula. In this area, the front 
was most intense in 1999–2000, 2003–2004, and 2007–2011, when TFP values 
reached 3 units. Further to the east, the intensity of the NPF generally decreases, 
but it is possible to distinguish periods when the front intensified. In the period 
1995–2001, the intensification of the front (up to 3–4 TFP units) occurred at 
longitudes 22–33°E, i.e., over the areas of the central part of the Baltic Sea. From 
1999 to 2002, the most intense section of the NFP (3–4 TFP units) was located 
within 41–56°E, above the continental surface of the Non-Black Earth Region of 
Russia, and this section of the front was shifted even further to the east in 2005. 
In general, it should be noted that over the continental surface, there was a 
decrease in the intensity of NPF during the study period, while in the west, over 
the sea surface, no significant changes were observed. 

The SPF in April was more intense over the continental surface, at longitudes 
5–38°E. The position of the maximum TFP (up to 2–3 units of TFP) changes at 
different times. Thus, in the period 1999–2001, the front intensified over the 
central regions of Eastern Europe and the Black Earth Region of Russia, and from 
2005 to 2009, the most intense section of the front passed over Central Europe 
(2–3 TFP units). At the end of the study period (2012–2015), the intensification 
of the front was observed at longitudes 8–15°E, 32–35°E, and the most intense 
section (up to 4 TFP units) was located over the Southern Urals (54–62°E). In 
general, as it can be seen from Fig. 2c, the southern branch of the Polar front in 
April is weakly expressed, especially over the sea surface. 
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Fig. 2. Spatiotemporal distribution of TFP in April 1995–2015 at latitudes: a) 75.5°N 
(Arctic front); b) 60.5°N (NPF); c) 51.5°N (SPF).  
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July. In summer, the Arctic front is the most intense (up to 3–5 TFP units) 
in almost all years over the areas of Svalbard Island and the northwestern part of 
the Barents Sea (15–40°E), and only in the last five-year period this section of the 
front was weakly expressed. The highest intensity of the front (up to 2–3 units of 
TFP) over the northern part of the Greenland Sea was observed from 1995 to 
1997, as well as from 2001 to 2007 and in 2011. In the eastern part of the study 
region at longitudes 45–62°E, the front intensified from 1997 to 2002, in 2005–
2008 and 2012–2015. In general, as it can be seen from Fig. 3a, in July the Arctic 
front was well expressed in certain sections along the longitudes, and no 
significant changes in its intensity were observed during the study period. 

The NPF branch in summer is most intense over the southern regions of the 
Scandinavian mountains (6–12°E), here in almost all years the maximum TFP 
reached 6–7 TFP units (Fig. 3b). Over the sea surfaces, i.e., over the southern part 
of the Norwegian Sea (13°W-5°E) and the central part of the Baltic Sea (18–
22°E), the front is less intense. Further to the east, over the continental surface, in 
general, the intensity of NPF is low, but it is possible to distinguish periods of the 
highest intensification of the front. Thus, from 1999 to 2001, the front intensified 
(up to 6–7 TFP units) at longitudes of 35–60°E, i.e., over the northeast of the 
European part of Russia, the Volga region, and the Middle Urals. In 2010–2013, 
this was also the most intensive section of the NPF (3–6 TFP units). 

As in winter, the SPF branch is well expressed at almost all longitudes 
(Fig. 3 c). The front was most intense (up to 3–5 TFP units) in 2006 and 2015 
within 6–14°E, which refers to the region of Western Europe, as well as from 27 
to 36°E, i.e., over the central part of Eastern Europe and the Black Earth of Russia 
in 1999 and 2007. Over the Atlantic (13–9°W), the front intensified from 2010 to 
2014, when the values of the TFP reached 3 units. In the eastern part of the region 
(44 – 62°E), the front was most intense (up to 2–3 TFP units) in 1997, 2000, 2005, 
and 2010. In general, there were no trends in changes in the intensity of SPF in 
summer during the study period.  

October. As it can be seen from Fig. 4a, in general, the Arctic front is relatively 
weak, but it is possible to distinguish periods and areas when the front was 
intensified. Thus, over the northwestern part of the Norwegian Sea (13°W - 0°), the 
front was well-defined (up to 4–5 TFP units) in 2002 and 2005. Over the northern 
part of the Scandinavian Peninsula, the highest intensity of the front (up to 2–4 
TFP units) was observed in 2005, 2011, and 2013. Further to the east, over the 
southern part of the Barents Sea (35–62°E), the intensity of the Arctic front 
decreases sharply. It can be noted that no changes in the intensity of the Arctic 
front were detected during the study period.  

The northern branch of the Polar front in October occupies the same position 
as in July (62°N, see Table 1), but it has become less intense. From 1995 to 2007, 
the front is expressed in almost all longitudes. The most intense areas were located 
over the sea surfaces during this period: over the southern regions of the 
Norwegian Sea (13°W – 0°), when the maximum TFP reached 3–5 units, as well 
as over the central part of the Baltic Sea and the Gulf of Finland (18–27°E). 
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Fig. 3. Spatiotemporal distribution of TFP in July 1995–2015 at latitudes: a) 77°N (Arctic); 
b) 62°N (NPF); c) 51.5°N (SPF). 
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Fig. 4. Spatiotemporal distribution of TFP in October 1995–2015 at latitudes: a) 69.5°N 
(Arctic front); b) 62°N (NPF); c) 41°N (SPF). 
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The southern part of the Scandinavian mountains, in the interval of longitude 
5–10°E, also turned out to be the area of intensification of the front (2–3 units of 
TFP). Over the continental surface (30–62°E) in general, the intensity of this 
section of the front weakens, but there are certain periods of intensification of the 
front. Thus, the highest activity of the front (2–3 units of TFP) was observed from 
1998 to 2000 in the interval of longitude 39–62°E, which corresponds to the 
regions of the northeast of the European territory of Russia and the Pre-Urals. It 
should be noted that the intensity of NPF decreased during the study period 
(Fig. 4 b). 

As it can be seen from Fig. 4c, the SPF branch is most intense over the 
mountainous areas of the northern part of the Asia Minor Peninsula and the Lesser 
Caucasus (28–48°E), but the position of the maximum TFP (up to 3–4 TFP units) 
changes in this area. Thus, the highest intensity of this section of the front was 
observed from 2003 to 2006, as well as in 2015. Over the Iberian, Balkan, and 
Apennines peninsulas, as well as the Mediterranean Sea, the front was almost not 
pronounced, in some years its intensity did not exceed 1–2 TFP units. In general, 
the southern branch of the polar front is relatively weak in October, and no 
noticeable trends in its intensity were observed during the study period. 

3.3. Seasonal spatial distribution of frontal zones  

The geographical distribution of frontal zones over Europe was averaged by 
season. Figs. 5–8 show that in all seasons, certain geographical areas are 
distinguished, where the frontal zones are most intense in the TFP values. 

Winter. In winter, within the study region, such zones of active frontogenesis 
are detected (Fig. 5). In the northwestern part, in the latitudes 72–80°N, an area 
located to the north-east of Greenland with maximum TFP of up to 1–2 units is 
distinguished, which is justified by baroclinicity conditions due to few factors: 
contrasts between the warm North Atlantic current and the cold East Greenland 
current, as well as the Arctic basin located to the north, filled with cold air. Over 
the Atlantic, the baroclinic zones associated with the Icelandic low are oriented in 
the meridian direction and take a latitudinal position over Arctic waters along the 
northern edge of the continent, which coincides with the average trajectories of 
extratropical cyclones and corresponds to sections of the Arctic front, which is 
constantly intensifying in this band. 

The next zone of seasonal frontal activity extends from the British Isles 
through the North Sea and adjacent waters along the Scandinavian Peninsula. The 
maximum TFP (up to 1–2 TFP units) is located in the latitude band 63–69°N near 
the meridian 10°E, which corresponds to the transition zone between various 
underlying surfaces as cold land - warm ocean. Atmospheric fronts, approaching 
the Scandinavian mountains, slow down and intensify, undergoing orographic 
frontogenesis on the windward slopes. 
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Over most of the mainland Europe, frontal activity is low, due to the 
influence of anticyclonic formations, which have a high frequency in the winter 
season (Semenova and Najmudinova, 2019). 

 
 
 

 
Fig. 5. Average TFP field in the winter (December-February) for the period 1995–2015. 

 
 
 
Over the territory of Eastern Europe, in the north of the Eastern European 

plain, a weakened section of the front is revealed, which, according to 
Zolotokrylin et al. (2014), should be attributed to the secondary branch of the 
Arctic (subarctic) front, formed as a result of the branching of the main branch of 
the Arctic front over Scandinavia. 

In the southern part of Europe, there is an extensive zone of frontal activity, 
which corresponds to the southern (Mediterranean) branch of the Polar front, 
which intensifies during the cold season and separates polar and subtropical air 
masses. The most intense areas of the fronts are over the Gulf of Genoa, the 
Adriatic Sea, the Eastern Mediterranean, as well as the southeastern part of the 
Black Sea and the Greater Caucasus mountain system with maximum TFP of 1–2 
units. 

Spring. Compared to the winter period, during the transition season, there is 
a significant weakening of frontal activity in northern latitudes, which is detected 
by a significant decrease in the area of zones of positive TFP values (Fig. 6). 
However, several of the most intense sections of the fronts can be identified here. 
As in winter, this is the area to the northeast of Greenland, corresponding to the 
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section of the Arctic front. The second section of the branch is less intense than 
in the previous season (the maximum TFP does not exceed 1 unit), there is no 
continuous zone of positive TFP values to the east of the Icelandic low, and only 
small areas are allocated near the northern part of the Scandinavian and Kola 
peninsulas, as well as the adjacent Arctic basin. It is characteristic that the frontal 
zones do not spread further to the east along 70°N. 

In the spring, high frontal activity persists over the British Isles. The intensity 
of fronts is weak over areas of Central and Eastern Europe.  

The southern (Mediterranean) branch of the Polar front remains acute, and 
the zone of positive TFP values covers a significant area in the southern part of 
this region. Thus, the maximum TFP reaches 1–2 units over the areas of the 
Iberian Peninsula, the Atlas mountain systems, the Alps, the Greater Caucasus, 
Zagros, the Armenian highlands, the Carpathians, and the peninsulas of Asia 
Minor. However, there are almost no fronts over the Mediterranean basin. 

 
 

 
Fig. 6. Average TFP field in the spring (March-May) for the period 1995–2015. 
 
 
Summer. In the summer, in northern latitudes, almost complete absence of 

frontal zones over the seas is observed, and only a weak section of the Arctic front 
is fixed over the Greenland Sea (Fig. 7). However, over the mainland, there is a 
significant intensification of the branches of the Polar front compared to the 
previous season, including the territory of Eastern Europe. As seen, the baroclinic 
zone is most clearly manifested in the regions with mountain systems, due to the 
local increase of the horizontal temperature gradients in the lower troposphere 
induced by the orografic impact under the general weakening advective processes 
that is typical for the summertime (Semenova and Najmudinova, 2019).  
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Fig. 7. Average TFP field in the summer (June-August) for the period 1995–2015. 
 
 
The increased activity of fronts over the East European plain is also 

explained by the predominance of the low pressure field over the warmed 
continent in the summer season, which contributes to the formation of 
convergence zones in the lower layers of the troposphere, in which atmospheric 
fronts can sharpen. The most intense sections of the NPF branch are located above 
the Scandinavian mountains, with maximum TFP up to 3 units. 

The southern (Mediterranean) branch of the Polar front is characterized by 
significant intensity over the land surface. The baroclinic zones (up to 1–3 TFP 
units) located over the Pyrenees, Alps, Carpathians, Atlas Mountains, as well as 
over the mountain ranges on the Balkan Peninsula and the Asia Minor Peninsula. 
The intensity of the baroclinic zone reaches 3–7 TFP units in the mountains of the 
Greater and Lesser Caucasus.  

Autumn. In the autumn period, the geographical distribution of frontal 
activity in the study region almost coincides with the spring processes, and in 
comparison with the summer, there is a significant decrease in the intensity of 
TFP in the frontal sections over the continent (Fig. 8). Zones of positive TFP 
values (maximum up to 1 TFP unit) appear again over the waters of the seas in 
northern latitudes. As in previous seasons, the southern (Mediterranean) branch 
of the Polar front is distinguished, while the intensity of the maximum TFP 
decreases and does not exceed 1–2 units over the Iberian and Balkan peninsulas, 
Asia Minor, the mountain systems of the Alps, the Carpathians, and the Atlas. 
Over the territory of Eastern Europe, the activity of atmospheric fronts is low, 
which is associated with an increase in the frequency of anticyclonic formations 
over the continent in this season of the year. 
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Fig. 8. Average TFP field in the autumn (September-November) for the period 1995–2015. 
 

4. Conclusions 

The average monthly position of the Arctic front and two branches of the Polar 
front over Europe in the modern period was established using the calculated fields 
of the thermal front parameter (TFP) in the layer 850–700 hPa. It is revealed that 
the geographical position of climatological fronts has changed in both the cold 
and warm periods of the year compared to the climate data. So, in January, both 
branches of the Polar front shifted to the north by three degrees of latitude. In July, 
the northern branch of the Polar front descended to the south, the southern branch 
took a more northerly position, which led to the convergence of the two branches 
of the Polar front in the middle latitudes. In spring (April), compared to winter, 
there was a northward shift of the two branches of the Polar front, while in autumn 
(October), the northern branch did not change its summer position, and the 
southern branch had the southernmost location during the year. The Arctic front 
was characterized by northerly location in both January and July compared to the 
climatic one. In April, a significant shift of the front to the northern latitudes was 
revealed compared to January, and from mid-autumn to January, the Arctic front 
occupied the southernmost position among the months of the year. Since cyclonic 
activity is directly related to atmospheric fronts, the detected front shifts indicate 
changes in regional synoptic processes over the European continent over the past 
20 years, which were reflected in the climate regime of these territories (Pachauri 
and Meyer, 2014). 

The main areas of intensification of the branches of the Polar front in the 
cold period of the year was the southern areas of the Norwegian Sea, central part 
of the Baltic Sea, the western half of the Mediterranean Sea, the Volga region, 



107 

and the mountain ranges of the Urals and Lesser Caucasus. In summer, these were 
the southern regions of the Scandinavian mountains, the northeast of the European 
territory of Russia, the Volga region, the Middle Urals, and the mountainous 
regions of Western Europe. In the spring and autumn, the most intense sections 
of the front were typical for the southern part of the Norwegian Sea and central 
part of the Baltic sea, the southern Urals, Central Europe, as well as for the 
mountainous regions of the northern part of the Asia Minor Peninsula and the 
Lesser Caucasus. The Arctic front in all seasons of the year intensified over the 
areas of the Barents and Norwegian Seas, in the summer over the north of the 
Greenland Sea, and in the autumn also over the northern part of the Scandinavian 
Peninsula. 

In the seasonal distribution, the main zones of frontogenesis in the winter 
were the territories from the British Isles to the Scandinavian Peninsula, as well 
as the Gulf of Genoa, the Adriatic Sea, the Eastern Mediterranean, the 
southeastern part of the Black Sea, and the Caucasus mountain system. During 
the transition seasons, the most intense sections of fronts were typical for the 
southern part of the study region, namely, the Iberian Peninsula, mountain 
systems of Western Europe, North Africa, the Greater Caucasus, and the Asia 
Minor Peninsula. In the summer season, the intensification of fronts was detected 
over the continent, with intense baroclinic zones associated with mountain 
systems such as the Scandinavian mountains, Pyrenees, Alps, Carpathians, Atlas 
Mountains, the Caucasus. These TFP maxima, as shown in other studies (e.g., 
Berry et al., 2011a), correspond to features of stable baroclinic zones connected 
with a change in the underlying or/and sloping land surface, but they are not 
atmospheric fronts in the classical sense (e.g., AMS glossary, 2012), although in 
some cases they can induce local cyclogenesis. 
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Abstract— The aim of this article was to investigate the effect of macroscale circulation 
types on total cloud cover in Pozna - awica (western Poland) in years 1951–2015. The 
analysis was preceded by the characteristics of the long-term, annual, and seasonal changes 
in total cloud cover and cloud genera (data regarding observations of cloud genera covered 
the period of 1971–2015). The effect of six macroscale circulation types (Arctic oscillation, 
North Atlantic Oscillation, East Atlantic, East Atlantic/West Russian, Scandinavian, and 
Polar/Eurasian Types) on the total cloud cover was examined. The amount of cloud cover 
in Pozna  was influenced by the macroscale circulation types, mainly in the warm part of 
the year. The North Atlantic Oscillation, Arctic Oscillation and Scandinavian types had the 
strongest impact there.  

Key-word: cloudiness, cloud genera, macroscale circulation, Pozna , Poland 

 

1. Introduction 

Clouds affect the environment in many ways, playing a significant role in the 
transfer of heat and water vapor towards the earth's surface and precipitation 
reaching the surface of the earth. In addition, they are the main factor influencing 
the earth's climate system through their share in the radiation balance, by 
modulating the solar radiation inflow to the earth's surface, and by absorbing long-
wave radiation (Ramanathan et al., 1989, Boucher et al., 2013). Cloudiness, its 
size and type depend on many meteorological elements, and its diversity is a factor 
that also determines climate change (IPCC, 2007). It is currently not possible to 
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ascertain whether recent multidecadal variations in clouds have mitigated or 
exacerbated anthropogenic global warming (Norris, 2008). Cloudiness is the most 
important meteorological element that reflects the state of the atmosphere, and it 
is largely shaped by its circulation (Nied wied  and Ustrnul, 1989). The local 
conditions play great role in spatial differentiation, especially in case of 
convective clouds and low-level layered clouds (Oko owicz, 1962; Warakomski, 
1962, 1969). 

For many decades, it has been the subject of observation allowing 
researchers to study long-term changes in cloud cover, in particular in connection 
with atmospheric circulation and synoptic conditions. The influence of clouds on 
the radiation balance of the planet is measured as the difference between the 
downward radiation streaming with clouds and without clouds, called radiative 
forcing (Ramanathan et al., 1989; Mace et al., 2006; Zelinka and Hartmann, 
2010). Individual elements of the climate affect the clouds by favoring the 
conditions that determine the types of clouds and their vertical and horizontal 
distribution, their composition, and radiation and hydrological properties. Studies 
of temperature and cloud cover indicate a strong relationship of a temperature 
increase in Europe with a decrease in cloudiness (Tang and Leng, 2012). 
Cloudiness is an element introducing uncertainty to the construction of climate 
models – the final effect of changes in the cloud amount and structure on the 
climate system is still unclear, which causes errors in estimating and forecasting 
the cloud amount in a given area (Bartok and Imecs, 2012). 

The research on cloudiness in various spatial and temporal scales is, 
therefore, of great importance for understanding climate processes on a global 
scale. Examining cloud types as well as total cloud cover is essential, because it 
is a better measure of processes and radiative impacts (Norris, 2000). The study 
aim is the characteristics of the long-term, annual, and seasonal changes in total 
cloud cover and cloud types in the period 1951–2015. The objective of this study 
is to investigate the effect of macro-scale circulation patterns on total cloud cover 
in Pozna  (western Poland). 

2. Data and methods 

The analysis was based on the values of total cloud cover and cloud amount at the 
Pozna - awica meteorological station located in western Poland (52°12'N, 
18°40'E; 86 m above sea level). Data, verified in terms of quality and 
homogeneity, came from the database of the Institute of Meteorology and Water 
Management – National Research Institute (IMGW-PIB). According to Hahn et 
al. (1995), the diurnal cycle in surface-based climatologies can be biased, because 
visual cloud observations by human observers are less accurate at night. 
Therefore, observations of cloud cover made three times a day: at 6:00, 12:00, and 
18:00 UTC in the period of 1951–2015 were considered for the purpose of the 
study. The total cloud cover was recorded during the period under consideration 
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at various scales in Poland (at a 0–10 scale during the period 1951–1965 and at a 
0–8 scale during the period 1966–2015). Thus, all the values were converted into 
percents so that the data could be compared. Data regarding observations of cloud 
genera covered the period of 1971–2015. Ten basic types of clouds were 
considered in accordance with the International Cloud Atlas (WMO, 1975): 
Cirrus (Ci), Cirrocumulus (Cc), Cirrostratus (Cs), Altocumulus (Ac), Altostratus 
(As), Stratocumulus (Sc), Stratus (St), Nimbostratus (Ns), Cumulus (Cu), and 
Cumulonimbus (Cb). The frequency of the occurrence of cloud genera was used 
to describe the cloud structure. For the total cloud cover, the mean and the 1st and 
3rd quartile were calculated on an annual, seasonal and monthly bases. The 
percentage share of the occurrence frequency of particular types of clouds in 
observation terms as well as their annual and daily changes were presented. The 
long-term changes in the occurrence of cloud genera with the trend of changes 
were determined and the significance of the trend was estimated using the Mann-
Kendall test. 

In the next step, the effect of macroscale circulation types on the total cloud 
cover was examined. For this purpose, the correlation coefficient was calculated 
between the average monthly cloud cover value and the index value of each type 
of circulation. Monthly indices of six patterns of circulation: Arctic Oscillation 
(AO), North Atlantic Oscillation (NAO), East Atlantic (EA), Scandinavian 
(SCAND), Polar/Euroasian (POLAR-E), and East Atlantic/West Russian (EA 
WR), relevant for Central Europe, were obtained from the databases of the 
Climate Prediction Center (CPC) of NOAA (1951–2015). The types of circulation 
specified in the CPC database were determined by means of the principal 
components analysis based on the monthly values of 500 hPa isobaric surface 
anomalies (Barnston and Livezey, 1987). 

The positive phase of the Arctic Oscillation (AO) is associated with lower 
than normal pressure in the Arctic region and with a higher one at moderate 
latitudes. It causes the blockade of the Arctic air masses inflow to lower latitudes. 
The negative phase of the AO is associated with higher than average pressure in 
the Arctic, and with a lower one in moderate latitudes. This pressure pattern is 
slowing down and shifting the air stream to the south, which promotes the 
advection of the Arctic air masses to the south (Higgins et al., 2002; Kang et al., 
2014). The North Atlantic Oscillation (NAO) is a regional indication of the Arctic 
Oscillation with centers in the region of Iceland and the Azores Islands. The 
positive phase of the NAO is associated with negative pressure anomalies in the 
area of the Icelandic Low and with positive anomalies in the Azores High. As a 
result, there is a high pressure gradient over the North Atlantic, which causes the 
intensive advection of humid and warm air masses from the west and the 
southwest over the northern, western, and central part of parts of Europe. The 
negative phase of the NAO is related to the opposite distribution of the pressure 
anomalies. Under these conditions the western flow is slowed down, and there is 
an inflow of dry and cool air masses from the northeast (Hurrell, 1995; Hurrell 



112 

and Deser, 2010). Shifted to the southeast towards the NAO is the East Atlantic 
(EA) type of circulation. Its southern center is associated with the intertropical 
circulation (Barnston and Livezey, 1987). The positive phase of the EA is 
connected with a deep system of low pressure over the Atlantic, causing the 
advection of warm air masses over Europe. In the negative phase, there is a high 
pressure system formed over the Atlantic that brings cool and dry air masses 
(Josey et al., 2011; Mikhailova and Yurovsky, 2016). The Scandinavian 
circulation type (SCAND) is characterized by the presence of a strong high 
occurring in the positive phase over the Scandinavian Peninsula with its center 
over Finland, while the area of lower pressure extends from Western Europe to 
Eastern Russia and Western Mongolia. The positive SCAND phase is associated 
with a blocking situation with higher pressure over Scandinavia and Western 
Russia, while the negative phase is associated with lower pressure than the 
average over Northern Europe (Bueh and Nakamura, 2007; Liu et al., 2014). 
Lower impact on the weather in Europe is shown by the Polar/Euroasian pattern 
(POLAR-E), which has one main center over the polar region and separate centers 
of the opposite sign over Europe and northeastern part of China. This system, 
according to CPC, has its influence in all seasons of the year at 700 hPa (Gao et 
al., 2016). The positive phase of this system manifests itself in the negative values 
of the anomalies over the polar region (intensification of the polar vortex), which 
results, inter alia, in relatively high precipitation in Scandinavia, and the negative 
phase is associated with the weakening of the polar vortex (Lorenzo and Taboada, 
2005). The least-affecting type of circulation in connection to weather in Central 
Europe is the Eastern European (EA WR) type characterized by two centers 
located latitudinally. In the positive phase, the low pressure area is located over 
the Caspian Sea, while the high is located over Western Europe and the British 
Isles. In the positive phase, such a system causes the advection of air masses from 
the northern sector, while the reverse system in the negative phase promotes 
advection from the southern sector (Krichak and Alpert, 2005; Ionita et al., 2015; 
Lim, 2015). 

3. Results 

3.1. Total cloud cover 

The average annual total cloud cover from the period of 1951–2015 in Pozna  
was 64% (Table 1). The highest annual total cloud cover was observed in 2013 
(72%), and the lowest in 1982 (53%). The standard deviation was 3.5%, which 
indicates low year-to-year variation in the research period. Winter was the season 
of the year characterized by the highest cloud amount in Pozna . The average 
cloud cover was 74%, and the standard deviation was the lowest (5.0%). The 
highest average cloud amount in winter was observed in 2013 (86%), and the 
lowest in 1972 (64%). The sunniest season was summer, with the mean total cloud 
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cover of 58% and the highest year-to-year variability (standard deviation 5.6%). 
The lowest cloud amount in summer occurred in 1983 (43%), and the highest in 
2013 (69%). The most overcast month in Pozna  was December (77%), and the 
least was August (55%). The highest average monthly cloud cover was observed 
in December 1959 (93%). The lowest cloud amount occurred in April 2009 
(26%). 
 

 

 
Table 1. Mean monthly, seasonal, and annual total cloud cover (%) in Pozna  in the period 
1951–2015 

MONTH MEAN Q1 Q3 
MAXIMUM MINIMUM 

VALUE DATE VALUE DATE 
I 74 66 79 91 2013 56 1993 
II 71 64 77 93 2013 51 1982; 1986 
III 63 58 71 79 1981;1985 41 1953 
IV 59 54 65 83 1956 26 2009 
V 57 50 63 79 2010 38 1989 
VI 59 53 65 75 2012 39 1992 
VII 58 53 65 82 2000 33 1994 
VIII 55 48 60 71 2006 35 1973 
IX 56 48 63 79 1978 33 2006 
X 62 54 68 81 1974 28 1951 
XI 75 71 80 88 1958 55 1984 
XII 77 71 82 93 1959 46 1972 

YEAR 64 61 66 72 2013 53 1982 
Spring 60 69 78 76 2013 45 1953 

Summer 57 57 64 69 2013 43 1983 
Autumn 64 53 60 77 1952 51 1952; 2005 
Winter 74 59 68 86 2013 64 1972 

Explanations: Q1 – 1st quartile, Q3 – 3rd quartile 

 
 
 

The long-term changes showed significant fluctuations in the cloud amount 
in the subsequent years (Fig. 1); however, the decrease in cloud cover in the 
examined period in Pozna  was small (-0.1%/10 years) and statistically 
insignificant. The deviations of the average annual cloudiness value from the 
average in the years 1951–2015 reached 11% (Fig. 2). In the first part of the 
research period, the cloud amount showed very considerable year-to-year 
fluctuations. At the end of the 1970s, significant positive deviations were noted. 
From 1982 until 1996, there was a period of reduced cloud cover. Next, there were 
short periods of increase and decrease, and since 2006 one could notice an 
increase in cloud cover.  
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Fig. 1. The long-term course of mean annual cloud cover in Pozna  with linear trend and the 
coefficient of determination R2 (1951–2015). 

 

 

 

  
Fig. 2. Deviation of annual cloud cover in Pozna  from the average of the period 1951–2015  

 

 
 

The largest variations in cloud cover occurred in spring - the amplitude in 
the whole research period exceeded 30% (Fig. 3). The largest difference from year 
to year occurred in 2009 and 2010 (19.8%) and in 1958 and 1959 (18.8%). The 
lowest amplitude of cloud cover (aaproximately 21%) occurred in the studied 
period in winter. The maximum increase in cloud cover was observed in 1951 and 
1952, and decrease in 1952 and 1953 (24.1% each). The amplitude of fluctuations 
in summer and autumn was approx. 28%. In the colder part of the year, a greater 
increase in cloud cover could be observed in the period of 1951–2015, however, 
it was not statistically significant. 
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Fig. 3. The long-term course of mean seasonal cloud cover in Pozna  with linear trend and the 
coefficient of determination R2 (1951–2015). 

 

 

3.2. Occurrence of cloud genera 

The most common clouds in Pozna  are Stratocumulus (25.6%), and the fewest 
are Cirrocumulus (Table 2). Next are: Altocumulus (18.7%), Cirrus (18.5%), and 
Cumulus (14.0%). The cloud cover structure changes throughout the year. In 
winter, Stratocumulus clouds had a much larger share than in other seasons. 
Stratus clouds were also more common then. The frequency of Cirrus, Cumulus, 
and Cumulonimbus clouds increased in spring and summer. Clouds that did not 
show significant variation in their frequency during the year are: Cirrocumulus, 
Cirrostratus, Altostratus, and Nimbostratus. 
 
 
 

Table 2. Annual and seasonal frequency of occurrence (%) of cloud genera in Pozna  
(1971–2015) 

Months 
Cloud genera 

Ci Cc Cs Ac As Ns Sc St Cu Cb 

Year 18.4 0.8 1.3 18.7 3.7 3.3 25.6 9.8 14.0 4.4 
Spring 22.9 0.8 1.7 18.9 3.9 3.3 21.8 5.1 16.0 5.6 
Summer 22.5 1.2 1.1 23.9 3.2 2.9 14.2 2.8 21.8 6.4 
Autumn 17.2 0.7 1.1 19.8 3.8 3.6 28.9 10.9 11.1 2.9 
Winter 11.4 0.3 1.2 12.3 3.9 3.2 37.5 20.5 7.1 2.6 



116 

High clouds did not change the frequency of occurrence during the day 
(Table 3). Similarly, Altostratus and Nimbostratus formed with the same 
frequency at different times of the day. Altocumulus and Stratus clouds appeared 
most often in the morning, and least often in the evening. Distinctive daily 
changes characterized Cumulus clouds, which were the most numerous at noon. 
Cumulonimbus was least often observed in the morning, more often at noon and 
in the evening. 
 

 
Table 3. Diurnal frequency of occurrence (%) of cloud genera in Pozna  (1971–2015) 

Cloud Type 
Hour 

6 UTC 12 UTC 18 UTC 
Cirrus 17.8 16.3 17.5 
Cirrocumulus 1.0 0.5 0.5 
Cirrostratus 1.2 1.4 1.2 
Altocumulus 20.3 14.7 18.8 
Altostratus 3.7 3.8 3.6 
Nimbostratus 3.4 3.2 3.2 
Stratocumulus 28.1 20.7 33.1 
Stratus 14.6 8.8 10.6 
Cumulus 8.0 25.3 6.6 
Cumulonimbus 1.9 5.3 4.9 
Bold indicates the highest values. 

 

 

The cloud cover structure in Pozna  changed over the period under 
consideration (Fig. 4). Types of clouds that tended to increase their occurrence 
frequency were Ci, Ac, Sc, and Cu. Only in the case of Ac, these were statistically 
insignificant changes. Decreasing trend concerning the frequency in the years 
1971–2015 was shown by clouds As, Ns, St, and Cb. On the other hand, the 
frequency of Cs clouds, in the first part of the analyzed period, was decreasing, 
followed by a period of equal frequency until 2007, and since then Cs has been 
observed increasingly often. Cc clouds were characterized by very high year-to-
year variability of occurrence.  

Changes in the annual frequency of occurrence of particular types of clouds 
at different times of the day are shown in Fig. 5. The annual changes in frequency 
of Cirrus were not considerable during the day. It formed more often in the warm 
part of the year, and much less frequently in the cold part of the year. It was most 
often observed in spring and autumn, especially in the evening. It was difficult to 
determine the annual changes of Cirrocumulus clouds due to their low frequency, 
although it could be seen that they were more often observed in the warm period 
of the year. In the case of Cirrostratus clouds, there was a higher frequency in 
spring, especially in the morning and at noon. 
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Fig. 4. Multiannual course of the frequency of occurrence of particular types of clouds in 
Pozna  with the trend line and the coefficient of determination R2 (1971–2015). 
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Fig. 5. The annual course of the frequency of occurrence of particular types of clouds in three 
observation periods in Pozna  in the years 1971–2015. 
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Clear annual changes, varied during the day, with lower frequency in winter 
and higher in summer, were shown by Altocumulus clouds. The highest amplitude 
of the frequency characterized the evening time; it was slightly lower in the morning, 
while at noon, the annual course was the most uniform. Altostratus Nimbostratus 
clouds occurred with a similar frequency throughout the year, regardless of the time 
of day. Annual changes in the frequency of occurrence of Stratocumulus clouds was 
the most diverse at midday - the summer minimum and the winter maximum were 
clearly marked then. In the morning and evening, Stratocumulus also more often 
appeared in the cold than the warm part of the year, however, the amplitude of the 
frequency was definitely lower. Stratus on the other hand, showed a clear 
differentiation of the annual changes, especially at noon and in the evening, with the 
highest frequency in winter and the lowest in summer. The annual changes in 
towering vertical clouds, Cumulus and Cumulonimbus, were exactly opposite. They 
formed much more often in the warm half of the year. Cumulus was usually observed 
the most frequently at noon, and Cumulonimbus could be found equally often at 
midday and in the evening. 

3.3. Influence of macroscale circulation types on cloud cover 

The Arctic Oscillation (AO) is a type of atmospheric circulation in the Northern 
Hemisphere, dominating during the winter, in particular. The strongest influence 
of AO on cloudiness, however, was visible in the warm half of the year (Table 4). 
The correlation in this period was negative and statistically significant. It assumed 
the highest of values the correlation coefficient in August and September (> -0.4), 
and slightly lower in June and July.  

The North Atlantic Oscillation system, observed throughout a year, was of 
great importance in shaping the cloud cover in Pozna . The Pearson correlation 
coefficient was negative and statistically significant from June to October. In 
December, January, and April the amount of cloudiness did not show any 
connection with NAO.  

The EA pattern had a much smaller impact on the shaping of the cloud cover 
in Pozna  and the correlation coefficient did not exceed -0.3. A somewhat greater 
influence of EA on cloud cover occurred in June and July. 

The Scandinavian pattern was negatively correlated with the amount of cloud 
cover in Pozna  for the most part of the year, which means that a drop in pressure 
below the average over Northern Europe in the negative SCAND phase caused an 
increase in cloud cover in the studied area.  

The POLAR-E system had a small influence on the amount of cloudiness in 
Pozna . Only in September, the correlation assumed a statistically significant 
negative value (-0.5).  

The East European pattern did not have a statistically significant impact on 
the shaping of the cloud cover over Pozna  for most of the year. Only in December 
there was a positive, statistically significant correlation.  
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Table 4. Coefficients of correlation of the average total cloud cover in Pozna  with selected 
indices of circulation types for the North Atlantic and Eurasia after the Climate Prediction 
Center (1951–2015) 

Index 
Months 

I II III IV V VI VII VIII IX X XI XII 

AO -0.12 -0.26 -0.20 0.09 -0.09 -0.27 -0.18 -0.36 -0.42 -0.17 -0.19 -0.17 

NAO 0.06 -0.18 -0.14 0.02 -0.15 -0.38 -0.27 -0.39 -0.29 -0.29 -0.14 0.09 

EA -0.21 -0.19 -0.15 -0.18 -0.20 -0.27 -0.30 -0.21 -0.12 -0.11 -0.27 -0.18 

SCAND -0.20 -0.07 -0.29 -0.01 0.01 -0.29 -0.50 -0.16 -0.36 -0.27 0.18 0.11 

POLAR-E -0.07 -0.09 -0.07 0.03 -0.17 -0.07 -0.01 0.10 -0.49 -0.05 -0.14 -0.17 

EA WR -0.05 -0.09 -0.08 -0.01 -0.03 -0.15 0.16 -0.03 -0.14 -0.10 0.07 0.23 

Explanations: NAO – North Atlantic Oscillation, AO – Arctic Oscillation, EA – East Atlantic, 
SCAND – Scandinavia, POLAR-E – Polar/Eurasia, EA WR – East Atlantic/West Russia 

bold – statistically significant correlation 
 

 

 

4. Discussion and summary 

On the basis of the conducted research it was found, that the annual values of the 
total cloud cover in Pozna  showed a statistically insignificant downward trend, 
and among the seasons, its increase was visible in autumn. In ód  (central 
Poland), as in Pozna  (western Poland), there was a slight decrease in total cloud 
cover (Wibig, 2008). The results of Wibig (2008), however, indicated a decrease 
in the amount of cloud cover in winter and spring in the morning and at noon in 

ód , while a drop in its amount in the evening. In the warm seasons of the year 
in Pozna , the amount of cloud cover did not change much in the long-term, while 
in ód , in summer, the decrease in the cloud cover was observed (Wibig, 2008). 
In the second half of the twentieth century, in all seasons except autumn, a 
decrease was found in the amount of cloud cover in Poland ( mudzka, 2003). 

mudzka (2007) explained that, probably, an increase in the frequency of lows in 
this part of Europe, as well as along the North Atlantic - North Sea - Southern 
Baltic Sea track, areas located to the east of Poland, were the direct cause of the 
increase in the cloud cover over Poland in autumn. In Lithuania, there was a 
decrease in low cloud cover in the cold seasons of the year and an increase in the 
cold seasons in the second half of the 20th century (Stankûnavi ius, 1998). In the 
second half of the 20th century, a few percent increases in cloud cover were 
observed in the area of moderate and high latitudes (Houghton et al., 2001). The 
analysis of Warren et al. (2007) on the basis of metadata, showed a slight decrease 
in total cloud cover in Central and Southern Europe in 1971–1996. The decreasing 
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cloudiness in Europe (apart from Northern Europe) in 1984–2007 was confirmed 
by Tang et al. (2012). The increase in total cloud cover was found in Central 
Europe (Henderson-Sellers, 1986, 1992), Fennoscandian countries and Denmark 
(Cappelen, 2004) as well as in the former USSR (Sun and Groisman, 2000) and 
Russia (Chernokulsky et al., 2011, 2013). A similar trend was recorded in 
Moscow (Abakumova et al., 1996) and Estonia (Keevallik and Rusak, 2001). 
However, in the area of the Black, Caspian and Aral Sea in the years 1991–2010, 
no changes in total cloud cover were found (Calbó et al., 2016). The increase in 
total cloud cover was visible in Spain in the period of 1866–2010, although a 
decreasing trend was found since the 1960s (Sanchez-Lorenzo et al., 2012). The 
decrease in total cloud cover was observed in other regions, i.e., over the 
Mediterranean region (Maugeri et al., 2001; Sanchez-Lorenzo et al., 2017). In 
Kraków (southern Poland), in the period from 1906 to the 40s of the twentieth 
century, there was an increase in total cloud cover observed; then for two decades 
it remained at the same level, and since 1961 there was a decrease in cloud cover 
before the increase from 1983 to 2000 (Matuszko, 2003). The spatial variability 
of long-term changes in cloud cover was found in Poland (Filipiak and Mi tus, 
2009) and on the Iberian Peninsula (Calbó and Sanches-Lorenzo, 2009). mudzka 
(2007) stated that the decreasing trends of changes in cloud cover could be 
explained primarily by the increase in the frequency of anticyclonic patterns over 
Central Europe. The decrease in the amount of cloud cover in Central Europe as 
a consequence of the intensification of the activity of highs was indicated also by 
Henderson-Sellers (1986). 

Norris (2005), based on the analysis of data from terrestrial and satellite 
observations, found a relatively small drop in the amount of high clouds, which 
was not confirmed by the results for Pozna . In Kraków (southern Poland) an 
increase in the amount of Ci clouds was found based on a long series of 
observations (1906–2000), while Cs clouds appeared less and less often 
(Matuszko, 2003; Matuszko and W glarczyk, 2018). Wibig (2008) found no 
significant changes in the amount of high clouds in ód  in the second half of the 
twentieth century. According to Eerme (2004) low average cirrus amounts in 
spring-summer period were often recorded when the spring was dry, and high 
cirrus amounts - when it was wet in Estonia. An increase in the amount of cumulus 
clouds, as in Pozna , in the former USSR was reported by Sun and Groisman 
(2000). This confirms as well the previous results obtained by both Warren et al. 
(2007) for Central and Southern Europe, as well as Sun et al. (2001) for Eastern 
Europe. Cumulus clouds that formed more often were also observed in various 
parts of Poland (Matuszko 2003; mudzka 2007; Wibig, 2008). In southern Poland 
(Kraków) the frequency of occurrence of the Cu alone increases in the 1930s, then 
decreases in the 1950s and again increases (slightly) until 2015 (Matuszko and 
W glarczyk, 2018). As in Pozna , the amount of stratus clouds in the former 
USSR (Sun et al., 2001) and decreased which was also confirmed by the results 
of Matuszko (2003) and Matuszko and W glarczyk (2018) for Kraków in southern 
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Poland and of Wibig (2008) for ód  in central Poland, as well as by the earlier 
results of Warren et al. (2007). Interannual variations in stratiform cloud amount 
are related to changes in static stability as explained by Klein and Hartmann 
(1993).  

Most research on the North Atlantic Oscillation has focused on the winter 
season. However, studies by Barnston and Livezey (1987) or Portis et al. (2001) 
showed that NAO is the leading type of teleconnection in all months of the year, 
including summer. On the other hand, Wibig (2008) pointed out that despite the 
strong influence of NAO on weather conditions in Poland, its impact on the 
shaping of the cloud cover over Poland was small in all months except April and 
September. The amount of cloud cover in Pozna  was influenced by macroscale 
circulation types, mainly in the warm part of the year. The North Atlantic 
Oscillation, Arctic Oscillation, and Scandinavian types had the strongest impact 
on cloudiness in Pozna . Long-term variability of cloudiness over Europe, and 
especially of Nimbostratus clouds, dependent on NAO, was noticed by Warren et 
al. (2007). Klein and Hartmann (1993) explain that the amount of stratus clouds 
appear to be closely tied to aspects of the general circulation of the atmosphere 
and ocean.  

5. Conclusions 

In Pozna , in the years 1951–2015, the annual values of the total cloud cover 
showed a statistically insignificant downward trend, and among the seasons, its 
increase was visible in autumn. Types of clouds that tended to increase their 
occurrence frequency were Ci, Ac, Sc, and Cu, and only in the case of Ac, these 
were statistically insignificant changes. The decrease trend concerning the 
frequency in the years 1971–2015 was shown by As, Ns, St, and Cb clouds. On 
the other hand, the frequency of Cs clouds was decreasing in the first part of the 
analyzed period, followed by a period of equal frequency until 2007, since Cs has 
been observed increasingly often. The amount of cloud cover in Pozna  was 
influenced by macroscale circulation types, mainly in the warm part of the year. 
The North Atlantic Oscillation, Arctic Oscillation and Scandinavian type had the 
strongest impact there. 
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Abstract— In this research, changes in annual and seasonal trends of mean temperatures 
were analyzed on the territory of the Rasina River basin (central Serbia). We used data 
from four meteorological stations during three periods: 1961–1989, 1990–2018, and 1979–
2013. The change detection analysis has been conceded using the Pettitt’s test, von 
Neumann ratio test, Buishand’s range test, and standard normal homogeneity (SNH) test, 
while the linear regression, Mann-Kendall, and Sen's slope tests have been applied for trend 
analysis. The results show that the change in summer temperatures occurred shortly after 
1980. The analysis results showed that inhomogeneous structures are generally observed 
between 1976 and 1984, between 1997 and 1998, and in 2006. The trend of all the data on 
annual basis showed positive increasing trend. The analysis indicated that the average 
annual, winter, and summer temperatures show significant increasing trend both in the 
longer period (1961–2018) and in the second part of the period (1990–2018). In the first 
part of the period (1961–1989), autumn temperatures in Kruševac, summer and autumn 
temperatures in Blace, as well as winter and autumn temperatures in Go  showed 
significant decreasing trend. The significant rising trend in the summer and winter months 
in the last 30 years may affect water availability and water demands in the region.  

 
Key-words: annual and seasonal temperature, statistical homogeneity tests, Mann-Kendall 
test, Rasina River, Serbia 

 



128 

1. Introduction 

Climate change, particularly temperature trend and variation, is an important topic 
in climate research. Climate change is a well-known threat to the social, 
economic, and environmental spheres (Croitoru et al., 2011; Tan et al., 2019). 
Recent climate changing is the result of both natural and anthropogenic influence. 
The number and intensity of recorded natural hazards such as ood, drought, 
heatwave, and wild re have increased as climate change exacerbates in several 
regions of the world (Emmanuel et al., 2019, Tan et al., 2019; Mahmood et al, 
2019). In recent years, potential impacts of climatic change and variability have 
received a lot of attention from researchers. The studies include different regions 
in the world, and the result shows that there is an air temperature growth trend at 
all temperature variables (maximum, minimum, and mean temperatures) (Jain et 
al., 2013; Zarenistanak et al., 2014; Chattopadhyay and Edwards, 2016; Hadi and 
Tombul, 2018; Tan et al., 2019; Emmanuel et al., 2019; Mahmood et al., 2019; 
Cherinet et al., 2019; Panda and Sahu, 2019). 

According to the IPCC (2013) report, the average global surface temperature 
of the world has increased by 0.74 °C± 0.18 °C in the past 100 years. Available 
records show that the 1990s have been the warmest decade of the millennium in 
the Northern Hemisphere. The analysis of historical series of mean monthly and 
annual temperatures in different parts of the globe suggested, that 2005 was the 
warmest year in the historical series. Other warm years in the series that have 
occurred after 1990 were 1998, 2003, 2002, 2004, 2001, 1999, 1995, 1990, 1997, 
1991, and 2000 (Jaiswal et al., 2015). 

This increase in global temperature is not homogeneously distributed over 
the Earth’s surface. It varies among regions and locations. The seasonal and 
annual European series of the mean temperature exhibited an increasing trend 
during the twentieth century. Maximum and minimum temperatures in Europe 
have increased more in winter (1.0 °C / 100 years) than in summer 
(0.8 °C / 100 years) (Moberg et al., 2006). Temperatures have risen faster than the 
global average in the Mediterranean region in the last decades with strong 
enhancement in the occurrence of extremely warm events (Lionello et al., 2014). 
Brunetti et al. (2004) noted that the temperature trend in Italy was positive for 
each season in the south, and for autumn and winter in the north. They found that 
Greece, in general, exhibits a cooling trend in winter, whereas in summer it 
exhibits an overall warming trend. Hadi and Tombul (2018) examined trends of 
annual and seasonal surface air temperature time series for 81 stations in Turkey 
for the period 1901–2014. They found that annual temperature has a significant, 
increasing trend, and 1993 was observed as the year of the most probable change. 
Seasonal temperature showed an increasing trend in all the seasons, and the 
highest increasing trend was observed in the summer. Analysis of the surface air 
temperature observed in Bulgaria indicated a decreasing trend in average air 
temperature in the northeast, east, and south regions, while the west, northwest, 
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and central regions have a positive trend (Alexandrov et al., 2004). Seasonal air 
temperature for the period 1984–2010 in Bulgaria have also positive trend 
(Chenkova and Nikolova, 2015). Analysis of temperature changes in Slovenia 
showed statistically significant positive trend of mean temperatures in the period 
1961–2011 (of around 0.3–0.4 °C/decade). Temperature rise has been particularly 
pronounced in summer, spring, and winter (Miloševi  er al., 2017). Mean annual 
air temperature in Croatia in the period 1981–2018 has a clear upward trend. 
Higher mean annual air temperature (0.7–1.5 °C higher) occurs between 1998 and 
2006 (Tadi  et al., 2019). 

Along with the rest of the world, Serbia has experienced temperature changes 
during recent decades. The annual mean surface air temperature has increased 
significantly in almost all parts of Serbia, except the southeast part of the country. 
The rises in temperatures were higher in the northern than in the southern parts of 
Serbia, and the increase was the highest in spring (Malinovi -Mili evi  et al, 2016. 
The regions with the greatest increase in temperature are Eastern Serbia and the 
region Vojvodina (Radivojevi  et al. 2015; Gavrilov et al, 2015, 2016). According 
to Unkaševi  and Toši  (2013), extreme temperature in Serbia increased in the 
period 1949–2009. The warmest summers with regards to heat wave duration and 
severity occurred within the periods 1951–1952, 1987–1998 (especially in 1996), 
and 2000–2007 (Popovi  et al., 2009). Because Serbian regions are not always 
covered in European studies, the analysis of temperature tendencies can contribute 
to better understanding of the temperature changes. In addition to these results, 
the climate in Serbia was studied in other recent papers (Radovanovi  and Duci , 
2004; Duci  et al., 2009; Toši  et al., 2014; Gavrilov et al., 2015, 2016, 2018; 
Ruml et al., 2017; Vukoi i  et al., 2018). 

In the present study, statistical methods of trend detection and change point 
analysis have been used for annual and seasonal temperature in the Rasina River 
basin from 1961 to 2018. Mean annual and monthly data were used to identify 
general trends in the temperature regime. These data were provided by the 
Republic Hydrometeorological Service of Serbia. The objective of the research 
was to examine homogeneity of the data during the period of observation, and to 
pinpoint the components of a trend in the data on annual and seasonal average air 
temperatures. This would allow us to determine of the moment tc for marking a 
shift of the annual average air temperatures, implicating a statistically significant 
difference between the average temperatures in the period before and after this 
break-point moment (Radivojevi  et al., 2015).  

2. Study area 

The basin of  is situated in the south part of the middle Serbia connecting Dinaric 
and Serbian – Macedonian masses (Fig. 1). It covers an area of 979.6 km2 
(Dimitrijevi , 2010). The largest part of the Rasina River basin is situated in the 
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zone of temperate continental climate with continental pluviometric regime, while 
mountainous climate is represented on the mountain edge of the basin. In the 
north, the basin is wide open towards Župa and the valley of the Zapadna Morava, 
from where continental air masses penetrate unhindered. The basin is surrounded 
by the mountain massifs of Go , Željin, Kopaonik, and Jastrebac from the west, 
southwest, and east (Stri evi , 2015). 
 
 

 
Fig. 1. Geographical location of the research area and position of meteorological stations 
in the Rasina River basin. 

 
 

According to the Kepen’s classification, most of the basin belongs to the so-
called C climate, i.e., it is moderately warm, because the average temperatures in 
the coldest month are higher than -3 ºC, while the average temperatures of the 
warmest month are higher than 18 ºC. The exception is the mountainous area of 
Kopaonik, which belongs to the D climate, that is, has a moderately cold climate 
with temperature lower than -3 ºC in the coldest month, while the temperature is 
higher than 10 ºC in the warmest month. According to the climatic regionalization 
of T. Raki evi  (1980), the Rasina basin belongs to the West Moravian climate 
region in its middle and lower course, while the upper part of the basin, which 
includes the mountain massifs of Kopaonik, Go , and Željin belongs to the 
Kopaonik climate region.  

3. Data 

Annual and seasonal average temperature data recorded at 4 stations in the Rasina 
River basin in the period 1961–2018 were analyzed. Selected stations are located 
on the territory of different climatic regions of Serbia: temperate continental 
climatic region (Kruševac and Blace) and mountainous climatic region (Go  and 
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Kopaonik). The locations of the stations are presented in Fig. 1, and their main 
parameters are given in Table 1. Monthly temperature was provided by the 
Republic Hydrometeorological Service of Serbia. Seasons were de ned as 
follows: winter – W (December–February), spring – Sp (March–May), summer – 
Sm (June–August), and autumn – A (September–November). The average 
seasonal temperature for each station was calculated using the standard season 
definition. All the seasons correspond to the calendar year except for the winter 
season, which corresponds to January-February of the calendar year and to 
December of the previous year. 
 
 
 

Table 1. List of stations with the basic geographical information 

Meteorological 
station 

Latitude 
(°N) 

Longitude 
(°E) 

Elevation  
(m) 

Climate type 

Kruševac 43°34' 21°20' 166 Temperate continental 
Blace 43°18' 21°18' 395 Temperate continental 
Go  43°33' 20°51' 990 Mountainous 
Kopaonik 43°17' 20°48' 1711 Mountainous 

 
 
 

4. Methodology 

A number of methods were applied to determine change points of a time series by 
many researchers such as Buishand (1982), Radivojevi  et al., (2015), Ming Kang 
and Yusof, (2012), Zarenistanak et al. (2014), Jaiswal et al. (2015), Palaniswami 
and Muthiah (2018), Hadi and Tombul (2018), Emmanuel et al. (2019), Javari 
(2016), Kocsis et al. (2020), and many more. The change point detection is an 
important aspect to assess the period from which significant change occurred in a 
time series. The Pettitt’s test, Buishand range test, standard normal homogeneity 
test, and von Neumann ratio test have been applied for change point detection in 
climatic series. The details of various change point tests applied in the study are 
presented here. 

The Pettitt’s test for change detection, developed by Pettitt (1979), is a non-
parametric test, which is useful for evaluating the occurrence of abrupt changes 
in climatic records. The Pettitt’s test is the most commonly used test for change 
point detection because of its sensitivity to breaks in the middle of any time series 
(Wijngaard, et al., 2003; Jaiswal et al., 2015). According to Pettitt's test, if there 
is a change point in a series of n observed data, the distribution function of first t 
samples (F1) will be different from the distribution function of the second part of 
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the series (F2). Null hypothesis H0 implies that the data are homogeneous 
throughout the period of observation, and alternative hypothesis H1 implies the 
presence of a non – accidental component among data causes a shift of the location 
parameter at a particular moment. The non-parametric test statistics Ut for this 
test may be described as follows: 
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When  is smaller than the specific confidence level, the null hypothesis is 

rejected. The approximate significance probability (p) for a change-point is 
defined as:  
 
 pP −=1 . (5) 
 

When there is a significant change point, the series is segmented at the 
location of the change point into two subseries. The test statistic K can also be 
compared with standard values at different confidence levels for the detection of 
a change point in a series. The critical values of K at 5% confidence level has been 
presented in Tables 2 and 3. 
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Table 2. Homogenity test's statistic – Kruševac and Blace 

Test Period Variable 
Kruševac  Blace  

Tav W Sp Sm A Tav W Sp Sm A 

Pettitt's 
test 

1961-
2018 

Kt 696 379 488 743 324 620 269 320 558 303 
tc 1997 1993 1998 1991 1999 1997 1993 1998 1991 1969 
p 0.0001 0.015 0.0002 0.0001 0.505 0.0001 0.168 0.058 0.0001 0.083 

T1 10.876 0.682 11.224 20.055 11.560 9.876 0.412 10.405 18.994 10.628 
T2 12.076 1.744 12.500 21.822 11.560 10.847 0.412 10.405 20.185 10.628 

1961-
1989 

Kt 80 111 35 107 156 92 88 80 161 153 
tc 1968 1969 1972 1972 1969 1968 1965 1972 1972 1970 
p 0.286 0.059 0.980 0.065 0.001 0.155 0.196 0.291 0.0006 0.002 

T1 10.807 0.738 11.259 20.038 12.511 9.845 0.161 10.269 19.708 11.440 
T2 10.807 0.738 11.259 20.038 10.610 9.845 0.161 10.269 18.518 9.953 

1990-
2018 

Kt 141 112 131 127 111 174 99 123 162 74 
tc 2006 2006 1998 2006 2007 2006 2006 1998 2006 2007 
p 0.004 0.052 0.011 0.016 0.054 0.0001 0.108 0.025 0.001 0.374 

T1 11.438 1.541 11.111 21.30 11.921 10.20 0.662 9.478 19.612 10.790 
T2 12.333 1.541 12.500 22.308 11.921 11.190 0.662 11.020 20.758 10.790 

SNH test 

1961-
2018 

Tt 32.963 10.689 15.500 29.178 7.689 28.5118 7.4161 8.0815 18.9030 9.0431 
t 1998 1969 1998 1991 1999 2006 1965 1998 2006 1969 
p 0.0001 0.016 0.0004 0.0001 0.075 0.0001 0.084 0.054 0.0001 0.037 

T1 10.889 -0.022 11.224 20.055 11.560 9.976 0.412 10.405 19.233 11.567 
T2 12.110 1.390 12.500 21.822 11.560 11.190 0.412 10.405 20.758 10.455 

1961-
1989 

Tt 5.470 7.175 1.823 4.315 13.235 6.278 6.673 3.993 11.321 12.051 
t 1968 1969 1988 1964 1969 1968 1965 1972 1972 1969 
p 0.160 0.063 0.872 0.371 0.0005 0.101 0.077 0.373 0.0019 0.002 

T1 10.807 0.738 11.259 20.038 12.511 9.845 0.161 10.269 19.708 11.567 
T2 10.807 0.738 11.259 20.038 10.610 9.845 0.161 10.269 18.518 9.979 

1990-
2018 

Tt 11.223 4.329 10.751 6.278 5.243 13.61 3.605 10.060 10.213 2.284 
t 1999 2006 1998 2006 2007 2006 2006 1998 2006 2007 
p 0.003 0.323 0.006 0.161 0.233 0.0003 0.486 0.009 0.013 0.781 

T1 11.156 1.541 11.111 21.717 11.921 10.20 0.662 9.478 19.612 10.790 
T2 12.137 1.541 12.500 21.717 11.921 11.190 0.662 11.020 20.758 10.790 

Buishand 
test 

1961-
2018 

Q 21.082 11.210 14.376 20.699 10.117 18.7091 8.4432 10.3804 16.0233 8.3645 
t 1997 1993 1998 1991 1998 1997 1993 1998 1991 1969 
p 0.0001 0.016 0.0002 0.0001 0.037 0.0001 0.130 0.030 0.0001 0.125 
R 21.082 11.209 14.376 20.699 17.395 18.709 9.534 14.304 18.411 14.125 
T1 10.876 0.682 11.224 20.055 11.247 9.876 0.412 10.082 18.994 10.628 
T2 12.076 1.744 12.500 21.822 12.155 10.847 0.412 11.020 20.185 10.628 

1961-
1989 

Q 5.729 6.792 1.867 5.161 9.224 6.137 5.348 5.394 9.082 8.802 
t 1968 1969 1968 1972 1969 1968 1965 1972 1972 1969 
p 0.131 0.045 0.994 0.204 0.001 0.085 0.191 0.181 0.0008 0.002 
R 6.167 7.727 3.700 7.209 9.224 6.394 7.135 6.452 9.807 8.802 
T1 10.807 -0.022 11.259 20.038 12.511 9.845 0.161 10.269 19.708 11.567 
T2 10.807 1.170 11.259 20.038 10.610 9.845 0.161 10.269 18.518 9.979 
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Table 2. Continued 

Test Period Variable 
Kruševac  Blace  

Tav W Sp Sm A Tav W Sp Sm A 

Buishand 
test 

1990-
2018 

Q 8.642 5.616 8.314 6.723 6.089 9.958 5.125 8.042 8.626 4.019 
t 2006 2006 1998 2006 2007 2006 2006 1998 2006 2007 
p 0.003 0.150 0.006 0.044 0.090 0.0004 0.229 0.009 0.002 0.492 
R 8.642 8.322 8.314 6.875 6.452 9.958 6.543 8.042 8.626 5.610 
T1 11.438 1.541 11.111 21.300 11.921 10.20 0.662 9.478 19.612 10.790 
T2 12.333 1.541 12.500 22.308 11.921 11.190 0.662 11.020 20.758 10.790 

von 
Neumann 

test 

1961-
2018 

N 0.789 1.415 1.504 0.973 1.475 0.966 1.511 1.709 1.058 1.715 
p 0.0001 0.012 0.028 0.0001 0.021 0.0001 0.030 0.137 0.001 0.133 

1961-
1989 

N 2.05 1.333 2.303 1.459 1.289 2.133 1.172 2.322 1.241 1.428 
p 0.556 0.033 0.796 0.063 0.022 0.647 0.009 0.804 0.014 0.053 

1990-
2018 

N 0.997 1.758 0.983 1.934 2.125 1.093 1.874 1.159 1.514 2.223 
p 0.002 0.254 0.001 0.421 0.637 0.005 0.374 0.009 0.087 0.721 

 
 
 

Table 3. Homogenity test's statistic – Go  and Kopaonik 

Test Period Variable 
Go  Kopaonik 

Tav W Sp Sm A Tav W Sp Sm A 

Pettitt's 
test  

1961-
2018 

Kt 663 528 485 706 310 766 589 644 790 237 
tc 1997 1987 1998 1986 2007 1984 1986 1980 1986 2007 
p 0.0001 0.0001 0.0003 0.0001 0.072 0.0001 0.0001 0.0001 0.0001 0.274 

T1 7.211 -1.785 6.608 15.265 8.672 2.621 -5.615 0.510 10.308 4.664 
T2 8.440 -0.306 7.950 16.803 8.672 4.665 -4.031 2.571 12.563 4.664 

1961-
1989 

Kt 57 106 29 88 145 199 113 120 149 62 
tc 1968 1969 1972 1973 1970 1976 1976 1980 1974 1974 
p 0.684 0.077 0.997 0.196 0.004 0.0001 0.047 0.030 0.003 0.587 

T1 7.179 -1.634 6.655 15.383 9.32 2.213 -5.856 0.510 9.879 4.345 
T2 7.179 -1.634 6.655 15.383 7.789 3.662 -4.885 2.178 11.020 4.345 

1990-
2018 

Kt 199 56 158 182 126 171 69 134 142 112 
tc 2006 2012 2005 2006 2008 2006 2012 1998 2006 2008 
p 0.0001 0.707 0.0006 0.0002 0.023 0.0001 0.459 0.011 0.004 0.051 

T1 7.571 -0.355 6.863 16.247 8.653 4.347 -4.062 1.622 12.141 4.983 
T2 8.928 -0.355 8.254 17.692 9.740 5.383 -4.062 3.175 13.333 4.983 

SNH test 

1961-
2018 

Tt 37.589 14.649 15.731 26.763 9.912 39.689 19.310 25.306 33.703 7.139 
t 2006 1987 2000 2006 2008 1980 1986 1980 1986 2008 
p 0.0001 0.001 0.0005 0.0001 0.019 0.0001 0.0001 0.0001 0.0001 0.158 

T1 7.324 -1.785 6.638 15.702 8.450 2.375 -5.615 0.510 10.308 4.664 
T2 8.928 -0.306 8.033 17.692 9.740 4.579 -4.031 2.571 12.563 4.664 

1961-
1989 

Tt 2.837 6.282 2.273 5.446 10.270 19.949 8.038 10.294 10.105 3.026 
t 1987 1969 1988 1986 1969 1978 1986 1980 1974 1973 
p 0.620 0.095 0.795 0.266 0.006 0.0001 0.032 0.014 0.012 0.589 

T1 7.179 -1.634 6.655 15.383 9.433 2.283 -5.615 0.510 9.879 4.345 
T2 7.179 -1.634 6.655 15.383 7.815 3.809 -3.733 2.178 11.020 4.345 
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Table 3. Continued 

Test Period Variable 
Go  Kopaonik 

Tav W Sp Sm A Tav W Sp Sm A 

SNH test 1990-
2018 

Tt 19.925 3.588 11.632 13.077 8.101 13.225 4.234 10.970 9.585 7.132 
t 2006 2012 2000 2006 2011 2006 2012 1998 2006 2008 
p 0.0001 0.503 0.003 0.007 0.034 0.0005 0.347 0.003 0.022 0.067 

T1 7.571 -0.355 6.591 16.247 8.732 4.347 -4.062 1.622 12.141 4.983 
T2 8.928 -0.355 8.033 17.692 9.957 5.383 -4.062 3.175 13.333 4.983 

Buishand 
test  

1961-
2018 

Q 20.773 14.666 14.307 19.286 9.331 23.004 16.789 18.369 22.179 8.671 
t 1998 1987 1998 1995 2007 1980 1986 1980 1986 1998 
p 0.0001 0.0003 0.0006 0.0001 0.0680 0.0001 0.0001 0.0001 0.0001 0.109 
R 20.773 14.666 14.307 19.286 15.192 23.004 16.789 18.369 22.180 9.960 
T1 7.218 -1.785 6.608 15.466 8.672 2.375 -5.615 0.510 10.308 4.664 
T2 8.487 -0.306 7.950 17.100 8.672 4.579 -4.031 2.571 12.563 4.664 

1961-
1989 

Q 3.741 6.355 1.508 3.895 8.125 11.877 6.515 8.135 8.706 4.741 
t 1968 1969 1988 1986 1969 1978 1976 1980 1974 1973 
p 0.585 0.072 0.999 0.521 0.008 0.0001 0.061 0.007 0.002 0.306 
R 6.398 6.355 2.705 7.368 8.125 11.877 6.611 8.135 9.218 6.788 
T1 7.179 -1.634 6.655 15.383 9.433 2.283 -5.421 0.510 9.879 4.345 
T2 7.179 -1.634 6.655 15.383 7.815 3.809 -5.421 2.178 11.020 4.345 

1989-
2018 

Q 12.049 4.205 9.190 9.761 7.308 9.816 4.568 8.398 8.357 6.973 
t 2006 2012 2005 2006 2008 2006 2012 1998 2006 2007 
p 0.0001 0.436 0.001 0.0001 0.016 0.0001 0.354 0.003 0.003 0.033 
R 12.049 5.281 9.190 9.761 9.424 9.816 5.248 8.398 8.357 7.891 
T1 7.571 -0.355 6.863 16.247 8.653 4.347 -4.062 1.622 12.141 4.567 
T2 8.928 -0.355 8.254 17.692 9.740 5.383 -4.062 3.175 13.333 5.664 

von 
Neumann 

test 

1961-
2018 

N 0.587 1.264 1.806 0.837 1.364 0.202 1.133 0.928 0.578 1.336 
P 0.0001 0.0009 0.237 0.0001 0.008 0.001 0.0001 0.0001 0.0001 0.004 

1961-
1989 

N 2.123 1.128 2.732 1.460 1.492 0.237 1.057 1.747 0.881 1.335 
P 0.637 0.006 0.981 0.064 0.081 0.0001 0.003 0.246 0.0001 0.038 

1990-
2018 

N 0.507 1.882 1.157 1.247 1.438 0.906 1.839 0.888 1.602 1.466 
p 0.0001 0.367 0.011 0.023 0.055 0.0005 0.335 0.0001 0.137 0.071 

 
 
 
 

The Buishand range (BR) test is also a non-parametric test which checks the 
presence of a change point in the given data marking a change of the location 
parameter (average values) distribution. The null hypothesis H0 implies data 
homogeneity in terms of the location parameter, i.e., absence of a change 
regarding the said parameter over time. The alternative hypothesis H1 implies 
presence of a change-point involving an increase or decrease of the average value 
of the observed feature. The adjusted partial sum (Sk), that is, the cumulative 
deviation from mean for kth observation of a series x1, x2, x3,….,xk,….xn with 
mean x can be calculated using the following equation: 
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 (6) 
A series may be homogeneous without any change point if Sk  0, because 

in random series, the deviation from mean will be distributed on both sides of the 
mean of the series. The significance of shift can be evaluated by computing 
rescaled adjusted range (R) using the following equation: 

 

 
.
 (7) 

 
The computed value of R= R/ n is compared with critical values given by 

Buishand (1982) and Wijngaard et al. (2003) and has been used for detection of 
possible change. 

The  standard normal homogeneity (SNH) test, is a statistical test which 
also checks if the data originate from the same population with the same 
distribution or indicate presence of a significant difference in the location 
parameter between the data before and after a specific change-point tc bringing an 
increase or decrease of the value of the observed feature. The test statistic (Tt) is 
used to compare the mean of first t observations with the mean of the remaining 
(n-t) observations with n data points (Alexandersson, 1986; Toreti et al., 2011; 
Ming Kang and Yusof, 2012; Jaiswal et al., 2015):  

 

 ,  (8) 
 

 ,
 (9) 

 

 
,
 (10) 

 

where x  and  are the mean and standard deviations of the series. The year t can 
be considered as a change point and comprises a break where the value of Tt 
attains the maximum value. To reject the null hypothesis, the test statistics should 
be greater than the critical value, which depends on the sample size (n). 

The von Neumann test (Neumann, 1941) also tests the null hypothesis H0 
implying data homogeneity in terms of the location parameter and absence of its 
change over the period of observation, as opposed to the alternative hypothesis 
H1 , which implies the presence of the moment tc when the change of the location 
parameter occurs. If the alternative hypothesis is accepted, the von Neumann test 
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cannot pinpoint the moment tc marking the change of the location parameter. The 
test statistics used in this test are as follows: 

 

 . 
  (11) 

 
There are some differences between the SNH, BR, and Pettitt tests. SNH test 

is sensitive in detecting the breaks near the beginning and the end of the series. 
BR test and Pettitt test are easier to identify the break in the middle of the series. 
Besides, the SNH and BR tests assume Xi is normally distributed, whereas the 
Pettitt test does not need this assumption, because it is a non-parametric rank test 
(Kang and Yusof, 2012). 

The trends in historical series of meteorological data have been assessed 
using the linear regression test and the Mann-Kendall test. 

In the linear regression test, a straight line is adjusted to the data, and the 
slope of the line may or may not be significantly different from zero. For a series 
of observations xi, i=1, 2, 3,…,n, a straight line in the form of y = a + bx can be 
calculated as: 

 

 ,

 (12) 

 

 

,
 (13) 

 
where y is the temperature in °C, a and b are the intercept and slope of the fitted 
line, x is the time in years (Jaiswal et al., 2015; Gavrilov et al., 2016). This 
approach gives results which are simple to interpret; both graphically and 
analytically on the basis of the shape and parameters of the trend equation. The 
sign of the temperature trend depends on the value of the slope: when the slope is 
higher than zero, less than zero, or equal to zero, the sign of the trend is positive 
(increase), negative (decrease), or there is no trend (no change), respectively 
(Gavrilov et al., 2015, 2016, 2018). 

The statistical significance of the trend in annual and seasonal series was 
analyzed using the non-parametric Mann-Kendall (MK) test (Mann, 1945; 
Kendall, 1975). The MK test has been used in the analysis of a number of 
researchers to ascertain the presence of a statistically significant trend in 
hydrological climatic variables, such as temperature, precipitation, and 
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streamflow, for example: temperature: Mohorji et al., 2017, temperature and 
precipitation Jain et al., 2013; Chattopadhyay and Edwards, 2016; Bhuyan et al., 
2018; Emmanuel et al., 2019; Tan et al., 2019; Mosase et al., 2019; Panda and 
Sahu, 2019; precipitation: Kumar et al. 2010; Buri  et al., 2015; Hussain, 2015; 
Merabtene et al., 2016; Kocsis et al., 2020; Meena, 2020; Ramezani et al, 2020; 
Borse and Agnihotri, 2020; precipitation and streamflow: Da Silva et al., 2015; 
streamflow: Radevski et al., 2018; temperature, precipitation, and flow: Cherinet 
et al., 2019; evapotranspiration – Sharma et al., 2020. 

The MK test checks the null hypothesis of no trend versus the alternative 
hypothesis of the existence of increasing or decreasing trend (Kumar et. al., 2010). 
A positive MK value indicates an increasing trend, while a negative MK value shows 
a decreasing trend. The Mann-Kendall statistics can be presented as:  

 
  (14)

  
where n is the total length of data, xi and xj are the time series of the annual and/or 
seasonal values of the temperatures in years j = i + 1, i + 2, i + 3,...,n and i = 1, 2, 
3,..., n-1, where j > i, and n is the last year in the time series. Function sign (xi–xj) 
assumes the following values: 
 

  (15)

 
 

According to this test, the statistic S is approximately normally distributed 
with the mean E(S) and the variance Var(S) can be computed as follow (Jaiswal 
et al.l, 2015): 

 
  , 
 

 , (16)
  

where n is the number of data in the time series, and tk is the number of data in the 
kth tied group. (Kocsis et al., 2020). The standardized statistics Z for this test can 
be calculated by the following equation: 
 

  (17)
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The positive values of Z indicate upward (increasing) trends in time series, 
and the negative values show downward (decreasing) trends. Trends are then 
tested against some critical values (Z1 ) to show t whether they are statistically 
significant or not. For example, if |Z| > Z1 , (e.g., Z1  at  = 0.05); the null 
hypothesis of no-trend is rejected, and alternative hypothesis of a significant trend 
is accepted. In this study to represent the confidence level ***, **, *, and + signs 
have been used to represent 100%, 99%, 95%, and 90% levels of confidence, 
respectively. 

The magnitude of the trend in the time series was determined using the Sen’s 
slope test (Sen, 1968). The Sen’s method assumes a linear trend in the time series 
and has been widely used for determining the magnitude of a trend in hydro-
meteorological time series (Hirsch et al., 1991; Hussain et al., 2015; Mahmood et 
al., 2019; Cherinet et al., 2019; Kocsis et al., 2020). In this method, the slopes 
(Ti) of all data pairs are rst calculated by: 

 

 , for i= 1,2,..., N, (18) 

 
where xj and xk are data values at time j and k (j>k), respectively. The median of 
these N values of Ti is the Sen’s estimator of slope, which is calculated as follows: 
 

  (19)

  
A positive value of  indicates an upward (increasing) trend, while a negative 

value indicates a downward (decreasing) trend in the time series. 

5. Results and discusion 

In the present study, the first various change point tests, including the Pettitt’s test, 
von Neumann’s ratio test, Buishand’s range test and SNH test, have been applied 
to detect a change point in annual and seasonal series of temperature in the Rasina 
River basin. For each of the tests, we failed to reject the null hypothesis when the 
estimated p-value was greater than the significance level of 0.05. After detecting 
the change point, the trend analysis was applied by using the linear regression and 
Mann-Kendall tests.  

The test statistics of various tests and acceptance or rejection of null 
hypothesis for annual and seasonal temperatures are presented in Tables 2 and 3. 
Figs. 2–5 show the change points of average annual and seasonal temperatures 
during the period 1961–2018.  
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Fig. 2. Change points of average annual and seasonal temperatures in Kruševac. 
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Fig. 3. Change points of average annual and seasonal temperatures in Blace. 
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Fig. 4. Change points of of average annual and seasonal temperatures in Go . 
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Fig. 5. Change points of of average annual and seasonal temperatures in Kopaonik. 
 
 
 
The average annual, winter, summer, and spring temperature series in the 

period 1961–2018 on all the stations indicated a significant change point, except 
in Blace, where spring and winter data can be considered as homogeneous in 
nature. All the analyzed stations have passed the critical test value at a 95% 
significance level as a result of the application of Pettitt,SNH and Buishard tests. 
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The analysis results shown in Tables 2 and 3 indicate that the inhomogeneous 
structure is generally observed between 1976 and 1984, between 1997 and 1998, and 
in 2006. All the tests on Kruševac and Blace stations indicate that the change in 
annual temperature occured in 1997, except for  SNH test, which identifies the year 
of 1998 as a changing point in Kruševac and 2006 as a changing point in Blace. In 
the mountainous parts of the basin, on Go  station, the change in annual temperature 
occured in 1997 and 1998, according to the Pettitt's and Buishand tests, while in 
Kopaonik, the change in average temperature occured in 1980 and in 1984. The 
average annual temperature in the period 1961–2018 increased in Kruševac from 
10.88 ºC to 12.08 ºC, in Blace from 9.88 ºC to 10.85 ºC, in Go  from 7.21 ºC to 
8.44 ºC, whereas in Kopaonik it increased from 2.62 ºC to 4.67 ºC. 

The Pettitt's and Buishand tests indicate an increase in average winter 
temperatures in Kruševac and Blace from 1993, while in Go  and Kopaonik, the 
increase started in 1987 and 1986. 

The analysis of spring temperature confirmed that the change point may have 
occured in 1998 in Kruševac, Blace, and Go , while it may have occurred in in 
1980 in Kopaonik. 

All the tests on Kruševac and Blace stations indicate that the change in the 
average summer temperature occured in 1991, except for the SNH test, which 
identifies the year of 2006 as a changing point in Blace. On the Kopaonik station, 
the change in the average summer temperature occurred in 1986. The average 
summer temperature in Kruševac increased from 20.06 ºC to 21.82 ºC, in Blace 
from 18.99 ºC to 20.19 ºC, in Go   from 15.27 ºC to 16.80 ºC, while in Kopaonik, 
it increased from 10.31 ºC to 12.56 ºC. 

The results of the von Neumann test of homogeneity call for acceptance of 
the alternative hypothesis too, i.e., they lead to a conclusion that in the series of 
average annual temperatures there is a change point regarding the location 
parameter. 

As the time series was 58-year-long, it was long enough to be divided it into 
two equal 29-year-long periods, in order to gain a better insight. The first half of 
the period occurred between 1961 and 1989, while the second occurred between 
1990 and 2018.  

In the first half of the period (1961–1989), all the tests indicated a significant 
change point in the average autumn temperatures in Kruševac, average autumn 
and summer temperatures in Blace and Go , and average annual, winter, summer, 
and spring temperatures in Kopaonik. 

All the tests on the Blace station indicate that a decrease of the average 
summer temperature occurred in 1972, while in Kopaonik, an increase of the 
summer temperature was observed from 1974. The average summer temperature 
in Blace decreased from 19.71 ºC to 18.52 ºC, and in Kopaonik increase from 
11.02 ºC to 11.55 ºC. 

In the second half of the period 1990–2018, all test in all stations detected 
year 2006 as changing point of the average annual and summer temperatures and 
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1998 as changing point of the annual spring temperature (except in Go , where 
the change in annual spring temperature occured in 2005).  

The main conclusions derived from the presented results are that the 
temperature is increasing with accelerated rate, with more pronounced increase in 
maximum temperatures, especially during the summer. According to the used 
data, the hottest year on the territory of the Rasina basin was 2000, while out of 
10 hottest years, 9 have occurred since the year of 2000. The hottest summer was 
during 2012, same as on the territory of the whole Serbia (Vukovi  et al., 2018). 
The mean annual temperature for the period of 1990–2018 increased by 1.3 ºC 
with respect to the period of 1961–1989. The highest increase of 1.5 ºC is recorded 
for the summer season. The season with the second highest increase in 
temperatures is spring. 

These results may be the basis for the future analysis of the reasons for 
inhomogeneity in these stations and of the question whether the inhomogeneity 
of these stations are caused by variations of natural meteorological conditions or 
by other environmental conditions. 

To determine a trend, the linear regression test and the Mann-Kendall test 
have been applied in the different series of meteorological variables. Figs. 6–9 
show annual and seasonal mean temperatures during the period 1961–2018 with 
three trend equations: above (1961–2018) and below (1961–1989 and 1990–
2018); and three trend lines: for longer and two shorter periods, respectively.  

In strictly formal terms, some trends can be observed in all cases. However, 
all the trends do not have the same sign, magnitude, and probability. To obtain a 
final evaluation of the temperature trends in the Rasina River basin, all the 
numerical parameters, visual representation of trends, and results of the MK test 
were used (Gavrilov et al., 2015, 2016, 2018). The MK test statistics for annual 
and seasonal temperature are presented in Tables 4–7. 

In the first period (1961–1989), the trend is negative for average annual, 
spring, summer, and autumn temperatures at all the stations, except Kopaonik. 
MK testing proves whether these statements are true. As the computed 
probability values p are greater than the significance level  in cases: Y-Tav, 
W, Sp, Sm (Kruševac), Y-Tav, Sm, W (Blace), Y-Tav, Sp, Sm,A (Go ), Y-Tav, W, 
Sp, Sm (Kopaonik), the H0 cannot be rejected. Probability values p for A 
(Kruševac), Sp and A (Blace), W (Go ), and A (Kopaonik) are lower than , so 
the H0 should be rejected, and the Ha should be accepted for all of these cases. 
The MK test indicated a non-significant decrease in the trend of the annual 
temperature in Kruševac, Blace, and Go  and significant increase in the trend 
of the annual temperature in Kopaonik. 

The average annual and seasonal temperatures in the second period (1990–
2018) show a positive trend at all the stations. The MK test indicated a significant 
increase in temperature during all the seasons in Kruševac, in spring and summer 
in Blace and Go , and during spring, summer, and autumn in Kopaonik, with very 
high certainty ( =0.005-0.0001). The annual temperature exhibits an increasing 
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trend from 0.5 ºC/decade in Kruševac and Blace, 0.8 ºC/decade in Go  and 
0.7 ºC/decade in Kopaonik. Spring mean temperature increased from 
0.7 ºC/decade in Kruševac and Blace, 0.9 ºC/decade in Go , and 0.8 ºC/decade in 
Kopaonik, while summer temperature increased from 0.5 ºC/decade in Kruševac 
and Blace, 0.6 ºC/decade in Go  and Kopaonik. 

 
 
 

 

 

 
Fig. 6. Average annual and seasonal temperatures, trend equations, and trend lines for 
Kruševac. 
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Fig. 7. Average annual and seasonal temperatures, trend equations, and trend lines for 
Blace. 
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Fig. 8. Average annual and seasonal temperatures, trend equations, and trend lines for Go . 
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Fig. 9. Average annual and seasonal temperatures, trend equations and trend lines for 
Kopaonik. 
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Table 4. Man – Kendall test's statistics for Kruševac 

Period  Min. Max. Mean St.dev. Z – value 
of trend 

B Sen's 
slope 

 – level of 
significance 

1961–2018 

Tav 10.0 12.9 11.31 0.769 4.86 10.53 0.030 *** 
W -2.3 4.1 1.140 1.359 3.01 0.37 0.032 ** 
Sp 8.8 14.0 11.66 1.174 3.08 10.76 0.029 ** 
Sm 18.3 24.4 20.88 1.243 5.16 19.68 0.043 *** 
A 8.5 14.4 11.56 11.560 1.44 11.31 0.014 - 

1961–1989 

Tav 10.0 11.6 10.8 0.417 -1.13 11.07 -0.14 - 
W -2.30 2.90 0.74 1.295 1.17 0.34 0.038 - 
Sp 8.80 13.70 11.26 1.161 -0.21 10.94 -0.002 - 
Sm 18.30 22.0 20.04 0.738 -1.53 20.32 -0.024 - 
A 8.50 13.10 11.20 1.302 -2.80 12.53 -0.091 ** 

1990–2018 

Tav 10.20 12.90 11.814 0.712 2.94 11.12 0.053 ** 
W -1.40 4.10 1.54 1.323 1.88 0.91 0.056 + 
Sp 9.70 14.0 12.07 1.055 2.44 11.12 0.065 * 
Sm 20.10 24.40 21.72 1.067 2.61 20.89 0.053 ** 
A 10.0 14.40 11.92 0.948 2.09 11.54 0.037 * 

*** - =0.001 ; ** - =0.01; * - =0.05; + - =0.1 
 
 
 
 
 
 

Table 5. Man – Kendall test's statistics for Blace 

Period  Min. Max. Mean St.dev. Z – value 
of trend 

B Sen's 
slope 

 – level of 
significance 

1961–2018 

Tav 8.8 11.6 10.23 0.701 4.13 9.62 0.023 *** 
W -2.5 3.6 0.41 1.316 1.93 -0.08 0.023 + 
Sp 7.6 12.9 10.41 1.195 1.09 10.39 0.012 - 
Sm 16.6 22.8 19.55 1.083 3.30 18.90 0.025 *** 
A 8.0 12.2 10.63 1.019 0.28 10.68 0.002 - 

1961–1989 

Tav 8.8 10.6 9.84 0.438 -1.57 10.03 -0.178 - 
W -2.5 2.0 0.16 1.219 0.98 -0.20 0.030 - 
Sp 7.6 11.9 10.27 1.184 -0.94 10.85 -0.030 - 
Sm 16.6 21.0 19.01 0.939 -3.10 19.69 -0.055 ** 
A 8.0 12.2 10.47 1.146 -3.16 11.49 -0.080 ** 

1990–2018 

Tav 9.1 11.6 10.61 0.712 3.36 10.05 0.05 *** 
W -2. 3.6 0.66 1.381 1.31 0.31 0.043 - 
Sp 8.2 12.9 10.54 1.211 2.16 9.50 0.066 * 
Sm 18.4 22.8 20.07 0.952 3.08 19.27 0.052 ** 
A 9.0 12.1 10.79 0.865 1.18 10.62 0.237 - 

*** - =0.001; ** - =0.01; * - =0.05; + - =0.1 
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Table 6. Man – Kendall test's statistics for Go  

Period  Min. Max. Mean St.dev. Z – value 
of trend 

B Sen's 
slope 

 – level of 
significance 

1961–2018 

Tav 6.2 9.13 7.66 0.807 5.33 6.7 0.033 *** 
W -4.4 2.8 -0.99 1.468 3.65 -2.27 0.043 *** 
Sp 4.0 9.2 7.07 1.240 3.24 6.15 0.032 ** 
Sm 13.50 20.40 16.11 1.186 5.68 14.83 0.043 *** 
A 6.10 11.50 8.67 1.179 1.86 8.16 0.020 + 

1961–1989 

Tav 6.20 7.90 7.18 0.453 0.09 7.20 0 - 
W -4.40 0.50 -1.63 1.216 1.78 -2.43 0.051 + 
Sp 4.0 8.90 6.66 1.245 -0.11 6.50 0 - 
Sm 13.50 17.30 15.38 0.797 -0.77 15.51 -0.008 - 
A 6.10 10.50 8.32 1.258 -2.14 8.98 -0.059 * 

1990–2018 

Tav 6.80 9.13 8.13 0.806 4.70 6.83 0.083 *** 
W -3.90 2.80 -0.36 1.435 0 0.10 0 - 
Sp 5.0 9.20 7.49 1.105 3.16 6.14 0.085 ** 
Sm 15.30 20.40 16.84 1.059 3.99 15.82 0.064 *** 
A 6.70 11.50 9.03 0.992 2.24 8.33 0.048 * 

*** - =0.001 ; ** - =0.01; * - =0.05; + - =0.1 
 
 
 
 
 
 
 

Table 7. Man – Kendall test's statistics for Kopaonik 

Period  Min. Max. Mean St.dev. Z – value 
of trend 

B Sen's 
slope 

 – level of 
significance 

1961–2018 

Tav 1.4 5.9 3.82 1.266 7.89 1.90 0.067 *** 
W -6.9 -0.7 -4.74 1.365 4.53 -6.05 0.048 *** 
Sp -1.1 5.6 1.86 1.483 5.30 0.05 0.058 *** 
Sm 8.4 15.6 11.50 1.471 7.04 9.57 0.067 *** 
A 8.5 14.4 11.56 11.560 1.44 11.31 0.014 - 

1961–1989 

Tav 1.4 4.4 2.86 0.893 3.95 1.63 0.083 *** 
W -6.9 -3.0 -5.42 1.089 2.60 -6.50 0.063 ** 
Sp -1.1 4.0 1.03 1.295 1.76 0.21 0.039 + 
Sm 8.4 12.9 10.47 0.966 2.45 9.85 0.05 * 
A 0.8 6.3 4.34 1.585 -0.38 5.02 -0.006 - 

1990–2018 

Tav 3.2 5.9 4.78 0.756 4.07 3.70 0.067 *** 
W -6.5 -0.7 -4.06 1.286 0.58 -4.19 0.016 - 
Sp -0.1 5.6 2.69 1.168 2.67 1.48 0.075 ** 
Sm 11.2 15.6 12.63 1.021 2.80 11.64 0.055 ** 
A 2.8 7.8 4.98 1.093 2.09 4.35 0.05 * 

*** - =0.001 ; ** - =0.01; * - =0.05; + - =0.1 
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The trend pattern indicated a significant increase in the average annual, 
winter, and summer temperatures in the whole series from 1961 to 2018 at all the 
stations. Statistical significant increase is also detected in spring in Kruševac, Go  
and Kopaonik. The annual temperature for the Rasina River basin exhibits an 
increasing trend of annual temperature from 0.2ºC / decade in Kruševac, 
0.3 ºC/decade in Blace and Go  and 0.7 ºC/decade in Kopaonik. The spring mean 
temperature increased from 0.3 ºC/decade in Kruševac and Go , to 0.6 ºC/decade 
in Kopaonik. The summer temperature increased from 0.4 ºC/decade in Kruševac 
and Go , 0.3 ºC/decade in Blace, and 0.7 ºC/decade in Kopaonik. In the analyzed 
period, a significant increase in winter temperature from 0.3 ºC/decade in 
Kruševac, 0.2 ºC/decade in Blace, 0.4 ºC/decade in Go , and 0.5 ºC/decade in 
Kopaonik was observed. The autumn temperature showed statistically significant 
increase of 0.2 ºC/decade only in Go . 

Higher temperatures occurred at the beginning and the end of the period, 
while lower temperatures occurred in the middle of the period from the 1970s 
until the mid-1980s. Our results are in accordance with the results of Unkaševi  
and Toši  (2009) and Gavrilov et al., (2015, 2016). Analyzing the temperature 
data from 1949 to 2007 and from 1949–2013, they found that the slow decrease 
in the summer temperatures until 1975 was followed by temperature increase that 
lasted until the end of the analyzed periods (Serbia).  

Similar results in temperature changes were observed in the neighboring 
areas. According to a report of the Slovenian Environment Agency (2011), in the 
period 1961–2011, the most significant change of climate in Slovenia is the 
increase of the mean air temperature by about 0.36 °C per decade. The most 
evident warming is observed in spring and summer, which is about 0.4 or 0.5 °C 
per decade in most of Slovenia. Conversely, the autumn temperature change is not 
statistically significant.  

Chenkova and Nikolova (2015) found that the trend of the seasonal air 
temperature for the period 1984-2010 in Bulgaria is positive. A statistically 
significant positive trend was observed during the summer season with the values 
of 0.7 ºC to 0.8 ºC/decade. Croitoru et al. (2011) found that increasing average 
trend slopes for four summit stations in the Romanian Carpathians amount to 
0.683 °C / decade. 

6. Conclusion 

The variability of temperature, due to the change in the climate or due to human 
involvement can influence different human activities: agriculture, planning and 
managing water resources, tourism, and ecosystems. In the present study, change 
point detections followed by trend analyses have been carried out using different 
non-parametric statistical tests. 
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On the basis of the statistical tests used, it can be concluded that there is a 
change point marking occurrence of an increase in the average annual and 
seasonal air temperatures in the Rasina River basin. Depending on the test used, 
different values regarding the year of temperature break have been obtained. The 
results of the Pettitt and Buishard range tests show, that the change points in the 
annual temperature data in the period 1961–2018 were identified in 1997 and 
1998 at all the stations, except Kopaonik, where the change in the annual 
temperature occurred in 1980 and 1984. The SNH test identifies 2006 as the year 
of changing point in Blace. Piticar and Ristoiu (2012) obtained similar results for 
the temperatures in Romania, where 1988, 1995, and 1998 were detected as break-
point years. The obtained results are also compliant with numerous other 
researches carried out in Europe. 

Except for the average annual temperatures, an increasing trend was 
observed in the average winter, spring, and summer temperatures. The Pettitt's 
and Buishand tests indicate increase of average winter temperatures in Kruševac 
and Blace from 1993, while in Go  and Kopaonik, the increase started in 1987 
and 1986. For spring temperatures, the change point may have occurred in 1998 
in Kruševac and Blace, while it occurred in in 1980 Go  and Kopaonik. At the 
Kopaonik station, the change in the average summer temperature occured in 1986, 
while at all other stations, the years of change were 1991 and 2006. 

In the first half of the period 1961–1989 all the tests indicate a significant 
change point in the average autumn temperature in Kruševac, in the average 
autumn and summer temperatures in Blace and Go , and in the average annual, 
winter, summer and spring temperatures in Kopaonik. All tests in Blace indicate 
that the decrease in the average summer temperature occured in 1972, while in 
Kopaonik, an increase of the summer temerature was observed from 1974. 

In the second half of the period (1990–2018) all the tests in all the stations 
detect 2006 as a changing point in average annual and summer temperatures and 
1998 and 2005 as changing points in annual spring temperature.  

The whole data trend on annual basis showed a positive increasing trend. 
The analysis indicated that the average annual, winter and summer temperature, 
have significant increasing trends due to positive values of both Z and Sen's 
statistics in the longer period (1961–2018) and in the second part of the period 
1990–2018. In the first part of the period 1961–1989, the autumn temperatures in 
Kruševac, summer and autumn in Blace, as well as winter and autumn 
temperatures in Go  showed a significant decreasing trend due to the negative 
value of Z and Sen's statistics. All the other seasons have a non-significant 
decreasing trend. The exception is the Kopaonik station, where  the average 
annual spring and summer temperatures show a positive increasing trend, while 
winter temperatures shows a significant decreasing trend. 

The effects of climate change may exacerbate the existing social and 
economic states across the country, mainly where people are reliant on resources 
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sensitive to climate variability. Improved capacity to cope with future climate 
variability extremes can lessen the extent of economic and social losses.  

The results of this research can be helpful for further analysis of temperature 
changes and other climatic elements, primarily from the aspect of their impact on 
natural resources and human activities. 
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