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Abstract: This study describes the steps needed to produce the required hardware and 
software for the 3D mapping of dark, rugged, and closed spaces such as caves, 
underground cities and mining pits through a DJI Matrice 100 Flying Robot Platform that 
has a high bearing capacity of 3600 grams and has no limit of movement in bumpy, 
hollowed or sloping spaces. In order to obtain the obstacle information around, during the 
autonomous movement of the air robot used within the scope of this study, 5 ultrasonic 
sensors – right, left, front, top, bottom – were used. A servomotor driven electromechanical 
equipment that will be used on the z-axis movement of Hokuyo UST-20LX laser sensor, 
which provides data in 2D, was developed to help the air robot map its environment in 3D 
during the autonomous movement. The control of the hardware developed and used in this 
study is carried out by Robot Operating System (ROS) nodes written in C++ programming 
language. The mapping studies were carried out by operating the robot autonomously in 
caves within Atabey District of Isparta Province, Turkey, at the coordinates of 
37°53'41.8"N 30°32'58.5"E and 37°53'39.0"N 30°32'42.3"E. It is shown that the 3D maps 
produced by the system, are realistic and substantial. 

Keywords: flying robot; 3D; simultaneous; mapping; dark spaces; closed spaces 

1 Introduction 

The mapping of space, such as caves or underground cities of an unknown shape, 
is mostly done using traditional methods, such as, takings manual measurements. 
However, when it is dangerous for people to enter a closed area, either mapping is 
not performed or performed by taking risks and entering the closed area. 
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In the mining accident, which happened in Turkey, on May 13, 2014 and took part 
in literature as the “Soma Mine Disaster”, rescue activities were hampered by gas 
from the fire in the mine and by the lack of a known plan for the mine [1]. The 
importance of using autonomous robots actively emerges in such events. 

Within the scope of this study, a fast and low-cost system which can operate 
autonomously in dark, rugged, and closed spaces such as caves, underground 
cities, and mining pits without any movement limits (bumpy, hollowed, sloping 
spaces); which can carry out 3D mapping by using 2D laser sensors; and which 
has a high accuracy level and can collect multipurpose data, was developed. 

All the stages of this study were explained in main sections of this paper as 
Related Work, Description of the System and Conclusions. 

2 Related Work 

Robots need 3D data (XO, YO, ZO) of the robot's surroundings to map their 
surroundings in 3D, and 3D location information (XL, YL, ZL) of the robot to 
perform 3D positioning in a 3D area. 

In their study, Hinzmann, et al. [2] obtained the odometry data of the robot in 
accordance with the depth information obtained by using image processing 
algorithms of the images obtained from the camera placed on flying robots for use 
in flying robots. 

Teixeira, et al. [3] studied on determining the best route with predetermined start 
and end by using the SLAM algorithms known in the literature as well as 
telemetry data of Intel’s AscTec Firefly drone. 

In their study, Iacono and Sgorbissa [4] developed an obstacle avoidance 
algorithm from the data produced by an RGB-D camera (Microsoft Kinect) they 
installed on AscTec Firefly drone as an additional algorithm to the algorithms 
already used in the autonomous controlling of drones. 

Kaufman, et al. [5], in their study, integrated variable motion planning algorithm 
to the Bayesian Probability Mapping algorithm in order to minimize the errors in 
Bayesian Probability Mapping algorithm that is used in the literature for mapping 
studies in 3D spaces of unknown shape. They also proposed that the 3D position 
can be used in the solution of the 3D problem by slicing it into 2D positioning 
method. Meanwhile, both mapping and reconnaissance algorithms were explained 
in this study through simulations and quadrotor flight trials. 

In their study, Nguyen, et al. [6] developed and proposed a new method for 
creating a new curve path in case of an obstacle. They concluded that the method 
can create a safe path that takes into account obstacles detected in real time and 
prevents collisions. 
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Yu, et al. [7] performed 2D positioning and 3D mapping in a 3D environment 
with obstacles by using Rplidar and Kinect sensor with ROS operating system 
control. 

In the study conducted by Yu, et al. [7], they created a composite coordinate 
positioning system by combining the indoor 2D map of the object created by the 
Gmapping algorithm and the 3D point cloud image information of the object. 
According to the result of the empirical studies conducted by Yu, et al. [7], they 
concluded that the positioning precision of the composite coordinate positioning 
system in this study is 6.7% higher than widespread ultrasonic and infrared 
positioning systems [8]; 20% higher than Bluetooth angle estimation positioning 
system [9]; and 72% higher than ultra-wideband positioning system [10]. 

Nellithimaru and Kantor [11] conducted a study concerning the classification of 
agricultural products using the SLAM algorithm they developed by adding a 
stereo camera. They stated that they achieved positive results thanks to this 
method in outdoor environments (without any pipeline used in such applications) 
without any constant lighting conditions or scene dynamics. They conducted this 
study in vineyards in order to count the crops of the farmers and estimate the yield 
of the crop to be obtained from the land. 

When the studies in the literature are examined, it is seen that there are robots 
used for mapping from the ground and air. Ground and air robots that are used for 
mapping of indoor and outdoor spaces map their environments either by the 
control of an operator or by navigating autonomously [12] [13] [14] [15] [16] 
[17]. 

As for the terrestrial robots commonly used in the literature, it is seen that 
mapping reaches a high level of precision. However, when the physical conditions 
of the spaces such as mine pits, underground cities or caves where the study will 
be performed are examined, it is concluded that terrestrial robots are not suitable 
for these physical conditions due to fact that these robots must be used on flat or 
close-to-flat surfaces. 

3 Description of System 

In this study conducted, through the M100 Robot model created under Gazebo 
simulator, the control of the M100 Robot in real-world under the ROS 
environment is carried out by the developed nodes. The nodes developed, their 
relations with each other as well as the publisher and subscriber topics by these 
nodes are shown in Figure 1. 
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Figure 1 

Block diagram of the study 

3.1 Equipment 

A DJI Guidance ultrasonic sensor kit, Hokuyo UST-20LX laser sensor, as well as, 
a Mini PC, running at 2.8 GHz processor (i5-6200U) with 4GB DDR3 Ram and 
256 GB SSD hard disk, were placed on the M100 Robot (Figure 2). 

Ubuntu 14.04 operating system was installed on the Mini PC due to the fact that 
the ROS Kinetic operating system used for the control of the M100 robot supports 
the Ubuntu 14.04 operating system. The control of M100 Robot and Hokuyo 
UST-20LX laser sensor is conducted by the ROS Kinetic operating system 
installed on the Mini PC. 
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Figure 2 

3D Simultaneous Positioning and Mapping Robot in Dark, Indoor Environments with Autonomous 

Flying Robot 

The Hokuyo UST-20LX laser sensor is capable of area scanning on the y-axis at 
an angle of 270° within a period of 25 ms. The resolution of this sensor is 0.25° 
(Equation 1) and the measuring range is 20-30 meters depending on the amount of 
light in the environment. In this study, the data transfer between Hokuyo UST-
20LX laser sensor and Mini PC is carried out through RJ45 connection [18]. 

270° / 1080 (step) = 0.25°       (1) 

The servomotor driven electromechanical system in Figure 3 was designed so that 
the Hokuyo UST-20LX laser sensor can capture distance information by scanning 
its 3D environment in multi-axis. Thanks to this design, the Hokuyo UST-20LX 
sensor, which can scan in 2D, is equipped with 3D scanning capability. 
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Figure 3 

Electromechanical system developed for 3D scanning of the Hokuyo UST-20LX sensor 

A servo motor driver board in Figure 4 was used in order to control the movement 
of the Hoyuko UST-20LX sensor on the electro-mechanics system in Figure 3 
between the 70° and 80° on Z axis through the Mini PC [19]. 

 

Figure 4 

PC controlled, Pololu Micro Maestro 6-Channel USB Servo Controller 

Through this moving system, the Hokuyo UST-20LX sensor taking measurements 
from horizontal axis was provided with the ability to make measurements from 
vertical axis (z axis) in addition to the horizontal axis. 
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3.2 Installing Hokuyo UST-20LX on the DJI Matrice 100 

Flying Robot Platform 

The Hokuyo UST-20LX laser sensor model of ROS's ‘hukuyo_utm20lx’ package 
was added to the x = 0, y = 0, z = 0.175 (mt) position of ‘scanmatcher_frame’ 
frame where the M100 Robot that was modelled in Blender program is located 
through the XML codes in Figure 5. 

 

Figure 5 

Installing Hokuyo UST-20LX on M100 Robot model 

When the M100 Robot model as well as the Hokuyo UST-20LX model installed 
on the M100 Robot model are opened in the RViz visualizer, they appear on the 
RViz visualizer screen as in Figure 6. 

 

Figure 6 

Image of M100 Robot and M100 Robot model in RViz visualizer 

The communication between the Hokuyo UST-20LX laser sensor and the PC is 
carried out via the TCP/IP protocol using the static IP address of 192.168.0.10. 
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3.3. Obtaining 3D Data from 2D Data taken from Hokuyo UST-

20LX 

The “create_point_cloud.launch” in Figure 7 is an XML file that was created for 
use in 3D mapping and that combines the nodes which are necessary to obtain 3D 
data from 2D data. 

 

Figure 7 

The “create_point_cloud.launch” XML file written for transition from 2D to 3D 

While the ‘ros_pololu_servo_node’ node in the “create_point_cloud.launch” file 
make the connection with the servo-motors of the drive board in ROS, the 
‘servo_tilt’ node ensures movement in Hokuyo UST-20LX on the vertical axis 
(The servo-motor is continuously moved between -70° and 80°). After the 
obstacle information taken from Hokuyo UST-20LX laser sensor by the 
‘urg_node’ node is filtered by the ‘hokuyo_filter’ node, this information is shared 
in ROS environment in the topic form of 
‘/hokuyo_scan/m100_filtered/angle_scan’. The 3D point cloud is created by 
combining the angle created by both ‘pcl_assembler_server’ node and 
‘servo_tilt_transform’ (the tf angle of layers created in Figure 8) node as well as 
the topic of ‘/hokuyo_scan/m100_filtered/angle_scan’. 
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Figure 8 

The 3D tf conversion of Hokuyo UST-20LX laser sensor 

Equation 2 was used for 3D conversion of information from the Hokuyo UST-
20LX laser sensor along the Y axis according to the view angle of M100 Robot. 

       (2) 

Then, the 3D point cloud generated by the ‘pcl_assembler_server’ node was 
shared in the topic form of ‘/hokuyo_scan/m100_filtered/assembled_cloud’ in 
‘pcl_assemblerr_client’ node to be mapped in ROS environment. 

Filtering data from Hokuyo UST-20LX: The Hokuyo UST-20LX laser sensor is 
capable of measuring within 270° along the Y-axis [18]. The data within the limits 
of 46°-225° were evaluated by filtering the measurement gaps of 0°-45° and 225°-
270° due to the fact that the hardware of M100 robot runs into the view angle of 
Hokuyo UST-20LX laser sensor between 0°-270° measurement gap. In addition, 
during the movement of the electromechanical system in Figure 3 created to 
obtain 3D data from 2D data of the Hokuyo UST-20LX laser sensor, since some 
angle values on the z-axis correspond to the M100 Robot's equipment like wings, 
the measuring range was determined to be taken as 0.5 m and above. Thus, topic 
of ‘/scan’ shared by ‘urg_node’ in ROS is published in ROS environment being 
filtered by the ‘hokuyo_filter’ node in order to be used with tf angular conversion 
as topic form of ‘/hokuyo_scan/m100_filtered/angle_scan’. 

Angular tf conversion for transition from 2D to 3D: In order to perform the 
mapping in the RViz visualizer, the real-world M100 Robot and the M100 Robot 
model visualized in the RViz visualizer are programmed to work simultaneously 
with ROS. M100 Robot model and peripheral equipment models (links: laser 
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sensor, servo-motor mechanism, etc., which moves the laser sensor in the z axis) 
were placed on different layers in Rviz visualizer to be controlled by ROS in the 
visualizer. While the M100 Robot model is on the ‘scanmatcher_frame’ layer, the 
Hokuyo UST-20LX laser sensor model is placed on the 'laser0_frame' layer. 
Thus, the Hokuyo UST-20LX laser sensor information on the y-axis, which is 
received during the movement of the real-world Hokuyo UST-20LX laser sensor 
in the range of -70° to 80° on the z-axis, is converted into a 3D point cloud in 
ROS environment (Figure 9) by distributing the information to the ‘laser0_frame’ 
layer that moves between -70° and 80° along the z-axis of the location, where the 
M100 Robot is positioned. 

 

Figure 9 

Conversion from 2D to 3D with Hokuyo UST-20LX laser sensor 

3.4 The Control of M100 Robot 

The autonomous control software for the autonomous movement of the M100 
Robot is as in Figure 10. Autonomous movement of the M100 Robot was 
conducted by using obstacle information obtained from ultrasonic sensors. 

The “obtain_control()” function in Figure 10 is a C ++ code block created to make 
the M100 Robot controllable through shared messages on ROS. Communication 
of the M100 Robot with the PC is carried out via the UART port of the M100 
Robot. The M100 Robot's motors are activated by the “Arm_Control()” function. 

The “m100_Going(string task, int speed)” function created for the autonomous 
control of the M100 Robot enables the movement of the M100 Robot in the 
direction of the ‘task’ parameter that corresponds to the function as a parameter 
and at the speed of ‘speed’ parameter that also corresponds to the function as a 
parameter. 
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Figure 10 

The autonomous control software of M100 Robot 
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A repeating “UltrasonicCallback()” function at 10 Hz was created (The reading 
frequency of the DJI Guidance sensor from the ultrasonic sensors is 10 Hz [20]) 
for the control of the ultrasonic sensor located on the right, left, front, under and 
top of the M100 Robot and for calling the “M100_going()” function with direction 
and speed parameters in accordance with the distance information coming from 
the sensors. 

The autonomous control software for M100 Robot in Figure 10 was created with 
possible scenarios in which the M100 Robot may encounter in closed spaces. 
Among these scenarios are; 

 Raising and lowering of M100 Robot in order to balance the top-bottom 
distance if the distance information from the ultrasonic sensors on the top 
and bottom of the M100 Robot is less than 5 m, 

 Keeping the altitude of the M100 Robot at 5 m and keeping this altitude 
if the distance information from the ultrasonic sensors on the top and 
bottom of the M100 Robot is not more than 5 m, 

 Ensuring the balance of M100 Robot by moving to the right if the 
information from the ultrasonic sensors from the right side are less from 
the left side of the M100 Robot or to the left direction for a vice versa 
situation is valid, 

 The advancement of the M100 Robot if there is no obstacle ahead, 
according to the distance information coming from the ultrasonic sensors. 

The coordinate axes in Figure 11 are used for X, Y, Z direction movement of 
M100 Robot. 

 

Figure 11 

Coordinate axes of the M100 Robot 
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4 Practical Applications 

The mapping studies were carried out in caves in Turkey, Isparta, Atabey district 
at coordinates of 37°53'41.8"N 30°32'58.5"E and 37°53'39.0"N 30°32'42.3"E. 

1. Mapping Study: The entrance of the cave at the coordinates of 37°53'41.8"N 
30°32'58.5"E is as in Figure 12. 

 

Figure 12 

The entrance of the cave at the coordinates of 37°53'41.8"N 30°32'58.5"E 

This cave in Figure 12 opens to 400-500 m inwards from the foot of the mountain. 
The height of the cave provides a space where a person of 175 cm height can walk 
upright (Figure 13). 

 

Figure 13 

Inside of the cave at the coordinates of 37°53'41.8"N 30°32'58.5"E 
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The interior of the cave in Figure 13 is very dark and dangerous. In this study, 
carried out to map such dark and closed spaces, the map of this cave, at the 
coordinates of 37°53'41.8"N 30°32'58.5"E, was created, as shown in Figure 14. 

 

Figure 14 

The map of the cave at the coordinates of 37°53'41.8"N 30°32'58.5"E 

The M100 Robot moved autonomously starting from the entrance of the cave. 
Since the M100 Robot moves slowly during the rotation around its own axis and 
due to its slow movement during direction changes on z-axis (movement in the -z 
and +z direction), as determined in the control software of the robot, there are 
some accumulations on some point clouds as seen in Figure 14. At the last stage 
of the mapping process, due to the fact that the right and left side of the M100 
Robot was closed, and thus, had to make a 180° rotation on its axis, there are 
some missing point clouds, at the last section of the map in Figure 14. Yet, it can 
be seen that a map identical to the cave could be obtained when the map was 
studied in general terms. 

2. Mapping Study: The entrance of the cave at the coordinates of 37°53'39.0"N 
30°32'42.3"E is as in Figure 15. 

 

Figure 15 

The entrance of the cave at the coordinates of 37°53'39.0"N 30°32'42.3"E 
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The location of this cave in Figure 15, is approximately 100 m above the foot of 
the mountain. It has an area extending to the right, after the entrance gate of the 
cave. The interior of the cave has a rectangular prism structure as in Figure 16. 

  

Figure 16 

The map of the cave at the coordinates of 37°53'39.0"N 30°32'42.3"E 

When the map in Figure 16 was studied, it was seen that a map identical to the 
cave at the coordinates of 37°53'39.0"N 30°32'42.3"E could be obtained. 

Conclusions 

In this study, an autonomous, high-precision, fast and low-cost system that has the 
ability to map in 3D was created. Dark, rugged and dangerous closed spaces, such 
as caves, underground cities and mines were mapped in 3D, with this system. The 
system has no limit on movement (bumpy, hollowed or sloping spaces). 

In order to obtain the obstacle information, during autonomous movement, the 
developed system used within the scope of this study, 5 ultrasonic sensors – right, 
left, front, top, bottom – were used. For the purpose of data collection from 
Hokuyo UST-20LX laser sensor that can collect 2D data (X and Y axis) along the 
Z axis, a servomotor driven electromechanical equipment was developed so that 
the developed system can map its environment in 3D during its autonomous 
movement. The control of the hardware developed and used in this study was 
carried out by ROS nodes written in C++ programming language. 

The developed system can not only be actively used in mining operations, where 
changes must be continuously monitored, especially these days when occupational 
health and safety are at the forefront, but also in the discovery of underground 
cities and caves, which are important sources of economy and tourism in 
countries, like Turkey. The system can also provide literature contributions to 
National and International Academic Studies. 
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Abstract: Boolean function minimization is an area important not only in the development 
and optimization of digital logic, but also in other research and development areas, such 
as, the optimization of control systems, simplifying program logic, artificial intelligence, 
etc. The aim of this paper is to present a hardware accelerated first step of the systematic 
minimization of single-output Boolean functions – the generation of a set of prime 
implicants for both the disjunctive normal form (DNF) and the conjunctive normal form 
(CNF), having defined the OFF and ON sets and – alternatively – also the DC (“don't 
care”) set. The proposed hardware accelerator is designed as combinational logic, 
described in VHDL. Its advantages include an extremely short prime-implicant-generation 
time in the order of ns and/or tens of ns – in case of Boolean functions with small amount of 
input variables – and the possibility to generate the valid-prime-implicant set of Boolean 
functions having a defined number of input variables at a constant time, regardless of the 
cardinality of the ON or, eventually, the DC sets. However, these advantages come with a 
large spatial complexity – the number of utilized implementation elements – of the 
respective combinational module, generating the prime-implicant set. The authors verified 
the proposed design using Field Programmable Gate Array (FPGA) technology, 
implementing the hardware using a Xilinx Kintex-7 KC-705 Evaluation Kit development 
board. 

Keywords: Boolean function minimization; prime implicant generation; combinational 
logic; FPGA; disjunctive normal form; DNF; conjunctive normal form; CNF; hardware 
accelerator; systematic minimization; heuristic minimization 



B. Madoš et al. FPGA HW Accelerator of the First Step of Systematic Two-Level Minimization of  
 Single-Output Boolean Function 

 – 26 – 

1 Introduction 

Boolean function minimization is a significant problem not only in academia and 
scientific research, but also in many research and development areas. This 
includes, for example, the development of logic designs, such as Programmable 
Logic Array (PLA) technology, Field Programmable Gate Array (FPGA) 
technology, Application Specific Integrated Circuit (ASIC) technology, as well as 
the design and development of control systems including the vast and important 
domain of controlling intelligent buildings and houses [1], software engineering 
(to optimize logic used in software), artificial intelligence, security of computer 
systems [2] and many others. Boolean function minimization is a significant 
challenge mainly if the input variables are numerous (counting hundreds or 
thousands), rendering many minimization approaches impractical, since these 
cannot provide minimization using available hardware in considerable, practical 
time. 

Today, logic design optimization may be classified by various criteria, such as 
design characteristics (i.e. combinational logic or sequential logic), the amount of 
levels (two-level or multi-level minimization), or the implementation method 
(algebraic, table-based or graphic minimization). Some algorithms are based on 
using human expertise in finding patterns, thus these are implemented “manually”. 
Further approaches are algorithmic – these implement the respective algorithms in 
software running on the CPUs and GPGPUs of traditional computers [3] [4] [5]. 

Another way of classifying optimization is to take the minimality of the solution 
into account – in this case, the categories are systematic and heuristic 
minimization. Systematic minimization will always find the minimum solution for 
the specified minimization criteria. The most famed approaches of systematic 
minimization include graphical minimization using Karnaugh maps (KM) and a 
tabular method using the Quine-McCluskey (Q-M) algorithm. On the contrary, 
heuristic minimization often yields a near-minimal solution, with an advantage: a 
cut (often radical) in processing time and resources. Thus, the aim of using 
heuristic minimization is to utilize it even in case of Boolean functions having 
high amounts of input variables, in case of which systematic minimization would 
not be of any practical use. The most famed solutions of heuristic Boolean 
function minimization include Espresso – the de-facto industry standard in 
Boolean function minimization – and its derivatives, as well as the BOOM and 
BOOM-II algorithms, respectively. For a discussion of both systematic and 
heuristic minimizations see section 2 herein. 

In this paper, the authors focused on the field of systematic, two-level 
minimization of single-output Boolean functions – when implementing the 
algorithm, instead of using the CPU and/or the GPGPU to write software, they 
chose to implement the algorithm in a hardware-accelerated form, using Field 
Programmable Gate Array (FPGA) technology. The proposed solution is based on 
previous development – in [6], the authors presented a hardware-accelerated 
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generator of prime implicants for single-output Boolean functions, based on 
combinational logic. In this paper, the authors describe an enhancement of the 
aforementioned solution, allowing the generation of prime implicants both the 
disjunctive (DNF) and conjunctive (CNF) normal form; compared to the previous 
version, the solution proposed herein allows the definition of not only of the OFF 
and ON sets, but also of the DC (don't care) set. The aim was to create a circuit 
that would significantly minimize the prime-implicant-generation time to the order 
of ns and/or tens of ns in case of Boolean functions with small amount of input 
variables. 

The contribution hereof lies in the following: 

 Design of a hardware-accelerated implementation of the first step of the 
systematic two-level minimization of single-output Boolean functions, based 
on a combinational logic module, to generate prime implicants; the proposed 
hardware accelerator allows processing of Boolean functions with output 
values defined not only by means of OFF and ON sets, but also the DC set. 

The structure of the paper is as follows: 

Section 2 deals with the related work in the field of systematic and heuristic 
Boolean function minimization. Due to the abundance of papers published in this 
field, the authors resorted to a selection of the fundamental works. 

Section 3 contains a detailed description of the proposed hardware accelerated 
Boolean function minimizer. In the introductory part of this section, the authors 
describe the encoding of the hardware accelerator's input and output vectors. In 
the last part of the section, the authors describe the structure of the hardware 
accelerator itself, split into three submodules: the prime-implicant-generation 
mode selection module; the prime-implicant-generation module (implemented as a 
combinational logic circuit); and the invalid-prime-implicant-exclusion module. 

Section 4 summarizes the testing results of the hardware-accelerator (implemented 
using a Xilinx Kintex-7 KC-705 Evaluation Kit evaluation board) for various 
numbers (2 to 8) of input variables of single-output Boolean functions. 

Section 5 contains the conclusions, distilled from the results of the implemented 
tests, described in the previous section. 

2 Related Work 

Due to the large amount of work published in the field of systematic and heuristic 
Boolean functions minimization, this section of the paper contains only the 
selection of papers that are representing fundamental works related to the solution 
designed as the part of this work and presented in this paper. 
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Systematic minimization. In 1881, Allan Marquand presented his diagrams, 
which allowed the simplification of the graphical presentation of Venn diagrams 
for a larger number of variables [7]. In 1951, the Harvard minimizing charts were 
presented by Howard H. Aitken, described in detail in [8]. In 1952, Edward 
Westbrook Veitch developed a Boolean function minimization method [9], along 
with the corresponding diagrams, often called Marquand-Veitch diagrams. This 
method was later perfected by Maurice Karnaugh in 1953 [10] – today, it is 
known as Karnaugh maps (KM or K-maps). In 1956, Svoboda created graphical 
aids for systematic Boolean function minimization [11]. 

Karnaugh maps, sometimes referred to as Karnaugh-Veitch (KV) maps. These are 
not only a graphical notation for Boolean functions, but mainly serve for 
minimization purposes. These utilize human expertise in finding patterns within 
the graphical representation of the Boolean function depicted as a diagram, instead 
of minimizing the particular Boolean function using a computer program. to 
represent Boolean functions, Karnaugh-maps use a two-dimensional grid 
containing 2𝑛 fields, 𝑛 being the number of input variables. The fields are 
organised as a 2𝑘  × 2𝑙  grid, where 𝑘 + 𝑙 = 𝑛 and 𝑘 differs from 𝑙 by at most 1. 
Each field of the Karnaugh-map contains information about the particular Boolean 
function's output value. A limitation of this method is that visual pattern matching 
and the subsequent simplification in K-maps is practical only for a very small 
number of input variables, while the limit amount is stated to be 5–6 input 
variables. A further drawback is the human factor, which may introduce errors 
into the process. 

The Quine-McCluskey method, also referred to as the Q–M method, is a tabular 
method of systematic Boolean function minimization, which is, in terms of the 
achieved results, analogous to the K-map method. It was developed in 1952 by 
Willard Quine and Edward McCluskey [12] [13] as a two-step method. In the first 
step, the algorithm generates the prime implicants of the Boolean function, while 
in the second step, it solves the issue of covering the Boolean function by the 
prime implicants. Compared to the K-map method, the advantage of this method 
is that it does not rely on the capacity of a human to find patterns, but rather it 
introduces an algorithm ready to be implemented in a computer, thus it may be 
used to process Boolean functions with significantly more variables. The 
systematic approach of this method prevents its practical use in case of high 
amounts (i.e. hundreds or thousands) of input variables – this method is time and 
resource hungry. 

Heuristic minimization. The MINI heuristic minimizer was presented by Hong et 
al. in 1974 [14]. It generates a solution without the necessity to generate all prime 
implicants of the Boolean function to be minimized. The Espresso logic minimizer 
was presented by R. K. Brayton et al. with the goal to minimize logic circuits 
using heuristic methods [15]. The Espresso-MV (Multi-valued) method is a 
derivative of the Espresso method; it was developed in 1986 by Richard L. Rudell. 
Both the heuristic and systematic minimization approaches were described in [16]. 
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The C language source code of the Espresso algorithm is available in [17]. Further 
improvements to the Espresso method include the Espresso-Exact and Espresso 
Signature methods [18]. 

The two-level Boolean minimization tool called BOOlean Minimizer (BOOM), 
developed by Hlavička and Fišer, is based on the new paradigm of implicant 
generation: unlike other minimization methods, generating implicants using the 
bottom-up approach, the BOOM method uses a top-down approach. A further 
advantage is also in the reduction of the amount of prime implicants. The 
proposed algorithm is well suited for Boolean functions with the large number of 
variables (up to thousands), when other algorithms are not able to yield results in 
reasonable time [19] [20] [21] [22] [23]. The FC-Min Boolean minimizer was 
introduced by Fišer and Kubátová in [24]; later, it was combined with the BOOM 
algorithm as the BOOM-II Boolean minimizer [25] [26]. 

3 Proposed HW Accelerator 

The hardware accelerator proposed herein uses a combinational logic circuit as its 
most important part, aimed at the generation of prime implicants of the Boolean 
function. The circuit design is described using the VHDL language. In the phase 
of testing the design, its practical implementation was performed using Field 
Programmable Gate Array (FPGA) technology. 

The aim of this section is to describe the encoding of two binary input vectors – 
containing the OFF set and the ON set – and/or the DC set of the single-output 
Boolean function. Then, the description of the encoding of the output vector – 
representing the prime implicant set of the particular Boolean function – follows. 
The last part of this section contains the description of the three modules of the 
hardware accelerator itself: the prime-implicant-generation mode selection 
module; the prime-implicant-generation module (implemented as a combinational 
logic circuit); and the invalid-prime-implicant-exclusion module. 

3.1 Boolean Function Truth Table Encoding 

The input of the hardware accelerator is the representation of the truth table of the 
single-output Boolean function of 𝑛 input variables, as 2𝑛-sized binary vectors. 

The size of vectors results from the line-count of the Boolean function truth table. 
Each such line of the truth table has a binary code assigned pursuant to the input 
variable configuration. If the input variable is in complementary form, 0 is used, 
while for variables in true form, 1 is used. This binary code may be transformed to 
a decadic equivalent (DE), as shown in Table 1. On its input, the hardware 
accelerator accepts a Boolean function output value from the set {0, 1,×}, where × 
is the „don't care” value, i.e. the output value has no importance. 
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Table 1 
Generation of decadic equivalents (DE) assignment of the respective minterms and maxterms of two 

input variable Boolean function 

DE Binary code Minterm Maxterm 

0 00 𝑥0̅̅ ̅𝑥1̅̅ ̅ 𝑥0 + 𝑥1 

1 01 𝑥0̅̅ ̅𝑥1 𝑥0 + 𝑥1̅̅ ̅ 

2 10 𝑥0𝑥1̅̅ ̅ 𝑥0̅̅ ̅ + 𝑥1 

3 11 𝑥0𝑥1 𝑥0̅̅ ̅ + 𝑥1̅̅ ̅ 

3.1.1 Input Vector Encoding 

The hardware accelerator input is encoded using two binary vectors, 𝐴 and 𝑋, 
where 𝐴 consists of 2𝑛 bits, 𝐴(2𝑛 − 1: 0) 𝐴 = (𝑎2𝑛−1, 𝑎2𝑛−2, 𝑎2𝑛−3, … , 𝑎2, 𝑎1, 𝑎0) (1) 

To ∀𝑎𝑝 ∈ 𝐴 ∶ 𝑝 ∈ < 0; 2𝑛 − 1 > it applies that 𝑎𝑝 ∈ {0,1} 

The order of bits in the 𝐴 input binary vector is selected so that the bit in position 𝑝 represents the output value of the Boolean function with a decadic equivalent 
equal to 𝑝. If the particular Boolean function output value is set to 1, the 
corresponding bit of the 𝐴 input binary vector is set to the same value – 1. If the 
particular Boolean function output value having a decadic equivalent 𝑝 is set to 0 
or ×, the corresponding bit with the 𝑝 position in the 𝐴 input binary vector is set 
to 0. 

The 𝑋 vector also consists of 2𝑛 bits: 𝑋(2𝑛 − 1: 0) 𝑋 = (𝑥2𝑛−1, 𝑥2𝑛−2, 𝑥2𝑛−3, … , 𝑥2, 𝑥1, 𝑥0) (2) 

To ∀𝑥𝑝 ∈ 𝑋 ∶ 𝑝 ∈ < 0; 2𝑛 − 1 > it applies that 𝑥𝑝 ∈ {0,1} 

The order of bits in the 𝑋 input binary vector is selected so that the bit in position 
p represents the output value of the Boolean function with a decadic equivalent 
equal to 𝑝. If the particular Boolean function output value is set to ×, the 
corresponding bit of the 𝑋 input binary vector is set to the value 1. If the particular 
Boolean function output value having a decadic equivalent of 𝑝 is set to 0 or 1, the 
corresponding bit with the 𝑝 position in the 𝑋 input binary vector is set to 0. 

If the truth table of the Boolean function defines outputs only from the {0, 1} set, 
only the 𝐴 binary input vector creates input to the hardware accelerator input and 
the 𝑋 binary input vector bits have to be set to 0. 

3.2 Prime-Implicant-Set Encoding 

The output of the hardware accelerator allows us to generate the set of prime 
implicants of the particular n input variable single-output Boolean function. The 
truth table of this Boolean function, encoded in vectors 𝐴 and 𝑋, acts at the input 
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of the hardware accelerator. The output of the circuit shows the prime implicants 
set for DNF or CNF form, depending on the values of the corresponding control 
signals. 

The hardware accelerator output is encoded as the 𝑂 output binary vector, 
consisting of 3𝑛 + 1 bits: 𝑂(3𝑛: 0) 𝑂 = (𝑜3𝑛, 𝑜3𝑛−1, 𝑜3𝑛−2, … , 𝑜2, 𝑜1, 𝑜0) (3) 

To ∀𝑜𝑝 ∈ 𝑂 ∶ 𝑝 ∈ < 0; 3𝑛 > it applies that 𝑜𝑝 ∈ {0,1} 

The corresponding bit of the 𝑂 output binary vector at its position 𝑝 in the 
aforementioned vector shows whether the prime implicant having the 𝑝 value of 
its decadic equivalent is or is not a prime implicant of the particular Boolean 
function. If the corresponding bit of the vector is set to 1, it is a prime implicant of 
the particular Boolean function. It is not a prime implicant of the particular 
Boolean function, this bit is set to 0. The decadic equivalent of 0 and 3𝑛 is 
dedicated for the single-output Boolean functions producing a constant output 0 
and 1 respectively, as shown in Table 3. 

For the remaining decadic equivalents, one may find out the corresponding prime 
implicants by converting the specific decadic equivalent to a ternary code of 𝑛 
ternary digits (𝑛 is the number of input variables of the particular Boolean 
function). Then, each such ternary digit is encoded to the corresponding variable 
pursuant to Table 2, i.e. in DNF form, the variable in the prime implicant 
description is not used (if the ternary digit is set to 0), the variable is in 
complementary form (the digit is a 1), or the variable is in true form (the digit is a 
2). 

Table 2 

Encoding variables in disjunctive normal form (DNF) and conjunctive normal form (CNF), depending 

on the digit of ternary equivalent (TE) 

Ternary digit DNF CNF 

0   

1 𝑥�̅� 𝑥𝑖 
2 𝑥𝑖 𝑥�̅� 

In CNF form, the variable in the prime implicant description is not used (if the 
ternary digit is set to 0), the variable is in true form (if the digit is a 1), or the 
variable is in complementary form (if the digit is a 2). Assigning the variables to 
the respective digits of the ternary equivalent of the particular prime implicant to 
encode its description respects the order of the input variables in the truth table of 
the Boolean function. 

A list of all decadic equivalents, their corresponding ternary equivalents and prime 
implicants for the DNF and CNF forms for a two-input Boolean function is 
specified in Table 3. 
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Table 3 

Equivalence of decadic equivalents (DE), ternary equivalents (TE) and prime implicants (PI) for both 

the DNF and CNF forms 

DE TE DNF PI 
description 

DNF PI CNF PI 
description 

CNF PI 

0 00  0 +  1 

1 01 𝑥1̅̅ ̅ 𝑥1̅̅ ̅ + 𝑥1 𝑥1 

2 02 𝑥1 𝑥1 + 𝑥1̅̅ ̅ 𝑥1̅̅ ̅ 

3 10 𝑥0̅̅ ̅  𝑥0̅̅ ̅ 𝑥0 +  𝑥0 

4 11 𝑥0̅̅ ̅𝑥1̅̅ ̅ 𝑥0̅̅ ̅𝑥1̅̅ ̅ 𝑥0 + 𝑥1 𝑥0 + 𝑥1 

5 12 𝑥0̅̅ ̅𝑥1 𝑥0̅̅ ̅𝑥1 𝑥0 + 𝑥1̅̅ ̅ 𝑥0 + 𝑥1̅̅ ̅ 

6 20 𝑥0  𝑥0 𝑥0̅̅ ̅ +  𝑥0̅̅ ̅ 

7 21 𝑥0𝑥1̅̅ ̅ 𝑥0𝑥1̅̅ ̅ 𝑥0̅̅ ̅ +  𝑥1 𝑥0̅̅ ̅ + 𝑥1 

8 22 𝑥0𝑥1 𝑥0𝑥1 𝑥0̅̅ ̅ + 𝑥1̅̅ ̅ 𝑥0̅̅ ̅ + 𝑥1̅̅ ̅ 

9 100  1  0 

3.3 Proposed Hardware Accelerator Module Design 

The prime-implicant-generation module of the hardware accelerator for n variable 
single-output Boolean functions consists of 2𝑛 prime-implicant-generation mode 
selection modules, the prime-implicant-generation module itself and 3𝑛 + 1 
modules to exclude invalid prime implicants. 

3.3.1 Prime-Implicant-Generation Mode Selection Module 

The prime-implicant-generation mode selection module allows the user to select, 
whether to generate prime implicants consisting of the Boolean function outputs, 
where the function output is a member of the {0,×} set (for CNF) or the {1,×} set 
(for DNF) or the {×} set (to identify invalid prime implicants consisting 
exclusively of DC output values). Generation mode selection is possible using the 𝑚0 and 𝑓 control signals, their effects are stated in Table 4. 

Table 4 

Accepted output values of the Boolean function for different 𝑚0 and 𝑓 control signal settings when 

generating prime implicants for CNF, DNF forms and for identifying invalid prime implicants (IPI) 𝒎0 𝒇 Mode Accepted output values 

of the Boolean function 

0 0 IPI {×} 

0 1 IPI {×} 

1 0 CNF {0,×} 

1 1 DNF {1,×} 
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If the 𝑓 control signal is set to 1, DNF prime implicants are generated; a 0 setting 
of this signal indicates generation of CNF prime applicants. If the 𝑚0 control 
signal is set to 0, the accelerator shall generate information only concerning prime 
implicants for which the Boolean function output has always an × value (flagged 
as invalid prime implicants). If the 𝑚0 control signal is set to 1, the accelerator 
shall generate information only concerning prime implicants for which the 
Boolean function output is a 1 or an × (for DNF); or a 0 or an × (for CNF). The 
output of the OP module is set to 1 if the particular output value of Boolean 
function belongs to the accepted set of output values, as specified in Table 4. 

For the hardware accelerator of an 𝑛 variable single-output Boolean function the 
authors used 2𝑛 of these modules to select the mode of prime implicant 
generation. Every pair of 𝑎𝑝 ∈ 𝐴 and 𝑥𝑝  ∈ 𝑋 bits of the accelerator input binary 
vectors (where 𝑝 ∈ < 0; 2𝑛 − 1 > represents their position in the vector) is the 
input of the corresponding prime-implicant-generation selector module; in Fig. 1, 
particular inputs are denoted as the 𝐼𝐴 and 𝐼𝑋. Further inputs of the module 
include the 𝑚0 and 𝑓 control signals. The module output, denoted as 𝑂𝑃, is a bit 
of the 𝑃(2𝑛 − 1: 0) vector having the 𝑝 position in the vector; this shows whether 
the particular Boolean function output shall be included in the prime-implicant-
generation in the particular generation mode (the OP value is set to 1) or it will be 
excluded from the generation (if the OP value is set to 0). 

 

Figure 1 

Combinational module for the selection of prime implicant generation mode 

3.3.2 The Main Prime-Implicant-Generator Module 

The input of the prime-implicant-generator module, a combinational logic circuit, 
is the vector 𝑃(2𝑛 − 1: 0) – for a description of its computation, please refer to the 
previous subsection. The output of the module is the 𝑅(3𝑛: 0) binary output 
vector. The module consists of 𝑙 = 𝑛 + 1 layers of NAND gates, representing the 
potential prime implicants of the n variable Boolean function. The 𝑙0 gate layer, 
containing two NAND gates, determines whether the Boolean function has a 
constant output value of 0 or 1. Layers 𝑙1 – 𝑙𝑛 contain gates representing the 
respective potential prime implicants (PPI). Particular NAND gate residing in 
layer 𝑙𝑦 ∶ 𝑦 ∈ < 1; 𝑛 > represents the prime implicant described using 𝑦 variables. 
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The total count of these gates in layer 𝑙𝑦 equals to the number of potential prime 
implicants of the particular n variable Boolean function that may be described 
using 𝑦 variables. 

The gate in layer 𝑙𝑦 receives information from the 𝑃 input vector and from the 𝑙𝑧 ∶ 𝑧 ∈ < 1; 𝑦 − 1 > gates layers, containing gates for the potential prime 
implicants described by a number of input variables lower than the particular 
prime implicant, specifically from that part of the gates that cover the particular 
prime implicant. The output of the gate is set to 1 if the particular potential prime 
implicant is not a prime implicant of the particular Boolean function, or, to 0, if 
the potential prime implicant is the prime implicant of the particular Boolean 
function. Before constructing the 𝑅 output vector, the output signal of each 
NAND gate is inverted to ensure that the 𝑅 output vector of the module contains a 
bit set to 1 if the particular potential prime implicant is really a prime implicant of 
the particular Boolean function. 

To allow a potential prime implicant to be a real prime implicant of the particular 
Boolean function, three conditions must be met: 

 Condition 1: Each bit of vector 𝑃 representing output values of Boolean 
function which are relevant for particular prime implicant, must be set to 1. 

Meeting this condition may be tested using the information gained from the 𝑃 input vector of the module. 

 Condition 2: The Boolean function must not produce a constant value at its 
output. 

Meeting this condition may be tested using the information generated in the 𝑙0 gate layer. 

 Condition 3: The potential prime implicant must not be covered by any other 
prime implicant (described with a lower amount of variables). 

Meeting this condition may be verified in case of a gate in layer 𝑙𝑦 by 
acquiring the information from the respective gates of layers 𝑙𝑧 ∶ 𝑧 < 𝑦. 

The schematic representation of the prime-implicant generator module of two-
variable Boolean function is stated in Fig. 2, showing the input of the module as 
an input layer and three levels of NAND gates in levels 0 to 2. Layer 0 contains 
two gates that indicate whether the Boolean function has a constant output of 0 or 
1. Layer 1 contains four gates for the potential prime implicants, interpreted for 
the purposes of DNF as �̅�, 𝑎, �̅�, 𝑏. Layer 2 contains four gates for the potential 
prime implicants, interpreted for the purposes of DNF as  �̅��̅�, �̅�𝑏, 𝑎�̅�, 𝑎𝑏. 

The meaning of the respective bits of the module's 𝑅 output vector is analogous to 
the meaning of the respective bits of the accelerator's O output vector, as stated in 
section 3.2 above. 
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Figure 2 
Gate-level schematic representation of the design of FPGA hardware accelerator module that 

determines prime implicants on the output of the module in the form of the 𝑅 output binary vector for a 
two-variable Boolean function, represented on input of the module in the form of binary vector 𝑃. 

Source: Madoš et al. [6] 
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3.3.3 Invalid-Prime-Implicant-Exclusion Module 

The invalid-prime-implicant-exclusion module ensures that no prime implicant, 
for which the Boolean function output values belong exclusively to the DC set, is 
included in the final set of prime implicants of the particular Boolean function. 
For an 𝑛 variable Boolean function, 3𝑛+1 modules were used to exclude invalid 
prime implicants. For each bit of the output vector 𝑅 of the prime-implicant-
generator module, such invalid-prime-implicant-exclusion module was used. The 
corresponding bit of the vector 𝑅 at position p, is assigned to the input of the 
specific invalid-prime-implicant-exclusion module at the position 𝑝, brought to 
the input denoted as 𝐼𝑅. 

Depending on the setting of the 𝑚0 and 𝑚1 control signals, respectively, the bit of 
the R output vector, assigned to the 𝐼𝑅 input, is stored in the flip-flop 𝐹𝐷𝐸0 (if 
signal 𝑚0 is set to 1) or in the flip-flop 𝐹𝐷𝐸1 (if signal 𝑚1 is set to 1), as stated in 
the Fig. 3. 

By setting signal 𝑚0 to 1, the circuit will generate information concerning all 
prime implicants, i.e. both valid and invalid. The corresponding bit at the 𝐼𝑅 input 
will be stored in the flip-flop 𝐹𝐷𝐸0 in this case. 

By setting signal 𝑚1 to 1, the circuit will generate information concerning invalid 
prime implicants, i.e. those covering the outputs of the Boolean function, in which 
the output is solely from the DC set. The corresponding bit at the 𝐼𝑅 input is in 
this case stored in the flip-flop 𝐹𝐷𝐸1 and the 1 value of this bit indicates the 
invalidity of the prime implicant. 

The module output, having the form of the 𝑂𝑥 signal is then set to 1 only if the 
value if flip-flop 𝐹𝐷𝐸0 is set to 1, which indicates that the potential prime 
implicant belongs to the set of prime implicants of the Boolean function and the 𝐹𝐷𝐸0 flip-flop does not indicate the invalidity of the prime implicant. The 𝑂𝑥 
output of the module at position 𝑝 is then forming the corresponding bit of the 
accelerator's O output vector, while the position of the bit in this vector is also 𝑝.                                      

 

Figure 3 

Schematic representation of the invalid-prime-implicant-exclusion module 
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If the Boolean function is defined to have an output values belonging solely to set {0, 1}, the set of prime implicants of the particular Boolean function may be 
acquired in a single step: 

Step 1: setting the 𝑚0 control signal to 1, the 𝑚1 control signal to 0 and the 𝑓 
control signal to 0 for CNF and to 1 for DNF, respectively. 

If the Boolean function is defined to have an output values belonging to set {0, 1,×}, the set of prime implicants of the particular Boolean function may be 
acquired in two steps: 

Step 1: setting the 𝑚0 control signal to 1, the 𝑚1 control signal to 0 and the 𝑓 
control signal to 0 for CNF and to 1 for DNF, respectively. 

Step 2: setting the 𝑚1 control signal to 1 and the 𝑚0 control signal to 0. 

With the first step, the accelerator finds out the set of prime implicants of a 
particular Boolean function containing valid and also invalid prime implicants 
(consisting solely of DC points). Therefore, the second step is executed, which 
yields a set of invalid prime implicants of the particular Boolean function, 
consisting solely of DC points. After the execution of the second step, the invalid-
prime-implicant-exclusion modules ensure assembly of the output vector, 
containing only valid prime implicants of the particular Boolean function. 

4 Results 

The implementation language of the proposed modules is VHDL. As the target 
platform, the authors chose the use a Xilinx KC705 development board, using a 
Kintex-7 XC7K325T-2FFG900C series FPGA chip. The KC705 board used for 
synthesis has the speed grade -2 and a 2.5V LVDS differential 200 MHz 
oscillator. The output frequency could be changed within the range of 10 MHz to 
810 MHz. The defined maximum clock speed limits the minimum response time, 
i.e. the time defined by the shortest clock period, in which any module 
implemented on the chip will work correctly (without violating the time 
constraints). With this FPGA chip, this value amounted to 1.23 ns. 

The circuit synthesis was performed for Boolean functions with 2-8 input 
variables. A set of 7 top modules was created – these were implemented in VHDL 
using the Xilinx Vivado Design Suite HLx Edition 2016.2 development tool. The 
aim of testing the proposed module was to find out the hardware resource 
requirements of the synthesis and to measure the time required to generate the 
prime implicants. 

Then, the authors compared the hardware resource requirements of the respective 
implementations of the particular top modules. The aim of the authors was to 
check if their expectations related to the resource consumption growth rate and 
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response time growth rate were realistic. They expected that the resource 
consumption growth rate and time growth rate would directly correlate with the 
size of the input vectors defining the potential prime implicants of the Boolean 
function. Therefore, the authors expected the resource consumption growth rate of 
the implementation to be close to 3, since the number of potential prime 
implicants triples by adding a further input variable to the Boolean function and 
the response time growth rate to be much under 2. The time required to calculate 
the prime implicants using the particular modules was set using the minimum 
clock period allowing correct operation of the particular module. The authors also 
monitored the development of this characteristic in comparison with the input and 
output vector size. 

As it has been stated in the previous sections, the module design was based on 
modules implemented as combinational logic circuits without any clock signal. 
Since specifying the minimum clock period using the Xilinx Vivado Design Suite 
HLx Edition 2016.2 tool requires using a flip-flop on both the input and the output 
side of the circuit, every top module had to be extended by a clock input. For 
testing purposes, the authors used the default circuit synthesis strategy, Vivado 
Synthesis Defaults 2016. 

A summary of the implementation result may be found in the tables below. Figure 
4 and Table 5 show the lookup table (LUT) and flip-flop consumption for the 
particular modules. The synthesis results confirmed a sub-linear increase in the 
number of consumed LUT resources, even though this was due to the increase of 
the AND/NAND gate input count (see also Figure 2), representing the prime 
implicants, the growth rate of the consumed LUT resources exceeds 3. As it is 
evident from Figure 4, there is a slight oscillation in the growth factor of the 
consumed LUT resources. The LUT resource consumption growth rate oscillation 
is caused by the Vivado synthesis tool, which uses an LUT-optimization technique 
to combine 3-input and 4-input LUTs to 5 and 6-input LUTs, implemented in 
Kintex-7 FPGA chips. Table 6 and the Figure 5 show a timing report of 
implemented modules. The authors focus their attention on the data path delay. 
The data path delay is the delay measured on the data path from the source to the 
destination. It indicates the module speed; in other words, it defines the response 
time. The results show that growth rate of the response time is much lower than 2, 
as was expected. 

However, it is worth noting that the particular times define the minimum clock 
period on condition of implementing the computation for Boolean functions 
having an output from the set {0, 1} solely; in this case, the computation time is 
the one stated in the table 5. Of the computation is implemented for Boolean 
functions with the output values from the set {0, 1,×}, two computation steps have 
to be performed, as it has been stated in section 3 above and so the response time 
doubles. 
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Figure 4 

Resource consumption growth rate 

Table 5 

Summary of resource utilization and timing 

Variable 
count 

Resource Utilization Timing Summary 

LUT as 
Logic 

Register as Flip 
Flop 

Data Path Delay 
(Max Delay 

Path) 
[ns] 

Logic 
Levels 

2 20 28 2.818 2 

3 74 72 4.396 3 

4 272 196 7.77 6 

5 962 552 11.336 8 

6 3453 1588 14.328 10 

7 15960 4632 21.88 27 

8 67080 13636 30.052 39 
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Figure 5 

Timing summary 

Conclusions 

In this paper, the authors focused on the issue of accelerating Boolean function 
minimization. Systematic minimization, such as, the visual minimization method 
using Karnaugh map or the Quine-McCluskey algorithm implemented as a 
program, are two-step methods. The first step is the systematic generation of all 
prime implicants of a particular Boolean function. The second step is finding 
coverage of a particular Boolean function using the least possible prime 
implicants. 

The work herein, is based on the previous development in this field [6], that 
proposed a combination logic circuit allowing the execution of the first step of 
systematic Boolean function minimization, i.e. allowing the generation of prime 
implicants of Boolean functions, on condition the particular function had fully 
defined output values. Defining DC output of the Boolean function was 
impossible. The solution proposed in this paper is an enhancement of the previous 
work, in which the possibility to select the mode of prime-implicant-generation 
for the DNF or CNF forms was added, along with the possibility to define DC 
outputs of the Boolean function. To generate prime implicants, the proposed 
hardware accelerator uses combinational logic; if the output values of the Boolean 
function belong only to the ON and OFF sets, it allows the generation of the prime 
implicant set of a particular Boolean function in a single step. If the output values 
of the particular Boolean function belong to the ON, OFF and DC sets, prime 
implicants will be generated in two steps. First, the prime implicants are 
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generated, including those for which the Boolean function has only DC output 
values, i.e. they don't belong to the set of valid prime implicants of the particular 
Boolean function. In the second step, these invalid prime implicants are identified 
and then excluded from the set of prime implicants. The output of the proposed 
hardware accelerator is then a vector concerning valid prime implicants of the 
particular Boolean function. 

The aim of this paper was to create a solution with exceptionally low time 
requirements, to generate the prime implicants of the particular Boolean function, 
which was achieved when the set of prime implicants could be generate for the 
tested Boolean functions in a matter of nanoseconds to tens of nanoseconds, the 
authors consider to be the main advantage of the proposed solution. Another 
advantage is that the time complexity depends only on the number of input 
variables of the Boolean functions and for the particular variable count, it is 
constant, regardless of the cardinality of the ON, OFF and DC sets. These 
advantages were achieved at the cost of spatial complexity of the proposed 
solution, thus, the implementation of the circuit is resource intensive, which is a 
disadvantage of the solution. The test of the proposed hardware accelerator, with 
its implementation for various amounts of input variables of the Boolean function, 
was performed using the Xilinx Kintex-7 FPGA KC705 Evaluation Kit evaluation 
board. 

In future research, the authors shall focus on the possibility of decreasing the 
spatial complexity of the proposed solution, while maintaining the exceptionally 
low time requirements and allow the implementation of a further level of 
systematic minimization, i.e. the solution of Boolean function coverage using a 
FPGA hardware accelerator. 
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Abstract: Efficient operation is an important question for public transport companies, and 
that can most easily be achieved by reducing their operational costs. This can also be 
facilitated by the optimized scheduling of vehicles and the work of the drivers. Such an 
optimization task can be very complex. Due to the dramatically increased processing 
capabilities today, it can be performed using advanced optimization methods. Automation 
aims to reduce the time-consuming manual activities, thus increase efficiency and provide 
prompt opportunities of scenario planning for operational cost analysis purposes. In this 
paper, a case study is presented to solve the combined vehicle and driver scheduling 
problem. The applied mathematical model is discussed and the calculation results for 
practical examples are presented 

Keywords: optimization; mathematical model; vehicle, crew and driver scheduling 
problem; public transport company 

1 Introduction 

Operational costs represent a large part of the expenses of public transport service 
companies. Their most important parts are vehicle fleet costs, fueling, and 
maintenance costs In addition, to driver salaries. Consequently, the budget can be 
improved significantly by decreasing these costs. The most commonly used 
technique to reduce these costs is the usage of a powerful, computer-aided 
information system. Due to the ICT (Information and Communication 

mailto:bekesi@jgypk.szte.hu
mailto:albert.nagy@me.com


J. Békési et al. Combined Vehicle and Driver Scheduling with Fuel Consumption and  
 Parking Constraints: a Case Study 

 – 46 – 

Technology) development today almost every public transportation company has 
its own information system. In addition to the business applications, such as 
accounting, these systems may also contain modules such as 

• scheduling vehicles and drivers for the company-served lines, 

• monitoring the work of the vehicle fleet during the day, 

• notifying the dispatcher of the unusual events (malfunctions, delays, etc.), 

• tracking the status of the vehicles in the fleet, 

and similar other functions. The ICT environment outlined above is often the 
organized backbone of efficient logistics management (see, for example, [1], but 
there is a next step in the process, which is to find the parts of the organization and 
operation that can be reduced in terms of operational costs. Strategic planning is 
used to determine the route of the buses. Elements of strategic planning are 
described by Desaulniers and Hickman in their review paper [2]. It discusses 
network planning, route planning, and passenger assignment based on expected 
travel needs. Tactical planning is used when the goal is to create an optimal 
schedule, and the planning can include scheduling the frequency of the trips. In 
addition, the fulfillment of requirements such as the capacity of the lines or the 
types of vehicles (e.g. on which line the low-floor vehicles should run) may also 
be addressed here. In the case of  operational planning, buses and drivers are 
scheduled to provide the service. A number of solutions have been investigated to 
solve operational planning issues. Examining the problems from a theoretical 
point of view, most of them are NP-complete, which makes it difficult to find 
exact or near-exact solutions to problems that occur in practice. Even in cities with 
hundreds of thousands of citizens, the task is complex, if legislation, individual 
needs, and employee interests are taken into consideration. Such restrictive 
conditions may include vehicle characteristics, requirements relating to working 
time, driving time. and breaks for drivers, but in some cases. the constraints of the 
stations must also be considered. One of the major directions in the development 
of decision support systems over the past decades has been the development of 
software packages that provide a comprehensive solution to the various 
optimization tasks. However, practice shows that there are a number of company-
specific expectations and constraints due to the specific situation of businesses on 
the application side, that are important to transport companies and can not be 
handled in a uniform way by the general systems developed. In this article, a 
decision support system developed for the Budapest Transport Corporation is 
presented. The purpose of the research was to integrate a module for solving a 
vehicle and driver scheduling task into the company’s information system. The 
method is based on an existing mathematical model, supplemented by special 
conditions required by the company. The article is structured as follows: In 
Section 2 a literature review on mathematical models is given for the driver and 
vehicle scheduling problem, then the problem and the solution method is 
introduced. In Section 3 the mathematical model is presented, then in Section 4. 
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the most important computational results are summarized. Finally, in Section 5 
concluding remarks are given. 

2 Materials and Methods 

2.1 Literature Review 

The scheduling problems of public transport are very complex. When looking at 
the problem from an operational research perspective, a global optimum is 
expected that minimizes the cost of both vehicle-related tasks and driver 
scheduling. A comprehensive survey of routing and scheduling problems of 
vehicles as well as crews is provided in [3]. It includes classification and 
categorization of routing and scheduling problems, a review of algorithmic 
techniques and solution methodologies. The solutions for the problems are, 
however mainly theoretical. Effective algorithms exist only for some of the tasks 
while for others the algorithmic capabilities described remain at low-level. 
Especially in case of bus public transport companies when the vehicle scheduling 
problem covers a given set of timetabled trips with consideration of practical 
requirements. The proposed modeling approaches in [3] are unable to solve real-
world problem instances with thousands of scheduled trips by direct application of 
standard optimization software. The time-space network model is often used to 
reduce the number of variables in the exact optimization model. This model is 
discussed in [4] that uses a time-space-based network flow model instead of 
connection-based network model. It involves multiple depots for vehicles and 
different vehicle types for bus scheduling problem. This approach leads to size 
reduction of the corresponding mathematical models compared to connection-
based network flow. The model size has been substantially reduced through the 
aggregation of incoming and outgoing arcs. The optimal solution could not be 
resulted by any of the above exact approaches. A combination of the methods 
should be able to solve the large amount of problems of practical interest in 
acceptable running times. Integer linear programming approach using 
combinatorial optimization can be seen in [5]. In the most widely used models 
today, the vehicle scheduling problem is formulated as an integer multicommodity 
network flow problem. In this model, optimal scheduling can be calculated as a 
solution to an integer linear programming problem. The methods apply branch and 
cut and branch and cut and price respectively. The column generation techniques 
seem indispensable for both approaches. Column generation is developed to make 
it possible to solve the huge linear programs with up to million integer variables. 
These rules for selecting new columns are based on Lagrangean relaxations and 
therefore called Lagrangean pricing. Other models also exist to solve this problem. 
The problem can also be formulated as a set partition problem with side 
constraints, whose continuous relaxation can be solved by column generation. (see 
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for example [6]). A relationship is established between the bounds obtained by the 
assignment relaxation, the shortest path relaxation, the additive technique, 
Lagrangian decomposition, and column generation. It is shown that the additive 
bound technique cannot provide tighter bounds than those obtained by Lagrangian 
decomposition and not better than the linear programming bound. As in [7] the 
introduction of variable fixing, cutting planes, and the mixed branch-and-bound 
algorithm and the best-then-depth strategy leads to substantial improvements in 
the performance of a column generation algorithm to solve the scheduling 
problem. Dávid and Krész proposed a heuristic method [8]. The disadvantage of 
the models discussed and used in the literature in a specific, practical situation is 
that it only takes into account the rules relating to timetabled and overhead trips, 
bus types, and capacities required for them. However, it is not possible to include 
specific conditions that come from a real application environment. When planning 
the operational tasks of public transport, such typical vehicle-specific conditions 
are fuel consumption rules, various maintenance requirements (weekly, monthly, 
etc.), and parking rules. Parking rules may apply to both daytime and nighttime 
parking: where to park, what capacity the parking places have, etc. The length of 
the parking period may influence where in which geographical location it may be 
performed. The literature discusses several different versions of the vehicle 
scheduling problem, usually by the number of device types and the number of 
depots. The simplest version is the Single Depot Vehicle Scheduling Problem 
(SDVSP), where the vehicles belong to a single-vehicle type and are located in the 
same physical location. The first solution to the SDVSP problem was published by 
Saha [9]. The most commonly used model for solving a vehicle scheduling 
problem is the so-called Multiple Depot Vehicle Scheduling Problem (MDVSP). 
This case, which is more general than the single depot one, reflects the fact that in 
real life, different scheduled trips (their vehicles) may have different special 
needs. The vehicles are divided into different depots based on different vehicle 
types and the location of the vehicles. The MDVSP was defined by Bodin et al. 
and Bertossi et al. They showed that it is an NP-hard problem [11]. Tasks for 
vehicle-specific activities should also be taken into account, which requires a 
general framework for the integrated vehicle scheduling and assignment. A set 
partitioning-based mathematical model, where most vehicle-specific activities can 
be integrated based on the desired constraints is presented in [10]. This model is 
then solved using a column generation approach. The solution time can be reduced 
by the parallelization of the column generation process. If the transport company 
also uses alternative fuel vehicles in its fleet, the scheduling of these should take 
into account the number of kilometers per refueling, which may be much less than 
the mileage of conventional fuel vehicles. Alternative-fuel vehicles are getting 
more popular, and research is being done on how current infrastructure can serve 
them. The problem of vehicle scheduling consists of assigning a fleet of vehicles 
to service a given set of trips with start and end times. [12] presents the 
alternative-fuel multiple depot vehicle scheduling problem, a modification of the 
standard multiple depot vehicle scheduling problem where there is a given set of 
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fueling stations, and a fuel capacity for the vehicles. The problem is formulated as 
a binary integer program, and exact column generation algorithm and a heuristic 
algorithm to solve the problem. [13] proposes a model for electric transit buses 
with either battery swapping or fast charging at a battery station, and a vehicle-
scheduling model with the maximum route distance constraint for compressed 
natural gas, diesel, or hybrid-diesel buses. Both of these scheduling models are 
NP-hard. An important topic is to study the location problem of battery service 
stations. In [14] the developments of battery-electric buses are reviewed. A 
qualitative analysis on the strengths and weaknesses of each range method is 
conducted as well as costs and emissions of transit buses powered by different 
sources. Buses using alternative energy sources to reduce emissions, including 
some toxic air pollutants and carbon dioxide are studied in [15]. Life cycle 
comparison between buses fueled by different kinds of alternative energy is 
discussed in [16] to serve as an input to cost-benefit analysis. 

Recently some other papers discussed the practical issues of vehicle scheduling. 
Dávid and Krész studied the handling possibilities of parking and maintenance 
constraints [17], and rescheduling possibilities in case of disruptions [18]. Parking 
and maintenance activities are handled in [19] as well. 

Another important problem discussed in the literature is the Crew Scheduling 
Problem (CSP), also known as Driver Scheduling Problem or Duty Scheduling 
Problem. There are many CSP solution methods and applications in the literature. 
One of the best known is the so-called Generate and Select technology. The 
method can be summarized as follows: in the first step, generate a large number of 
regular shifts, and then in the selection step, look for a subset of them that is 
optimal in cost and covers the trips. Phase one requires significant computation 
time. The amount of calculation depends greatly on the number of trips and the 
complexity of the rules. In addition, the computational complexity of the rules 
greatly influences the complexity of this phase, and thus the whole problem. The 
problem can be defined as a set covering or set partitioning task. The partitioning 
model is a constrained version of the covering problem where no overlap is 
possible. This corresponds exactly to the real problem, but in this case, the 
existence of a feasible solution is not guaranteed. Note that both tasks have been 
shown to be NP-hard [23]. There are many ways to solve this problem. A hybrid 
approach incorporating a genetic algorithm is presented in [20]. It derives a small 
selection of good shifts to seed a greedy schedule construction heuristic. A group 
of shifts called a relief chain and used by the genetic algorithm for schedule 
construction. [21] simulates the self-adjusting process for driver scheduling. It 
incorporates the idea of fuzzy evaluation into a self-adjusting process, combining 
the features of iterative improvement and constructive perturbation, to explore 
solution space effectively and obtain superior schedules. A flexible system for 
scheduling driver applying integer programming methods are used in [22] and 
heuristic solution techniques are used in [24, 25]. 
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According to the conventional approach, driver scheduling is performed after the 
phase of vehicle scheduling. Therefore, this is also called a sequential method. 
However, if the vehicle schedules are too dense, for example, there is not enough 
time to change drivers, then the problem can be infeasible in the driver scheduling 
phase. For this reason, the simultaneous optimization of the vehicle and driver 
scheduling may be reasonable. This problem is called Vehicle and Crew 
Scheduling Problem (VCSP). In 1999 Haase and Friberg published the first 
algorithm providing the exact solution for the single-depot case [26]. In their 
model, an integrated mathematical formulation was given in such a way that both 
sub-tasks were defined as set partition problems. The vehicle scheduling part is 
based on the model given by Ribeiro and Soumis [27], while the driver scheduling 
part uses the ideas of Desrochers and Soumis [28]. In the multi-depot case, first 
Gaffi et al. [29] discussed the integrated problem, using a heuristic method. In 
2005, Huisman et al. [30] successfully extended the former models and algorithms 
of the single-depot case to the multi-depot version. This was the first general 
mathematical formulation of the multi-depot problem. Huisman in [31] also 
discusses the corresponding Lagrangian relaxations and Lagrangian heuristics. To 
solve the Lagrangian relaxations, column generation is applied to set partitioning 
type models. Haase [32] presents an exact approach for solving the simultaneous 
vehicle and crew scheduling problem in urban mass transit systems. This approach 
relies on a set partitioning formulation for the driver scheduling problem that 
incorporates side constraints for the bus itineraries. The proposed solution 
approach consists of a column generation process integrated into a branch-and-
bound scheme. In 2008, Mesquita and Paias [33] also provided two mathematical 
formulations for this problem. In 2019 Horváth and Kis [33] proposed a novel 
mathematical programming formulation that combined ideas from known models 
and presented a solution methodology based on branch-and-price. In 2010 
Steinzen et al. [34] gave another fully integrated VCSP approach, where the 
underlying vehicle scheduling model was based on the time-space network 
technique. 

2.2 Problem Definition and Requirements 

The problem is to automatically calculate optimal or approximately optimal 
vehicle and driver schedules for a given list of trips based on the master data and 
the company specific requirements and parameters in compliance with labor 
regulations. The optimality is measured by a given objective function and the aim 
of the optimization is to increase economy and efficiency. The developed model 
should take into consideration the following characteristics of the schedule 
planning for city buses: 

• the problems are given by packages, 

• the trips of a package can belong to a single line or a group of lines, 

• the trips of a package can overlap 2 days, 
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• different day types are possible (e.g. working weekday, feast day, school 
day, etc.), 

• deadhead trips from or to the depots can be possible from each end station, 

• the maximum number of depots in a package is 5, 

• the maximum number of vehicles that can be used in the solution of a 
package is 30, 

• the maximum number of vehicle types in a package is 4, 

• the type of vehicle can determine the fuel consumption, which should be 
taken into consideration in the schedule, 

• breaks with a standoff or driver change are possible, 

• standoff or parking is possible on more end stations or depots, 

• parking place capacities are given for end stations in 5 minute intervals, 

• driver change can be possible on given end stations, 

• the labor regulations can be defined by several parameters. 

The packages contain the following information: 

• the lines and their parameters, 

• the end stations, the depots, and their parameters, 

• the trips, 

• the parameters of the labor regulations and break rules. 

The solution of the problem given by a package must satisfy the following 
requirements: 

• each trip should be assigned to exactly one vehicle and driver schedule, 

• the solution cannot use more vehicles than the number of available vehicles 
given in the package, 

• the vehicle and driver schedules should be designed properly, adding the 
necessary activities (e.g. deadhead trips, breaks, maintenance, etc.) 

• only such route can be set up for the vehicle (including deadhead trips to 
the depot) that can still be completed in terms of fuel consumption, 

• between two passenger trips at least the required technological and 
compensatory time given for the line must be completed, 

• drivers have rest periods while on duty, breaks with astandoff, vehicle 
change or both can be used based on the given parameters, 

• driver change is possible if it is allowed for the given line on the given end 
station, 

• in the case of a standoff, the parking space capacity should be checked, 
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• there is a possibility for divided working time, when the daily work of the 
driver is divided into 2 separated parts with a longer break between them, 

• the generated driver schedules must comply with all work and rest 
regulations, 

• the objective of the optimization process is to minimize the total net 
working time of the drivers, but if possible, the average of the drivers’ net 
working times should be between 7 and 9 hours. 

There are many conditions that are determined by the applicable legislation and 
the rules and regulations applicable to the employees of a given transport 
company. These include maximum working times, sufficient breaks after a given 
driving time, mandatory rest periods between two work periods, etc. In addition to 
scheduled and deadhead trips, there is a variety of technical and administrative 
tasks with well-defined timescales. These include passengers get on and get off 
times at end stations, vehicle pick-up, stopping, parking and various technological 
times, etc. In the following there is an overview of the most important working 
rules that are applicable to the drivers employed by the Budapest Transport 
Corporation. The default time values can be given as parameters. 

1) The minimal length of a daily schedule (the minimal working time) is 4 
hours without breaks. 

2) The maximal length of a daily schedule (the maximal working time) is 
10:30 hours with breaks. 

3) The driving time cannot be longer than 9 hours in a schedule. 

4) Vehicle oriented working times: 

a) depot release time: 25 minutes, 

b) end station release time: 20 minutes, 

c) release time of the vehicle stopped by the same driver: 10 minutes, 

d) vehicle change: 25 minutes, 

e) driver change on a vehicle: 5 minutes, 

f) stopping time at an end station: 5 minutes, 

g) stopping time at a depot: 20 minutes. 

5) Rules for divided work (the driver schedule is divided into two periods, 
usually morning and afternoon periods). 

a) The break between the two parts cannot be shorter than 2 hours or 
longer than 6 hours. 

b) The total length of the two parts cannot be longer than 10:30 hours. 

c) The total length of the two parts with the break cannot be longer 
than 14 hours. 

d) The working time of each part cannot be shorter than 2 hours. 
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6) Break rules 

a) No break is necessary for a schedule shorter than 6 hours. 

b) 30 minutes break is necessary for a schedule longer than 6 hours 
and shorter than 9 hours. 

c) For a schedule longer than 9 hours at least 40 minutes break is 
necessary, which can be divided into 2 parts (20+20 minutes). 

d) A break must not be given in the first or last hour of a schedule. 

e) The continuous working time cannot be longer than 6 hours in a 
schedule. 

f) A break is not part of the working time. 

3 The Mathematical Model 

A combined vehicle and driver scheduling optimization model is used to solve the 
problem described in the previous chapter. Several versions of this are known in 
the literature. The mathematical formalization is a modified version of the model 
described in the paper published by Huisman et al. [30]. 

The most important components of the model are the set of timetabled trips and 
the available vehicles. Timetabled trips are all trips where vehicles carry 
passengers. Each such trip is determined by the departure and arrival times, the 
departure and arrival stations, and the distance between them. The vehicles are 
divided into (physical) depots based on their location. This may be the garage, 
parking space or site where the vehicle is parked. Vehicles can also have various 
important features that allow us to group them further. Based on physical 
(geographical) locations and features, vehicles are classified into disjoint subsets. 
The subsets thus formed are called depots. In addition to timetabled trips, vehicles 
must also carry out other types of drivings. These are called overhead trips. For 
example, for the first trip of the day the vehicle must leave the night parking lot 
and return after the last trip of the day. Such deadhead trips can occur during the 
day, e.g. for longer breaks. Typical additional overhead trips are when a vehicle 
goes to another station after completing a trip to make another trip from there. It 
also needs to allow these in order to get an effective schedule. For each timetabled 
trip, the user can specify the depots from which the trip can be served. In practice, 
this might mean, for example, that certain lines may be served by given type of 
buses or from given locations. These requirements may be determined by the 
location of the station and the characteristics of the traffic. It can define certain 
relationships between timetabled trips. Two trips are said to be compatible if after 
finishing the first trip the vehicle is able to arrive at the place of departure of the 
second trip in time. If the first trip arrives at the destination location of the second 
trip, the only condition is that the first trip arrives earlier as the second trip. If the 
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arrival station of the first trip is not the same as the departure station of the second 
trip, the overhead time between the stations must be taken into account. There 
may be rules that include mandatory technological time between two trips, which 
should be taken into account when examining compatibility. The network is 
described by a directed graph. The nodes represent the trips, to which the 
departure and arrival depot nodes are added. Because multiple depots problem is 
handled, more depot nodes are possible. This corresponds to the usual technique. 
Two nodes of the graph are connected by a directed arc if the trips representing 
them are compatible. The arc length always represents the net working time of the 
driver, which corresponds to the objective function. It connects the depot nodes to 
the appropriate trip nodes, which can be accessed from that depot. Huisman et al. 
classifies the arcs into two main groups, namely short and long ones. Short arcs 
always represent the shorter events when the driver remains with the vehicle, 
while the long arcs represent the events when the driver stops the vehicle in the 
parking space and it remains unattended. Such a graph is built, which better 
represents the real situation, see Figure 1. 

The following node types are introduced: 

• source_depot: nodes representing the source depots, 

• sink_depot: nodes representing the sink depots, 

• trip: nodes representing timetabled trips. 

There are 11 types of arcs in the model: 

• start_of_schedule: arc representing the sign-on event with the first 
deadhead trip to the location of the first timetabled trip of a schedule, 

• end_of_schedule: arc representing the last deadhead trip of a schedule to 
the location of the depot with the sign-off event, 

• short_wait: arc representing a short wait after completing a timetabled trip, 
when the driver remains with the vehicle, 

• short_break_endstation: arc representing a break of the driver spent at an 
end station after completing a timetabled trip, 

• short_break_depot: arc representing a break of the driver spent in a depot 
after completing a timetabled trip, 

• short_driverchange_endstation: arc representing a driver change event at an 
end station after completing a timetabled trip, 

• short_driverchange_depot: arc representing a driver change event in a 
depot after completing a timetabled trip, 

• long_stop_endstation: arc representing a driver change with a long parking 
of the vehicle at an end station without attendance, 

• long_stop_depot: arc representing a driver change with a long parking of 
the vehicle in a depot without attendance, 
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• long_dividedstop_endstation: arc representing a long parking of the vehicle 
at the end station while the driver works in a divided schedule, 

• long_dividedstop_depot: arc representing a long parking of the vehicle in 
the depot while the driver works in a divided schedule. 

 

Figure 1 

Part of the network 

3.1 The Main Steps of the Calculation Process 

1) In the first phase of the calculation, the appropriate input data and parameters 
are read and the graph is created. Here, the technological and compensatory 
times are taken into account, as well as certain rules regarding the duration of 
the waits or breaks. These can also be controlled by parameters. This means, 
for example, that if two trips are too close in time, those will not be 
connected, which means that those will not be executed one after the other by 
the same vehicle or driver. The first step in generating a graph is to create 
nodes based on the timetabled trips, location information, and vehicle types 
received. Then. add the above-listed arcs, also taking into account the 
parameters and labor rules. There may be different types of parallel arcs that 
have different weight values. For example, the driver may take a break at the 
end station or in a depot, depending on parking possibilities and station 
capabilities. However, these mean different working times, so if a model is to 
reflect the real situation fairly well, it needs to include both options. This 



J. Békési et al. Combined Vehicle and Driver Scheduling with Fuel Consumption and  
 Parking Constraints: a Case Study 

 – 56 – 

increases the number of arcs, which itself would not necessarily be a problem 
in the size of the optimization model, but practical experience has shown that 
the number of possible driver schedules can be critically large in some cases 
and this must be handled in some way. 

2) In Phase 2, if possible, all regular driver schedules are generated. There is 
already a check that takes into account all the rules specified in the 
specification. The generating process is done systematically by traversing the 
base graph with depth-first search. However, every vertex is checked on the 
fly, and if the subschedule already formed does not conform to any rule, then 
this branch is cut off. When a complete schedule is done during the 
generation, a final check runs, which only accepts the schedule if it is found 
regular. The generated driver schedules are stored. If too many schedules are 
generated, the process is stopped and a heuristic method is executed, to 
decrease the size of the problem. This method will be described later. 
Parameters can also be used to limit the number of schedules. 

3) In Phase 3, the mathematical model is constructed, which is essentially an 
extended version of the already mentioned VCSP model described in detail in 
[18]. The model includes constraints on fuel consumption, parking places and 
manages different vehicle types and locations. 

3.2 The Formal Description of the Model 

The set of timetabled trips are denoted by 𝑈 = {𝑢1, 𝑢2, … , 𝑢𝑛}. Let D be the set of 
depots, and 𝐷𝑢 ⊆ 𝐷 the depot set of trip u: this includes those depots, from which 
u can be served. Note that in this case, a depot can represent a combination of 
physical locations and vehicle types. Denote 𝑈𝑑 ⊆ 𝑈 the set of those trips that can 
be served from depot 𝑑. For every 𝑑 ∈ 𝐷 two nodes are defined 𝑑𝑡(𝑑) and 𝑎𝑡(𝑑) 
representing that a vehicle starts at depot 𝑑 and goes back there. The set of 𝑁 is 
then defined as follows 𝑁 = {𝑢 ∈ 𝑈} ∪ {𝑑𝑡(𝑑)|𝑑 ∈ 𝐷} ∪ {𝑎𝑡(𝑑)|𝑑 ∈ 𝐷}. 
To give the arcs of a network, the following notations are introduced. 𝐵𝑑 = {(𝑢, 𝑢′)|u, u′ ∈ Ud are compatible trips}, ∀𝑑 ∈ 𝐷. 
Other deadhead trips corresponding to depot 𝑑 are the first and the last trips of the 
vehicle from the depot or to the depot. 𝑅𝑑 = {(𝑑𝑡(𝑑), 𝑢), (𝑢, 𝑎𝑡(𝑑))|𝑢 ∈ 𝑈𝑑}, ∀𝑑 ∈ 𝐷. 
This way the set of arcs can be defined belonging to depot 𝑑 in the network: 𝐴𝑑 = 𝐵𝑑 ∪ 𝑅𝑑 , ∀𝑑 ∈ 𝐷, 
and the set of all arcs of the graph is 𝐴 =∪𝑑∈𝐷 𝐴𝑑. 
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After these preparations, it is ready to define the VCSP problem on the network 𝐺 = (𝑁, 𝐴). For this it is necessary to define an integer vector 𝑥, which can be 
considered as a multicommodity flow. The dimension of the vector is equal to the 
number of arcs in the network. If the arc 𝑒 belongs to the depot 𝑑 (𝑒 ∈ 𝐴𝑑), then 
the component of the vector corresponding to the arc 𝑒 ∈ 𝐸 is denoted by 𝑥𝑒𝑑. The 
value of 𝑥𝑒𝑑 will be 1 if the given arc is included in the schedule, otherwise, it will 
be 0. The first condition ensures that every timetabled trip is scheduled exactly 
once. ∑  𝑑∈𝐷𝑢,𝑒∈𝑢𝑑+ 𝑥𝑒𝑑 = 1,    ∀𝑢 ∈ 𝑈.                    (1) 

where 𝑢𝑑+ denotes the set of those outgoing arcs of the vertex 𝑢 which belong to 𝐴𝑑. It ensures that all vehicles return to a depot by the end of the scheduling 
period. In other words, if a vehicle belonging to a particular depot arrives at an 
end station, it must leave it. ∑  𝑒∈𝑢𝑑+ 𝑥𝑒𝑑 − ∑  𝑒∈𝑢𝑑− 𝑥𝑒𝑑 = 0,    ∀𝑢 ∈ 𝑈𝑑 , ∀𝑑 ∈ 𝐷,              (2) 

where 𝑢𝑑− denotes the set of those incoming arcs of the vertex 𝑢 which belong to 𝐴𝑑. When defining fuel conditions, it considers the distance in km that can be 
covered by a single refueling. This requires to sum up the distance traveled by the 
vehicles and then limit it by the values given in the parameters. First, assign new 
variables to each vertex of 𝑁, excluding the set {𝑎𝑡(𝑑)|𝑑 ∈ 𝐷}. It is denoted this 
vector by 𝑡. The component of 𝑡 belonging to vertex 𝑣 will be denoted by 𝑡𝑣. The 
inequality that calculates the running distance up to a given node can be given as 
follows: 𝑡𝑣′ ≥ 𝑥𝑒𝑑(𝑡𝑣 + 𝛿𝑒),    ∀𝑣 ∈ 𝑁\{𝑎𝑡(𝑑)|𝑑 ∈ 𝐷}, ∀𝑒 ∈ 𝑣+, 
where 𝛿𝑒 is the distance represented by arc 𝑒, 𝑣′ is its tail vertex and 𝑣+ is the set 
of all outgoing arcs of vertex 𝑣. Note that these constraints are nonlinear, but those 
can be easily linearized using the following form: 𝑡𝑣′ ≥ 𝑡𝑣 + 𝛿𝑒 − (1 − 𝑥𝑒𝑑)𝐿,    ∀𝑣 ∈ 𝑁\{𝑎𝑡(𝑑)|𝑑 ∈ 𝐷}, ∀𝑒 ∈ 𝑣+,        (3) 

where 𝐿 is a constant larger than the longest possible distance in the system. 
Further constraints are necessary to check if a running distance of a vehicle 
remains under its maximal possible value. 𝑡𝑣′ + 𝛿𝑒 + 𝑥𝑒𝑑𝐿 ≤ 𝑟𝑑 + 𝐿    ∀𝑣 ∈ {𝑎𝑡(𝑑)|𝑑 ∈ 𝐷}, ∀𝑒 ∈ 𝑣−,             (4) 

where 𝐿 is a constant larger than the longest possible distance in the system, 𝛿𝑒 is 
the distance represented by arc 𝑒, 𝑣′ is its head vertex, 𝑟𝑑 is the maximal possible 
running distance allowed for the vehicles in depot 𝑑 and 𝑣− is the set of all 
incoming arcs of vertex 𝑣. The next constraints ensure that the capacity of the 
depots is not violated. ∑  𝑒∈𝑎𝑡(𝑑)− 𝑥𝑒𝑑 ≤ 𝑘𝑑,    ∀𝑑 ∈ 𝐷,                                           (5) 
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where 𝑘𝑑 is the number of vehicles available in depot 𝑑. In the following, it 
presents the conditions for the driver schedules. The set of valid driver schedules 
generated in Phase 2 for depot 𝑑 is denoted by 𝑆𝑑. It assigns a vector of variables 𝑦 to the schedules, where the component 𝑦𝑠𝑑 = 1 if 𝑠 ∈ 𝑆𝑑 is included in the 
solution and 𝑦𝑠𝑑 = 0 otherwise. 𝑆𝑑(𝑢) ⊆ 𝑆𝑑 denotes the set of those driver 
schedules which contain the vertex 𝑢 ∈ 𝑈𝑑. Similarly 𝑆𝑑(𝑒) ⊆ 𝑆𝑑 denote the set of 
those driver schedules that contain the arc 𝑒 ∈ 𝐴𝑑. Similarly to the vehicle part, 
the first equality ensures that each trip is included in exactly one driver schedule. ∑  𝑠∈𝑆𝑑(𝑢) 𝑦𝑠𝑑 − ∑  𝑒∈𝑢𝑑+ 𝑥𝑒𝑑 = 0,    ∀𝑢 ∈ 𝑈𝑑 , ∀𝑑 ∈ 𝐷.            (6) 

During the daily work, certain events require a driver to attend the vehicle, while 
others do not require this. This can be modeled in such a way that certain types of 
arcs should be covered by both vehicle and driver schedules, while others are 
covered only by vehicle schedule. 

It is denoted by 𝐴𝑞𝑑 the set of arcs of type short_wait, short_break_endstation, 
short_break_depot, long_dividedstop_endstation, and long_dividedstop_depot. 

The arcs of 𝐴𝑞𝑑 should be covered by both vehicle and driver schedules. This can 
be expressed by the following equality: ∑  𝑠∈𝑆𝑑(𝑒) 𝑦𝑠𝑑 − 𝑥𝑒𝑑 = 0,    ∀𝑒 ∈ 𝐴𝑞𝑑 , ∀𝑑 ∈ 𝐷.                               (7) 

Note that if short breaks with vehicle changes are allowed, then these conditions 
can be changed to 0 ≤ ∑  𝑠∈𝑆𝑑(𝑒) 𝑦𝑠𝑑 − 𝑥𝑒𝑑 ≤ 1 for short break type arcs 𝑒. Similar 
links can be given between the deadhead trips from or to the depots and the driver 
schedules containing them. 0 ≤ ∑  𝑠∈𝑆𝑑(𝑒) 𝑦𝑠𝑑 − 𝑥𝑒𝑑 ≤ 1,    ∀𝑒 ∈ 𝑑𝑡(𝑑)+, ∀𝑑 ∈ 𝐷,                       (8) 0 ≤ ∑  𝑠∈𝑆𝑑(𝑒) 𝑦𝑠𝑑 − 𝑥𝑒𝑑 ≤ 1,    ∀𝑒 ∈ 𝑎𝑡(𝑑)−, ∀𝑑 ∈ 𝐷.                       (9) 

Let 𝑇1, . . . , 𝑇𝑚 be the possible time slots for which parking capacities should be 
checked. Furthermore, denote 𝑃 the set of those stations and parking locations that 
can be used by the vehicles and 𝐴𝑙𝑑(𝑇) the set of those arcs of 𝐴𝑑 that covers time 
slot 𝑇 at location 𝑙. Denote the parking capacity of location 𝑙 in time slot 𝑇 for 
vehicles of depot 𝑑 by 𝑐𝑙𝑑(𝑇). The parking constraints look like this ∑  𝑒∈𝐴𝑙𝑑(𝑇) 𝑥𝑒𝑑 ≤ 𝑐𝑙𝑑(𝑇),    𝑇 = 𝑇1, . . . , 𝑇𝑚 , ∀𝑙 ∈ 𝑃, ∀𝑑 ∈ 𝐷.        (10) 

The constraints for the average working time can be given as follows: ∑  𝑑∈𝐷 ∑  𝑠∈𝑆𝑑 (𝑤𝑠𝑑 − 𝑤𝑚𝑎𝑥)𝑦𝑠𝑑 ≤ 0,                                     (11) ∑  𝑑∈𝐷 ∑  𝑠∈𝑆𝑑 (𝑤𝑠𝑑 − 𝑤𝑚𝑖𝑛)𝑦𝑠𝑑 ≥ 0,                                     (12) 

where 𝑤𝑠𝑑 is the net working time of schedule 𝑠 ∈ 𝑆𝑑 and 𝑤𝑚𝑎𝑥  and 𝑤𝑚𝑖𝑛  are the 
given maximal and minimal average net working times resp. 
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Furthermore, assume the followings: 

 𝑥𝑒𝑑 , 𝑦𝑠𝑑 ∈ {0,1}, 𝑡𝑖 ≥ 0,    ∀𝑒 ∈ 𝐴𝑑, ∀𝑠 ∈ 𝑆𝑑 , ∀𝑑 ∈ 𝐷, ∀𝑖 ∈ 𝑁\{𝑎𝑡(𝑑)|𝑑 ∈ 𝐷}.    (13) 

After these preparations, it is are ready to give the mathematical programming 
formulation of the problem. minimize    ∑  𝑑∈𝐷 ∑  𝑠∈𝑆𝑑 𝑤𝑠𝑑𝑦𝑠𝑑subject to    (1). . . (13)  

As mentioned in the description of Phase 2 the main difficulty of the model is that 
in some cases the number of possible driver schedules can be extremely large. 
Usually, the theoretical models in the literature use column generation to find the 
exact optimum. However the company’s main aim was not getting an optimal 
solution, rather a feasible solution that can be calculated in a relatively short time 
and which is good enough to be used in practice. This means that it should satisfy 
all the constraints and it should not be far from the optimum. The experiments 
showed that in the case of practical instances it is not always easy to find a 
feasible initial solution by a simple heuristic. A trip contraction procedure is 
applied to handle this situation. This method decreases the number of vertices and 
arcs of the graph, so the number of possible driver schedules is also decreased. 
The following greedy trip grouper algorithm is developed, see Figure 2. The 
number of trips that will be collected in a group is given by a parameter 𝑛. The 
procedure will create a new set containing the trip groups. 

Algorithm 1 Greedy Trip Grouper 

1: procedure groupTrips(n:Integer, S : Set of Trips) 
 2: for all T ∈ S do 

3: Next(T) ← The closest compatible trip to T 

4: for all T ∈ S do 

5: if Merged(T) = false then 

6: actTrip ← T 

7: MList ← ∅ 

8: for i ← 1,n do 

9: Merged(actTrip) ← true 

10: MList ← MList ∪ actTrip 

11: if Next(actTrip) = null then 

12: actTrip ← Next(actTrip) 
13: else 
14: Exit for 

15: Add MList to the output 

Figure 2 
Greedy Trip Grouper 
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4 Discussion 

Several real problems were solved by the method. There was parts of the tasks that 
arose during the daily work of the company. The problems were selected by 
experts to represent the various cases that can happen in practice. The 
mathematical models were generated by the system and these were solved by an 
optimization solver. The following tables present the most important 
characteristics of the inputs and the results of the computations. Table 1 shows the 
most important characteristics of the problems, the number of trips, vehicles, 
vehicle types, and depots. Table 2 presents information about the models, the sizes 
of the graphs, and IP models and the number of valid driver schedules. Finally, 
Table 3 gives the details of the solutions. In some cases, the trip grouper heuristic 
was used to get a solution. The number of trips in a group is given in the table. 
There were two possibilities to stop the optimization process. If optimal solution 
had been received, then the solver finished normally. If the solution was not 
improving for a longer duration, then the solution process was stopped. The 
running times are also displayed in the table. These change on a large scale, from 
a couple of seconds to hours depending on the problems. 

Based on the results, this method can automate manual vehicle and driver 
scheduling in large part. The size of the problem highly depends on the 
characteristics of the input, such as the number of trips, vehicle types and depots, 
and the average length of trips. In some cases; the number of valid driver 
schedules was too large to solve the original problem. The trip grouper heuristic 
was able to handle this situation in most of the cases. The running times are very 
diverse, but 14 of the 20 problems were solved in 30 minutes and 5 of them in 1 
minute. These times include all phases, i.e. the graph and the driver schedule 
generation and the solution of the mathematical program. 12 problems were 
solved to optimality, without using the heuristic method, or optimization process 
stopping. 

4.1 Computational Results 

Table 1 

Properties of the problems solved 

Number Number of trips Number of vehicles Vehicle types Depots 

1 162 10 1 1 

2 193 10 2 2 

3 87 6 2 1 

4 444 11 1 1 

5 95 3 1 1 

6 201 7 2 2 

7 329 21 5 2 
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8 134 6 2 2 

9 229 6 2 1 

10 116 5 1 1 

11 134 6 2 2 

12 167 9 5 1 

13 196 15 2 4 

14 98 7 1 2 

15 245 9 1 1 

16 811 20 2 2 

17 123 5 1 1 

18 811 20 1 1 

19 162 10 1 1 

20 149 7 1 1 

 

Table 2 

Properties of the models (* = Trip grouper is used) 

 Graph IP Model 

Problem Vertices Arcs Driver schedules Columns Rows 

1 164 3698 6448 10394 5720 

2 108* 11023 127432 138947 27977 

3 91 4164 46608 51038 9595 

4 157* 4427 1053086 1057822 10600 

5 99 1604 46947 48701 3978 

6 209 22850 510926 534540 57263 

7 349 10459 85869 97909 26709 

8 142 5808 11495 17712 14249 

9 233 8330 502702 511724 20834 

10 118 781 91756 92720 1997 

11 142 5808 11495 17712 14249 

12 177 4309 57875 62791 10771 

13 212 22612 19337 42940 48478 

14 102 9836 119306 129443 24910 

15 247 4374 160352 165221 9488 

16 216* 12734 264298 278084 29791 

17 133 9032 279244 288527 21386 

18 216* 12499 369327 382253 31219 

19 166 3763 27973 32065 9869 

20 153 6440 91561 98304 16010 
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Table 3 

Properties of the solutions 

Problem Solution status Running time (sec) Trip grouper 

1 Optimal 8 No 

2 Optimal 998 Yes (2) 

3 Optimal 138 No 

4 Optimal 11364 Yes (3) 

5 Optimal 543 No 

6 Optimal 5199 No 

7 Optimal 49 No 

8 Optimal 134 No 

9 Optimal 4467 No 

10 Optimal 42 No 

11 Optimal 27 No 

12 Optimal 35 No 

13 Optimal 679 No 

14 Optimal 1212 No 

15 Stopped 6432 No 

16 Optimal 17570 Yes (4) 

17 Stopped 1506 No 

18 Stopped 25170 Yes (4) 

19 Stopped 1512 No 

20 Stopped 1531 No 

Conclusion 

In this paper, the use of a combined vehicle and driver scheduling model is studied 
for practical problems. First, a literature review on mathematical models for the 
vehicle and driver scheduling problems are briefly reviewed, then the scheduling 
problems and the solution methodology are discussed. A real problem is presented 
in a case study. The mathematical model is described and the most important 
calculation results are summarized. Based on the experience during the case study, 
these kinds of methods can help the planning process of transport companies with 
the existing constraints. Research on advanced scheduling models for public 
transport management systems is proven to be a relevant area of further 
examinations. The expected results hold out a promise to improve the operative 
planning activities of public transport. 

Acknowledgement 

József Békési was supported by the EU-funded Hungarian grant EFOP-3.6.2-16-
2017-00015 and by the scientific grant of Juhász Gyula Faculty of Education, 
University of Szeged. 



Acta Polytechnica Hungarica Vol. 17, No. 7, 2020 

 – 63 – 

References 

[1] M. Meilton, Selecting and implementing a computer aided scheduling 
system for a large bus company, Algorithms: Combinatorial Analysis. In 
Computer-Aided Scheduling of Public Transport, (eds. S. Voss and J.R. 
Daduna), 203-214, Springer-Verlag, Berlin, 2001 

[2] G. Desaulniers and M. D. Hickman, Public Transit, In Handbook in OR & 
MS, (eds. C. Barnhart and G. Laporte), Vol. 14, Chapter 2, Elsevier B. V., 
2007 

[3] L. Bodin, B. Golden, A. Assad and M. Ball, Routing and Scheduling of 
Vehicles and Crews: The State of the Art, Computers and Operations 
Research, 10, 63-211, 1983 

[4] N. Kliewer, T. Mellouli and L. Suhl, A time-space network based exact 
optimization model for multi-depot bus scheduling, European Journal of 
Operational Research, 175, 1616-1627, 2006 

[5] A. Löbel, Optimal Vehicle Scheduling in Public Transit, PhD. thesis, 
Technische Universitaet at Berlin, 1997 

[6] C. C. Ribeiro and F. Soumis, A Column Generation Approach to the 
Multiple-Depot Vehicle Scheduling Problem, Operations Research, 42(1), 
41-52, 1994 

[7] A. Hadjar, O. Marcotte, and F. Soumis, A Branch-and-Cut Algorithm for 
the Multiple Depot Vehicle Scheduling Problem, Tech. Rept. G–2001–25, 
Les Cahiers du Gerad, Montreal, 2001 

[8] B. Dávid and M. Krész, Application Oriented Variable Fixing Methods for 
the Multiple Depot Vehicle Scheduling Problem, Acta Cybernetica, 21(1), 
53-73, 2013 

[9] J. L. Saha, An algorithm for bus scheduling problems, Operational 
Research Quarterly, 21(4), 463-474, 1972 

[10] J. Békési, B. Dávid, M. Krész, Integrated Vehicle Scheduling and Vehicle 
Assignment, Acta Cybernetica, 23(3), 783800, 2018 

[11] A. A. Bertossi, P. Carraresi, and G. Gallo, On Some Matching Problems 
Arising in Vehicle Scheduling Models, Networks, 17, 271-281, 1987 

[12] J. D. Adler and P. B. Mirchandani, The vehicle scheduling problem for 
fleets with alternative-fuel vehicles, Transportation Science, 51(2), 441-
456, 2016 

[13] J. Li, Transit bus scheduling with limited energy, Transportation Science, 
48(4), 521-539, 2013 

[14] J. Li, Battery-electric transit bus developments and operations: A review, 
International Journal of Sustainable Transportation, 10(3), 157-169, 2016 



J. Békési et al. Combined Vehicle and Driver Scheduling with Fuel Consumption and  
 Parking Constraints: a Case Study 

 – 64 – 

[15] J-Q. Li and K. L. Head, Sustainability provisions in the bus-scheduling 
problem, Transportation Research, Part D, 49, 50-60, 2009 

[16] A. Rabl, Environmental benefits of natural gas for buses, Transportation 
Research, Part D, 7, 391-405, 2002 

[17] B. Dávid and M. Krész, Multi-depot bus schedule assignment with parking 
and maintenance constraints for intercity transportation over a planning 
period, Transportation Letters, 12(1), 66-75, 2020 

[18] B. Dávid and M. Krész, The dynamic vehicle rescheduling problem, 
Central European Journal of Operations Research, 25(4), 809-830, 2017 

[19] A. Haghani and Y. Shafahi, Bus maintenance systems and maintenance 
scheduling: model formulations and solutions. Transportation Research Part 
A: Policy and Practice, 36(5), 453-482, 2002 

[20] R. S. K. Kwan, A. S. K. Kwan and A. S. K. Wren, Evolutionary Driver 
Scheduling with Relief Chains, Evolutionary Computation, 9, 445-460, 
2001 

[21] J. Li. A Self-Adjusting Algorithm for Driver Scheduling, Journal of 
Heuristics, 11, 351-367, 2005 

[22] A. Wren, S. Fores, A. S. K. Kwan, R. S. K. Kwan, M. E. Parker and L. 
Proll, A flexible system for scheduling drivers, Journal of Scheduling, 6(5), 
437-455, 2003 

[23] M. R. Garey and D. S. Johnson, Computers and Interactability: A Guide to 
the Theory of NP-Completness, Freeman, San Fransisco, 1979 

[24] A. Tóth and M. Krész, A flexible framework for driver scheduling, In 
Proceedings of the 11th International Symposium on Operational Research, 
Slovenia, SOR’11, 341-346, 2011 

[25] A. Tóth and M. Krész, An efficient solution approach for real-world 
scheduling problems in urban bus transportation, Central European Journal 
of Operations Research, 21(1), 75-94, 2013 

[26] K. Haase and C. Friberg, An exact branch and cut algorithm for the vehicle 
and crew scheduling problem, In Computer-Aided Transit Scheduling, 
Lecture Notes in Economics and Mathematical Systems, 471, (ed. N.H.M. 
Wilson) 63-80, Springer, Berlin, 1999 

[27] M. Horváth and T. Kis, Computing strong lower and upper bounds for the 
integrated multiple-depot vehicle and crew scheduling problem with 
branch-and-price, Central European Journal of Operations Research, 27(1), 
39-67, 2019 

[28] M. Desrochers and F. Soumis, A column generation approach to the urban 
transit crew scheduling problem, Transportation Science, 23(1), 1-13, 1989 



Acta Polytechnica Hungarica Vol. 17, No. 7, 2020 

 – 65 – 

[29] A. Gaffi and M. Nonato, An integrated approach to the extra-urban crew 
and vehicle scheduling problem, In Computer-Aided Transit Scheduling, 
(ed. N. H. M. Wilson), Lecture Notes in Economics and Mathematical 
Systems, 471, 103-128, Springer, Berlin, 1999 

[30] D. Huisman, R. Freling and A. P. M. Wagelmans, Multiple-depot 
integrated vehicle and crew scheduling, Transportation Science, 39, 491-
502, 2005 

[31] R. Freling, D. Huisman, and A. P. M. Wagelmans, Models and algorithms 
for integration of vehicle and crew scheduling. Journal of Scheduling, 6, 
63-85, 2003 

[32] K. Haase, G. Desaulniers, and J. Desrosiers, Simultaneous vehicle and crew 
scheduling in urban mass transit systems, Transportation Science, 35(3), 
286-303, 2001 

[33] M. Mesquita and A. Paias, Set partitioning/covering-based approaches for 
the integrated vehicle and crew scheduling problem, Computers and 
Operations Research, 35(5), 1562-1575, 2008 

[34] I. Steinzen, V. Gintner, L. Suhl and N. Kliewer, A Time-Space Network 
Approach for the Integrated Vehicle- and Crew-Scheduling Problem with 
Multiple Depots, Transportation Science, 4(3), 367-382, 2010 



Acta Polytechnica Hungarica Vol. 17, No. 7, 2020 

 – 67 – 

Innovating a Model for Measuring 

Competitiveness in Accordance with the 

Challenges of Industry 4.0 

Andrea Okanović1, Bojana Jokanović1, Vladimir Đaković1, 

Simonida Vukadinović2, Jelena Ješić2 

1University of Novi Sad, Faculty of Technical Sciences, Trg Dositeja Obradovića 
6, 21000 Novi Sad, Serbia, e-mail: andrea.katic@uns.ac.rs; 
bojanajokanovic@uns.ac.rs; v_djakovic@uns.ac.rs 

2Educons University, Vojvode Putnika 87, 21208 Sremska Kamenica, Serbia, 
e-mail: simonida.vukadinovic@educons.edu.rs; jelena.jessic@educons.edu.rs 

Abstract: In the approaching time of the Fourth Industrial Revolution, our planet has 
undergone dramatic changes, that will leave its mark on all aspects of our life. For this 
reason, countries around the world have been challenged to reinstate or redefine their 
national strategies in order to adjust to the requirements of the new age. Policy - makers of 
today are expected to evaluate each country's readiness to adopt and implement the 
concepts underlying the Industry 4.0. Analyzing the existing models, it became apparent to 
the authors and other researchers that there is no suitable model that provides adequate 
information on the attitude of states towards the criteria of the fourth industrial revolution. 
For this reason, this paper proposes a new model consisting of 42 quantitative and 8 mixed 
indicators, 10 of which, directly relate to the characteristics of the new age that is before 
us. The model has been applied in 17 OECD countries, as it is currently best suited to 
measure the competitiveness of the most developed countries, which offer the most data 
within the parameters that describe the characteristics of the smart society of the future. 
Nevertheless, the authors of the paper believe that the presented model will, very soon, be 
applicable to a much wider range of countries, and above all, that it will be well suited for 
measuring the competitiveness of all European countries. 

Keywords: Fourth Industrial Revolution; smart society; measuring competitiveness; 
competitiveness indices 

1 Introduction 

During the entire human existence on earth, technology has played one of the 
most crucial roles in the development of society and civilization. Today, at the 
beginning of the third decade of the 21st Century, the world is already 
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considerably debating the “so-called”, Fourth Industrial Revolution, that is 
expected to introduce significant changes in the way people live and work on a 
global scale. Looking back on the past, we recall that the first industrial revolution 
was fueled by the invention of the steam-powered machine, while the second was 
marked by the use of conveyor belt in the industry and mass electrification. The 
automation of the production, digitization and use of information and 
communication technologies was brought by the achievements of the third 
technological or information revolution. It allowed people to own personal devices 
for communication and connection with a large number of people, access to 
information, data storage, control of bank accounts and more. The Fourth 
Industrial Revolution builds on these inventions and further develops the Internet 
of Things (IoT), artificial intelligence (AI), 3D printing, robotics, autonomous 
vehicles, quantum computing, nanotechnology and biotechnology, as well as, new 
ways to store energy. It is important to distinguish the AI applications, namely, 
based on the “deepness” of AI: Artificial Narrow Intelligence (ANI), Artificial 
General Intelligence (AGI) and Artificial Super Intelligence (ASI). Scientists are 
emphasizing that the Fourth Industrial Revolution, which brings together the 
physical, digital and biological characteristics of products, will bring dramatic 
changes to the world in the course of the next twenty years, such as have not been 
seen in the previous hundred [1]. According to a survey, as many as 65% of 
children who enroll in primary school today will be doing jobs that still do not 
exist today [2]. Authors Pereira & Romero define Industry 4.0 concept “as an 
umbrella term for a new industrial paradigm that embraces a set of future 
industrial developments regarding Cyber-Physical Systems (CPS), Internet of 
Things (IoT), Internet of Services (IoS), Robotics, Big Data, Cloud Manufacturing 
and Augmented Reality”. Industry 4.0 is being predominantly shaped by two main 
drivers: Cyber-Physical Systems and the Internet of Things and Services [3]. 
Today's highly equipped factories use autonomous robot for work in the places 
where human workers are restricted to work as well as to perform autonomous 
production method more precisely [4]. However, the purchase and use of 
autonomous vehicles and robots and the R&D activity of these new transportation 
devices might differ in countries. The same is applicable in the field of quantum 
computing, nanotechnology, biotechnology and energy storage. 

The OECD countries brings together the most developed group of countries in the 
world, composed of 36 member countries today. In its strategies, like the OECD 
Jobs Strategy and the OECD Skills Strategy, this organization emphasizes that 
today's technological advancements have an impact on society, the economy and 
the way of life of people like never before, and that we are living in a 
transformative age where disruption is the new norm [5, 6]. It is important to 
emphasize that, in the context of dramatic changes in technology, the 
aforementioned strategies emphasize that sustainable development must be an 
integral element of the growth and achievement of high competitiveness of its 
member countries. 
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In order to trace the envisaged goals in the most appropriate way, at a time when 
the Fourth Industrial Revolution has already set its challenges, this paper proposes 
a new model for measuring competitiveness in accordance with the challenges of 
the Industry 4.0. The new model builds on previous research by the authors and 
offers an advanced selection of indicators in accordance with the requirements of 
the new wave of change [7, 8, 9]. Specifically, by examining existing traditional 
models for measuring macro-level competitiveness, it has been found that they do 
not sufficiently include indicators relating to the domain of industry 4.0 [7, 10, 
11]. The main hypothesis of the research reads: The new model of 
competitiveness measurement provides a more adequate measurement of the 
position of today's most developed countries because it takes into consideration 
the challenges of the present as well as of the time that is before us, i.e. the Fourth 
Industrial Revolution. The subhypothesis of the paper reads: There are subindexes 
that have a small - scale range of variation and variance, as well as those with 
more pronounced differences between the worst and the best ranked economy. 
The mathematical and statistical research methods needed to structure and 
subsequently test the set model of competitiveness measurement were used in the 
paper. An analysis of the obtained results and discussions regarding the position of 
the countries included in the survey were completed, which is also seen as the 
outcome of this paper. 

2 Conceptual Background 

Industrial revolutions have brought upon the world, the economic development, 
growth of world wealth, increase of leisure fund as well as longer life span of 
people. Each new revolution brings with it many changes that represent a potential 
chance for the success of those who know how to manage them, but also a threat 
to those who do not possess the necessary skills. Today, in order to achieve high 
competitiveness, at all levels (micro, macro and meso), it is important to be 
accustomed to the world trends, as much as it is to take part in their creation, in 
order to secure the highest positions in the rankings. When it comes to measuring 
competitiveness, it is important to emphasize that sustained innovation of the 
existing models and rarely their reinvention is essential for being in accordance 
with the meet challenges of today as well as of tomorrow. 

As far back as 1969, Drucker defined the most competitive society as the 
"Knowledge Society" or "Society of Mobility" [12]. Somewhat later, the OECD 
(1996) defined a knowledge-based economy as the "one in which production, 
distribution and use of knowledge are the main drivers of growth, wealth creation, 
and employment for all industries" [13]. It is during this period, but also in the 
coming years, that an expansion of various researches takes place, whose authors 
have tried to define the parameters that measure the success of states, or the 
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indicators according to which the countries of a society based on knowledge, 
innovation and technological progress are ranked [13, 14, 15, 16]. In their 
previous studies, the authors of the paper extracted 23 composite indices 
containing the parameters of the Knowledge Society and, on the basis of further 
research, offered a model for measuring competitiveness at the macro level, 
consisting of 65 quantitative indicators [7, 8]. On this occasion, they pointed out 
that the most important parameters for measuring the success of a knowledge-
based society are: high percentage of highly educated population, large 
government investments in education, science and research, promotion of lifelong 
learning, high quality and accessible information and communication 
infrastructure and services, propulsive and competitive economy, sustainable 
technological development, wide availability of information and easy access to 
them. 

Further advancements of Science and Technology generates new changes to the 
world, as well as, the need to improve models for measuring competitiveness. The 
concept underlying the onset of a new revolution wave originated in Germany 
under the name "Industry 4.0", and the whirlwind soon spread to other highly 
developed countries such as the United Kingdom, which recognized it as the 
"Fourth Industrial Revolution" [17, 18, 19]. Industry 4.0 is also associated with 
terms like "smart factory", "smart manufacturing", "advanced manufacturing" and 
the like [10, 20]. The issue of competitive advantage of nations, regions and 
companies is a topic of crucial interest for policy makers, scientists and managers 
worldwide. Professor Klaus Schwab, Founder and Executive Chairman of the 
World Economic Forum, has published a book entitled The Fourth Industrial 
Revolution, outlining three groups of interconnected megatrends that will mark 
the future. These include physical, biological, and digital megatrends. Physically 
they include advanced robotics, autonomous vehicles, 3D printing and the 
development of new materials. Biological megatrends include biotechnology and 
genome projects. Digital megatrends refer to artificial intelligence, the Internet of 
Things, blockchain technology, cloud memory and virtual reality [1]. If the 
predictions are true, the consequences of the changes described will be 
multifaceted, and will primarily affect the global economy, demographics, 
education, quality of life and work, etc. Futurologists tell us that one third of 
today's children will live longer than 100 years because they will have better 
options for preventing and treating the diseases [21]. Furthermore, research shows 
that one has to be very careful about choosing a profession today, because, for 
example, the job of a journalist will be partially jeopardized by the possibility of 
popularizing news writing programs, which could replace more than 90% of 
practitioners, by 2025, by writing newspaper articles. Such changes would have 
implications for working life, the pension system, as well as, individual life 
planning [22]. According to Vacek, “the deep impact of Industry 4.0 on socio-
economic issues can be called Society 4.0” [23]. 
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Through a literature review several new models were discovered that rely on the 
latest developments in the technique (Table 1) [24, 25, 26, 27, 28]. However, 
although there are published models relating to evaluation of competitiveness in 
the context of the fourth industrial revolution at the macro level, it can be noted 
that they rely largely on qualitative data whose objectivity is difficult to verify. In 
previous research done by the authors it was shown that the qualitative indicators 
can be subject of manipulative influences of experts so it was suggested that 
quantitative parameters are more reliable measures for competitiveness models in 
general [29]. Other authors have reached a similar conclusion. Specifically, 
Batchkova et al. conclude that in the models they have analyzed, which refer to 
the competitiveness indices of Industry 4.0, there are no quantitative indicators 
describing the main concepts, and that they are used instead of qualitative ones, 
and that there is a high degree of unpredictability in the information on which this 
evaluation is based [30]. 

We can conclude, from the aforementioned, that with the advent of a new, fourth 
industrial revolution, the models proposed to measure the competitiveness of 
certain entities must be re-examined and improved. The paper below proposes a 
new model for measuring competitiveness based on the requirements of the fourth 
industrial revolution. However, the usage or development of Extended Reality 
(Virtual, Augmented and Mixed Reality) as a significant parameter, is not 
mentioned in the model, due to a lack of data. 

Table 1 
Industry 4.0 competitiveness index overview 

Index name 
Authors and 

year of 
publishing 

Level Data 

The Singapore 
Smart Industry 
Readiness Index 

Economic 
Development 
Board, 2017. 

Micro 
level 

qualitative data; 3 subindexes: 
Process, Technology, 
Organization; 16 indicators 

Metamodel for 
Evaluating 
Enterprise 
Readiness in the 
Context of Industry 
4.0 

Basl, J., & 
Doucek, P, 
2019. 

Micro 
level 

7 subindexes: Society, Area of 
society, Branch of area of society, 
Enterprise, Area of enterprise, 
Dimension of enterprise area, 
Subdimension of enterprise area 

RB Industry 4.0 
Readiness Index 

Rolland 
Berger, 
2014. 

Macro 
level, 22 
courtiers 

qualitative data; 2 subindexes: 
Industrial excellence, Value 
network 

Readiness for the 
Future of 
Production 

World 
Economic 
Forum, 
2018. 

Macro 
level, 
100 
countries 

qualitative and quantitative data; 6 
subindexes: Technology & 
Innovation, Human Capital, Global 
Trade & Investment, Institutional 
Framework, Sustainable 
Resources, Demand Environment; 
32 qualitative indicators and 27 
quantitative indicators 
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Industry 4.0 
Readiness Index 

Danish 
Institute of 
Industry 4.0, 
2017. 

Macro 
level, 
120 
courtiers 

quantitative data; 7 subindexes: 
Innovation aptitude, Demand 
factors, Driving forces, Enterprise 
excellence, Basic enablers, 
Technological sophistication, 
Industry 4.0 specific enablers; 24 
indicators 

Source: the authors 

3 Methodology 

The paper used a model based on the proposed methodology of well-known 
authors [14]. The survey involves the collection of secondary data obtained 
mainly from official statistical reports or from representative institutions. Further 
steps are related to the formation of thematic indicators, weighting, the calculation 
of average values, the processing of time series, and the use of regression and 
correlation analysis [14]. All in all, to form a composite index it is necessary to 
follow the following steps: development of a thematic framework; selecting 
indicators, adjusting irreversible data and replacing missing data; selecting a 
sample of countries; formation of thematic subindicators; standardization and 
weighting of indicators; aggregation and ranking of countries by subindicators; 
subindicator weighting; aggregation and formation of composite index; composite 
Index evaluation [14]. Finally, it is important to stress that the model does not 
necessarily adhere sequentially to all steps above, they are rather undertaken 
simultaneously, in many cases [31]. 

4 Data and Results 

4.1 Construction of a Thematic Framework 

The first step in the construction of a composite index is to define a theoretical 
framework that describes the phenomenon to be quantified. For this purpose, it is 
necessary to carry out a detailed literature review so that indicators that accurately 
measure macro-level competitiveness can be extracted later [14, 32]. 

The choice of indicators used in the research reflects the challenges of today and 
the future, that is, the fourth technological revolution. The presented model 
contains a set of indicators, within the subindex called Smart Society, representing 
world trends such as those measuring the use of autonomous vehicles, artificial 
intelligence, the use of robots, 3D printing, as well as IoT [10, 33, 34, 35]. 
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Alongside them, traditional indicators are being used today to measure the use of 
information and communication technologies among the population and in 
enterprises, followed by indicators of a knowledge economy, innovation and 
R&D, as well as, indicators of sustainable development. 

4.2 Selecting Indicators, Adjusting Irreversible Data and 

Replacing Missing Data 

In order to make a relevant choice of indicators, several of their key features, such 
as validity, measurability and availability of data, need to be taken into 
consideration. These characteristics are very important because in practice it often 
happens that the reliability of the data itself is called into question, i.e., it is not 
known how certain organizations and institutions collected them. For this reason, 
care should be taken to use only the data published by the relevant authorities. 
When it comes to measurability, the problem arises with certain research-relevant 
phenomena for which there are no statistical data or quantitative indicators [29]. 
For this reason, many researchers resort to the use of qualitative data based on the 
opinions of a narrow circle of evaluation experts. However, as shown in the paper, 
their use has many drawbacks and can lead to erroneous evaluations, results and 
conclusions [29]. Third crucial feature related to data is their availability. The 
importance of this feature stems from the fact that certain data are very difficult to 
obtain i.e. not being publicly visible, institutions that evaluate them do not display 
them clearly or ask for large sums of money for their use. 

The model presented in the paper consists mainly of quantitative indicators, while 
mixed indicators are far less used, i.e. data in the form of previously measured 
composite indices. In order to obtain an objective comparison between countries 
of different sizes, it is ultimately important to adjust the data according to 
population, income, land size, etc. 

In order to present national competitiveness in the best possible way in light of the 
fourth industrial revolution, the proposed model contains a set of 50 indicators, of 
which 42 are quantitative indicators and 8 are mixed (previously measured 
composite indices) (Table 2). The paper uses official statistics from relevant 
institutions that are published in their statistical yearbooks or websites. The 
majority of data was obtained from institutions such as: the World Bank, the 
International Telecommunication Union (ITU), the UNECO portal - UIS.Stat and 
the OECD statistical portal, referring to calendar years 2017 and 2018. The major 
issue with the survey was the choice of parameters for the Smart Society 
subindicator, as many new trends are not yet covered by the statistical 
measurements of the relevant institutions. 

Indicators numbered 12, 14, 23, 43, 45, 48 and 49 stand for irreversible measures 
in which lower values indicate a higher level of development. For this reason, it is 
necessary to transform them according to the following formula: 
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                     (1) 

As has been pointed out on many occasions before, one of the main problems with 
the selection of adequate indicators is the lack of available data [8, 14]. Namely, it 
is often the case that individual statistical databases do not have complete data for 
all countries described in the survey, and in such a situation it is necessary to use 
the “nearest neighbor” method, which means that values are estimated on the most 
similar basis. Of course, this rule should be used as scarcely as possible. 

4.3 Country Sample Selection 

The new composite index model has been implemented in selected countries by 
The Organization for Economic Co-operation and Development. The following 
countries were selected for the survey: Sweden (SE), Norway (NO), Finland (FI), 
Germany (DE), China (CN), South Korea (KR), United States (USA), Italy (IT), 
France (FR), Poland (PL), Russia (RU), United Kingdom (UK), Spain (ES), 
Netherlands (NL), Japan (JP), Austria (AT) and Czech Republic (CZ). 

The countries selected to apply the new competitiveness index are represented by 
17 representative OECD members, established in 1961 with the aim of boosting 
the global economy and trade. Today, the OECD brings together 36 member 
countries, most of which are developed countries, recording achievements in all 
areas and showing high results according to numerous rankings and measurements 
of their competitiveness. These 36 countries are responsible for as much as, 42.8% 
of world GDP [58]. 

4.4 Creation of Thematic Subindices 

The new composite index model presented consists of 50 indices that are 
classified into five thematic subindices under the following names: Smart Society, 
Society of Good Chances, Networked Society, Knowledge Society and Sustainable 
Society (Table 2). Smart Society subindicator measures the impact the latest 
industry 4.0 technologies have on today's smart society. They occupy the positions 
from 1 to 10 in the List of Indicators. Society of Good Chances subindicator refers 
to the economic and entrepreneurial conditions that companies face in doing 
business. In the list of indicators, they occupy the 11th to the 17th positions. 
Networked Society subindicator represents a measure of the extent of 
communication between people and companies. This subindicator assesses the 
basic conditions for establishing communication, as well as its frequency. In the 
list of indicators, they occupy the 18th to the 25th positions. Knowledge Society 
subindicator refers to the development of an effective innovation climate in 
companies, universities and other research institutions. These measures also 
describe the population situation in higher education, employment in the 
technology sector, as well as government and private sector allocations for R&D. 
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In the list of indicators, they occupy the 26th to the 42nd positions. Sustainable 
Society subindicator describes a measure of the environmental impact of society's 
development, as well as ways in which people can contribute to a greater degree 
of sustainable development. In the list of indicators, they occupy from the 43rd to 
the 50th position. 

Table 2 

List of indicators 

No. Name of 
subindicator 

Name of indicator 

1 

Smart 
Society 

IoT (The Internet of Things) devices online (per 100 inhabitants) 
[36, 37] 

2 Artificial Intelligence Index [38] 

3 Government Artificial Intelligence Readiness Index [39] 

4 Autonomous Vehicles Readiness Index [40] 

5 Electric vehicles charging stations (per million inhabitants) [41] 

6 The Automation Readiness Index [42] 

7 Use of cloud computing (% enterprises) [43] 

8 3D Printing Country Index [44] 

9 Estimated annual shipments of multipurpose industrial robots (per 
million inhabitants) [45] 

10 Robots in manufacturing industry (per 10,000 employees) [45] 

11 

Society of 
Good 

Chances 

GDP per capita (current US$) [46] 

12 Ease of doing business index [46] 

13 New business density (new registrations per 1,000 inhabitants ages 
15–64) [46] 

14 Time required to start a business (days) [46] 

15 Foreign direct investment, net outflows (% of GDP) [46] 

16 Foreign direct investment, net inflows (% of GDP) [46] 

17 Logistics performance index [46] 

18 

Networked 
Society 

Individuals using the Internet (% of population) [46] 

19 Fixed broadband subscriptions (per 100 inhabitants) [46] 

20 Number of active mobile–broadband subscriptions (per 100 
inhabitants) [47] 

21 Secure Internet servers (per million inhabitants) [46] 

22 E–Participation Index [48] 

23 Rates for broadband internet in PPP $/monthly [49] 

24 Countries releasing most app (per million inhabitants) [50] 

25 Country distribution of active online workers (by population share) 
[51] 

26 
Knowledge 

Society 

Highly educated population (in % of people 30-34 years old) [52] 

27 Government expenditure on education, total (% of GDP) [46] 

28 School enrollment, tertiary (% gross) [46] 
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29 Graduates in science & engineering (% gross) [53] 

30 Enrollment in tertiary education – PhD students – ISCED 8 (per 
million inhabitants) [53] 

31 Gross expenditure on R&D (% GDP) [53] 

32 Gross expenditure on R&D: Performed by business enterprise (% 
of GDP) [53] 

33 Science, technology and innovation: total R&D personnel (per 
million inhabitants) [53] 

34 Employment in technology and knowledge–intensive sectors (% 
workforce) [53] 

35 Labor force with advanced education (% of total working–age 
population with advanced education) [46] 

36 ICT goods imports (% total goods imports) [46] 

37 ICT goods exports (% of total goods exports) [46] 

38 High–technology exports (% of manufactured exports) [46] 

39 Scientific and technical journal articles (per million inhabitants) 
[46] 

40 Patent applications (per million inhabitants) [55] 

41 Patent applications per GDP [55] 

42 Patent grants [55] 

43 

Sustainable 
Society 

CO2 emissions (metric tons per capita) [46] 

44 Alternative and nuclear energy (% of total energy use) [46] 

45 Electric power consumption (kWh per capita) [46] 

46 Renewable internal freshwater resources per capita (cubic meters) 
[46] 

47 Renewable energy consumption (% of total final energy 
consumption) [46] 

48 PM2.5 air pollution, mean annual exposure (micrograms per cubic 
meter) [46] 

49 Municipal waste total (kilograms per capita) [52] 

50 Recycling rate of municipal waste (%) [56, 57] 

       Source: the authors 

4.5 Indicator Standardization, Weights, Aggregation and 

Ranking of Countries by Subindicators 

During data collection, we come across different units of measure that measure 
different indicators. In order to avoid mixing such values, it is necessary to 
normalize or standardize the data obtained. In practice, there are different 
techniques that can be applied, each with its own advantages and disadvantages 
and can produce different research results [14]. The paper presents a data 
standardization technique that gives an average of 100 for all variables. 
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                                     (2) 

where sij is standardized value of the j-th indicator of indicator i-th of state; xij is 
value of the j-th indicator of indicator of the i-th state; x̄j is average value of the j-
th indicator. 

The next step in obtaining relevant values is the assignment of weights. Weight 
values or weights are assigned to emphasize the importance of individual 
indicators and subindicators when constructing a composite index. There are 
several methods used for this purpose. These include regional analysis, principal 
component analysis, factor analysis, etc. [14]. In addition to the aforementioned 
methods, weight values can be assigned based on the analysis of experts in the 
analyzed areas, as well as on the quality and availability of the data obtained. It is 
important to point out that none of the above methods is completely reliable, and 
that different weighting techniques give different end results in measuring the 
competitiveness of countries. For this reason, some authors believe that this step 
should not be applied and that all factors should have the same weight value [31, 
59]. However, the authors of this paper are of the view that weighting should be 
done for the reasons already mentioned. The weighting of individual indicators 
was carried out in accordance with their importance, in the opinion of the authors, 
within each of the five subindicators presented. In final step, the aggregation or 
summing up of values after standardization and weighting is performed, which 
results in the formation of results according to thematic indicators or 
subindicators. 

4.6 Subindicator Weighting, Aggregation and Formation of 

the Competitiveness Index 

The largest weights are assigned to the Smart Society subindex (25%) and the 
Knowledge Society subindex (25%) because these two groups of parameters 
contain a large number of individual indicators but also have the greatest impact 
on the competitiveness of today's smart society in which we live. The subindexes 
Networked Society and Sustainable Society are assigned a weighting value of 
17%, while the subindex Society of Good Chances has a weighting of 13%. As a 
reason for this method of assigning weights, we can state the author's estimated 
impact of the indicators themselves and the groups of indicators on society 4.0, as 
well as the number of individual indicators within the subindicators. Table 3 
shows the values for each analyzed country according to the 5 subindicators. As 
can be seen from Table 3 and Figure 1, South Korea stands out as the leader 
according to the subindices Smart Society and Knowledge Society, while USA, 
stands out as having the best performance, within the subindex that describes the 
conditions for entrepreneurship, i.e. the Society of Good Chances. Within the 
Networked Society, Netherlands dominates but with almost the same result in the 
Norway and Finland. In the Sustainable Society subindex Norway is the 
undisputed leader. 



A. Okanovic et al. Innovating a Model for Measuring Competitiveness in Accordance with  
 the Challenges of Industry 4.0 

 – 78 – 

The final result was obtained as the sum of 5 weighted subindicators under the 
names: Smart Society (SmS), Society of Good Chances (SGC), Networked Society 
(NS), Knowledge Society (KS) and Sustainable Society (SuS). Table 3 shows the 
weighted values of each subindex for each analyzed country, as well as the 
aggregation and formation of the total composite index result, or the final ranking 
of the countries considered in the survey. 

Table 3 
Composite index – assigning weight coefficients to subindices and aggregation and formation of the 

competitiveness index 

Comp. subind. SmS SGC NS KS SuS Comp. 
index 

Rank 

Weight: 0.25 0.13 0.20 0.25 0.17 

SE 31.94 15.52 25.14 27.79 23.81 124.20 3 

NO 29.92 16.83 27.67 21.66 37.90 133.98 2 

FI 28.00 14.71 27.08 26.72 21.06 117.57 5 

DE 32.21 13.79 18.95 26.20 14.95 106.09 7 

CN 18.15 8.63 11.38 31.53 12.12 81.80 12 

KR 53.98 12.03 16.29 46.97 14.16 143.43 1 

USA 32.94 18.64 25.15 31.02 12.16 119.90 4 

IT 20.66 10.08 16.21 14.27 15.30 76.52 15 

FR 20.42 11.52 17.58 33.51 17.01 100.04 9 

PL 9.04 10.92 15.70 14.76 13.46 63.87 17 

RU 10.15 10.59 13.51 15.31 19.05 68.61 16 

UK 21.81 15.79 24.06 20.14 14.65 96.46 10 

ES 21.21 11.70 17.39 14.31 14.89 79.50 14 

NL 29.10 12.81 28.46 22.17 12.99 105.54 8 

JP 27.21 12.30 19.11 33.99 13.88 106.49 6 

AT 21.83 12.76 18.98 25.00 17.54 96.10 11 

CZ 16.43 12.37 17.35 19.64 14.09 79.88 13 
Source: the authors 

 
Source: the authors 

Figure 1 
Composite index and subindexes 
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The conducted research shows that South Korea is by far the first in the list 
according to the Competitiveness Index of the Society 4.0 with a total of 143.43 
index points. It especially stood out on indicators that measure the 
competitiveness of states in the smart and knowledge society. Norway is on the 
second place (133.98), being an unprecedented leader according to the Sustainable 
Society subindicator. Sweden (124.2), USA (119.9) and Finland (117.57) took the 
third, fourth and fifth place, showing exceptional performance in the Smart 
Society subindices. Japan (106.49), although the high-performing scorer in several 
fields, ranked 6th in the ranking of the composite index, primarily due to slightly 
worse results in the field of entrepreneurship and sustainable development. It is 
followed by several countries with small differences in points, namely: Germany 
(106.09) and Netherlands (105.54) which scores best according to the Smart 
Society subindex, France (100.04) which has shown exceptional performance in 
terms of Knowledge Society, United Kingdom (96.46) which stands out according 
to the subindicator Networked Society and Austria (96.10). They are followed by 
the China (81.8), the Czech Republic (79.88), Spain (79.5), Italy (76.52), while 
Russia (68.61) and Poland (63.87) are in below-average positions. Although 
today, China stands out as a leader in innovation and technological development, 
according to this composite index it did not occupy the highest positions, 
primarily due to the adjustment of indicators in proportion to the population. For 
example, if we look at the number of patent applications (residents), we can see 
that China is the global leader with 1,245,709 patent applications in 2017, which 
is more than half of the 2,161,610 patents reported in that year as a whole in the 
entire world. However, if adjusted according to population, countries such as 
South Korea (3119 patents per million population) and Japan (2041 pence per 
million population) have far better results than China (888 patents per million 
population) in 2017 [46]. 

4.7 Testing the Composite Indicator 

Considering that the choice of statistical methods influences the end result, it is 
necessary to test the composite index. This step involves several tests, such as 
uncertainty and sensitivity tests, to understand the impact of certain variables, 
weights, and standardization techniques on the overall score or rank of the 
countries analyzed. In this way it is possible to evaluate the quality of the methods 
used and to improve it. Regression and variance methods were used as in [14]. 

4.7.1 Regression Analysis Based on the Indicators of Economic Dynamism  

An economic dynamism indicator can show how, for example, GDP per capita 
affects the end result. To obtain such an indicator, we must first standardize the 
value of the composite index using the “minimum-maximum” method [14]. With 
this step, we get transformed values that range between zero (minimum value) and 
one (maximum value). That way, we will be able to get a picture of the state of a 
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country's distance from its best and worst position. Otherwise, the standardization 
itself does not affect the ranking of countries according to certain indicators. The 
following step is to calculate the indicators of economic dynamism (ECi) using 
the following formula: 

                        (3)  

where yi is a common composite index in relation to the difference between 
maximum and minimum, and GDPi is GDP per capita in USD thousands. The 
obtained results are shown in Table 4 and Figure 2, which shows a comparison 
between the country rankings obtained from calculations of The Competitiveness 
Index of the Society 4.0 and the indicator of economic dynamism. Although, in 
most countries, similar results were obtained in the ranking, large oscillations are 
present in some countries, such as South Korea, which ranked on the 8th in this 
way compared to the 1st place, it was ranked as, according to The Competitiveness 
Index of Society 4.0 (CIS 4.0). On the other hand, USA jumped from the 4th to the 
2nd place, the Netherlands from the 8th to the 5th, Austria from the 11th to the 7th, 
and Italy from the 15th to the 12th. 

Table 4 
Composite Competitiveness Index of the Society 4.0 and indicator of economic dynamism – ranking of 

countries 

Country CIS 

4.0 

RANK 

type I 

CIS 4.0 in 

relation to the 
difference 

between max. 
and mini. 

GDP per 

capita in 
USD 

thousands 

Indicator 

of 
Economic 
Dynamism 

RANK 

type II 

SE 124.20 3 0.758 54,112 95,146 3 

NO 133.98 2 0.881 81,807 153,903 1 

FI 117.57 5 0.675 49,960 83,683 4 

DE 106.09 7 0.531 48,195 73,772 6 

CN 81.80 12 0.225 9,770 11,972 16 

KR 143.43 1 1.000 31,362 62,724 8 

USA 119.90 4 0.704 62,641 106,755 2 

IT 76.52 15 0.159 34,318 39,773 12 

FR 100.04 9 0.455 41,463 60,313 10 

PL 63.87 17 0.000 15,424 15,424 15 

RU 68.61 16 0.060 11,289 11,962 17 

UK 96.46 10 0.410 42,491 59,894 11 

ES 79.50 14 0.196 30,323 36,279 13 

NL 105.54 8 0.524 52,978 80,725 5 

JP 106.49 6 0.536 39,287 60,334 9 

AT 96.10 11 0.405 51,512 72,380 7 

CZ 79.88 13 0.201 22,973 27,597 14 
Source: the authors 
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Source: the authors 

Figure 2 

Indicator of Economic Dynamism 

4.7.2 Analysis of the Range of Variation and Variance 

The analysis of the range of variation and variance (Table 5, Figure 3) shows the 
differences between the best and worst ranked countries by composite 
subindicators. Standard deviation is an indicator that shows us the average 
deviation from the average value, while the coefficient of variation shows the 
relationship between the standard deviation and the average value. From this 
analysis, we can see that some parameter groups have smaller ranges of variation, 
while others have larger ranges. 

The subindices Smart Society (44.95) and Networked Society (32.70) have the 
biggest differences between the best and worst-ranked economies. In the Smart 
Society subindex, high variations between countries, such as highly ranked South 
Korea and Sweden versus lower ranked Poland and Russia, resulted mostly from 
Poland and Russia's lack of willingness to use robots in manufacturing industry. 
On the other hand, the analysis has shown that the Good Chance Society subindex 
(10.01) does not show large variations between the ranked countries, from which, 
we can conclude that all analyzed economies invest sufficient efforts in the 
development of entrepreneurship and good business climate. 

Table 5 

Analysis of the range of variation and variance 

Comp. subindices SmS SGC NS KS SuS 

min 9.04 8.63 11.38 14.27 12.12 

max 53.98 18.64 28.46 46.97 37.90 

range of variation 44.95 10.01 17.09 32.70 25.78 

variance 5726.66 7575.34 6425.63 5697.16 6925.67 
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standard deviation 312.01 358.86 330.51 311.21 343.13 

average value 425 221 340 425 289 

coefficient of variation 0.73 1.62 0.97 0.73 1.19 

Source: the authors 

Figure 3 

Range of variation 

5 Dilemmas and Reflections 

As the starting point of the research, the authors used the results of the previous 
work in which the classification of macroeconomic competitiveness indices was 
carried out, containing knowledge parameters in their model [7]. It can be seen 
that there are many models that are in some way related to the competitiveness of 
the knowledge society, but that they do not take into consideration the indicators 
of the new wave of change, i.e. the industry 4.0, and therefore are not suitable for 
measuring the national competitiveness of today's most developed countries, it 
was concluded in the previous works that qualitative indicators do not provide 
sufficiently objective results and that quantitative ones should be used as much as 
possible [7, 29]. In their further research, the authors developed a model for 
measuring the competitiveness of a knowledge-based society consisting of 
quantitative indicators. However, during development and advancement of 
technology, emerged the need to innovate the said model by incorporating new 
indicators reorienting to the demands of industry 4.0 [8]. In Table 1, an analysis of 
existing competitive models related to Industry 4.0 was implemented and among 
those three were found that measure competitiveness at the macro level. However, 
it has been found that they rely mainly on qualitative data and that there is a need 
to innovate competitiveness models in line with the requirements of Industry 4.0. 
From all of the above we can point out that we accept the main hypothesis of the 
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paper which reads: The new model of competitiveness measurement presented in 
the paper provides a more adequate measurement of the position of today's most 
developed countries because it takes into consideration the challenges not only of 
the present but also of the future time, i.e. the fourth industrial revolution. The 
constructed index ranked 17 OECD countries using statistical methods of 
standardization, weighting and aggregation. The results showed that the Nordic 
countries like Norway, Sweden and Finland stood out, but also the success of the 
lands of the Asian Tigers i.e. South Korea, which ranked second. 

Testing of the composite index was performed using the economic dynamism 
indicator. In this way it is shown how The Competitiveness Index of the Society 
4.0 depends on a parameter such as GDP per capita. In fact, the differences 
between lower-ranked countries like China and Russia and those at the top - 
Norway, USA, Sweden - have been found to be much greater when comparing 
economic indicators like GDP per capita than when ranking according to the 
parameters of a smart society. The differences in the ranking of some countries 
such as South Korea, which fell from the 1st to the 8th place upon crossing the 
parameters of economic dynamism, indicate the importance of using indicators 
that describe society in the context of industry 4.0. Namely, South Korea, 
although not at the top of the world in terms of economic performance, justifies its 
leadership by investing in the technologies and knowledge we need in the future, 
which is much more important today when measuring national competitiveness. 

Furthermore, by conducting an analysis that determines the range in variations and 
variance for different composite index subindicators, it was found that there were 
differences between them. While, on one hand, in the subindicators Sustainable 
Society and the Networked Society, the ranges in variation and variance are 
pronounced, in the subindicators the Society of Good Chances, they much lower. 
Taking these data in consideration, as well as, the explanation given earlier in the 
paper, we can conclude that we accept the subhypothesis of the paper that reads: 
There are subindexes that have a small range of variation and variance, as well as 
those with more pronounced differences between the worst and the best ranked 
economy. 

Conclusions 

The study of the concept of Competitiveness, is a subject of increasing interest of 
Authors around the world, as the micro- and macro-environment becomes more 
complex and the number of factors, with multiple influences increase. That is why 
measuring and analyzing competitiveness today is vital for the creation of national 
and regional strategies and plans, as it is thus possible, to obtain guidance for 
tuning future development. 

To more accurately measure the competitiveness of countries in the future, the 
authors believe that it is necessary to innovate existing models and introduce 
parameters such as: IoT devices online, Artificial Intelligence Index, use of 
industrial robots, 3D Printing Country Index, etc. This choice of indicators is 
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particularly suitable for measuring the competitiveness of highly developed 
countries such as OECD members. 

Although gross domestic product (GDP) per capita, was previously used as a 
major benchmark for success of a country, today, such an indicator can produce 
misinformation, due to the complexity of today's society in which we live. This 
paper establishes that there are several models that relate to the examination of 
competitiveness in the context of the Fourth Industrial Revolution at the macro 
level, but also that they mainly rely on qualitative data, which diminishes their 
objectivity. For this reason, the modeling of the composite Competitiveness Index 
of the Society 4.0 was performed, which was the aim of the paper. 

When it comes to the limitations of the research, it is also worth pointing out that 
the current availability of data regarding the parameters describing the 
characteristics of the Fourth Industrial Revolution is quite low, and that in this 
respect there is a limitation in the use of the proposed model in terms of expansion 
of the country sample. However, the Authors believe that this limitation is only 
current and that the model will be able to be applied very quickly over a much 
wider range. Regarding directions for further research, it can be stated that in the 
coming period it is very important to constantly monitor the development of 
science and technology and gradually introduce new indicators that reflect this 
development. In the future, this could be, for example, an indicator measuring the 
number of autonomous vehicles or domestic robots. It is also necessary to 
constantly re-examine the role of certain weight values in the overall score and to 
change it according to the need. Also, research can be conducted at the regional 
level, of course, if relevant data are available. 

The results provided by this model can be used in many applications, and above 
all, it would benefit all those who wish to quantify information and compare 
countries in terms of competitiveness in the coming 4th Industrial Revolution. 
Also, the results may indicate that there are some negative trends in individual 
countries, which can be a good signal not to proceed with such trends. Although 
the survey is faced with limited availability of parameters, primarily with regard to 
the Smart Society subindex, the Authors believe that data availability will improve 
and the survey can be extended to a much larger range of countries. The authors 
believe that this paper significantly contributes to the work of all researchers 
engaged in the study of competitiveness, at the national level and even more so, in 
a broader sense, i.e. for those who can use and make use of these results in further 
research. 
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Abstract: Videoconferencing represents a technology of the future, in modern education. A 
combination of audio and video information serves in understanding the content of lectures 
or presentations, in the form of videoconferencing. The evaluation of the quality of 
videoconferencing is difficult, as the image and sound affects the final quality. In general, 
occasional image disturbance has less impact on the perception of quality in comparison to 
the disturbances in an audio track. In this research, we simulated a real packet network 
environment and tested video sequences that present different teaching content. We 
artificially degraded the quality of video sequences by packet loss and jitter. Our test aimed 
to compare subjective methods of video quality evaluation with objective methods and to 
evaluate the impact of audio quality on the overall video sequence quality. This paper 
describes a novel process of evaluating the quality of audio and video signals. Time-
consuming subjective measurements were supported by models and programs that 
simplified the preparation, testing, and processing of results. The contribution of this 
article is to present and evaluate the results of video sequence quality testing with an 
emphasis on semantics, which has a significant impact on viewers' sensitivity to video 
sequence quality. 

Keywords: videoconferencing; virtual reality; quality evaluation of video and audio; 
packet loss; latency; objective assessment; subjective assessment; MOS scores; semantics 

1 Introduction 

Videoconferences represent a form of synchronous communication based on audio 
and video transmission with the possibility to integrate text and other forms of 
presentation of information at a distance. The quality of this communication is 
influenced by the used communication technologies and transmission 
characteristics of communication networks [1]. Videoconferencing is one of the 
most appropriate ways of online transmission information to participants. The 
videoconferences could be recorded and it is possible to view the records even in 
the off-line mode [2]. 
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At the primary and secondary education levels, videoconferencing can be used for 
teaching pupils without access to regular education. This might be due to the 
students' physical isolation (e.g., students living in remote areas, disabled students 
or students quarantining at home) or for various economic and social reasons. In 
addition, videoconferencing can be applied to the teaching of gifted students who 
can benefit from more intense learning or choice of subjects not available at their 
school. Teaching and learning are complex activities realized by many methods 
[3]. 

Universities, High Schools, and various Higher Education Institutions are trying to 
meet the needs of growing numbers of external students, whose, other 
commitments, do not allow them to attend regular lectures and exercises. The 
modern trend in education is virtual reality. It represents a modern form of 
education, which brings education content from the classical education room to an 
online environment. Students and teachers have then access to education and 
information from anywhere [4]. 

The visual perception of people is a highly complex matter that involves several 
mechanisms. It is influenced by their expectations and their previous experience. 
The view of the quality is linked to their mechanisms of imagination. The quality 
of the presentation through videoconferencing will depend not only on the 
technical quality of the videoconferencing but also on other factors such as lecture 
content [5]. In [6] the authors show that semantics has a significant impact on 
viewers' sensitivity to the quality of a video sequence for spatially separated parts 
of the sequence and, more importantly, that this difference in sensitivity can be 
changed by the presence of an audio signal. This result is important for any testing 
of subjects' responses to visual material. One example is the subjective assessment 
of the quality of video in an audio-visual communications system (such as 
television or videoconferencing) [6]. 

Videoconferencing quality testing is very specific. In the real world, we usually 
perceive information simultaneously from two or more sources and then process 
them into the resulting form. A good example is the reading from lips where, 
besides the speaker's voice, we also observe the movement of his/her lips. From 
the perspective of subjective evaluation of videoconferencing quality, it is true 
that some parts captured by the camera are more important than others. Such areas 
are known as "Foregrounds". For example, during a videoconferencing, the most 
important areas are the head and shoulders of the person being captured, while the 
rest in the background is not important [7]. 

The human eye is the most important organ in sensory perception. Human beings 
acquires about 80% of the world's information using their eyes. But one must 
realize that the eye does not give the brain a definite picture of the outside world. 
The image of the outside world consists of a combination of information from the 
eye and the observer's experience [8]. The transition from the stimulus in the eye 
to the central nervous system analysis is not immediate but has a delay of 



Acta Polytechnica Hungarica Vol. 17, No. 7, 2020 

 – 91 – 

approximately 20 ms (on average and differs from person to person). This means 
that patterns changing at a rate greater than 50 Hz are perceived as continuous 
movements [9]. For instance, the television works on the same principle. 

The sound is defined as every longitudinal mechanical oscillation in a medium 
that is capable of creating a hearing perception in the human ear. The sensitivity 
threshold of the auditory organ in a healthy human is about I0 = 10-12 Wm-2 at a 
frequency of 1000 Hz. This amount is referred to as the zero volume level or the 
conventional listening threshold (0 dB) at a frequency of 1000 Hz [10]. At this 
threshold sound intensity, the amplitudes of the movement of the eardrum are of 
the order of the atom diameter. The basilar membrane oscillations show 
approximately the same amplitudes. According to current knowledge, it is difficult 
to explain the mechanism by which these slight deflections can cause irritation of 
the nerve endings [11]. 

The results of the research [12] have shown that the presence or absence of audio 
has a significant impact on the overall subjective perception of the 
videoconferencing quality. It has also been found that the viewer is more sensitive 
to the quality of the image in the foreground of the speaking person than to the 
quality of the image in the background. If there are multiple people in the scene, 
even not speaking right now, the viewer is likewise more sensitive to the quality 
of the image of the captured people than to the quality of the image in the 
background [12]. 

Digital image data stored in image databases and distributed over communication 
networks are subject to various types of distortions during data acquisition, 
compression, processing, transmission, and reproduction. e.g., lossy video 
compression methods that are almost always used to reduce the bandwidth needed 
to store or transmit video data may degrade video quality during the quantization 
process. In fact, digital video streams transmitted over error-prone channels (e.g., 
wireless channels) may be received as incomplete due to the deterioration 
encountered during the transmission. Packet communication channels (Internet) 
can cause loss or delay of received packets, depending on network status and QoS 
(Quality of Service) used [2]. The effects of time delay can be reduced with 
various control methods designed for latency-tolerance [13]. Transmission errors 
can result in a deterioration of the received image information. Therefore, it is 
desired that systems designed for video services are able to realize and quantify 
the degradation of video quality that occurs in the system. This is especially 
important in order to maintain, manage, and at best, improve the quality of image 
data. Effective metrics of quality of static image and video are essential for this 
purpose [14]. 

Image quality assessment is a challenging task that is traditionally approached by 
computational models. To maintain, control, and enhance the quality of images, it 
is important for image acquisition, management, communication, and processing 
systems to be able to identify and quantify image quality degradations. A great 
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deal of effort has been made in recent years to develop objective image quality 
metrics that correlate with perceived quality measurement [15, 16]. 

The aim of developing new methods for evaluating video quality objectively is to 
design metrics that can independently predict video quality [15]. Objective video 
metrics can be used to monitor image quality in quality management systems. 
When using objective video metrics, a network video server can monitor the 
quality of video transmitted by the network and manage video streaming. 
Objective video quality measures play important roles in various video processing 
applications, such as compression, communication, printing, analysis, registration, 
restoration, and enhancement. Experiments on the video quality experts group 
(VQEG) test dataset show that the new quality measure has a higher correlation 
with subjective quality measurement than the proposed methods in VQEG's Phase 
I tests for full-reference video quality assessment [17]. 

The most reliable way to measure video quality is subjective assessment because 
in most cases, a human being is the ultimate recipient of the video. 

However, one of the major issues is that subjective methods are inconvenient, 
slow, and costly for practical use. 

This article presents the process of quality evaluation of video sequences, which 
gives practical instructions to facilitate and accelerate subjective evaluation. 
Section 2 explains the methodology of our research. It describes subjective and 
objective methods for evaluating video and audio and finally a process model used 
in our research. Section 3 presents the results of the research including a 
comparison of the video sequences quality evaluation results. The contribution of 
the article is to present and evaluate the results of video sequence quality testing 
with an emphasis on semantics, which has a significant impact on viewers' 
sensitivity to video sequence quality. 

2 Research Methodology 

In this research, we simulated an environment of a real packet network and tested 
video sequences that would simulate the diverse content of teaching. We 
artificially degraded the quality of video sequences by packet loss and jitter. The 
objective of the test was to compare subjective methods with objective methods 
and evaluate the impact of the quality of the audio on the overall quality of the 
video sequence. We also wanted to show that semantics has a significant impact 
on viewers' sensitivity to the quality of the video sequence [6]. 

Subjective quality cannot be represented by an exact figure. Due to its inherent 
subjectivity, it can only be described statistically. Even in psychophysical 
threshold experiments, where the task of the observer is just to give a yes/no 
answer, there is a significant variation in contrast sensitivity functions and other 
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critical low-level visual parameters between 50 different video quality observers. 
When the artifacts become supra-threshold, the observers are bound to apply 
different weightings to each of them [18]. 

International recommendations for subjective methods of quality testing include 
specifications on how to implement different types of subjective tests. Some of 
these test methods are known as "double stimulus" methods where an observer 
evaluates quality or quality change between two (reference and test) video 
sequences. There are also "single stimulus" methods where the observer evaluates 
the quality of just one (test) video sequence [19, 20, 21]. The following 
subsections 2.1 to 2.3 describe three subjective methods: two “double stimulus” 
methods DSCQS and DSIS and one “single stimulus” ACR method. Subsections 
2.4 and 2.5 introduce the metrics MSE and PSNR and SSIM index used in 
objective evaluation methods. Finally, subsection 2.6 presents the structural 
process model we created for evaluating video sequences. 

2.1 DSCQS Method 

The Double Stimulus Continuous Quality Scale (DSCQS) method is suitable for 
measuring the quality of the system that is related to the reference value as the 
observer is not familiar with the reference sequence order [19]. DSCQS is quite 
sensitive to small differences in quality and is thus the preferred method when the 
quality of the test sequence and reference sequence are similar [18]. 

2.2 DSIS Method 

The Double Stimulus Impairment Scale (DSIS) method is suitable for assessing 
the extent of degradation of the test sequence as compared to the reference one, 
especially in case of visible/significant degradation. For example, it is used to 
evaluate the degradation of the sequence during transport. This method is faster 
than DSCQS since the sequences are displayed only once [19]. Subjects rate the 
amount of impairment in the test sequence on a discrete five-level scale ranging 
from “very annoying” to “imperceptible”. The DSIS method is well suited for 
evaluating clearly visible impairments such as artifacts caused by transmission 
errors [18]. 

2.3 ACR Method 

The Absolute Category Rating (ACR) method is a single stimulus method; 
viewers only see the video under test, without the reference. They give one rating 
for its overall quality using a discrete five-level scale from “bad” to “excellent”. 
The fact that the reference is not shown with every test clip makes ACR a very 
efficient method compared to DSIS or DSCQS, which take almost 2 to 4 times 
longer, respectively [18, 20]. 



J. Filanová et al. Quality Evaluation of Audio and Video Signals in Videoconferences 

 – 94 – 

2.4 MSE and PSNR 

The best-known methods for objective evaluation of signal quality include metrics 
based on pixel comparisons, such as MSE (Mean Squared Error) and PSNR (Peak 
Signal to Noise Ratio). An advantage of these methods is the speed and ease of 
calculation. A disadvantage is that they do not accurately capture the perception of 
quality and distortion by the human visual system [22]. 

The MSE is the mean of the squared differences between the gray-level values of 
pixels in two pictures or sequences I and I’: MSE = 1TXY ∑ ∑ ∑ [I(t, x, y)- Ĩ(t, x, y)]2yxt   (1) 

for pictures of size X x Y pixels and T frames in the sequence [22]. 

The PSNR in decibels is defined as: PSNR =  10 log m2MSE   (2) 

where m is the maximum value that a pixel can take [22]. 

2.5 SSIM Index 

Newer methods for objective evaluation of the signal quality include the SSIM 
Index (Structural Similarity Index). The SSIM metric measures three components: 
the luminance similarity, the contrast similarity, and the structural similarity and 
combines them into one final value that determines the quality of the test sequence 
(Figure 1). This method differs from the above-described error-based methods 
described by using the structural distortion measurement instead of the error one 
[23]. It is due to the human visual system that is highly specialized in extracting 
structural information from the viewing field and it is not specialized in extracting 
the errors. Owing to this factor, the SSIM metric achieves a good correlation to 
subjective impression [24, 25]. The results are in the interval [0,1], where 0 and 1 
denote the worst and the best quality, respectively. 

 
Figure 1 

The block diagram of SSIM metric [26] 
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2.6 Process of Subjective Evaluation of Video Sequences 

There is no single and ideal method to measure video quality. It is very important 
to choose the right method to meet our needs. Subjective methods provide more 
reliable results but objective methods are not influenced by the viewer’s opinions 
or experiences [27]. Subjective video quality testing is difficult not only because 
of the time-consuming nature of testing itself but also due to the complexity of the 
steps that precede the actual testing. Figure 2 describes five steps of the process 
model we have designed for subjective evaluation of the quality of video 
sequences. It is based on the process model that we presented in the article [21]. 

 

Figure 2 
The structural process model of video sequences quality evaluation [21] 

2.6.1 Recording and Coding of Test Sequences 

Reference video sequences were created based on real video calls. These 
sequences were recorded using the Logitech C270 web camera with HD resolution 
of 1270 x 720 pixels, utilizing the Logitech Webcam Software shipped with the 
web camera. Due to the purpose of the testing, it was important to create diverse 
demonstrations with a different emphasis on content, the importance of video or 
audio capture. Four types of reference video sequences are described below. 

In the first test sequence (video sequence No. 1), the intention was to create a 
preview where the emphasis would be on the picture detail. The lecturer in this 
video preview informs students that if they have any questions, they can contact 
him at his e-mail address. The person in the preview does not pronounce this e-
mail address but writes it on the board (Figure 3). So the only way this e-mail 
address information gets to the user of the videoconference is assuring that the 
image quality will be sufficient, to recognize it without difficulty. 

 

Figure 3 
Photo from the test video sequence No. 1 
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In the second and third test video sequences, the aim was to create a 
demonstration where an emphasis would be placed on the quality of the audio 
during static image transfer. In the second example (video sequence No. 2), a 
woman asks the recipient to contact someone by phone. She dictates her name and 
phone number. In the third test sequence (video sequence No. 3), the student asks 
a classmate to provide him with the lecture notes he missed. He uses several 
shortcuts, so passing the information takes a short time. Unlike in the first 
demonstration, in the video sequences two and three, the information is provided 
only in the form of sound. Therefore, to interpret it correctly, the audio must be 
captured completely and correctly. 

In the fourth test sequence (video sequence No. 4), the teacher explains the 
formula for calculating electrical efficiency. The formula is written on the board, 
while the teacher simultaneously talks about individual variables in the formula. 
Since the information is provided through both image and sound at the same time, 
minor audio outages can be compensated for by the visual clarity of information 
or vice versa minor video outages can be compensated for by the audio clarity. 

Each video sequence was encoded, because the video and audio formats used, as 
well as bit rates, do not match those used in videoconferencing. Recording and 
coding technical parameters of reference video sequences are described in Tab. 1. 

Table 1 

Recording and coding technical parameters 

parameter recording coding 

pixel 1270 x 720 1270 x 720 

frame rate 15 30 

sequence length [sec] 10 10 

video format WMV2 MPEG-4 AVC 

audio format WMA AAC 

bit rate of video [kbit/sec] 3535 1024 

bit rate of audio [kbit/sec] 1411 128 

audio sampling rate [kHz] 48 22.05 

2.6.2 Degradation of Test Sequences 

An important part of the research was the selection of appropriate subjective 
methods for evaluation of the quality of video sequences. As we wanted to use 
“double stimulus” methods in testing, we had to create degraded samples in 
addition to reference samples. To introduce degradations into the reference 
videoconferencing sequences, it was necessary to emulate the transfer 
environment through which the sequences were transmitted (Figure 4). 

Network emulation is a process by which we can control and repeatedly simulate 
network performance. The changes in network parameters such as latency and 
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packet loss are provided by traffic shapers. They must be controlled according to 
predefined specifications to simulate the required features of the network. 

 

Figure 4 

Network model for creation of degraded sequences [21] 

PC 1 served as a video streaming server (Figure 4). We had to set the destination 
IP address, data transfer protocol (UDP), port, and modify the routing table to 
route all outgoing packets to the virtual PC. On the PC 2 side, VLC media player 
0.8.6f was used as a client to receive the streamed video and also allowed to save 
it. Similarly, to the server, it was necessary to set the destination IP address (PC 2 
IP address), data transfer protocol (UDP), port and address where the received 
video should be stored [21, 23]. 

Another program we used was WAN from TATA Consultancy Services (Figure 
4). It is an open-source program used to emulate WAN networks (e.g. Internet) in 
a LAN environment. It allows setting many parameters such as bandwidth for 
transmission, latency, jitter and packet loss [28]. 

Each of the four reference samples was degraded by packet loss (0.5%, 1%, 3%, 
5%, and 10%) and jitter (50 ms jitter at 100 ms latency). 

2.6.3 Selection of Appropriate Methods 

Absolute Category Rating (ACR) and Double Stimulus Impairment Scale (DSIS) 
methods were selected for the subjective evaluation of video samples. The ACR 
method has the advantage of being fast as the evaluator watches the sample only 
once and the length of the sample is relatively short (about 10 seconds). The DSIS 
method was also selected because of its time efficiency and the ability to capture 
more accurate differences between degraded samples, as we also have a reference 
sample for this method [20, 21]. The choice of suitable methods was also 
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influenced by the fact that both the ACR‘s and DSIS‘s outputs are MOS scores 
with values ranging from 1 to 5, so the results can easily be compared [14]. 

To objectively evaluate the quality of video sequences we used the MSU Video 
Quality Measurement Tool. From the portfolio of available methods, we chose the 
PSNR method, whose advantage is the speed of calculation [29]. The second 
objective method we used was the SSIM method that already includes models of 
the human visual system, and therefore, the results should better correspond to the 
outcomes of subjective evaluation [26]. Both methods required a comparison of 
the degraded video sequence with the reference sequence. 

2.6.4 Preparation of Test Scenarios and Selection of Respondents 

Since the testing was performed within the VLC multimedia player environment, 
it was necessary to create playlists in which the individual video sequences were 
arranged appropriately. To prepare the scenarios and the course of the subjective 
measurements, a program was created in the C# programming language. To play a 
video sequence the program uses an open-source DmediaPalyer that is a 
modification of the VLC player. The program consists of two parts: test manager 
part and tester part (Figure 5). The Test manager part is an interface used to create 
structure of the test. You can choose the type of subjective method, test sequence, 
reference sequence (if necessary) and enable or disable sound step-by-step. We 
presented this program in the article [27]. 

 

Figure 5 

The block diagram of testing and test scenarios preparation program [27] 

The ITU-T Recommendations specify that the number of respondents for 
subjective quality assessment must be greater than 4 and less than 40 [19, 20]. 
Based on this, we selected 20 respondents (10 women and 10 men), aged 20-51. 

The fifth step of the subjective quality evaluation includes testing. The course of 
testing, evaluation, and comparison of the results are described in the following 
section. 
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3 Comparison of Video Sequences Quality 

Measurement Results 

Our research aimed to compare subjective and objective methods of video 
sequence testing and to determine the degree of impact of audio quality on overall 
video quality with respect to the semantics. 

Due to the time-consuming manual processing of results, two programs were 
created. 

The first program was written in the C# programming language. There are two list 
data structures, one for each sequence. These data structures store individual 
objects whose variables have values read from individual result files. In the case 
of the DSIS method, the variables are the method name, respondent name, age, 
gender, reference and ranked sequence name, and the evaluation itself. In the case 
of the ACR method, the variables are the method name, respondent name, age, 
sex, names of the first and second sequence to be evaluated, and their evaluation 
itself. The program processes each file sequentially. After reading all the data, it 
checks whether the list contains an object with the same values of the variables. If 
there is no such object, the object with the loaded variables is saved. Otherwise, 
the object is deleted and a message about its deletion is written to the console. The 
algorithm then sequentially scans individual objects and writes them to the output 
file according to the given criteria. It also allows the results to be processed with 
respect to their statistical processing (performed by the second program described 
below). If the respondent was excluded from the DSIS method, they are also 
excluded from the ACR method. 

The program has two outputs in the form of text files. In the first one, the results 
are processed according to the evaluation of the individual sequences. In the case 
of the DSIS method, the format is the reference sequence name and the test 
sequence name followed by five numbers. In the case of the ACR method, the 
format is the test sequence name and five numbers. The five numbers correspond 
to the evaluation scale of the given methods [20, 21]. If it has been chosen to take 
the statistical processing into account, the output is in the same file. In the second 
text file, the results are processed according to respondents who evaluated 
individual sequences. This output is needed for statistical processing of results for 
the DSIS method. 

The second program is used for statistical processing of measured results. It was 
created in Matlab version R2008b. The algorithm for statistical processing of 
measured results was designed as follows: 

The average score ū jkr is calculated for each test sequence 
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where uijkr is the respondent score i for test condition j, sequence k and number of 
repetitions r. N is the total number of respondents. 

The standard deviation Sjkr and the peak coefficient β2jkr are also calculated for 
each test sequence: 
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Then we find Qi and Pi for each respondent i as follows: 

If 2 ≤ β2jkr ≤ 4 then 

 if uijkr ≥ ū jkr + 2 Sjkr then Pi = Pi + 1    (7) 

 if uijkr  ≤  ū jkr – 2 Sjkr then Qi = Qi + 1    (8) 

If β2jkr < 2 or  β2jkr > 4 then 

 if uijkr ≥ ū jkr + √20 Sjkr then Pi = Pi + 1    (9) 

 if uijkr  ≤  ū jkr – √20 Sjkr then Qi = Qi + 1               (10) 

The assessment of respondent i will not be taken into account if conditions (11) 
and (12) apply simultaneously: 

05.0
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where J is the number of test conditions, K is the number of test sequences, and R 
is the number of repetitions. 

The output of the program is a text file with the names of the individual 
respondents who were excluded based on the above algorithm. 

The processing of data from objective evaluation methods consisted of a 
mathematical evaluation of each method for each test sequence. The MSU Video 
Quality Measurement Tool was used for this evaluation [29]. The program 



Acta Polytechnica Hungarica Vol. 17, No. 7, 2020 

 – 101 – 

supports a large number of video formats and objective methods and allows 
visualization of results or their subsequent saving in text form to a file. 

Table 2 lists the summary of video sequences quality measurement results. In the 
case of subjective evaluation, the video sequences were rated by MOS scores that 
range from 1 to 5 [19, 20]. A video sequence rated by the score of 4 or higher is 
considered to be of high quality [9, 14]. 

The ACR d.a. and DSIS d.a. columns show the results for video sequences 
degraded by packet loss (0.5%, 1%, 3%, 5%, and 10%) and jitter (50 ms jitter in 
100 ms latency). The ACR r.a. and DSIS r.a. columns show the results for video 
sequences degraded by packet loss and in which the degraded audio track was 
replaced by the audio track from the reference sequence. From the obtained 
results, it is clear that as the sequences deteriorate, the quality of the sequences 
decrease, both objectively and subjectively. 

Comparing the evaluations for the ACR and DSIS methods, we found that video 
sequences were rated by a higher score when the DSIS method was used. This 
difference can be explained by the fact that in the case of the DSIS method the 
respondent was influenced by the reference sample. 

Even at 0.5% and 1% packet loss degradation, some video sequences with the 
reference audio track received higher ratings than those with the original disturbed 
audio track. The results also imply that, in general, the degradation caused by jitter 
(50 ms jitter in 100 ms latency) does not affect the quality ratings as much as the 
degradation due to packet loss. 

Table 2 

Results of quality evaluation of test sequences (d.a. – degraded audio, r.a. – reference audio) 

Video 
sequence 

Degradation 

Subjective methods 
Objective 

methods 

ACR 

d.a. 

ACR 

r.a. 

DSIS 

d.a. 

DSIS 

r.a. PSNR SSIM 

No. 1 

Packet loss 0.5% 4.70 4.65 4.80 4.75 42.75 0.98 

Packet loss 1% 3.55 3.90 4.15 3.90 35.34 0.97 

Packet loss 3% 2.25 3.15 3.15 3.30 30.52 0.92 

Packet loss 5% 2.15 2.65 1.95 2.85 28.03 0.86 

Packet loss 10% 1.00 1.95 1.05 2.35 25.65 0.84 

Latency 100 ms,  
Jitter 50 ms 3.65 x 3.75 x 44.14 0.98 

No. 2 

Packet loss 0.5% 2.45 3.25 3.25 3.70 33.41 0.95 

Packet loss 1% 2.10 3.40 2.30 3.80 33.31 0.95 

Packet loss 3% 1.55 2.65 2.05 3.20 31.15 0.91 

Packet loss 5% 1.70 2.20 1.35 2.25 24.00 0.86 

Packet loss 10% 1.10 1.70 1.00 1.85 18.99 0.78 
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Latency 100 ms,  

Jitter 50 ms 4.15 x 3.85 x 43.14 0.98 

No. 3 

Packet loss 0.5% 3.50 3.05 4.45 4.30 34.57 0.96 

Packet loss 1% 2.85 3.20 3.65 3.60 26.89 0.87 

Packet loss 3% 1.25 2.80 2.30 3.45 25.52 0.84 

Packet loss 5% 1.20 2.75 1.35 2.65 22.97 0.77 

Packet loss 10% 1.00 2.05 1.00 1.95 18.38 0.66 

Latency 100 ms,  

Jitter 50 ms 3.50 x 3.85 x 35.56 0.96 

No. 4 

Packet loss 0.5% 4.20 4.25 4.15 4.05 31.03 0.95 

Packet loss 1% 3.65 3.75 3.95 3.85 30.78 0.94 

Packet loss 3% 2.25 2.50 2.10 2.65 23.06 0.84 

Packet loss 5% 1.45 2.10 1.45 2.35 20.32 0.79 

Packet loss 10% 1.00 2.00 1.00 1.70 17.40 0.74 

Latency 100 ms,  
Jitter 50 ms 4.35 x 3.95 x 43.99 0.98 

As we have assumed, the subjective evaluation was also influenced by pictorial 
information. From Figure 6, showing the comparison of the evaluation of the 
video sequences by the ACR method, we can clearly see that the video sequences 
No. 2 and No. 3 were evaluated by the lowest marks. In these video sequences, the 
image being transmitted was static and an emphasis was placed on the content of 
the audio. In the case of the objective assessment (Table 2), this difference has not 
been proved to such an extent. 

 

Figure 6 

Comparison of the evaluation of the video sequences by the ACR method 
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The results of the subjective quality evaluation have shown that under the ideal 
conditions in the transmission network (without packet loss and latency) the 
quality of videoconferencing has been rated as "good" (MOS > 4). Therefore, 
from the perspective of the user, the video frame resolution, audio and video 
bitrate, and the used codecs provide the user with sufficient quality. 

However, each internet protocol (IP) based transmission network will cause 
packet loss and latency. Their source is the non-link structure of the network. 
Quality codecs can at least partially compensate for the loss of information 
transmitted [23]. The results of the subjective quality assessment of various 
distorted video sequences have confirmed that packet loss of less than 1% must be 
achieved to obtain a very good quality videoconference. 

In subjective methods (ACR, DSIS), the lowest score was evaluated for sound-
related sequences (No. 2, No. 3). This confirmed that both the content of the 
information transmitted and the clarity of information for the evaluator play an 
important role in subjective quality assessment. Of course, in the videoconference 
that supports the learning process, the other receiving party must at least partially 
understand the lecture or lesson issues. 

Figure 7 shows a comparison of the evaluation of the video sequences by the 
SSIM method. The resultant SSIM index is a decimal value between -1 and 1. The 
value of 1 is only reachable in the case of two identical sets of data and therefore 
indicates perfect structural similarity. A value of 0 indicates no structural 
similarity [22]. 

 

Figure 7 

Comparison of the evaluation of the video sequences by the SSIM method 

When evaluating video sequences using objective methods (PSNR, SSIM), video 
sequences No. 3 and No. 4 were scored by the lowest marks (Figure 7, Table 2). 



J. Filanová et al. Quality Evaluation of Audio and Video Signals in Videoconferences 

 – 104 – 

So, we can conclude that the results of subjective and objective methods are 
different for our research samples. This implies that we still do not have objective 
methods available to replace demanding and lengthy subjective evaluation. 

Based on the results of the subjective evaluation of the sequences with the original 
audio and the sequences in which the degraded audio was replaced by the 
reference, we see that for the packet loss of 3% and 5% the sequences with the 
reference audio are rated much higher (often by more than 1 point on the MOS 
scale). The difference between individual sequence evaluations is much smaller in 
samples with the reference audio compared to sequences with the original audio 
track. In our research, we have confirmed that the quality of audio has a great 
impact on the overall quality of videoconferencing. In future work, we can 
investigate whether a similar trend is observed when changing the tasks, that is, if 
we gradually insert different deteriorated audio tracks into the reference video 
sequence. 

From the measured values, it also follows that in the case of 10% packet loss the 
respondents rated with the worst possible marks ("bad" or "poor"). In future 
research, the degradation with packet loss of over 10% would not make sense to 
test. However, it would be interesting to extend the tests with a greater number of 
sequences or more types of deterioration. A significant disadvantage of subjective 
tests is that they are time-consuming, which to a large extent limits their use. With 
a higher number of test sequences or a higher number of evaluators, we no longer 
recommend using a questionnaire for writing but a suitable software tool that 
would also facilitate the evaluation process. 

3.1 Correlation between Objective and Subjective Methods 

The correlation coefficient describes the direction and the magnitude of the 
relationship between two variables. It is calculated as follows: 

  

 (13) 
 

where σx a σy are standard deviations of variables x and y, respectively, and kxy is 
their covariance calculated as: 
 

 

 
The value of a correlation coefficient ranges between −1 and 1. The greater the 
absolute value of a correlation coefficient, the stronger the linear relationship. The 
strongest linear relationship is indicated by a correlation coefficient of −1 or 1. 
The weakest linear relationship is indicated by a correlation coefficient equal to 0. 
A positive correlation means that if one variable gets bigger, the other variable 
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tends to get bigger. A negative correlation means that if one variable gets bigger, 
the other variable tends to get smaller [26]. 

For each test sequence, the correlation coefficients between particular objective 
(SSIM, PSNR) and subjective (ACR, DSIS) methods were calculated (Table 3). 

Table 3 

Correlation between objective and subjective methods  

 ACR d.a. ACR r.a. DSIS d.a. DSIS r.a. 

SSIM 0.834 0.798 0.858 0.881 

PSNR 0.853 0.850 0.827 0.927 

The results show that the highest correlation is between the objective metric 
PSNR and the subjective method DSIS with reference audio (Table 3). However, 
correlation results cannot be generalized based on our measurements. In general, 
there is no objective method by which we can completely replace the subjective 
perception of a person. 

Conclusions 

Videoconferencing technology brings vast new possibilities into the process of 
modern education and overcomes distance barriers. Combined with interactive 
computing technology, it represents the technology of the future, in the learning 
process. 

Increasing transmission speeds in today's modern networks enable us to provide 
new e-learning support services such as videoconferencing, on-demand streaming, 
or online streaming. Both voice services (VoIP) and moving image transfer 
services need to be monitored to see if the service is of adequate quality to the 
customer. This quality monitoring must necessarily be automated because it would 
be impractical, financially demanding and vulnerable to errors, to employ people 
for these activities. 

This experiment compared the subjective methods of evaluating 
videoconferencing quality with known objective methods and thereby contribute 
to the development of new objective metrics. Time-consuming subjective 
measurements were supported by models and programs that simplified scenario 
preparation, testing and results processing. These will be used in further research 
dealing with the measurement of video sequences quality. 

The results of our comparison have confirmed that we still do not have an 
objective method that can fully substitute the time-consuming subjective testing. 
Based on the results of the subjective evaluation of sequences, with the original 
audio track and the sequences in which the degraded audio track was replaced by 
the audio track from the reference sequence, we have confirmed that the quality of 
the audio has a significant impact on the overall quality of videoconferencing and 
the ultimate understanding of its content. As a result, if any video information is 
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supported by relevant audio information, we can compensate for the loss of video 
information by improving the audio quality. We can also influence the quality of 
videoconferencing by ensuring correct pronunciation, intelligibility and 
articulation. 
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Abstract: Silent Speech Interfaces (SSI) perform articulatory-to-acoustic mapping to 
convert articulatory movement into synthesized speech. Its main goal is to aid the speech 
handicapped, or to be used as a part of a communication system operating in silence-
required environments or in those with high background noise. Although many previous 
studies addressed the speaker-dependency of SSI models, session-dependency is also an 
important issue due to the possible misalignment of the recording equipment. In particular, 
there are currently no solutions available, in the case of tongue ultrasound recordings. In 
this study, we investigate the degree of session-dependency of standard feed-forward DNN-
based models for ultrasound-based SSI systems. Besides examining the amount of training 
data required for speech synthesis parameter estimation, we also show that DNN 
adaptation can be useful for handling session dependency. Our results indicate that by 
using adaptation, less training data and training time are needed to achieve the same 
speech quality over training a new DNN from scratch. Our experiments also suggest that 
the sub-optimal cross-session behavior is caused by the misalignment of the recording 
equipment, as adapting just the lower, feature extractor layers of the neural network 
proved to be sufficient, in achieving a comparative level of performance. 
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1 Introduction 

Over the past few years, there has been significant interest in articulatory-to-
acoustic conversion research, which is often referred to as “Silent Speech 
Interfaces” (SSI) [5]. The idea is to record the soundless articulatory movement, 
and automatically generate speech from the movement information, while the 
subject is not producing any sound. Such an SSI system might be very useful for 
the speaking impaired (e.g. after a laryngectomy), and for scenarios where regular 
speech is not feasible, but information should be transmitted from the speaker (e.g. 
extremely noisy environments and/or military situations). For this automatic 
conversion task, typically electromagnetic articulography (EMA, [3, 19, 20]), 
ultrasound tongue imaging (UTI, [4, 14, 18, 28]), permanent magnetic 
articulography (PMA, [10]), surface Electromyography (sEMG, [6, 16, 22]), lip 
video [1, 7] and multimodal approaches are used [5]. Current SSI systems mostly 
apply the “direct synthesis” principle, where speech is generated without an 
intermediate step, directly from the articulatory data. This approach has the 
advantage compared to Silent Speech Recognition (SSR) that there is a 
significantly smaller delay between articulation and speech generation, and there 
are fewer error possibilities than in the case of the SSR + TTS (Text-to-Speech) 
approach, where first the articulatory movement is translated to a phoneme or 
word sequence, and then it is used to generate the speech signal via standard TTS 
techniques. 

As Deep Neural Networks (DNNs) have become dominant in more and more 
areas of speech technology, such as speech recognition [9, 13, 26], speech 
synthesis [2, 21] and language modeling [23, 24, 29], it is natural that recent 
studies have attempted to solve the ultrasound-to-speech conversion problem by 
employing deep learning, regardless of whether sEMG [17], ultrasound video [18] 
or PMA [10] is used as an input. Our team used DNNs to predict the spectral 
parameter values [4] and F0 [12] of a vocoder using UTI as articulatory input; in a 
later study we extended our method to include multi-task training [28]. 

A recent study [25] has summarized the state-of-the-art results in silent speech 
interfaces. Although there are lots of research findings on generating intelligible 
speech using EMA, UTI, PMA, sEMG, lip video and multimodal data, all the 
studies were conducted on relatively small databases and typically with just one or 
a small number of speakers [25]; while all of the articulatory tracking devices are 
obviously highly sensitive to the speaker. Another source of variance comes from 
the possible misalignment of the recording equipment. For example, for tongue-
ultrasound recordings, the probe fixing headset has to be mounted onto the 
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speaker before use, and in practice it is impossible to mount it onto exactly the 
same spot as before. This inevitably causes the recorded ultrasound video to 
become misaligned compared to a video recorded in a previous session. Therefore, 
such recordings are not directly comparable. In the following, by “session” it is 
meant that the probe fixing headset is dismounted and mounted again onto the 
speaker. 

There have already been some studies that use multi-speaker and/or multi-session 
articulatory data for SSI and SSR. Kim et al. investigated speaker-independent 
SSR using EMA and compared Procrustes matching-based articulatory 
normalization, feature-space maximum likelihood linear regression and i-vector 
experimentally on 12 healthy and two laryngectomized English speakers [19, 20]. 
The best results were achieved with a combination of the normalization 
approaches. For EMG-based recognition, a variety of signal normalization and 
model adaptation methods were investigated, as experiments revealed an across-
sessions deviation of up to 5 mm [22]. From the nine different normalization and 
adaptation procedures, sharing training data across sessions and Variance 
Normalization and Feature Space Adaptation proved to be the most useful [22]. 
Janke et al. also studied session-independent sEMG: 16 sessions of a speaker were 
analyzed and the results indicated that the MCD (Mel-Cepstral Distortion) in the 
case of cross-session conversion is only slightly worse compared to the 500 
sentence session-dependent result from the same speaker, confirming that sEMG 
is robust even with minor changes in the electrode placement or other influence 
[16]. Wand et al. utilized domain-adversarial DNN training for session-
independent EMG-based speech recognition [30]. 

Unfortunately, for ultrasound-based SSI, there are no methods currently available 
for the alignment / adaptation / normalization of articulatory data recorded in 
different sessions or with different speakers. All the above-mentioned studies [16, 
20, 22, 30] used EMA or sEMG for tracking articulatory movements; and 
although e.g. Maier-Hein et al., state that even slight changes in electrode 
positions affect the myoelectric signal [22], Janke et al. found that their sEMG-
based framework employing GMMs virtually behaves session-insensitively 
without any form of adaptation [16]. In the ultrasound-based SSI systems, 
however, where slight changes in probe positioning can cause shifts and rotations 
in the image used as input (for an example, see Fig. 1), might not turn out to be 
ideal. 

To this end, in this study we focus on the session dependency of the ultrasound-
based direct speech synthesis process. Although we also consider speaker 
dependency to be a significant issue, here we will just concentrate on session 
dependency. Notice that using recordings from different speakers inevitably 
means using data from different sessions as well, but without the option of 
identifying and analyzing the negative effect of using different speaker data (e.g. 
F0, speaking style, oral cavity structure) and the effect of slight changes in the 
position of the recording equipment. To separate the effect from the two possible 
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error sources, in this study we shall focus on the session dependency of the 
ultrasound-based direct speech synthesis process. We will demonstrate 
experimentally, that a simple, yet, efficient, standard feed-forward DNN-based 
system displays clear signs of session dependency, to such an extent, that the 
synthesized utterances are practically unintelligible. Furthermore, we propose a 
simple session adaptation method, and show that it is more efficient than training 
a neural network from scratch using the adaptation data. We shall also examine 
the amount of training data required for successful DNN model adaptation. Of 
course, the applicability of the proposed approach for session adaptation (i.e. 
DNN model adaptation) is not necessarily limited to the UTI case, but it may be of 
interest for a broader audience as well. 

2 Methods 

2.1 Data Acquisition 

A Hungarian female subject with normal speaking abilities was recorded while 
reading sentences aloud. Tongue movement was recorded in midsagittal 
orientation using the “Micro” ultrasound system of Articulate Instruments Ltd. at 
82 fps. The speech signal was recorded with a Beyerdynamic TG H56c tan 
omnidirectional condenser microphone. The ultrasound data and the audio signals 
were synchronized using the tools provided by Articulate Instruments Ltd. (For 
more details, see our previous studies [4, 12, 28].) In our current experiments, the 
scanline data of the ultrasound recording was used. The original ultrasound 
images of 64×842 pixels were resized to 64×106 by bicubic interpolation, leading 
to 6784 features per time frame. To create the speech synthesis targets, the speech 
recordings (resampled to 22050 Hz) were analyzed using an MGLSA vocoder 
[15] at a frame shift of 1 / (82 fps), which resulted in F0, energy and 24-order 
spectral (MGC-LSP) features [27]. The vocoder spectral parameters (excluding 
F0) served as the DNN training targets. 

Our data was collected in four sessions. The headset and the ultrasound probe 
were fitted each time using the same procedure; however, it cannot be guaranteed 
that the orientation of the probe remained “exactly” the same, across each session. 
In the first session we recorded 200 individual sentences (about 15 minutes in 
total), while in sessions two, three and four, we recorded 50 different sentences 
(less than 4 minutes each). In addition, in each session, the subject read the 9-
sentence long Hungarian version of the short tale `The North Wind and the Sun'. 
We used the independent sentences for training purposes, while the utterances of 
“The North Wind and the Sun” were used as test sets. For more information about 
the four sessions, see Table 1. 
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Table 1 

Key properties of the recordings used in our experiments; duration is expressed in terms of min:sec 

 
Recording 
session 

Individual Sentences 
(Train) 

North Wind & Sun 
(Test) 

Count Duration Count Duration 

Session #1 200 14:48 9 0:50 

Session #2   50 3:44 9 0:49 

Session #3   50 3:53 9 0:47 

Session #4   50 3:41 9 0:48 

Fig. 1 shows sample images taken from the four sessions with similar tongue 
positions. Although all four images are similar, there are visible positioning 
differences among them, which might lead a DNN trained on the first session to 
perform sub-optimally on the other sessions. We will demonstrate this sub-
optimality experimentally in Section 3, and we will describe how we applied DNN 
adaptation to handle this issue in Section 4. 

 

Figure 1 

Sample ultrasound tongue images from the four sessions used. Note that all the images belong to the 

same speaker 

2.2 DNN Parameters 

We trained feed-forward, fully-connected DNNs with 5 hidden layers, each 
hidden layer consisting of 1000 ReLU neurons. The input neurons corresponded 
to the image pixels, while the output layer contained one linear neuron for each 
MGC-LSP feature and one for the gain (25 output parameters overall). To assist 
prediction, we presented a time slice of the ultrasound video (five consecutive 
frames) as input to the DNN, since in our previous studies [4, 12, 28] we found 
this technique to be beneficial. The input images consisted of 6784 pixels, 
meaning that the network had a total of 33920 input neurons. 
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2.3 Evaluation 

As estimating the parameters of the synthesizer is a simple regression problem, the 
most suitable evaluation metric is the Pearson correlation; or, in our case, as we 
have 25 speech synthesis parameters to predict, we will take the mean of the 25 
correlation values. In our earlier studies, [28], we also used this evaluation metric. 
In our last experiments, however, in order to determine which proposed system is 
closer to natural speech, we also conducted an online MUSHRA (MUlti-Stimulus 
test with Hidden Reference and Anchor) listening test [31]. The advantage of 
MUSHRA is that it allows the evaluation of multiple samples in a single trial 
without breaking the task into many pairwise comparisons. Our aim was to 
compare the natural sentences with the synthesized sentences of the baseline, the 
proposed approaches (various session adaptation variants) and a benchmark 
system (the latter being cross-session synthesis without adaptation). In the test, the 
listeners had to rate the naturalness of each stimulus in a randomized order relative 
to the reference (which was the natural sentence), from 0 (very unnatural) to 100 
(very natural). We chose sentences from 4-layer adaptation and full training, and 
tested two adaptation data sizes (20 and 50 sentences). Altogether 96 utterances 
were included in the test (12 sentences x 8 variants). In the MUSHRA evaluation, 
each configuration was evaluated by 12 native Hungarian speakers with normal 
hearing abilities. 

3 Results with Single-Session DNN Training 

3.1 The Effect of the Amount of Training Data 

In our first experiments, we examined how the amount of training data affects the 
performance of the DNN model. For this, we trained our neural network on the 
recordings of the same session that we used for testing. We used N = 1, 5, 10, 20 
and 50 sentences for training, and evaluated our models on the 9 sentences of `The 
North Wind and the Sun' from the same session. Since for Session #1 we had 
more utterances in the training data, there we also experimented with N = 100, 150 
and 200. 

The mean correlation values obtained this way have been plotted in Fig. 2. 
Clearly, the correlation scores vary to a great extent among the different sessions, 
though at this point we did not perform any cross-session experiments: DNN 
training and evaluation were performed by using recordings taken from the same 
session. We can also see that, by increasing the number of training sentences, the 
correlation values increased, as expected. Also note that, when we used more than 
N = 100 sentences (roughly 7 minutes of recordings), there is a slight 
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improvement only, although we had only one session with enough training data to 
confirm this. 

 

Figure 2 

Average correlation values obtained for the four sessions as a function of the number of sentences used 

for training 

Examining our sample images (see Fig. 1), it is hard to see any difference among 
the sessions which might explain the significant difference in the average 
correlation scores observed in Fig. 2. Perhaps the only exception is the large dark 
area in the posterior region (on the left hand side of the image) in session #4, 
where not only the hyoid bone blocked the ultrasound waves (as it did on the other 
images), but also there was probably insufficient amount of gel between the 
transducer and the skin, limiting the visibility in that particular direction. 
However, for session #2 we got similarly low correlation scores, while the 
ultrasound video contained no such artifact. Since we fitted the recording 
equipment following the same procedure for each session, these results alone, in 
our opinion, indicate that UTI-based SSI systems are session-sensitive even 
without using data taken from multiple speakers. 

3.2 Cross-Session Results 

In our next experiment, we sought to examine how the misalignment of input 
images affects the performance of the neural network. To this end, we trained our 
DNN on all the 200 sentences of the first session, and evaluated it on the 
utterances of `The North Wind and the Sun' recorded in the remaining three 
sessions. 
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Table 2 

Average correlation scores obtained for the recordings of `The North Wind and the Sun' depending on 

the DNN training data 

Training Data Average correlation for sessions 

Session Size #2 #3 #4 Avg. 

Session #1 200 0.075 0.100 0.143 0.106 

Same as test 50 0.501 0.616 0.418 0.512 

The first row of Table 2 shows the average correlation values obtained this way. 
We can see that the DNN predictions are practically worthless, as the average 
Pearson's correlation values fall between 0.075 and 0.143. (We also confirmed the 
low quality of these predictions by listening tests, and found the synthesized 
'utterances' unintelligible.) In contrast (see the second row), using just 50 
sentences for DNN training, but from the same session, we get average correlation 
scores in the range 0.418-0.616. This huge difference, in our opinion, also 
demonstrates that ultrasound-based DNN SSI approaches are quite sensitive to 
misalignments of the ultrasound images, even if these come from the same 
speaker, and this issue has to be handled if we intend to develop SSI systems for 
practical use. 

4 DNN Adaptation 

In the previous section we showed experimentally that DNN models trained on the 
recordings of one session cannot be utilized to predict speech synthesis parameters 
in another session, even when both sessions were recorded with the same speaker. 
Next, we will show that the issue of session-dependency can be handled 
effectively via the adaptation of the DNN model trained on data from a different 
session. In practice, adaptation means that we train the DNN further, using 
recordings taken from the actual session. For the general scheme of the proposed 
approach, see Fig. 3. Of course, to ease the use of our SSI equipment, this 
adaptation material has to be as short as possible, hence we simultaneously aim 
for high-quality spectral parameter estimation while keeping the amount of 
adaptation data to a minimum. To this end, we performed DNN adaptation 
experiments using N = 1, 5, 10, 20 and 50 sentences from each session; we used 
once again the 9 sentences of `The North Wind and the Sun' of the actual session 
for evaluation purposes. 

It is well known (e.g. [8, 11]) that the lower layers of a deep neural network are 
responsible for low-level feature extraction, while the higher layers perform more 
abstract and more task-dependent functions. As in our case session dependency 
appears as a change in the input image, while the task remains the same (i.e. to 
predict the spectral representation of the speech of the same speaker), it seems 
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reasonable to expect that it might be sufficient to train just the lower layers of the 
network instead of adapting all the weights. This way, we might achieve the same 
level of accuracy with faster training, or obtain better estimates [11]. Since in our 
experiments we employed DNNs with five hidden layers, we have six choices of 
which layers to adapt (i.e. only the weights between the input layer and the first 
hidden layer, adapt the weights among the input layer and the first two hidden 
layers, etc.). To test this, we also experimented with adapting just the first two and 
first four layers of the network. Furthermore, as a comparison, we also tried 
training a DNN from scratch using N = 1, 5, …, 50 sentences on data taken from 
the same session as our baselines. 

 

Figure 3 
The general workflow of the proposed DNN SSI model adaptation procedure 

4.1 DNN Adaptation Results 

4.1.1 Correlation Values 

Fig. 4 shows the average correlation values measured, as a function of the number 
of training sentences. The scores are averaged out for the three sessions (i.e. 
Session #2, #3 and #4); the error bars represent minimal and maximal values. We 
can see that, in general, if we used more sentences either for DNN training or for 
adaptation, the accuracy of the predictions improved. It is also quite apparent that 
when we have only a few sentences taken from the current session, adaptation 
leads to more accurate predictions than training a randomly initialized DNN. For 
the N = 20 and N = 50 cases, however, full DNN training resulted only in slightly 
lower correlation values than adaptation did. Still, even when we have a higher 
number of sentences, we can state that by using DNN adaptation, fewer sentences 
are needed to achieve the same performance as with full DNN training. For 
example, adapting 3 layers with 10 utterances (about 20-25 seconds) of training 
data from the given session leads to roughly the same averaged correlation score 
that can be achieved by using 20 sentences and full DNN training. 
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Figure 4 

Average correlation scores via full DNN training and DNN adaptation as a function of the number of 

sentences used 

Regarding the number of layers adapted, there are only slight differences in DNN 
performance. Although adapting only one layer (i.e. the weights between the input 
and the first hidden layer) led to the lowest correlation value in each case, the 
remaining five variations proved to be quite similar, and usually adapting the first 
four layers (for N = 10, three layers), proved to be optimal. 

Inspecting the minimal and maximal correlation scores for each configuration, 
these values usually behaved just like the mean correlation scores did: adapting 
only one layer resulted in a suboptimal performance, but when we adapted at least 
two layers, there were no large differences. However, it is quite apparent that for 
the case N = 50 and adapting at least two layers, the minimal correlation value 
greatly exceeded that of full training, while the maximal scores appeared to be 
roughly the same. For an SSI system used in everyday practice, where we have no 
guarantee of the precision of the current equipment positioning, the minimal 
performance of the (adapted or newly trained) DNN model might be just as 
important as the average one; and in this respect, DNN adaptation performed 
much better than full DNN training did. 

Table 3 lists the notable correlation scores for all three sessions and their average. 
These numeric values confirm our previous findings; namely, the average 
performance of full DNN training always falls closer to the best correlation score 
of DNN adaptation using fewer sentences than using the same amount of training 
data. Furthermore, for the case N = 50, full DNN training led to a correlation value 
of 0.418 as the worst score, while for adaptation it is never lower than 0.475. 
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Table 3 
Average correlation scores obtained for `The North Wind and the Sun' depending on the amount of 

DNN adaptation data 

No. of Train 
Sentences 

Adapted 
Layers 

Average correlation for sessions 

#2 #3 #4 Avg. 

10 

Full training 0.300 0.472 0.319 0.364 

Input to 2nd 0.471 0.470 0.392 0.444 

Input to 3rd 0.462 0.527 0.402 0.464 

All layers 0.481 0.501 0.356 0.446 

20 

Full training 0.426 0.573 0.411 0.470 

Input to 2nd 0.467 0.582 0.391 0.480 

Input to 3rd 0.476 0.577 0.429 0.494 

All layers 0.463 0.585 0.401 0.483 

50 

Full training 0.501 0.616 0.418 0.512 

Input to 2nd 0.475 0.604 0.482 0.520 

Input to 3rd 0.475 0.624 0.495 0.531 

All layers 0.484 0.611 0.501 0.532 

 

Figure 5 

Mean naturalness scores of the MUSHRA listening test; error bars show the 95% confidence intervals 

4.1.2 MUSHRA Listening Tests 

Fig. 5 shows the results obtained from the MUSHRA listening tests. (The samples 
used in the test can be found at http://smartlab.tmit.bme.hu/ 
actapol2019_ssi_session.) The naturalness of the synthesized utterances turned out 
to be somewhat low in each case, probably due to the small size of the training 
data (i.e. 20 or 50 sentences overall, equivalent to about 90 seconds and less than 
4 minutes of duration, respectively). Still, the effect of the number of sentences 
used for training or adaptation is clearly visible: using no adaptation led to 
unintelligible speech (a mean naturalness score of only 1.19), while using 20 

http://smartlab.tmit.bme.hu/%0bactapol2019_ssi_session
http://smartlab.tmit.bme.hu/%0bactapol2019_ssi_session
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sentences resulted in naturalness scores between 19.15 and 20.68, which increased 
to 22.61-22.77 for the case N = 50. The listening tests also reinforced our previous 
findings that for N = 20, DNN adaptation is a better approach, while for N = 50 
there is no observable difference among the output of the full DNN training and 
the DNN adaptation techniques. According to the Mann-Whitney-Wilcoxon 
ranksum test with a 95% confidence level, differences between variants c) to h) 
(i.e. the tested models with N = 20 and N = 50) were not statistically significant. 

 

Figure 6 

Average wall clock training times as a function of the number of sentences used for training 

4.1.3 DNN Training Times 

Fig. 6 shows the (wall clock) DNN training and DNN adaptation times expressed 
in seconds (averaged out for the three sessions), measured on an Intel i7 4.2 GHz 
PC with 32 GB RAM and an NVidia Titan X video card. From these values, it is 
clear that the DNN adaptation time is primarily affected by the size of the 
adaptation data: for N = 10, the average values fell between 3 and 5 seconds, 
which increased to 8-15 seconds for N = 20 and to 30-37 seconds for N = 50. In 
contrast, full DNN training took 17 seconds for N = 20 and 54 seconds for N = 50. 
From these values, however, we cannot confirm that adapting fewer layers leads 
to lower execution times; in our experience, DNN adaptation time is primarily 
affected by the size of the adaptation data. Full DNN training led to by far the 
highest training time in the N = 50 case, while for N = 20 its training time is much 
higher than those of most adaptation configurations. This indicates that DNN 
adaptation has a further advantage: it allows quicker convergence than training a 
DNN with random initial weights. Specifically, for the case N = 50, DNN 
adaptation required about two-thirds the time compared to DNN training from 
scratch did; and adapting a DNN with 20 sentences needed far less training time 
(17-29%) to achieve the same performance as full DNN training did with N = 50. 
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Overall, from these results, DNN adaptation with 20 sentences seems to be the 
best approach, since it requires significantly less training material than full DNN 
training in the case N = 50, and it was also much quicker to train. Furthermore, it 
led to a higher minimal correlation value, while the average correlation and 
MUSHRA naturalness scores appeared to be quite similar, and the difference was 
not statistically significant. 

Conclusions 

In this study, we focused on the session dependency of the ultrasound-based direct 
speech synthesis process, during articulatory-to-acoustic mapping. Similarly to 
studies using sEMG [16, 22] and EMA [19, 20], we investigated how the 
reattachment of the articulatory equipment affects the final output. For the first 
time in the scientific community, we used ultrasound tongue imaging for this 
purpose, building on our earlier single-session studies [4, 12, 28]. We expected 
that reattaching the probe would greatly diminish the accuracy of a previously 
trained system. 

We found that our hypothesis was supported by the following results: 

1) The synthesized speech was unintelligible if the network was trained on 
one session and evaluated on another session as-is (without the 
adaptation of the network weights) 

2) We found large differences even among the performance of DNN models 
used within the same session, depending on the actual session 

3) To create a DNN model for the actual session, DNN adaptation 
performed better than full DNN training did during UTI-to-spectral 
feature conversion 

Furthermore, DNN adaptation had the advantage of allowing quicker convergence 
than random DNN weight initialization did. 

The findings of our experiments are an important step within the articulatory-to-
acoustic research area, as the simple-yet-effective adaptation method proposed 
herein, should contribute to the development of practical and efficient Silent 
Speech Interfaces. For example, a DNN adaptation with 20 sentences takes 
roughly 15 seconds on a current computer (such as the Intel i7 4.2 GHz PC used in 
our experiments), after which, speech can be synthesized directly from ultrasound-
based articulatory data. However, the current study was conducted on regular 
speech and it is a future task to experiment with real silent (mouthed) speech. In 
the future we also plan to investigate the speaker-dependency of the ultrasound 
tongue imaging. 
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Abstract: Adaptive Random Prioritization is a Test Case Prioritization technique which 
orders test cases within a test suite with a goal of earlier fault detection using semi-random 
heuristics. Compared to other Test Case Prioritization methods, Adaptive Random 
Prioritization has only, an “average fault detection performance. However, it is less 
sensitive to some test suite features which negatively affect fault detection performance 
than other TCP techniques due to its semi-random nature. The article proposes an 
improved version of Adaptive Random Prioritization technique. The key idea behind the 
presented enhancement is to extend the test case selection process with additional 
information about control flow and change of test statements coverage, of a test suite. The 
enhancement replaces the original Test set distance function with a Multi-Criteria 
Decision-Making method. Validity of the proposed method is evaluated on data from six 
embedded systems. The evaluation criterion is fault detection performance expressed by 
Average Percentage of Faults Detection metric and Â12 statistic. The proposed 
improvement achieved better fault detection performance for all of the examined systems. 

Keywords: Adaptive Random Testing; Model-based testing; Multi-Criteria Decision-
Making 

1 Introduction 

Testing of modern electronic/software systems is an essential activity in the 
quality assurance process. Many approaches for how to design and execute a test 
suite currently exist. A test suite consists of individual test cases. Since testing 
resources are always limited, a research of optimization techniques focused on 
cost reduction is needed [1]. One way of testing automation is Model-Based 
Testing (MBT) [2, 3]. In MBT world, test cases are generated by a software tool 
from a model. E.g., System-under-Test (SUT) behavior is modeled by Finite State 
Machine and a test is an oriented path through the automaton. A test suite is 
produced by a graph traversal algorithm like a Breadth-First search. Due to the 
automatic nature, a Model-Based Test Suite can contain a tremendous number of 
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generated test cases. Optimization by ordering of these test cases according to 
given (structural model coverage, random and stochastic, data coverage ...) criteria 
is required. This problem is dealt with a category of techniques referred to as Test 
Case Prioritization (TCP) [4]. 

Recently, TCP techniques were explored mainly in code-based and regression 
testing areas [5, 6]. On the other hand, TCP techniques for MBT approach are not 
so well investigated. The main difference between these areas is that general TCP 
techniques in MBT do not use any external information, as historical information 
[6] or expert knowledge (Risk-based TCP [7]). Since this context is not so 
profoundly explored, further research in this area is needed. 

Results of a study on TCP techniques in the MBT area [8] show that no TCP 
technique has superior performance. Examined techniques performance varies for 
different scenarios. The study indicates TCP techniques based on Path Complexity 
and additional coverage of statements achieve good overall performance, but they 
are affected by the size of the test cases that fail. In contrast, Adaptive Random 
Prioritization (ARP) is less sensitive to the size of the test cases that fail, but they 
have only moderate fault detection results. 

Based on these results, an enhanced ARP technique is proposed. The presented 
technique replaces a standard Test set distance function (see Section 2.1) with a 
Multi-Criteria Decision-Making (MCDM) method [9]. The method combines 
criteria based not only on the distance metric but also on other test case features. 
These features include additional information to TCP process from various 
sources, which can be code-based, model-based, can use previous tests results, etc. 
The presented technique is mainly designed for testing of the embedded systems, 
described with high-level behavioral models and for cases where other 
information as source code, or fault history is not available. Therefore, the 
proposed technique uses only the MBT metrics with high fault detection 
performance. The primary goal is to improve the fault detection performance of 
adaptive random based techniques and simultaneously preserve their low 
sensitivity to the size of the test cases that fail. 

2 Background 

This section contains a summary of the ARP technique and other methods that are 
incorporated in proposed MCDM ARP enhancement, specifically Path 
Complexity and Additional coverage techniques. Besides that, a short overview of 
TCP in MBT area is outlined at the end of the section. 
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2.1 Adaptive Random Prioritization 

Adaptive Random Prioritization technique [10] belongs to a family of Adaptive 
Random Strategy (ARS) techniques. Chen et al. [11] initially proposed the ARS as 
an online test case generation method for software with numerical inputs. ARS 
was proposed as an alternative to a pure random test input generation strategy. 
The idea behind ARS is an input space estimation that selects areas that cause 
failures and spreads the test cases more efficiently over the input space. 

The ARP is an application of ARS to the TCP problem. The technique is 
described in the Algorithm – Part 1. Where the UTS input is an unsorted test suite, 
and the output of the function is a prioritized test suite (PTS). In the first step (line 
3), the algorithm randomly selects a test case. It is saved as the first prioritized test 
case in PTS and subsequently removed from the UTS set (lines 4 and 5). 

Algorithm – Part 1: The main procedure 

1: function Prioritize(UTS) 
2:  PTS  ← Ø 
3: first  ← randomChoice(UTS) 
4:  PTS.add(first) 
5:  UTS.remove(first) 
6:  while UTS ≠ Ø do 
7:   cand ← genCandSet(UTS) 
8:   nextTC ←  selectNext(PTS, cand) 
9:   PTS.add(nextTC) 
10:   UTS.remove(nextTC) 
11:  end while 
12: return PTS 
13: end 

The prioritization of the suite is executed within the main loop on lines 6 to 11. In 
the first part of the loop (line 7), a set of candidates is generated according to Part 
2 of the Algorithm. 

Algorithm – Part 2: Candidates generation 

 UTS is the test suite 
 cand is the candidate set 
 candMax is the maximal size of cand set 
 S: {s1, s2, ...} is set of statements  
 S': {s'1, s'2, ...} is set of statements 

1: function genCandSet (UTS) 
2: S ← Ø 
3: S' ← Ø 
4: cand ← Ø 
5: TC ← randomSelect(UTS) 
6:  S ← statements covered by TC  
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7: if S'  S = S' then return cand   
8:  S'.add(S) 
9:  cand.add(TC) 
10: if cand.size == candMax then return cand 
11:  goto 5 
12: end 

The candidate set cand is iteratively selected by the candidate generation function. 
In each iteration step, the generation process randomly selects a not-yet-prioritized 
test case (Part 2 – line 5). The selection process continues until newly selected test 
cases increase coverage of candidate set (Part 2 – line 5 to 10), or until the 
maximum number of candidates is reached. 

The next step (Part 1 – Line 8) is the selectNextTestCase function, which selects a 
test case from the candidate set; Part 3 describes this function in detail. The 
selectNextTestCase function is based on functions f1 and f2. Function f1 (Part 3 – 
line 5) is Test case distance function that calculates distances between candidates 
and the test cases that were already prioritized and saves them into the distance 
matrix d. Jiang et al. [10] used Jaccard distance function [12] instead of Euclidean 
distance function, which was proposed for the original ARS. Zhou [13] proposed 
an application of modified Manhattan distance function. Lately, Zhou et al. 
compared both distance functions in an empirical study [14]. The study shows that 
the Manhattan function provides better fault detection performance than Jaccard in 
the code-based context. Further improvement was proposed by Coutinho et al. 
[15], where Similarity function was implemented instead of distance functions. 

Algorithm – Part 3: Next test case selection 

 PTS is the already prioritized test sequence 
 cand is the candidate set 

1: function selectNextTestCase(PTS, cand) 
2:  d ← array[PTS.size][cand.size] 
3:  for i = 0 to PTS.size - 1 do 
4:   for j = 0 to cand.size - 1 do 
5:    d[i,j] ← f1(PTS[i], cand [j]) 
6:   end for 
7:  end for 
8:  index ← f2(d) 
9:  nextTestCase ← cand.get(index) 
10: return nextTestCase 
11: end 

Function f2 is Test set distance function that returns the index of the selected test 
case that is farthest away from the prioritized set (Part 3 – line 8). This function 
can select test cases according to several prioritization rules. For example, the rule 
MaxMin – maximum of the minimum distances (similarities) first, determines the 
smallest distance of each candidate to all already prioritized test cases and then 
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finds a candidate with the lagest value of those minimal distances. If this rule is 
applied to the distance matrix in Figure 1, then the candidate TC2 would be 
selected. Jiang et al. [10] also examined MaxMax and MaxAvg variants. In the 
presented enhanced version of ARP technique, the function f2 is replaced with an 
MCDM method (see Section 3.1). 
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Figure 1 

Distance matrix 

In the last steps, the selected test case is removed from UTS and added into the 
prioritized test sequence PTS. (Part 1 – lines 9 and 10). This process is repeated 
until the prioritization process is finished (all the test cases are sorted). 

2.2 Path Complexity 

Kaur et al. [16] originally designed Path Complexity (PC) TCP technique for 
systems modeled as UML activity diagrams. Each test case is represented as a 
path through a Control Flow Graph (CFG), which is converted from a UML 
nested activity diagram. For each path P from a generated set, several properties 
are calculated: 

 Np - the number of nodes traversed by P 
 Wp - weight of test path P  
 Pp - number of predicate nodes traversed by P 
 Cp - number of logical conditions traversed by P 
 complexity C of P by using the formula C = Np + Wp + Pp + Cp 

Where the weight of the path is based on Information Flow metric (IF).  The IF 
metric was designed by Sharma et al. [17] and originally applied to the 
components of system design. In our case, it is used on each node N in the CFG 
model, and it is calculated as: 

     NFANOUTNFANINNIF   (1) 



T. Pospisil et al. Enhanced Adaptive Random Test Case Prioritization for Model-based Test Suites 

 – 130 – 

where, N is a node from CFG, FANIN(N) is a number of incoming flows to N, and 
FANOUT(N) is a number of outgoing flows from N. The weight of the path is a 
sum of IF from all nodes in the path. 

P

n

i
ip TPwW 

1

       (2) 

Where Wp is weight of the path P, wi is weight of ith node (IF(N)), n is a count of 
nodes in the current path P, and Tp is set of generated paths. When the complexity 
for all paths is calculated, the test cases (paths) are executed in order of 
complexity from highest to lowest. 

2.3 Additional Coverage 

The additional coverage technique is based on greedy reasoning applied to TCP 
[4]. The technique progresses iteratively through a test suite. In each step, a test 
case that yields the highest coverage of not yet covered statements, is selected. 

2.4 Related Work 

Code-based and regression testing are the most investigated TCP approaches [5, 6, 
18, 19]. In the MBT area, proposed TCP techniques are frequently connected with 
UML (Activity) diagrams models [14, 20-22]. These techniques implement a wide 
range of strategies. Some of the strategies are modified variants from code-based 
context; they can be relatively straightforward as Path Complexity, or more 
advanced ones that include historical data and data mining techniques. 

The proposed technique extends ARP technique, which is a general black-box 
technique. In this context, an interesting article was presented by Hemmati et al. 
[23]. The article compares three different black-box TCP (code-based) 
approaches: topic coverage, text diversity, and risk-driven heuristic. In the topic 
coverage TCP, topics are extracted from a textual description of test cases and 
their expected results by a text mining algorithm. In the subsequent step, the 
technique tries to prioritize test cases in a way to maximize coverage of those 
topics. The text diversity approach prioritizes test cases using a string distance 
between two text representations of the test cases. The risk-based approach uses 
information about detected faults in their previous executions for test case 
prioritization. If historical information is available, the results show that the risk-
based approach is superior. However, none of the approaches significantly 
outperform the others, if history is not available. 

Empirical study [24] performed by João Felipe Silva Ouriques et al. investigates 
the effect of the model structure and characteristics of test cases that fail on the 
fault detection capability of several TCP techniques. Study results show that the 
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characteristics of failed test cases affect the investigated techniques more 
significantly than the model layout. Due to the study being performed on synthetic 
data that may not exactly correspond to real systems, authors publish a replication 
study [8] on data from real industrial projects. In this study, multiple general TCP 
techniques were evaluated with similar results as in previous work. The results 
show that none of the compared techniques is the best, concerning fault detection 
ability. Besides, the study investigates a dependency between fault detection 
performance of particular techniques and different properties of test cases. 
Specifically, the effect of varying sizes of the test cases that fail is examined. 
Authors conclude that the examined techniques have different sensitivity to this 
test case feature. The presented article builds on these studies and presents a new 
enhanced version of ARP technique, which improves the fault detection 
performance of the standard version and preserves limited effect of this negative 
feature. 

3 Novel Enhanced ARP Technique 

The main objective of the novel enhanced ARP technique is to improve fault 
detection performance over the original ARP method. The ARP demonstrates 
consistent results in different scenarios thanks to its semi-random nature. The 
study results [8] show there are techniques with better fault detection 
performance, but their performance is also more affected by various test suite 
properties. One of those properties is an inconsistent fault detection performance 
between cases where failed test cases are shorter or longer than the average test 
case size in a test suite (see Section 4.1). The development of the proposed TCP 
technique was focused on fault detection performance enhancement while keeping 
relatively low sensitivity on the size of the test cases that fail. 

The proposed modification replaces Test set distance function (function f2 
Algorithm 1 Part 3 – Line 8) with Weighted Product Model (MCDM) method [9]. 
The method compares candidates (test cases) among themselves, using distance, 
path complexity and additional coverage criteria. The novel enhanced TCP 
technique based on the MCDM method was named Multi-Criteria Adaptive 
Random Prioritization technique (MC-ARP). The advantage of MC-ARP is that 
the criteria can be extended/exchanged in a situation when a new source of 
information becomes available (e.g., fault history during testing of an updated 
system version). 

The introduced MC-ARP technique partially decreases the importance of test case 
distances and increases the chance of selection for test cases which cover more not 
yet covered statements, or test cases with higher path complexity. The method can 
be tuned by weights, which determine the strength of these properties and thus 
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also results of the prioritization. The novel MC-ARP technique is described in the 
following subsection. 

3.1 Multi-Criteria ARP Technique 

The proposed application of Weighted Product Model method has m alternatives 
(not-yet prioritized test cases) and n decision criteria. The method compares 
alternatives among themselves, using these decision criteria, and determines the 
one that is better than others. The decision criteria are benefit criteria (higher 
values are better), and they are divided into three main groups: 

 Distance criteria – performance value of a distance criterion corresponds 
to distance between a particular candidate and already sorted test cases 
(distance matrix – see Section 2.1) 

 Path Complexity – path complexity value of the candidate (see Section 
2.2) 

 Additional coverage – represents the count of newly covered statements, 
if the candidate is selected (see Section 2.3) 

Variable w, which determines the relative weight of importance of the criteria, is 
assigned to each of these criteria groups. Due to the fact that the count of 
prioritized test cases changes during the TCP process (each time when a new 
sorted test case is added), the weight of the individual criterion can be calculated 
as an equal share of initial weight for distance criteria wDC. 

DC

DC
i n

w
w          (3) 

Where wi is weight for a specific distance criterion (prioritized test case), and nDC 
is the number of prioritized test cases. Weights for path complexity wPC and 
additional cover wAC do not change during algorithm iterations. Thus, the ratio 
between all weights is always the same; only the values of wi are iteratively 
changed. 

The performance value of candidate test case TCi during evaluation by criterion j 
is denoted as pvij. The following function P(TCK/TCL) compares two candidates 
TCK and TCL. In case the result is higher than value 1, the first candidate is 
superior to the second. The newly selected candidate should be better than or at 
least equal to all other candidates. 
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The example shows the method on model data. Let us say, there are three 
candidates and three already prioritized test cases, weights are set to wDC = 0.5, 
wPC = 0.2 and wAC = 0.3, and the performance values of candidates are depicted in 
Figure 2, where columns represent particular criteria, the first row shows weights 
for a specific criterion, and other rows are connected to candidate test cases 
(alternatives). In our case, distance criteria performance values match to the 
distance matrix d from the original ARP example. However, other criteria are now 
considered in the test case selection. 

The comparison of candidate TC1 and TC2 would be as follows: 

 
33.1
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
TCTCP

Similarly,   79.031 TCTCP  and   62.032 TCTCP . Therefore, the selected 

candidate is TC3 (instead of TC2 from the ARP example), since it is better than all 
of the other candidates. 
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MC-ARP Example 
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4 Experiments 

In this section, it is verified whether the proposed MC-ARP technique achieves 
better fault detection results than the original ARP. The second goal of the 
experiments is to investigate the effect of the size of the test cases that fail on fault 
detection performance of the proposed technique. The experimental evaluation on 
a broader sample of test suites is important for the assessment of the newly 
proposed technique, because TCP techniques may have an outstanding 
performance for one test suite and weak results for another. 

The section is divided into two main parts. The first part describes the 
experimental setup and other necessary aspects for the evaluation of the 
experiments. In the second part, the performance comparison of MC-ARP with the 
original ARP technique and investigation of sensitivity to the size of the test cases 
that fail, is presented. 

4.1 Dataset 

Dataset used in this section for evaluation of the proposed technique is obtained 
from [25].  The dataset includes 17 test suites and information about faults from 
six industrial systems (for overall characteristics see Table 1). Each system is 
covered by two to four test suites, and each test suite has 4 to 24 test cases (for 
more information see [8]). The projects included in the dataset are from different 
areas, e.g., a cashdesk system that interacts with payment terminals, or a system to 
manage lending of equipment/software and maintenance logs. The tested systems 
were modeled in a high abstraction level as control-flow Labelled Transition 
System models. The models represent use scenarios, which can include multiple 
types of control flows (standard scenario, alternative user’s behavior, and 
exception flow that covers systems errors). Test cases were generated as paths 
through these models by traverses of a Depth-First Search algorithm. 

Table 1 

Systems overall characteristics [8] 

System Language Size (LOC) 

S1 Java 3000 

S2 C 3055 

S3 Java 13001 

S4 Groovy grails 3693 

S5 Groovy java 20713 

S6 Groovy JavaScript grails 13244 

Sensitivity to the size of the test case that has found a fault is defined by a relation 
between the sizes of test cases that fail and the rest of the test suite. The relation 
divides test cases into two groups. The first group contains short test cases that 
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execute fewer steps than the average number (test cases that commonly do not 
traverse loops). In contrast, the second group consists of long test cases, which 
perform more system steps than the average. In order to evaluate this sensitivity, it 
is necessary to know the failed test cases in advance. Then the test suites can be 
divided into the following groups: 

 ShortTC – test suites where every test case that fails is shorter than the 
average size of test case in the test suite. 

 LongTC – test suites where every test case that fails is longer than the 
average size of test case in the test suite. 

 ConstantSizeTC – test suites where all test cases have the same size. 

 MixedTC – test suites which do not fit to above mentioned groups. 

The terminology is taken from the original study [8], and the distribution of these 
groups in the dataset is shown in Figure 3. 

 

Figure 3 

Test Suites Distribution 

Random nature of ARP technique can affect TCP results. Therefore, the examined 
algorithms were executed 1000 times for each test suite (according to the 
suggestion in [26]); the experimental setup is shown in Figure 4. 
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Figure 4 

Setup overview 
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4.2 Effectiveness Metrics 

To evaluate the performance of the new enhanced ARP technique and to compare 
results with the original methods, the following metrics are used. 

Average Percentage of Faults Detection (APFD) developed by Elbaum et al. in 
[27] is used for evaluation of fault detection performance. The metric measures 
the rate of fault detection per percentage of test suite execution and is calculated 
as follows: 

nmn

TFTFTF
APFD m

2

1...
1 21 


     (5) 

where n is the number of test cases, and m is the number of faults which the test 
suite can reveal. The TFi is the position of the first test case that reveals the i–th 
fault. The APFD is a percentage (values 0 – 100), and higher values indicate better 
(faster) fault detection. 

Non-parametric statistical test, Kruskal-Wallis test [28], is applied to compare two 
distributions of the APFD results. The test determines whether the difference 
between the results is statistically significant using a 95% confidence level (i.e. p-
value < 0.05). The test resolves whether the differences are not random, but for 
performance comparison Vargha and Delaney’s Â12 statistic [29] is used. 

Vargha and Delaney’s Â12 statistic performs a pairwise comparison of results 
expressed by the APFD metric from two techniques A and B. It is a nonparametric 
effect size measure, which is popular in the software engineering area, where 
randomized algorithms are involved [30]. The Â12 metric measures the probability 
that running A produces a higher APFD than running B. The Â12 can be 
calculated: 
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Where R1 is the rank sum of the APDF results from the first compared technique 
(the ranking is done through the results of both techniques). The m is the number 
of results from the first technique, and n is the number of results from the second 
technique. If the two techniques are equivalent, then Â12 = 0.5. In another case, 
one technique produces better results. 

4.3 Results 

The performance evaluation of the presented technique was done by comparison 
of fault detection capabilities of the original and enhanced technique. For 
evaluation, several variants of ARP technique with the following Test case 
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distance functions were chosen: Jaccard (ARPJac), Manhattan (ARPMan), and 
Similarity function (ARPSim). The original technique with Jaccard and Manhattan 
uses MaxMin Test set distance function, and Similarity function uses MaxMin and 
MaxMax Test set distance functions (marked ARPSim1 and ARPSim2). The 
proposed Multi-criteria ARP technique is marked MC-ARPXXX, where XXX 
distinguishes a specific variant with appropriate Test case distance function. The 
criteria weights for MC-ARP were experimentally set to: wDC = 0.5, wPC = 0.2 and 
wAC = 0.3. 

The overall fault detection results of MC-ARP and original variants are presented 
in Figure 5, and results for individual systems are shown in Figure 6. The pairwise 
Â12 results comparison can be found in Table 2. 

Table 2 
Effect sizes of pairwise comparisons of MC-ARP and the original technique 

 ARPJac ARPMan ARPSim1 ARPSim2 

System S1 0.69 0.68 0.58 0.55 

System S2 0.70 0.64 0.68 0.68 

System S3 0.51 0.5 0.51 0.58 

System S4 0.59 0.58 0.70 0.71 

System S5 0.58 0.56 0.62 0.62 

System S6 0.62 0.64 0.53 0.58 

Overall 0.59 0.58 0.59 0.61 

The overall comparison in Figure 5 shows that, in all cases, MC-ARP variants 
have higher median value (better results), and boxplots are also more compact 
(i.e., they have shorter interquartile ranges and more consistent results). Presented 
results from Table 2 show that MC-ARP improves the overall performance of 
ARP technique, and the improved fault detection performance is similar for each 
distance function variant. 

Results for individual systems indicate that the more significant performance 
improvement is evident in systems S1, S2, and S4. These systems mostly contain 
MixedTC and LongTC test suites (see Figure 3). This improvement is due to Path 
Complexity and Additional Coverage criteria, which prefer more complex test 
cases with a higher amount of non-covered statements. In other cases, MC-ARP 
technique still has the same or better results than the original ARP variants i.e., 
boxplots are more compact or median values are similar or higher. 

For overall results, Kruskal-Wallis test produces the highest p-value < 0.001. 
Therefore, the techniques present different performances than their original 
versions. For individual systems, the results are statistically similar (p-
value > 0.05) only in the case of the system S3 for techniques ARPJac, ARPMan, 
and ARPSim1. 
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Figure 5 

Comparison of overall results 

 

Figure 6 

Performance of techniques for individual SUT 
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The effect of the size of the test cases that fail is investigated using ShortTC and 
LongTC suite samples. These samples contain test suites where failed test cases 
are shorter or longer than the average test cases size in that test suite. 

Figure 7 presents the results for evaluated techniques. Detailed pairwise 
comparison is in Table 3 for ShortTC, respectively LongTC. The results show that 
the MC-ARP has better fault detection performance than the original ARP 
technique (mainly due to path complexity guidance) for LongTC samples. The 
MC-ARP variants have the same or higher median values and more compact 
boxplots. On the other hand, for ShortTC samples, Table 3 presents that MC-ARP 
has only slightly better performance than the original technique for Jaccard and 
Manhattan distance functions. The MC-ARP variant with Jaccard function has a 
higher median, but the boxplot is more spread out. The Manhattan variants have 
similar boxplots; however MC-ARP achieve higher median value. In case of 
Similarity function, the results are worse than the original technique, which is 
mainly noticeable on the boxplot for ARPSim1. 

In the comparison of MC-ARP and the original variants, Kruskal-Wallis test 
results reach maximal p-value < 0.001. Hence, the techniques also produce 
different performance results. 

Table 3 
Effect sizes of pairwise comparisons of MC-ARP and the original ARP for ShortTC and LongTC 

ShortTC ARPJac ARPMan ARPSim1 ARPSim2 

MC-ARPXXX 0.54 0.54 0.33 0.42 

LongTC ARPJac ARPMan ARPSim1 ARPSim2 

MC-ARPXXX 0.60 0.57 0.60 0.60 

Pairwise Â12 between ShortTC and LongTC for a technique represents sensitivity 
to the size of the test cases that fail. The technique insensitive to the size of the 
test cases that fail should reach a value 0.5 when performance for both groups is 
the same. The results for ARP and MC-ARP techniques are presented in Table 4. 
At this point, the proposed technique achieved a minor decrease compared to the 
original ARP values. This increase of sensitivity is caused by an unequal 
improvement of results between ShortTC and LongTC samples. However, the 
sensitivity of MC-ARP still achieves decent values in comparison to other TCP 
techniques (for more information about these techniques see [8]). 

Records for ARP technique variants are duplicated in Table 4. Values based on 
data from our ARP implementation have the blue italic font. The results of the 
original study are listed in black font. These values have been added, because they 
are slightly dissimilar to the original, probably due to a different implementation 
of the ARP algorithm. 
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Figure 7 

Boxplots of ShortTC and LongTC samples 

Table 4 
Effect sizes of the comparisons between ShortTC and LongTC [8] 

Technique Â12 Technique Â12 

Ran 0.4443 PC 0 

ARPJac 0.3945 Stoop 0.5833 

ARPMan 0.374 SDh 0.0833 

ARPSim1 0.4725 SDe 0.1666 

ARPSim2 0.3892 SDm 0 

ARPJac 0.44 ST 1 

ARPMan 0.4 SA 0.1609 

ARPSim1 0.51 MC-ARPJac 0.35 

ARPSim2 0.4 MC-ARPMan 0.34 

FW 1 MC-ARPSim 0.22 

Conclusions 

This work presents a new Adaptive Random Prioritization technique (referred to 
as MC-ARP); the technique replaces the original Test set distance function, with a 
Multi-Criteria Decision-Making method. This enhancement incorporates 
additional criteria (other than the test case distances) into a decision which test 
case should be selected from the candidate set. The key idea of ARP technique 
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performance improvement is to add guidance based on the path complexity and 
additional coverage techniques that have better overall fault detection 
performance. The PC technique calculates a score based on a path through a 
control flow model for each test case and the test cases with a higher score, are 
preferred over the others. An additional cover technique calculates how many yet, 
uncovered statements, will be covered when a test case will be added to the set of 
already the prioritized ones. The test case with the highest number of newly 
covered statements is preferred. 

The mentioned features and distances between a candidate and already prioritized 
test cases are used as decision criteria in Weighted Product Model method. The 
method performs a pairwise comparison of all candidates. The proposed change 
partially limits the random nature of ARP and prefers to select more complex test 
cases or test cases with more uncovered statements over others. 

The novel Test set distance function helps to improve the fault detection 
performance of ARP technique. Improvement of fault detection performance 
across all tested systems has been noticed. Moreover, experiment results show that 
MC-ARP has the same or better performance across all systems than the original 
ARP. 

For test suites where every test case that fails is shorter than the average size (i.e., 
the test cases with less complex paths), MC-ARP with Jaccard, or Manhattan 
distance functions achieve slightly better results. Thanks to the guidance, MC-
ARP outperforms the original technique when every test case that fails is longer 
than the average size of test cases in the test suite. The resulting sensitivity to the 
size of the test cases that fail is moderately higher than the original technique, due 
to uneven performance improvements in the scenarios mentioned above. 
However, it still achieves good results compared to other techniques. 

Regarding threats to validity, the evaluation of the proposed MC-ARP technique 
was performed on the dataset that contains data from six industrial projects. The 
systems were modeled as Labelled Transition, and the test suites were generated 
by Depth-First Search algorithm, which traverse the models and saves paths as test 
cases. Therefore, the results cannot be generalized for other kinds of systems or 
other test case generation algorithms. However, it can be assumed, that for similar 
systems and test case generation approaches, the technique will perform at similar 
performance level. The evaluation was done only on fault detection and the effect 
of the size of test cases that fail, however, other aspects as the number of test cases 
in the dataset or the proportion of test cases that fail may affect the fault detection 
performance. Moreover, some test suites in the dataset are relatively small, and 
they may not be entirely suitable for prioritization. 

In future work, the technique herein will be applied in the area of automotive 
Hardware-in-the-Loop (HIL) Integration Testing [31]. In this domain, MBT 
approach is used for Integration Testing of Electronic Control Units (ECUs). The 
goal of this testing phase is to estimate if a cluster of ECUs operates in synergy 
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and functions distributed among multiple ECUs work as expected. There is a need 
for optimization of automatically generated test suites. Those test suites are 
generated from Timed Automata models using our testing tool called Taster [32, 
33]. The size of a test suite depends on a Timed Automata model complexity and 
used a state-space traversal algorithm. In general, it can be enormous. The MC-
ARP will be implemented as part of this software. The expectation is to attain test 
suite optimization, towards shorter test times, while maintaining a reasonable test 
coverage. Further experiments will be performed on a HIL testing platform, in 
cooperation with our Industrial Partner. This HIL testbed is dedicated to the 
testing of comfort and radar sensor-based driver-assistance systems. 
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Abstract: The scientific paper deals with a part of the business sector, which is made up of 
family businesses. The paper presents the current status of such businesses from the 
perspective of positive and negative factors which will be linked to the problem areas. In 
this article, we have focused our attention on some aspects of family business, especially 
the managerial aspects, because the management of a family business has various 
differences and specifics compared to other types of businesses. In the theoretical part, we 
present the current state of the issue, while the empirical part of the article is based on a 
survey conducted among family businesses using a questionnaire. This article does not aim 
to highlight the contentious areas of family business. However, it brings valuable findings 
of business practice. More than 400 enterprises were approached, the resulting sample 
consisted of 185 family enterprises. Therefore, we understand the results as a case study 
from Slovakia. Our findings were subject to statistical analysis using several quantitative 
methods (t-test, regression models) and we present them in the empirical part. Based on 
our results, we bring the most valuable findings and ideas for further research. 

Keywords: family business; business problems; t-test; regression model 

1 Introduction 

The importance of doing business in every market economy lies mainly in the 
development of the economy and job creation. The term business environment is a 
term known and often used, yet its definition is neither simple nor unambiguous, 
especially given the large number of entities involved in its design. The business 
environment reflects the quality of economic conditions and the basis for the 
economic activity of entrepreneurs [6]. The business environment of the Slovak 
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Republic has been examined by researchers since the political change in 1989 
when the economy underwent a change from centrally planned to a market 
economy. For decades, the declared effort of the Government of the Slovak 
Republic has been to create a favorable business environment. This is essential not 
only for large investors but also for small and medium-sized enterprises, which are 
often operated as family businesses in Slovak conditions. This particular category 
of businesses represents the most powerful engine of the economy in the 
developed countries, especially in Western Europe, as they represent a number of 
advantages. 

In essence, family and family businesses are two intertwining and interacting 
worlds. But there are values and principles that make up the family and shape the 
business. The entrepreneur's family life, personality, and interests are often the 
main driving force in doing business. However, an entrepreneur has to deal with a 
situation where his or her business threatens the family, but also with a situation 
where his/her own family threatens the business and thus the economic existence. 

Small and middle-sized enterprises are most vulnerable to changes in the business 
environment, they have limited access to trades where large investments are 
required, they may be threatened by multinational or large enterprises, they cannot 
afford to employ top scientists, managers, professionals. Last but not least, they 
are unable to monitor available resources. 

As Mura states, in recent years, several economic and political instruments have 
been adopted to support small and middle-sized business [24]. However, we see 
the problem is the fact that none of them focused exclusively on family 
businesses. Unlike the Slovak Republic, the European Union has adopted a 
number of measures aimed at increasing the competitiveness of small and 
medium-sized enterprises, but also of family businesses. The above-mentioned 
legislative measures are also adopted in connection with the administration of the 
family business. According to these, EU legislation measures, up to 85% of all 
businesses can be considered as family-owned, and these businesses employ up to 
60% of all employees. 

The business process, as well as family business, are much more developed in 
western countries, which has been caused in particular by the favorable political 
situation, but also by centuries of evolving the business processes. Therefore, 
western countries are an inspiration for our young entrepreneurs. 

The past three decades in Slovakia were shaped by the emergence and subsequent 
development of small and medium-sized enterprises [17, 18]. The merits of the 
representation of these business units in the country's economy were confirmed. In 
the transition to a market economy, it was once again small and middle-sized 
enterprises that helped significantly transform the economy and laid the 
foundation for the functioning of smaller businesses. As part of the transformation 
of the economy, families have returned to their previously confiscated property 
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and have taken ownership of various businesses. Therefore, in Slovakia the family 
business had to develop again from the beginning. 

Family businesses represent the oldest form of business not only in Europe but 
also in our country. The reason that they are the object of our research is that they 
are long-term established companies that create jobs even in less developed 
regions without the interest of foreign investors and have a great perspective 
especially for small and medium-sized enterprises [30]. Their main advantage is 
usually less risk and greater stability due to conservative management and long-
term sustainability. Family businesses in Slovakia have been facing problems for a 
long time; most often it is the changing legislation, a number of constraints, lack 
of skilled labor, low law enforcement, lack of advice, and assistance from public 
authorities [22]. 

During the survey, we found out what problems family businesses in Slovakia are 
facing at present. The main aim of the paper is to investigate the problems of 
Slovak family businesses. On the basis of the data obtained, we will propose 
options to eliminate the most serious problems that family businesses have been 
facing in our conditions for a long time. 

2 Theoretical Background 

Entrepreneurship itself can be characterized as a source of dynamic movement in 
the economy, and at the same time it forms the basis of a market economy, which 
is a living active organism. Without entrepreneurship, a market-oriented economy 
could not exist because it constitutes its absolute basis on which other economic 
operators and the national economy sector are linked. That is why business 
support should be at the center of interest not only for economists but, above all, 
for politicians, to create an appropriate and favorable environment for the 
development of entrepreneurial activities. 

The priority role of each country's economy is to support the development of 
small and medium-sized enterprises, of which family businesses are also a part. 
Creating a suitable business environment, which means simplifying and clarifying 
the relevant legislation, reducing administrative, levy, and tax burdens, 
strengthening support infrastructure, and improving access to capital are the most 
important factors for its development. In the European Union, the share of SMEs 
is 99.8%, and approximately 2/3 of all employees are employed in this sector. 
Small and medium-sized enterprises are generally considered to carry a substantial 
part of the innovation impulses, and are also very flexible in the changing market 
environment and constitute an important segment for regional economic growth, 
writes Kachanek, Stalk, Bloch [19]. 
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In particular, national governments should support, through appropriate 
instruments, the creation of new and retaining existing business units and support 
their continuous development conditional on further education, a favorable 
business environment, and available expert advice and tutoring. Support for local 
SMEs has undeniable advantages for all interested groups and the effort will 
undoubtedly pay off. 

The drivers of a market economy in the 21st Century are businesses, mostly 
private-owned SMEs and family businesses. They are an indispensable pillar of 
the economy of each prosperous state and play an important role in the process of 
developing national economies. Their importance is also evident in the creation of 
the gross domestic product, on the one hand, and on the other, they have an 
important position in employment issues not only within the European Union but 
also on a global scale. 

In Slovakia, the sector of small, medium-sized, and family businesses make up 
more than half of the business units, based on the findings of Kvašňák and 
Makarovičová [21]. This was the primary reason for which the government 
decided to start to support family businesses. These types of businesses help to 
reduce the unemployment rate in many regions suffering from disparities and the 
disinterest of larger business units. 

In this context, there is a fundamental problem in Slovakia of how to approach the 
definition of a family business. It is not easy to define a family business because 
the Slovak legislature does not know this term, but in general, it is possible to 
speak of a family business if the business owner is a family member, the business 
is managed by a family member or the next generation of the founder Practice 
shows that in many cases family businesses are created as small and medium-
sized enterprises. 

There is no legal definition of the term 'family business' or 'family enterprise' in 
the Slovak legal order. Therefore, as stated by Mucha we can only rely on general 
legal definitions of the terms business, enterprise, and family [26]. The term 
'company' does not have a uniform definition. The Commercial Code describes a 
company as a set of tangible as well as personal and intangible components of 
doing business. 

Experts in the field such as, e.g. (Dudic et al.) say the definition of family 
businesses is based on different criteria than legal science [12]. According to 
them, first of all, small and family-run businesses have a relatively small market 
share and cannot influence the market significantly. According to Belas et al. the 
second feature is that they are managed by the owners (entrepreneurs), the 
families of the owners, not mediated through the formal management structure [8, 
9]. The third feature is their independence as they do not form part of a larger 
enterprise. 
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To compare the differences in the definition, Zufan et al. lists several features of a 
family business that are applied in the US [39]. Primarily, the family has a major 
influence on the management and development of the business and its strategic 
goal is to pass the business on to the next generation. It is important that the 
family business is owned by the founder and his descendants. Anyakoha adds that 
the family business is a business of several generations [4]. This means in 
American practice that the family manages the business directly, the assets of the 
business are owned by the family and more than one member of the family is in 
business management. 

Serina, however, points to the definition of the Massachusetts Mutual Life 
Company, which defines a family business by alternatively fulfilling at least one 
of three characters [31]. The owner considers his business to be a family business 
or intends to hand it over to a close relative or, in addition to it, another member of 
the family who is part of the day-to-day management process of the business 
works as a full-time employee. 

However, in this context, we consider it necessary to properly include the concept 
of a family business in the legal order. We appreciate the legislator's intention to 
deal with such sensitive issues as the share of profits from the family business as 
well as other property rights from the operation of the family business, which 
creates additional property rights of the participating family members. However, 
Šétafy negatively assesses that these are disposable provisions of the Act which 
also allow for a different agreement between the participants [34]. 

2.1 The Nature of Family Business and Its Problems 

The specificity of family business lies in the interaction of the family and the 
business environment. The founder of a family business is usually also a statutory 
body. We consider this to be the main reason why there is often an undesirable 
interaction between the harsh business climate and sensitive family ties. It is 
difficult to distinguish and separate relationships that are professional and 
emotional. The result of this clash is the need for an entrepreneur to address the 
issue of priorities between business and personal life. According to Zygmunt, 
however, every family has a natural endeavor to survive, especially if it is 
existentially dependent on the results of the business activities [38]. This, in 
comparison with “foreign employees”, motivates the family members to make 
generally greater efforts to achieve a successful outcome. Ślusarczyk and Haque 
point out that there should also be greater mutual trust among family members 
[33]. This assumption leads him to conclude that, for this reason, family 
businesses have longer-term stability and will survive several generations. The 
focus of family business is often the so-called family interest, which is created by 
involving multiple family members in the business. Such a strong family unit is, 
after all, a better prerequisite for the transfer of experience from generation to 
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generation. The personal factor is not only a source of stability but also a tradition, 
which creates a strong basis for business continuity and its future prosperity [5]. 

One of the specifics of family businesses is, in particular, the flexibility to make 
decisions, giving priority to family members in managerial positions regardless of 
meeting the required criteria. Differences from other types of businesses, 
according to De Alvis can be also seen in aspects such as motivation, solidarity, 
and coherence [2]. These are related to the dependence of the family on the 
success of the business. According to Ključnikov et al. and Švec et al. is the key of 
success of every business, not just family business the exchange of information 
because we live in the information era [20, 35]. This information exchange is 
sincere and direct among family members, and moreover, without any speculation. 
Another important advantage of a family business is, according to Rahman et al. 
cost optimization [28]. It should be understood that family members are easier to 
agree on setting up substantial cost items, e.g. own wages. 

In view of the fact that family businesses in the Slovak Republic are part of the 
category of small and middle-sized enterprises, their advantages also lie in the 
advantages that are characteristic of small and middle-sized enterprises. Among 
the most important, Nagy et al. incorporates a simple management structure, the 
possibility of increasing employment, innovation [27]. Meszároš and Divékyová 
add benefits like the ability to create self-employment, better knowledge of 
customer needs and the ability to address specific problems, but especially the use 
of regional labor, regional resources, contributing to reducing regional disparities 
[23]. 

Many family businesses use their own abilities and skills, making them more 
flexible to make decisions and responding more quickly to changes. From a 
broader perspective, they are, therefore, more stable. Their key advantage over 
large enterprises is their stability, as it is not their practice to move to other 
countries when state incentives are exhausted [36]. 

The change of the political system and transition to a market economy posed a 
serious problem for the older generation. Most employees, when they reach the 
age of 50, cannot find employment in the labor market if they lose their jobs 
because of employers' prejudices. From the point of view of several of the above-
mentioned authors, it is possible to see the advantage of a family business in favor 
of a social care and security because the family business is not age-limited. 

Family business and the related overlapping of family and making business can 
result in uncontrollable problems. As reported by Dudic et al. and Bure and 
Tengeh the problems mainly occur where there is no sincerity and mutual trust 
among family members [13, 10]. This results in the transfer of business conflicts 
to family life, and vice versa. These disputes may not only effect the business but 
may also result in its termination. That is why the literature recommends that the 
basic formal rules between individual family members should be defined before 
starting a business [32]. It is essential that the family is always able to name 
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problems and solve them before they endanger the business. One possible 
solution, following the example of the Czech Civil Code, is to create a family 
council that would meet on a regular basis and solves problems before they cross 
the permissible limits. 

Other problems in family businesses, according to Duľová et al. occur in the field 
of labor relations [14]. It is harder, sometimes impossible, to deduce the 
consequences for a breach of work discipline, failure to perform duties, or 
insufficient work performance towards family members compared to other 
employees. Our research has shown that only 15% of family businesses do not 
favor family members over other employees. 

We also found out that up to 86% of family businesses do not address the issue of 
succession. Zajkovski and Domanska state that this is the most critical period of 
the existence of a family business [37]. Mura and Kaisar agree and state that there 
is also a breakthrough moment [25]. The founders usually try to delay this 
moment as much as possible in order to keep the business under control. The 
inability to leave the business and leave it to the successor is an insoluble problem 
for them. In the opinion of psychologists, there is a particularly inwardly 
suppressed fear of concern. International statistics show that only one-third of 
family businesses can handle generational exchange, with only a fraction of them 
remaining in the family's property for more than 50 years [29]. 

Haviernikova et al. are of the opinion that, in order to maintain business 
continuity, it is necessary to prepare for the transfer of succession well in advance 
and with the help of a psychologist [15]. In the absence of a suitable candidate, 
there are several possibilities. Selling a business is the easiest option. However, 
we consider ensuring a continuity of business management through a professional 
manager as a more suitable solution. 

According to Ahmad et al. and Androniceanu et al. family businesses have several 
advantages, but also many problems [1, 3]. Difficult access to foreign sources of 
financing, especially credit, is increasingly plaguing family businesses. Business 
education is also problematic. Both the professional community and entrepreneurs 
have been calling for more time and space to be devoted to this issue in the 
educational process. There is also a need to increase spending on research and 
development of innovative technologies, including control of spending efficiency. 
Research results also show that the administrative burden is the biggest problem in 
the family businesses. In addition, Belas et al. see the problems in a lack of access 
to information, as well as a constantly changing business environment and poor 
availability of relevant information [7]. 

Before starting a business in the form of a family business, we recommend 
considering a number of facts, in particular the issue of coping with crisis 
situations. The disadvantages of family businesses can sometimes not be 
eliminated, but by using prevention these can be eliminated [16]. However, the 
benefits of family business can include a better form of cooperation, greater 
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credibility in the workplace as well as customer awareness, easier acquisition or 
expansion of capital, flexible working time, family cohesion especially in difficult 
times, as well as informal relationships in the workplace [11]. 

3 Methodology 

The theoretical definition of the issue was defined in the first part of this article. 
We are currently dealing with methodological issues. The aim of the article is to 
point out the problem areas of family businesses and the problems that Slovak 
family businesses encounter. At the same time, as a partial goal, we sought to find 
out, with the help of statistical analyzes, deeper links to specific issues of family 
businesses. In addition to the theoretical research of literary sources, we conducted 
a survey among Slovak family businesses to process this article. More than 400 
enterprises were approached, the resulting sample consisted of 185 family 
enterprises willing to participate in the survey and providing the necessary 
information. 

The methodology is an important part of the research work. Depending on the 
topic, we carefully selected possible methodological options. We used one of the 
most common methods of quantitative research - a survey with questionnaire. 

The survey is a method often used in qualitative research because it provides a 
source of primary data and feedback, which is one of the most important 
components of the system. The advantage of this method is the possibility of 
analysis using various statistical software. On the contrary, the disadvantage is 
often insufficient sample size, failure to meet some prerequisites, respectively, 
poor sampling, sometimes the problem is the credibility of the respondent's 
answers. 

If we want to describe the correlation between two variables, it is appropriate to 
use the so-called correlation coefficient having the following form: 

                                                                                    (1) 

“The correlation coefficient shall take the interval value ⟨-1,1⟩. If the value is 
positive, rxy> 0, we indicate direct dependence, as the values of variable x 
increase, the values of variable y tend to grow. If the values of the correlation 
coefficient are negative, rxy <0, we indicate indirect dependence that is, when the 
values of the variable x increase, the values of the variable y tend to decrease. If 
rxy = 0, both variables are linearly independent. These variables are said to be 
uncorrelated.” 
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In our case, we will consider significant values of at least a slight correlation, i.e. 
greater than 0.3 and less than -0.3 in the case of indirect correlation. A strong 
correlation can be considered one when the coefficient values are higher than 0.5 
or below -0.5. 

If we want to test statistical hypotheses, we need to use appropriate statistical 
methods, in this case we will perform nonparametric goodness o fit tests. Based on 
the nature of our research, we will use goodness of fit tests for variance and 
average. 

Example of a statistical hypothesis: 

HO (zero hypothesis): the averages of the two statistical sets are the same, 

H1 (alternative hypothesis): the mean of the two statistical sets are not equal. 

If the so-called p-value (determined by a statistical software) is less than the 
significance level α, which in our case will be 0.05, then the null hypothesis is 
rejected and the alternative hypothesis H1 cannot be rejected. If the p-value is 
greater than the significance level, the null hypothesis cannot be rejected. The 
strength of statistical methods combined with reliable sampling is that the results 
are valid for the entire population. 

In addition to the survey, hypothesis testing, elementary scientific methods 
(induction, deduction, analysis, synthesis), we also used t-test and regression 
models. These advanced methods have helped us identify a number of important 
facts. 

4 Results and Discusion 

The sample consisted of 185 family businesses willing to participate in the 
research. However, more than 400 family businesses were addressed. Indirect 
export (46 enterprises) was identified as the most used method of 
internationalization of entrepreneurial activity by family enterprises that 
participated in the research. The second most frequent way to enter international 
environment is a subsidiary abroad (33 companies). The research included family 
businesses, according to a well-defined definition of family business. These were 
the enterprises that the owner considered a family business or employed members 
of his family. The questionnaires were sent to companies and the questionnaire 
completion was dependent on the voluntary participation of employees in the 
research. 

In descriptive statistics, we would like to give a description of the age structure of 
the sample. Based on the results of the variable age analysis presented below, it 
can be seen that the sample examined is skewed to the left, which means the most 
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of the values are centered to the right of the average. Thus, on the basis of these 
results, we conclude that the number of older respondents prevails in the sample. 
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Figure 1 

Characteristics of the sample structure 

Concerning the distribution of the sample of respondents by age and gender, the 
average age of women is slightly higher than that of men. The difference between 
the first quartile is smaller in Figure 2. 
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Figure 2 

Age structure by gender 

Within the analysis, we worked with two samples: family and non-family 
employees, women, and men. The variables we followed were age, education, and 
the involvement of entrepreneurship within a family business. By correlating age, 
the line of engagement, and education, we came to the conclusion that the younger 
generation of family employees had a higher incentive to do business in 
international markets, and this sample was also milder in identifying barriers to 
doing business. In the case of non-family employees in the companies we 
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surveyed, the high dependency was found - the higher the level of education the 
respondents had, the lower were the barriers to international business. The most 
important motives of an entrepreneur to do business abroad was the lack of room 
for development in the home country followed by a wish to have higher sales. 

In our research, we set out a few hypotheses that we verified. The student's t-test 
was used to verify them. The results were determined at the significance level of α 
= 0.05. The T-test was chosen based on the Fisher F-test result where the p-value 
was P> 0.05. By calculating the Student's t and comparing with the critical value, 
we came to the conclusion. 

Hypothesis H1: “There is a statistically significant difference in the experience of 
working abroad between family and non-family employees.” 

There is no significant difference in experience from abroad. We were unable to 
confirm this hypothesis. 

Table 1 

Results of the T-test 

T-test 

 T-test values t Stat t crit (2) 

 0.558463 2.014103 

On this partial issue, we assumed that the work experience from abroad could help 
the Slovak family businesses. Experience from abroad, from a developed market 
economy, could contribute more effectively to the development of Slovak family 
businesses. This fact was not confirmed within our sample. 

Hypothesis H2: “There is a statistically significant difference between family and 
non-family employees in that the family members are in the management of the 
enterprise.” 

There is a significant difference between the monitored groups and family 
members indeed showed significantly more managerial activities within the 
company. The hypothesis H2 was confirmed. 

Table 2 

Results of the T-test 

T-test 

T-test values t Stat t crit (2) 

 2.2907 2.0141 
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Hypothesis H3: “There is a statistically significant difference between family and 
non-family employees in the areas of management that led to the biggest business 
development.” 

There is no significant difference between the variables in the identification of 
management areas that led to business development. Hypothesis H3 was not 
confirmed. On this sub-issue, we assumed that family members would approach 
managerial methods in different ways and practices. However, no significant 
difference was found within the areas of management that led to business 
development. We see the reason for this in several possible causes, such as the 
lack of gradual training, the lack of managerial experience of establishing the 
practice under specific conditions, the inability to exercise freely its managerial 
decision, etc. We have identified these reasons in the feedback of respondents. 

Table 4 

Results of the T-test 

T-test 

T-test values t Stat t crit (2) 

 1.5483 2.0141 

The barriers to entry international markets were identified as financial demands, 
absence of a foreign partner, ignorance of the market, fear of an unfamiliar 
environment, and legislation. Further in our research, we focused on the 
innovation factors within the family business. 

Among the innovation factors, we have included - product quality and services, 
customer relationship management, customer requirements, proactive approaches 
in marketing and employee qualification. We performed two regression models of 
multiple variables using R. Model 1 is shown in the following table. 

Table 5 

Model 1 Results 

 Coefficient Std. Error t-ratio p-value  
 

const 2,06621 0,0294836 70,08 <0,0001 *** 

Quality of products 
and services 

0,0527984 0,0153012 3,451 0,0006 *** 

CRM −0,131434 0,0221885 −5,924 <0,0001 *** 

Customer 
requirements 

0,0154481 0,000556426 27,76 <0,0001 *** 

Proactive marketing 
approaches 

−0,0360616 0,00124336 −29,00 <0,0001 *** 

Qualification of 
employees 

−0,00194741 0,000973602 −2,000 0,0455 ** 
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Mean dependent var  3,334289  S.D. dependent var  0,627007 

Sum squared resid  2850,956  S.E. of regression  0,537040 

     

     

The above-mentioned linear regression model constructed by the OLS method 
explains 26% of the variability of the dependent variable. The problem, however, 
is that the p-values for residual normality, heteroscedasticity and multicolinearity 
were less than 0.001, implying the rejection of the null hypotheses and thus the 
model assumptions were not met. For this reason, we made a correction of the 
heteroscedasticity model, which provided a more credible model without the 
presence of heteroscedasticity, multicolinearity and residual abnormality. The 
results are shown in the following table. 

Table 6  

Model 2 results 

 Coefficient Std. Error t-ratio p-value  
 

const 2,72620 0,0332163 82,07 <0,0001 *** 

Quality of products 
and services 

0,0452121 0,0135721 3,331 0,0009 *** 

CRM −0,179499 0,0190910 −9,402 <0,0001 *** 

Customer 
requirements 

0,00731404 0,000569556 12,84 <0,0001 *** 

Qualification of 
employees 

−0,0411669 0,00102319 −40,23 <0,0001 *** 

Proactive marketing 
approaches 

−0,00012038 0,000799010 −0,1507 0,8802  

Statistics based on the weighted data: 
Sum squared resid  33935,73  S.E. of regression  1,852850 

R-squared  0,214326  Adjusted R-squared  0,213691 

Statistics based on the original data: 
Mean dependent var  3,334289  S.D. dependent var  0,627007 

Sum squared resid  3020,611  S.E. of regression  0,552789 

Since this model meets the prerequisites for OLS models and its overall p-value is 
less than the significance level, we reject the hypothesis that the model could be 
zero. Thus, it is statistically significant. The only statistically insignificant variable 
was proactive marketing approaches. For completeness, below is the picture for 
the Q-Q fence. 
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Figure 3 

Q-Q plot for model 2 

These results show that it is very important to apply strategic management 
decisions to a family business at the international level and that the elements of 
internationalization need to be maintained chronologically in order to be 
successful in foreign markets. The entrepreneur's priority is to place emphasis on 
the quality of the products produced, the quality of the services provided, the 
cultivation of fair customer relations, and the fulfillment of customer 
requirements. 

Conclusions 

Entrepreneurship is a priority for the market economy in terms of its functioning. 
The core of entrepreneurship in the business sector, which consists of business 
units. The vast majority of businesses are small and middle-sized enterprises, and 
in this group, a special form of business – a family business can be found. Family 
businesses are an important part of the economy not only of the European Union 
but also of Slovakia. They show a greater ability to create new jobs, which are 
related to their high sense of responsibility, tend to introduce new solutions for 
practice, bring innovative products and offer innovative services, provide personal 
input into mutual business relationships. These non-gas businesses are not typical. 
On the other hand, they also struggle with many, often specific problems. 

This article discusses the important characteristics of family businesses, pointing 
out the burning issues that family business management has to address. In a 
sample of 185 family businesses, we analyzed several factors that we defined as 
significant. In particular, developmental and developmental factors hampering 
factors. We evaluated information from business units using quantitative methods. 
The results were presented numerically and graphically. In conclusion, we would 
like to point out important facts resulting from a well-known survey: the 
experience gained abroad does not contribute significantly to the development of 
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Slovak family businesses. Further in our research, we focused on the innovation 
factor within the family business, these factors were identified as quality of 
products and services, customer relationship management, customer requirements, 
proactive approaches in marketing and employee qualification. We constructed 
two regression models for multiple variables using the R program. Considering 
the outcome of the first model, we had to correct it for heteroscedasticity, which 
provided a more credible model without the presence of heteroscedasticity, 
multicollinearity, and residue abnormality. Since this model meets the 
prerequisites for OLS models and its overall p-value is less than the significance 
level, we reject the hypothesis that the model could be zero. Thus, it is statistically 
significant. The only statistically insignificant variable was only proactive 
marketing approaches. 
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Abstract: The autonomous vehicle steering system, a multi-input multi-output (MIMO) 
system, is challenging to design using traditional controllers due to the interaction between 
inputs and outputs. If PID controllers are used the control loops are executed 
independently of each other as there is no interaction between the loops. Designing a 
larger system increases the controller parameters requiring tuning. Model Predictive 
Control (MPC) overcomes this problem, as it is a multi-variable control method taking into 
account the interactions of the variables in the target system. Achieving a high safety level 
is also critical for autonomous vehicle systems. This can be provided by an MPC 
controller, which can handle constraints such as maintaining a safe distance from other 
cars. Wider applicability of the Model Predictive Controller calls for more efficient 
hardware architectures for implementation. The aim of this paper is to achieve optimal 
implementation of the MPC controller by increasing the computational speed in order to 
reduce execution time for optimization. An MPC controller is used to control the steering 
system of an autonomous vehicle to keep it on the desired path. A traditional MPC 
controller is used to control the system where the plant dynamics do not change, whereas 
an Adaptive MPC controller is used when the system is nonlinear or its characteristics vary 
with time (the longitudinal velocity changes as the vehicle moves). Results are discussed in 
terms of performance, resource utilization, cost, and energy-effective implementations 
taking into consideration a reasonable size number of constraints handled by the 
controller. 

Keywords: Autonomous Vehicle; Steering System; Model Predictive Control (MPC); Field 
Programmable Gate Array (FPGA); System on Chip (SOC) 

1 Introduction 

In recent years, research in the automotive industry has been growing in order to 
address the challenges of this application domain. Automotive control applications 
require high performance and cost reduction at the same time [5]. The control 
system requirements are becoming higher, and to achieve the improvement in 
control performance, the optimization process is incorporated into the control 
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system design. The optimization process is subject to an increased number of 
factors, such as physical, safety, and economic constraints (power consumption, 
actuator saturation, etc.). In this context, Model Predictive Control (MPC) is a 
powerful optimization strategy for feedback control based on the model of the 
system. Basically an MPC controller runs a set of forecasts forward in time on the 
system model for different actuation strategies. MPC determines the immediate 
next control action based on the optimization. Next, it reinitializes the 
optimization in order to define the next control input  [7]. The current and future 
control inputs are determined based on minimizing the difference between the 
target setpoint and the predicted output [13]. MPC features and capabilities are 
very effective in terms of meeting the requirements and achieving the optimization 
tasks. A basic MPC controller solves Linear Programming (LP) problems, which 
can be formulated as quadratic programming (QP) problem [12]. Also, the MPC 
controller has a natural capability to handle soft and hard constraints. That means, 
the requirements that are imposed by the operating conditions can be managed and 
formulated using the constraints. However, MPC controller implementation has 
several challenges such as high computational load and high power consumption, 
whereas the embedded system applications have limitations in their hardware 
resources. 

One of the most effective solutions in order to achieve MPC implementations for 
embedded system applications which have constraints related to the computational 
time, is the use of the hardware acceleration. In this context, the deployments of 
an embedded MPC controller can achieve using reconfigurable hardware such as 
Field Programmable Gate Array (FPGA) or System on Chip (SoC), which is 
popular due to its high computational capabilities, parallel processing and 
development framework  [11]. In this context, the main contributions of this paper 
are the study and the analysis of the efficiency of implementing control methods, 
in addition to the use of rapid prototyping methods (here hardware/software co-
design using Embedded Coder and HDL Coder) for the implementation of 
embedded systems dedicated for digital signal processing considering 
performance, execution time and resources consumption. The research applied 
functional on-target rapid prototyping using Embedded Coder and HDL coder. 
The suggested implementation method is based on taking the optimization 
problem of the control method through MATLAB Simulink, Fixed-Point 
Designer, Embedded Coder and HDL coder. The suggested method allows the 
authors to focus on the verification, the validation and the test of the embedded 
system rather than programming, which in turn gives the ability to refine the 
design, tune the MPC controller parameters and see the results in the real-time. 
Finally, different optimization strategies were implemented and the obtained 
results were compared in terms of reducing the execution time and hardware 
resources consumption. 

FPGA based systems have been applied for a variety of applications, such as 
image and signal processing, aerospace, energy, autonomous vehicles, 
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telecommunications (5G) and medical field. In paper  [1] an analytical study for 
Adaptive MPC controller under external disturbances signals was provided, the 
Lipschitz-based approach was used and provides satisfactory stability and 
robustness. Saragih et al. used the MPC controller for visual-based control system 
application (face tracking system) to control the motion of a robot, where the MPC 
controller was implemented to control the camera movements in order to keep the 
tracked face at the center of the camera – see [21]. Paper [4] provides an overview 
of a real-time optimization problem for automotive and aerospace applications 
with a focus on MPC controller. The optimal control problem was formulated 
based on the cost function and the system constraints, in addition, numerical 
algorithms and their implementations on an embedded computing platform were 
discussed. The improvement of fuel economy for power-split hybrid electric 
vehicles (HEV) was discussed in [2]. The energy management system was 
formulated as a nonlinear and constrained system. The MPC controller was used 
to split the power between the combustion engine and electrical machines at the 
different system operating conditions. The proposed approach provided an 
improvement compared to the controllers in commercial Powertrain System 
Toolkit (PSAT) software. The research reported in  [8], proposed a control 
approach based on combining steering and braking MPC controllers. The authors 
in the paper introduced two model predictive controllers. The first one was 
implemented on a four-wheel vehicle model which determines the steering angle 
and braking torques to track the desired trajectory . The second MPC controller 
was implemented on a simplified bicycle model with a smaller number of inputs. 
The obtained results showed that the first controller provides good performance in 
terms of tracking the reference trajectory at low and high-speed, but the 
computation was time-consuming. On the other hand, the second controller 
showed unsatisfactory performance at high speed due to the simplicity of the 
vehicle model [8]. 

Paper [24] presented research of edge cloud on the Internet of Things (IoT) where 
the Model Predictive Controller evaluates the system properties. The paper 
presented the potential of merging the IoT, 5G, and cloud computing with the 
efficiency of deploying the automatic control system for time-sensitive and 
mission-critical processes. Haidegger et al. in [20] stated that the predictive and 
model-based control gives satisfactory performances only in the case of providing 
the accurate system’s behavior and cascaded control approach. An empirical 
design with the use of Smith predictor for a telesurgical robot system was 
suggested in order to deal with the large latencies. In the same context of paper 
[20], the article [10] suggested a cascaded control structure to deal with the time 
delay in a teleoperation robot system. The suggested method used the extended 
Kessler’s method sported by a predictive control method. Fuzzy–PID controller 
was also suggested to improve the performance. Using the extended Kessler’s 
method with Smith predictor provides good control. MPC controller deals with 
linear-time-invariant (LTI) plant model, which allows predicting the future 
behavior of the system [22]. Nevertheless, paper [17] suggested a strategy to 
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control heterogeneous traffic flow. Linear Parameter-Varying (LPV) model was 
suggested where the model deals with a non-linear traffic flow system which 
contains autonomous and human-driven vehicles with different operating 
conditions. LPV provides the ability to control the nonlinear system which uses 
different linear controllers for different operating points. LPV model uses a 
scheduling variable to enable the controller based on the current operating point of 
the system [6]. This paper discusses the use of an MPC controller for an 
autonomous vehicle steering system and its implementation using MATLAB 
Simulink and an FPGA board. The implementation on FPGA is conducted using 
HDL coder. 

This paper is organized as follows: in this first section, a review of the MPC 
formulation, previous work, and literature are presented. The second section 
describes the plant (the vehicle) for which the controller was implemented. 
Section three describes the simulation and implementations. Section four presents 
the obtained results and analyzes the implementation. Finally, the conclusions are 
provided and directions for future work are suggested. 

2  MPC and Adaptive MPC Working Principles 

In a control problem, basically, the goal of the controller is to calculate the input 
variables to the plant so the plant responds in a way that makes its output track the 
reference output. Figure 1 shows the standard control loop diagram. 

2.1 Model Predictive Controller (MPC) 

Model Predictive Control (MPC) uses a future prediction strategy in order to 
calculate the input. To ensure that the output of the plant follows the target 
reference output, the MPC controller uses what is called an optimizer. The 
prediction strategy is based on the use of a plant model (car model) by the MPC 
controller to simulate the car’s path in the next P time steps, where P is the 
prediction horizon which represents the time, the MPC controller looks forward in 
the future to make the prediction. The Model Predictive Controller simulated 
different future scenarios in a systematic way, and here the optimizer comes to the 
picture by determining the best scenario which achieves the minimum error 
between the reference and the predicted trajectory. The minimum error 
corresponds to the minimum cost function, which means the scenario of the 
predicted trajectory with the minimum cost function provides the optimal solution. 
Figure 2 shows the traditional MPC controller, and Figure 3 shows a future 
prediction strategy, where each scenario represents a series of steering wheel 
movements in order to follow the reference trajectory, and as mentioned above the 
optimal scenario is the one which achieves the minimum cost function. 
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Figure 1 

Standard Control Loop 

 

Figure 2 

Traditional MPC control diagram 

 

Figure 3 

Future Prediction Strategy for Optimization Problem 

The scenario with the minimum cost function J = 20 is the optimal solution, which 
achieves the optimal reference trajectory tracking. 

The design presented in this article proposes that the new state of the car model 
can be measured, while in the case of the state model cannot be measured. The 
MPC controller uses the so-called “state estimator” to estimate the state of the 
system and feed it back to the controller. The MPC controller uses static Kalman 
Filter (KF) in order to update the controller states (plant model states, 
measurements noise model state and disturbance model state). 

2.2 Adaptive Model Predictive Controller 

The traditional MPC controller is unable to deal with the changing dynamics 
systems effectively since it uses a constant internal plant. When the system is 
nonlinear or its conditions vary with time, the accuracy will be negatively affected 
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and the performance becomes unacceptable. To deal with these systems, an 
Adaptive MPC (AMPC) controller is used. AMPC controller handles the changes 
in operating conditions by providing a new linear model at each time step to 
achieve accurate prediction for the new conditions, as shown in Figure 4. 

 

Figure 4 

Adaptive MPC Controller [14] 

The optimization problem in the Adaptive MPC controller remains the same, 
which means the same number of states and constraints for the varied operating 
conditions. The Adaptive MPC controller requires a discrete plant model, which 
means, the continuous-time state space needs to be converted to discrete-time 
(zero-order hold method). The Adaptive MPC Controller receives the updated 
discrete-time state space containing the following: 

- A: 𝑛𝑥 by 𝑛𝑥 matrix signal, where 𝑛𝑥 the number of plant model states. 

- B:  𝑛𝑥  by 𝑛𝑢 matrix signal, where 𝑛𝑢 the total number of plant inputs. 

- DX: Vector signal of length 𝑛𝑥 𝐷𝑋 = 𝐴𝑥𝑘 + 𝐵𝑥𝑘 − 𝑥𝑘 (1) 

where DX is computed by equation (1), which provides the updated discrete-time 
state where 𝑢𝑘 and 𝑥𝑘  are respectively the inputs and the state values for the 
current time step k. 

2.3 The optimization Problem 

The MPC controller solves an online optimization problem, which is a Quadratic 
Problem (QP) for specific at each control interval. The optimization problem 
includes the followings: 

Cost Function: also called objective function, it measures the controller 
performance, and the goal is to be minimized. 
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Constraints: It represents the soft and hard constraints which must satisfy the 
system conditions such as the physical bound. 

To achieve the optimization, the MPC controller needs to calculate the control 
inputs driving the output of the plant that are very close to the desired reference. 
This process is performed in a systematic way by applying different scenarios and 
minimizing the cost function of the optimization problem. The cost function J of 
the autonomous vehicle's steering system can be formulated as: ∑ 𝑤𝑒𝑒𝑘+𝑖2𝑃𝑖=1  ∑ 𝑤∆𝑢𝑃−1𝑖=0 ∆𝑢𝑘+𝑖2  (2) 

where we is the weight of the predicted error ek+1 and wΔu is the weight of the 
steering angle increments Δuk+1. Cost function goals are to minimize both, the 
error between the predicted trajectory and the reference and the change in the 
steering angle between the consecutive time steps. The optimal solution 
corresponds to the smallest value of the cost function. 

Decision: Modify the manipulated variables in order to achieve the minimization 
of the cost function and to satisfy the constraints. 

The MPC controller computes the manipulated variable by solving the quadratic 
problem using a custom QP solver which in turn converts the linear optimization 
problem to the general form of the QP problem. Figure 5 shows the control 
algorithm of the Model Predictive Controller. 

 

Figure 5 

MPC Control Algorithm 
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2.4 Model Predictive Controller Design Parameters 

Designing the MPC controller takes into consideration the required constraints 
such as the steering angle limits. Figure 6 presents the main parameters and terms 
of the MPC controller, where the following nomenclature applies: k is the current 
sampling step and Ts the Control Time Step. Prediction horizon (P): number of 
time steps (the time on which the MPC controller looks forward to the future to 
make the prediction). Control Horizon (M): number of the possible control moves 
to time step k+P. The design parameters of the MPC controller are very important 
as this affects the performance and the computational complexity of solving the 
optimization problem. The choice of the design parameters should achieve the 
balance between the computational load and the performance. There are general 
recommendations, which can be taken into consideration for the parameters. 

Sample time (𝑇𝑆): determines the rate that the controller executes the control 
algorithm. In the case of Control Time Step Ts interval is too long, the controller 
will not be able to respond in time to the disturbance, which means that the 
performance will be negatively affected. On the other hand, if Ts is too short, the 
controller's response will be faster, but this causes a significant increase in 
computational load. The recommendation, in this case, is to choose Ts between 10 
to 20 samples of the Rise Time Tr in an open-loop system, where Tr is the required 
time that the response takes to rise from 10 % to 90% of the steady-state as Figure 
7 shows [15]. 

Prediction horizon (P): should be chosen in a way that covers the dynamic 
changes of the system and the recommendation are to choose P to have 20 to 30 of 
samples covering the open-loop transit system response [15], [18], [26] and [29]. 

Control Horizon (M): Only the two control moves have a significant impact on 
the response behavior, choosing a large control horizon will only increase the 
computation complexity, based on that, the recommendation is to choose M to be 
10 to 20 of the prediction horizon. A small value of M provides stability while in 
contrast, large values reduce the robustness. It is recommended to choose M to be 
between 3-5 – as presented in [9], [15], [18], and [25]. 

For the model in this paper, the following strategy was used in order to choose the 
parameters which achieve satisfactory control performance: First, we initialized 
the parameters based on the recommendations above regarding the Sample Time, 
Prediction Horizon, and Control Horizon. Next step, is about tuning the 
parameters and then evaluating the MPC controller performance using the MPC 
Designer MATLAB toolbox until the optimal values provided the best control 
performance were determined. The weights of the inputs and outputs were 
determined using the MPC Designer by setting nonzero values to the inputs and 
outputs which need to track a reference value. Based on that, the weight equal is 
set to zero for the steering angle as it does not track a target. The weight of the 
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Lateral Position and Yaw angle were determined with nonzero values as the main 
objective is position tracing. 

 

Figure 6 

MPC schema for the main terms  [27] 

 

Figure 7 

Control Time Step Ts and Rise Time Tr 

3 The vehicle Model 

MATLAB MPC designer application was used to design the controller that steers 
the vehicle autonomously. Figure 8 shows the global position of the vehicle in X 
and Y axes where (X, Y) are the vehicle’s global position, vy is the lateral velocity 
and vx is the lateral longitudinal velocity. The parameters that need to be 
controlled are: Yaw angle Ψ and the front steering angle δ. The state-space of the 
model is given by the following equations: 
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𝑑𝑑𝑡 (�̇�𝜓�̇�) = ( 
 −2𝐶𝑎𝑓+2𝐶𝑎𝑟𝑚𝑉𝑥 0 −𝑉𝑥 − 2𝐶𝑎𝑓𝑙𝑓−2𝐶𝑎𝑟𝑙𝑟𝑚𝑉𝑥0 0 12𝑙𝑓𝐶𝑎𝑓−2𝑙𝑟𝐶𝑎𝑟𝐼𝑧𝑉𝑥 0 −2𝑙𝑓2𝐶𝑎𝑓+2𝑙𝑟2𝐶𝑎𝑟𝐼𝑧𝑉𝑥 ) 

 (�̇�𝜓�̇�) + (
2𝐶𝑎𝑓𝑚02𝑙𝑓𝐶𝑎𝑓𝐼𝑧

)𝛿(2) (1) 

�̇� = 𝑣𝑥𝜓 + 𝑣𝑦 (2) 

where vx is longitudinal velocity at the center of gravity of the vehicle, m is the 
total mass of the vehicle, lz is yaw moment of inertia of the vehicle, lf and lr are the 
longitudinal distance from the center of gravity to the front tires, Caf  is cornering 
stiffness of tires and y is the lateral position. 

 

Figure 8 

The global position of the vehicle 

The MPC controller performs all the calculations using discrete-time state space. 
When a plant model is specified for the MPC controller, the following process 
needs to be performed [16]: 

Conversion to state space: the model is converted to linear time invariant (LTI) 
state space model. 

Discretization or resampling: in the case of difference sample time between the 
model and the MPC controller the following occurs: 

● In the case of a continuous model, it must be converted to a discrete–time 
dynamic system model. 

● In the case of the discrete model, the discrete-time dynamic system model 
is resampled in order to generate equivalent discrete–time model with a 
new sample Time 𝑇𝑆. 

There are different ways to discretize a continuous model, in the proposed one, the 
continuous-time dynamic system model was discretized using zero–order hold on 
the inputs and sample time of TS. This can be used also for resampling the 
discrete-time dynamic system model with new sample time TS. 

about:blank
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4 Design of the MPC Controller and HDL Code 

Generation 

Based on the MPC control diagram the Simulink model was built. First, the 
required blocks (Plant model and Reference) were added to the workspace and 
linked to the MPC controller. The first input of the controller is the measured 
output and the second one is the reference trajectory, which was created using the 
Driving Scenario Designer Toolbox in MATLAB. As mentioned before, the MPC 
controller was designed using MPC Designer, where the internal plant model and 
the scenario are defined and the designing parameters such as sample time and 
control horizon were set using the strategy defined in section (2.4). In addition, the 
hard and soft constraints and their weights for the inputs and outputs such as the 
steering angle and the rate of change were set. In the case of an unchanging 
dynamics system, the input of the vehicle model is the output of the Model 
Predictive Controller (the steering angle) and the outputs are the lateral position 
and Yaw angle. Figure 9 presents the MPC controller model for linear systems 
(unchanging dynamics system). On the other hand, in the case of changing 
dynamics system, the longitudinal velocity is a second input for the vehicle model 
and the Adaptive MPC controller will use the plant mode output (State) to perform 
the new prediction for the updated model state. Figure 10 presents the Adaptive 
MPC controller model for nonlinear systems (changing dynamics system) with the 
Update Plant Model block. 

Manual coding is time-consuming compared to the automatic code generation, 
which in turn lets the designers to focus on verification, validation and testing 
rather than programming. The model-based design generally provides an effective 
improvement in terms of system reliability and reduces the total project time up to 
33% and the cost by 20% compared to the traditional methods (hand–written 
code) [23]. 

 

Figure 9 

MPC controller model for linear system (Constant longitudinal velocity) 
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Figure 10 

Adaptive MPC controller model for nonlinear system (varied longitudinal velocity) 

The floating-point model needs to be converted to fixed point in order to reduce 
the hardware resources  [19]. The steering system was designed and simulated 
using MATLAB Simulink and implemented on SoC (System on Chip) target 
using embedded coder and HDL coder. The working methodology is presented in 
Figure 11. First, the MPC controller model was created and the parameters were 
determined in MATLAB (see Table 1), followed by the HDL coder model and 
functional verification. Intellectual Property (IP) was created by Vivado. The 
MPC controller project was created and the MPC IP was connected to the 
Processing System (PS) through AXI interface. Figure 12 shows the block design 
of the MPC system. 

 

Figure 11 

The design workflow of the proposed solution [2] 
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Table 1 

Values of the main MPC controller parameters and constraints 

MPC Parameters 

Parameter Value 

Sample Time Ts  0.1 seconds 

Prediction Horizon ( P ) 10 seconds 

Control Horizon (M)  3 seconds 

Constraints 

Steering Angle  [-0.5  -  0.5 ] rad 

Steering Angle (changing rate ) [-0.26  -  0.26 ] rad 

 

Figure 12 

Vivado Block Design 

The next step of the development (see Figure 11) was the bit-stream generation 
and export to the software development system (Xilinx SDK). The last step of the 
development was the software design and test. The generated project in Xilinx 
SDK together with the bit-stream downloaded and the target FPGA was 
programmed. In MATLAB Simulink the MPC model and MPC hardware system 
were tested and checked with Hardware In the Loop (HIL) simulation. The results 
are presented in the next section. 



A. Reda et al. Model Predictive Control for Automated Vehicle Steering 

 – 176 – 

5 Simulation and Implementations Results 

5.1 MATLAB Simulink Implementations 

The steering system model was tested using MATLAB Simulink for both MPC 
and Adaptive MPC. Figure 13 shows the performance of MPC controller at a 
constant longitudinal velocity, and Figure 14 shows its performance at varied 
longitudinal velocity. The obtained results in Figure 13 and Figure 14 show that 
the MPC controller achieved satisfactory performance for the constant operating 
conditions, while it failed to handle the system with changing longitudinal 
velocity. Figure 15 shows the performance of the Adaptive MPC controller for the 
changing dynamic system (varied longitudinal velocity). Results demonstrate that 
using the Adaptive MPC controller for the changing dynamics system yields good 
performance in terms of tracking the reference (lateral position and yaw angle). 

 

Figure 13 

MPC controller performance at constant velocity 

 

Figure 14 

MPC controller performance at varied velocity 



Acta Polytechnica Hungarica Vol. 17, No. 7, 2020 

 – 177 – 

 

Figure 15 

Adaptive MPC performance at varied velocity 

5.2 FPGA Implementations 

Both models (MPC and Adaptive MPC controller) were implemented on FPGA 
and the results were compared with the results obtained using MATLAB 
Simulink. The experiments showed slight differences in terms of performance 
between the implementations (Simulink and FPGA). Figure 16 and Figure 17 
show the performance of the MPC controller at constant longitudinal velocity, and 
the performance of the Adaptive MPC controller at varied longitudinal velocity, 
respectively. Figure 18 and Figure 19 clearly show the difference in performance 
between the two controllers’ implementation. 

 

Figure 16 

MPC controller performance at constant longitudinal velocity (FPGA) 

 

Figure 17 

Adaptive MPC controller performance at varied longitudinal velocity (FPGA) 
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Figure 18 

MPC implementation using Simulink and FPGA: Performance compression 

 

Figure 19 

Adaptive MPC implementation using Simulink and FPGA: Performance compression 

The implementations of MPC and Adaptive MPC controllers on FPGA were 
analyzed also in terms of resource utilization and power consumption using three 
different strategies for implementation to achieve the optimization as Table 2 and 
Table 3 show. In general, the implementations involve Logical optimization, 
placement of logic cells, and routing the connections between cells  [28]. 
Implementation “Defaults strategy” balances runtime with trying to achieve timing 
closure. “Performance_ExplorePostRoutePhysOpt” strategy uses multiple 
algorithms for optimization, placement, and routing in order to get potentially 
better results. In “Flow_RuntimeOptimized” strategy, each implementation step 
trades design performance for a better run time  [28]. 

Table 2 

Resource utilization using different strategies 

Defaults strategy 

Resource 

Utilization Available Utilization % 

MPC 
Adaptive 

MPC 
Adaptive MPC - MPC MPC 

Adaptive 

MPC 

LUT 204 208 53200 0.38 0.39 

FF 361 361 106400 0.34 0.34 

BUFG 3 3 32 9.38 9.38 



Acta Polytechnica Hungarica Vol. 17, No. 7, 2020 

 – 179 – 

Performance_ExplorePostRoutePhysOpt strategy 

LUT 181 184 53200 0.34 0.35 

FF 329 329 106400 0.31 0.31 

BUFG 3 3 32 9.38 9.38 

Flow_RuntimeOptimized strategy 

LUT 177 231 53200 0.33 0.43 

FF 329 361 106400 0.31 0.34 

BUFG 3 3 32 9.38 9.38 

Table 3 

Power consumption – different implementation strategies 

Name Strategy 
Total Power (W) 

MPC Adaptive MPC 

Impl_1 Implementation Defaults 1.791 1.791 

Impl_2 
Performance_ExplorePostRoutePhys

Opt 
1.792 1.792 

Impl_3 Flow_RuntimeOptimized 1.793 1.791 
 

Table 4 

Power Consumption on chip - Summary 

 
Power 

Consumption 
Power on Chip  

Dynamic  91% 

Clocks Less than 1% 

Signals Less than 1% 

Logic Less than 1% 

MMCM 6% 

PS7 91% 

Static  9% PL Static  100% 

The results in Table 2 show that the implementation of the MPC controller on 
FPGA using the “defaults” strategy has the highest resource utilization, whereas 
the “Flow_RuntimeOptimized” strategy achieved the lowest resource utilization, 
where the utilization of LUTs (Lookup Tables) and FF (Flip-Flop) were reduced 
by 13.2% and 8.86% respectively. For BUFG (Global Buffer) there is no change. 
On the other hand. the implementation of MPC controller using 
“Performance_ExplorePostRoutePhysOpt” strategy achieved the lowest resource 
utilization. Table 3 shows that the power consumption for all applied strategies is 
almost the same. 
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Table 4 shows that 91% of the total power was used by the Processing System 
(PS), whereas only 9% was used by Programmable logic (PL) and only 6% of 
MMCM (Mixed-Mode Clock Manager) were used for both MPC and AMPC 
implementations. 

Conclusions 

This paper discussed the implementations of MPC and adaptive MPC controllers 
to control an autonomous vehicle steering system. The implementations were 
performed for both constant and changing dynamics systems. The models were 
implemented on FPGA using MATLAB HDL coder and different strategies were 
adopted to optimize resource utilization. The results showed that the MPC 
controller provides a satisfactory control for a constant dynamics system, but it 
couldn't handle operating conditions that are changing, while adaptive MPC 
provides good control for changing dynamics systems. In addition to analyzing the 
performance of the controllers, the implementations were discussed in terms of 
resource utilization and power consumption using different strategies. 

The results showed a very slight improvement regarding the total power 
consumption. Based on the findings of this study, in future work, the 
implementations of MPC and adaptive MPC controller will be performed using 
System Generator in order to improve the power consumption and results will be 
compared with the results obtained in this paper. 
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Abstract: In recent decades, Corporate Social Responsibility (CSR) has become an 
important issue in the global business world. The topic has been studied from many 
viewpoints, but due to its continuous development and constant change, it remains a special 
and interesting area of scientific life to this day. The essence of CSR is that in addition to 
economic aspects, companies take into account the interests of society in their business and 
economic behavior. These behaviors can have many segments, so they can take into 
account their business partners, suppliers, employees, and the surrounding environment. 
Despite the fact that CSR literature has grown significantly since the turn of the 
millennium, researchers are mostly focused on the CSR activities of multinational 
companies, and there is limited research on SMEs. The relevance of the research topic is 
undoubtedly proven by the fact that many domestic and international researchers refer to 
the role of the leadership in CSR. Practical implementation basically depends on the 
behavior of the organization, and ultimately the attitude of the leader to CSR. In developing 
this study, I aimed to get to know the motivations, views, and attitudes of examined 
Hungarian small and medium-sized enterprise leaders regarding CSR. In my opinion, the 
companies that want to be successful, now and in the future, need to integrate CSR into 
their business strategy. 

Keywords: leadership style; Corporate Social Responsibility; Hungary, employee-oriented 
leadership style 

1 Introduction 

More and more businesses are recognizing the need for CSR practices, and yet 
alongside this, they are trying to re-establish the irresponsible and short-term 
beneficial decisions that have led to global problems [10]. 
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According to McWilliams and Siegel [32] CSR is defined as actions that 
acquiesce in the promotion of some social good, beyond the interests of the 
organizations and its shareholders and beyond what is required by law. 

In my opinion, mostly the profit-oriented companies (Exxon Shipping Company, 
Union Carbide Corporation, Chisso Corporation, etc.) are causes of global social 
problems, for which the leaders have prime responsibility. The individual values 
that appear in the leaders' personality can play a decisive role in social 
responsibility. Thus, the examination of the impact of leaders’ values on CSR was 
well founded. In my research, I would like to focus on the relationship between 
leadership and the practice of corporate social responsibility. My goal was to get 
to know the factors that influence leaders toward corporate social responsibilities. 

The main benefit of my study is a new approach to analyzing the relationship 
between the style of leaders in small and medium-sized enterprises and CSR. 
According to literature, CSR activities have been approached mainly by ethical 
leadership ([3], [26], [44]) and transformational leadership ([17], [23], [47]), 
while, I analyze the impact of selected Hungarian small and medium-sized 
enterprise leaders on their CSR activities by the Michigan State University 
leadership model. 

2 Literature Review 

CSR has no precise definition to this day, probably because of the largeness of the 
topic. CSR is known under a number of names such as corporate responsibility, 
corporate accountability, corporate ethics, or corporate citizenship [15]. 

The CSR concept is often very positively labeled as ethical, honest and 
responsible behavior on the part of companies, and sometimes it is considered a 
"small green lie, a marketing trick, or a managerial boast" [38], which improves 
the reputation of companies. 

CSR means "companies voluntarily incorporate social and environmental 
considerations into their business and their relationships with their partners". Its 
objectives include employment and social policy, environmental protection, 
consumer protection, governance and the sustainable development of these 
dimensions [4]. 

The first period of CSR's emergence can date to the 1950s. The rapid development 
of the economy and the growing demands of the consumer society brought the 
CSR concept. In 1953, Bowen interpreted terminology as a social obligation with 
issues of business responsibility [8]. 

The definition of CSR began in the 1950s and '60s, but initially, the focus was not 
on the responsibility of the company but on the responsibility of "businessmen". 
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Friedman [20] argues that companies are responsible only for increasing profits 
while spending money on social responsibility or environmental protection is just 
a money-wasting act. Another argument is the invisible hand theory. According to 
this, there is no need to intervene in the economy because the regulation of the 
'invisible hand' creates the socio-economic optimum. Accordingly, in some 
Member States of the United States, until the early 1990s, companies were 
prohibited by law to give charitable donations to social organizations [37]. 

Today, Friedman's words have been disproved by the fact that CSR in the long 
term is now essential to ensuring organizational profitability because industrial 
accidents and corporate scandals have disrupted many companies' financial 
performance over the past decades. The former skepticism that companies cannot 
afford “charity„ has become obsolete for several reasons. The first reason is the 
behavior of a responsible corporate, which may show to be costlier in the short 
term but can be productive in the long run with a good company image. Secondly, 
the role of companies has unintentionally become increasingly important in 
society. They are responsible for the environment and everyday life, and because 
of this, they have to show themselves as trustworthy actors in every case [40]. 

Loew et al. [31] identify four CSR theoretical models. According to CSR1, 
companies, as a part of society, have responsibilities, and have certain obligations 
towards society when they use the resources of society. CSR2 or Corporate Social 
Responsiveness has been spreading since the 1970s and examines how a company 
can respond to societal challenges [1]. CSR3 is Corporate Social Rectitude, which 
means fair corporate conduct – and has been around since the 1980s. In essence, 
ethical considerations must be embedded in relevant corporate decision making 
processes [19]. Finally, CSR4 “Cosmos, Science, Religion” from the late 1990s 
highlights the role of individual companies, emphasizing the importance of 
science and its role in building social institutions. 

From the turn of the millennium, CSR has become part of the corporate strategy 
while contributing to both business and social activities [25]. European companies 
are convinced that CSR-oriented organizations are gaining a competitive edge and 
will be at the forefront of the global economy in the future while reducing both 
their costs and environmental pressures [14]. CSR is not seen as a separate task 
but as a coordinated part of the corporate unit. 

Many have studied the relationship between corporate performance and corporate 
social responsibility. Orlitzky et al. [35] noted that CSR not only reduces business 
risk, but it also increases the efficiency of internal resources and attracts a higher 
quality workforce. 

According to Paine [36], the motivation behind the ethical behavior of companies 
can be negative or positive. It is negative if the company wants to avoid, prevent 
and avoid scandals, fines, costs, risks with CSR, and positive if the goal is to 
improve trust and reputation. 
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According to Carroll [12] although companies are responsible for the social 
problems, the damage and problems they cause are the responsibility of corporate 
leaders, and thus "social responsibility is not the commitment of a company, but 
of a person that takes into account the impact of their decisions and actions on the 
entire social system. 

Carroll [11] describes the levels of responsibility of economic operators and 
companies in his famous pyramid model: economic responsibility means that 
economic operators must make a profit because they can meet other expectations 
of society only on a strong financial and economic basis. Compliance with the 
rules is based on, legal responsibility, but there is a higher level of ethical 
responsibility to consider and respect the interests of those concerned. Finally, 
Carroll identifies an exceptionally high-level, a human-friendly approach: 
philanthropic responsibility, which recognizes that the economic operator's 
ultimate goal is to allocate resources to increase social well-being and quality of 
life too. This responsibility is voluntarily assumed by the company and no one can 
be forced to do so. 

Another popular interpretation is based on the stakeholder theory. According to 
this theory, the essence of CSR is that companies take into account the interests of 
stakeholder groups in addition to their corporate shareholders. In other words, 
companies have to find an ethical balance between the interests of the various 
groups [2]. The basic idea is that an organization needs to manage its relationship 
with the many stakeholder groups that are affected by its business decisions [13]. 
Social responsibility includes all the economic, legal and ethical actions 
undertaken by organizations to meet the expectations of all stakeholders [41]. 

Companies that do nothing to assume their social responsibility and claim that 
they gain no significant benefit from CSR because stakeholders do not value this 
type of activity are losers in today's fierce market competition [27]. 

Sood and Arora [42] argue that the motivation of companies for social 
responsibility activities depends on the organizations' leadership. 

Nowadays, the importance of leadership has increased due to the continuously 
increasing competitive business environment [9]. According to Varney [45] 
leadership has been defined as an interpersonal process for influencing individuals 
and groups to achieve organizational goals. Leadership is a kind of power where 
one person has the ability to influence or change the behavior of another person 
[21]. 

Blake, Shephard, and Mouton [7] developed a two-factor model of leadership 
behavior, calling the factors 'concern for people' and 'concern for output'. From the 
1960s, research into leadership began to analyze the effects of certain leadership 
behaviors, predominantly task-oriented and relationship-oriented leadership [5]. In 
the task-oriented leadership style, the leader focuses extensively on goal 
achievement and well-defined communication. In relationship-oriented leadership 
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the leader gives strong emphasis to respect for their followers, looking out for 
their welfare, expressing appreciation, and providing emotional support. 

Drucker [16] states briefly: “the only definition of a leader is someone who has 
followers.” It is about influencing a group of individuals. These group leaders 
direct their energies toward common goals [34]. 

Lewin [30] identified two main leadership styles, which are autocratic and 
democratic. In an autocratic leadership style, the leading power and decision 
making are centralized, the leader does not consult employees, and the motivation 
is a structured set of rewards and punishments. The democratic leadership style is 
also called the participative style, in which the leader encourages employees to 
take part in the decision making. 

Despite it being a key topic there is a lack of theoretical and empirical research on 
the leadership aspect of CSR. In today's society, there is a growing interest in 
corporate leaders who are committed to CSR through actions that promote some 
social good, as required by company regulations and law [47]. 

The leaders’ motives for CSR can be divided into extrinsic and intrinsic motives. 
Extrinsic motives are aligned to business strategy and external pressures and are 
financially motivated, while intrinsic motives are morally, ethically, and 
philanthropically driven [22]. 

According to Waldman [48], ignoring the nature of the relationship between CSR 
and management is unfortunate, as a company's decision to take social 
responsibility must be considered at the strategic level. 

According to Visser [46] the type of leadership required by CSR has elements in 
common with the contingency/interactionist leadership style, which is about the 
interaction between the individual leader and his framing context [18]. 

A CSR leader is someone who inspires followers and supports action towards a 
better world. According to Du et al. [17] transformational leaders are more 
effective in socially responsible organizations than transactional leaders. 
Transformational leadership increases follower motivation and performance more 
than transactional leadership [5]. Lazányi [28] argues that transformational leaders 
use emotions to motivate employees, communicate a vision, and stimulate 
followers to work towards long-term ideals and strategic objectives. 

In summary, I can state that common in the CSR definitions is that all 
professionals pay particular attention to voluntary expression, as this activity is 
not prescribed by law, is not mandatory, but is a manifestation of ethical corporate 
behavior. Furthermore, based on the literature, I can say that it is worth exploring 
the topic in more detail and doing further research on the relationship between 
leadership and CSR. In the next part of my study, I want to introduce research 
methodology and the results of empirical research. 
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3 Methodology 

The purpose of the present study is to identify if there is any correlation between 
leadership style and CSR practice in Hungarian small and medium-sized 
enterprises. The research is based on a survey conducted at 277 enterprises and 
uses data I collected through a self-completion questionnaire between 2018 and 
2019. The sample includes respondents who manage SMEs (employing fewer than 
250 people, with a turnover of less than EUR 50 million). All of the respondents 
hold significant leadership roles in the enterprise. Simple random sampling was 
used among the database of Hungarian small and medium-sized enterprises. 
Before my own research, pilot testing was conducted to help identify and change 
confusing, awkward, or offensive questions and techniques, thereby enhancing the 
validity and reliability of the research instruments. Feedback from the pilot test 
was generally agreed by the respondents that the questionnaire had been 
constructed in a clear way. 

The questionnaire is divided into 2 sections. In the first one, the background 
information part is designed in order to collect demographic characteristics, such 
as gender, age, and education of respondents. The other part includes questions 
from the scales that were chosen to measure variables analyzed in the current 
study, namely leadership and CSR. 

A total of 400 questionnaires was distributed, and 277 of those were returned 
completed, resulting in a response rate of 69.2%. 

Participants were advised that the completion of the questionnaire should take no 
longer than 30 minutes. This was confirmed during the pilot study conducted prior 
to the main research. 

All participants were advised that their participation was voluntary. Respondents 
were also assured that their own identity, together with the name of the 
organizations they work for, will remain confidential. It was explained to 
participants that the questionnaire is completely anonymous. 

The analysis was performed by using single and multivariate statistical methods, 
in applying the SPSS program. 

4 Results of Empirical Research 

The research is based on three main pillars. In the first part, I examined the 
demographic characteristics of leaders and the main characteristics of evaluated 
enterprises. These results give an overview of the type of enterprises of the 
examined segment, its main activity, the market of its products/services, and the 
scope of its employees. Research on the demographics of leaders highlights the 
gender, education, and work experience proportion of the examined leaders. In the 
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second part, the respondent evaluates the CSR activity of their enterprises using 
the 5-point Likert scales. This provides an opportunity to prioritize leaders in 
terms of CSR. In the third part, I was curious about the leadership style of 
examined leaders. Here, I examine the style of leaders and the impact of their 
attitudes toward corporate social responsibility. 

In my primary research, I targeted Hungarian small and medium-sized enterprises 
because we can find in the scientific literature much less study than relating to 
multinational organizations. At the same time, small and medium-sized enterprises 
play an important role in economic life, in terms of employment and their role in 
the local economy. The small-sized organizations represent the majority (60.28%) 
of my sample, followed by medium-sized (24.18%) and micro-enterprises 
(15.52%). 

Table 1 shows the main demographic characteristics of the respondents, 68.23% 
of respondents were male and 31.77 % were female. In terms of age, 32.85% of 
respondents declared themselves to be between 35 and 44 years, while 29.24% 
were over 45 years. The age group with the smallest representation in the sample 
(26 persons, 9.75%) was the group between 18 and 24 years of age. If we take a 
look at the educational background of the respondents, most of them, 51.99% have 
finished their secondary school education. The following group featured the 
respondents with a university qualification (38.63%). Those who finished primary 
school make up below 9.39% of the respondents and are mainly from the older 
age groups. It was found that 27.55% of the employees had 2 to 5 years of 
experience, while 11.91% had more than 10 years of work experience. 

Table 1 
Demographic characteristics of respondents 

Age Frequency Percent 

18-24 27 9,75 
25-34 78 28,16 
35-44 91 32,85 
45+ 81 29,24 

Gender Frequency Percent 

Male 189 68,23 
Female 88 31,77 

Education Frequency Percent 

Primary 26 9,39 
Secondary 144 51,99 
University degree 107 38,63 

Work experience Frequency Percent 

0-2 year 66 23,83 
2-5 year 104 37,55 
6-10 year 74 26,71 
more then 10 year 33 11,91 



P. Karácsony  Analyzing the Relationship between Leadership Style and Corporate Social Responsibility  
 in Hungarian Small and Medium-sized Enterprises 

 – 190 – 

The sectoral proportion of the examined enterprises is shown in the following 
Table 2. The table above shows that services (20.58%), manufacturing (14.08%), 
and clothing (13.36%) sectors had the highest proportion among respondents. 

Table 2 

Sectoral proportion of examined SMEs, percentage 

 Number of responses Percent 

Agriculture 11 3,97 

Electric material 7 2,53 

Trade 15 5,42 

Wholesale 20 7,22 

Construction 22 7,94 

Restaurant 17 6,14 

Transports and distribution 24 8,66 

Clothing 37 13,36 

Telecommunications 28 10,11 

Services 57 20,58 

Manufacturing 39 14,08 

The CSR activity of the examined enterprises can be divided into 2 main sections, 
the inward and the outward CSR activity. The following Table 3 shows the main 
elements of the CSR activities of the evaluated small and medium-sized 
enterprises. 

Table 3 

Elements of CSR in examined SMEs 

Inward CSR Percent Outward CSR Percent 

Protecting the health of 
employees 26.71 Sport sponsorship 14.80 

Flexible, family-friendly 
workplace 22.38 Cultural sponsorship 22.38 

Employee volunteer programs 13.36 Community Support 25.63 

Employment of disadvantaged 
people 5.05 

Support for environmental 
protection 24.19 

Education, learning support 24.91 Support for health promotion 6.86 

None of them 7.58 None of them 6.14 

Most of the companies in the sample indicated in the first place protecting the 
health of their employees (26.71%) in terms of internal CSR activity, followed by 
the importance of education, learning support (24.91%). In outward CSR activity, 
the most performed by examined SMEs was community support (25.63%) 
followed by support for environmental protection (24.19%) and cultural 
sponsorship (22.38). 
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From the literature, I selected the task (work) oriented and employee (relationship) 
oriented leadership model for further analysis. Based on the literature ([29], [33], 
[39], [43]) these models are one of the frequently utilized leadership styles by 
small and medium-sized enterprise leaders. The main characteristics of this 
leadership model are: 1) Task-oriented behavior – stresses getting work done, 
followers are like tools that can be used to complete work and achieve goals. 2) 
Employee-oriented behavior – focus on the personal aspect of work where the 
leader looks at worker individuality and attends to each subordinate’s personal 
needs [24]. 

In my research model, I indicated 8 leadership traits (Table 4) to determine which 
direction the examined leader represents. 

Table 4 

Main personality traits of task/employee-oriented leaders 

Task-oriented leader Employee-oriented leader 

accuracy communicative 
objective driven cooperative 

proactive inspiring 
straight forward sympathetic 

The results of the personality characteristics of examined leaders are shown in 
Figure 1. Leaders marked on the Likert-scale from 1 to 4 their own personality 
traits (1-not very characteristic, 4-very characteristic). Based on the obtained 
results it can be stated that the leaders of the examined Hungarian small and 
medium-sized enterprises are mainly characterized by the communicative (3.77) 
personality trait, followed by the cooperative (3.49) and sympathetic (3.42) 
personality traits. 

 

 

 

 

 

 

 

 

 

Figure 1 

The main characteristics of the examined leaders, Likert-scale 
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Based on the above results, the leaders of the examined Hungarian small and 
medium-sized enterprises mostly belonged to the employee-oriented leadership 
style. This is confirmed by Bass and Avolio [6] who described the concept of 
employee-oriented leadership behavior, which is measured by indicators like 
idealized attribution and behavior, individualized concern, intellectual stimulation, 
and inspirational motivation. 

In my opinion, the personality of leaders has a significant impact on CSR activity 
in small and medium-sized enterprises. To prove this statement, I analyzed the 
personality traits of examined leaders relating to CSR activity. 

Table 5 shows that two of the personal characteristics of the evaluated leaders 
show significant effects on their CSR activity. In the case of these 2 factors 
(cooperative and sympathetic), the significant value of less than 0.05. This 
statement also confirms the fact that leaders who are socially sensitive to people 
are more committed to CSR. 

Table 5 
Impact of a leader’s personal characteristics on CSR activity 

Model 

Unstandardized 
Coefficients 

Standardized 
Coefficients 

t Sig. B Std. Error Beta 

1 (Constant) 1.663 .498   3.340 .001 

accuracy -.034 .074 -.029 -.460 .646 

objective driven -.024 .079 -.019 -.304 .762 

proactive -.042 .057 -.044 -.733 .464 

straight-forward .001 .054 .001 .024 .981 

communicative -.080 .061 -.083 -1.309 .192 

cooperative .131 .061 .138 2.151 .032 

inspiring .025 .059 .026 .429 .668 

sympathetic .255 .062 .259 4.106 .000 

 

 

The results of the correlation analysis between the factors of task-
oriented/employee-oriented leadership and CSR are shown in Table 6. This result 
also confirms that the employee-oriented leadership style has a significant 
relationship with CSR. 

Table 6 
Correlation between leadership styles and CSR 

 

Task-oriented leadership 
style 

Employee-oriented leadership 
style 

CSR 0.167 0.529 

Correlation is significant at the 0.01 level (2-tailed) 

The factors of employee-oriented leadership (0.529) have a strong positive 
correlation with CSR at a significance level of 0.000. This signifies that leaders 
who possess these attributes of employee-oriented leadership are more likely to 
stimulate their enterprises for CSR activity. 



Acta Polytechnica Hungarica Vol. 17, No. 7, 2020 

 – 193 – 

Regression analyses have been conducted to validate the hypothesis of my study: 
The leadership style of leaders has a significant influence on CSR in small and 
medium-sized enterprises. 

Because the employee-oriented leadership style had a stronger correlation with 
CSR as a task-oriented leadership style, after this part I will evaluate deeply the 
employee-oriented leadership style and its impact on CSR to prove my hypothesis. 

In the model the employee-oriented leadership was the independent variable and 
CSR the dependent variable. The regression analysis (Table 7) indicates that 
employee-oriented leadership has a considerable impact on the CSR activities of 
small and medium-sized enterprises. 

Table 7 

The result of regression analysis 

Model Summaryb  

Model R R Square 
Adjusted 
R Square 

Std. Error of 
the Estimate 

Durbin-
Watson  

1 .529a .280 .278 1.780 2.039  

a. Predictors: (Constant), employee-oriented leadership  
b. Dependent Variable: CSR  

       
ANOVAa 

Model 
Sum of 

Squares df Mean Square F Sig. 

1 Regression 339.011 1 339.011 107.021 .000b 

Residual 871.119 275 3.168     

Total 1210.130 276       

a. Dependent Variable: CSR 

b. Predictors: (Constant), employee-oriented leadership 

       
Coefficientsa 

Model 

Unstandardized 
Coefficients 

Standardized 
Coefficients 

t Sig. B Std. Error Beta 

1 (Constant) 2.042 .278   7.334 .000 

employee-
oriented 
leadership 

.553 .053 .529 10.345 .000 

a. Dependent Variable: CSR  

As the Model Summary section of Table 7 shows, the R value is 0.529. The R 
value represents the correlation value between employee-oriented leadership and 
CSR. The R Square value is 0.280 and the Adjusted R Square value is 0.278. 
Since the Adjusted R Square value is 0.278, it can be concluded that the 
independent variable accounts for nearly 28% of the variation in the dependent 
variable. The ANOVA section of Table 7 illustrates that the F value is 107.021. 
Since the F statistic is significant at 0.000 it can be said that leadership plays an 
important role in determining the CSR orientation of small and medium-sized 
enterprises. The Beta value is 0.529 at a significance level of 0.000. It indicates 
that leadership contributes significantly to CSR. The t value is 10.345 and the 
associated p value is 0.000. As the p value is smaller than 0.05 it can be concluded 
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that the independent variable (leadership) reliability predicts the variation in the 
dependent variable (CSR) and the relationship between them is significant. This 
clearly indicates that leadership has a positive impact on the CSR initiatives 
undertaken by small and medium-sized enterprises and thereby supports my 
hypothesis. 

One of the novel results of my study was that I approached the CSR activities of 
small and medium-sized enterprise leaders with the help of employee-oriented 
leadership style, which could provide new research opportunities for those 
interested in the topic. As there are few studies on the relationship between 
leadership and CSR, and even less dealing with small and medium-sized 
enterprises, my study can contribute to the literature of selected topic. 

Conclusions 

The results of my research confirm that CSR also plays an important role in the 
business life of Hungarian small and medium-sized enterprises. Based on the 
results obtained, it can be concluded that more than 90% of the surveyed 
companies had both outward and inward CSR activities. The corporate social 
responsibility of SMEs is expressed to stakeholders via environmental protection 
and community supports, while inward CSR primarily manifests itself in 
protecting the health of workers and in training and development of subordinates. 

The activities of companies committed to social responsibility appear as a 
competitive advantage both in the short and long-term. I suggest to the leaders of 
the examined small and medium-sized enterprises that they should place more 
emphasis on the promotion of CSR activities in their corporate communication. 

The regression analysis conducted on leadership and CSR indicates that leadership 
does have a positive impact on CSR. Of the examined SME leadership styles, the 
employee-orientation leadership style plays an important role in CSR activity. The 
results of my own research also highlighted the importance of leadership values 
for CSR. Most important are the leadership values that are manifested in behavior 
with subordinates. The responsible manager feels a sense of responsibility towards 
his subordinates and the “outside world” too. This is supported by Pless [37] who 
argues that the leaders’ personal values are reflected in the practices that 
companies adopt. 

An important factor in the dissemination of CSR is the personal commitment of 
the leaders, which is well illustrated by the example of the enterprises surveyed. 
Therefore, it is very important for leaders to prioritize a company’s CSR activities, 
as opposed to their own individual interests, so that not only companies but also 
communities can benefit in the long run. 

Even though small and medium-sized enterprises do not have that resources 
background that is available for leaders of large companies, SME leaders strive to 
conform to certain CSR values. Among companies, there are many small and 
medium-sized enterprises that try to run their business in a socially and 
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environmentally responsible way. Even today, there are many factors that hinder 
the effective CSR activities of small and medium-sized enterprises. In order to 
have a successful and efficient corporate governance, it would be important that 
leaders explore the factors that hinder the implementation of CSR within their 
enterprises. 

Competitive advantage as an opportunity stimulates active CSR of these small and 
medium-sized enterprises, which improves the reputation of the enterprise, as well 
as the acquisition and retention of employees. 

In 2020, the COVID-19 crisis shocked the world. The crisis will certainly have an 
impact on the CSR activities of companies, too, especially of small and medium-
sized enterprises, as they will have to deal with the retention of their employees in 
addition to the financial problems caused by the crisis. Thus, due to the COVID-
19 crisis, companies have to re-evaluate the issues of both external (environmental 
subsidies, community programme supports, etc.) and internal (occupational health 
expenditures, employees' programmes, etc.) CSR activities. In my opinion, leaders 
of truly responsible companies should not change their basic business and moral 
attitude even during the crisis, because CSR can help enterprises to recover more 
quickly. As a result of responsible activities and appropriate communication, they 
can retain their business partners as well as their talented employees. 
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Abstract: Online IT systems are frequently exposed to cyber-attacks. An Exploit is an 
advanced attack tool that takes advantage of some software vulnerability to attack and 
cause harm to IT infrastructures. Developers and manufacturers of operating systems and 
hardware put huge effort into the prevention of vulnerability exploitation (e.g. Data 
Execution Prevention, Control Flow Integrity, etc.). However, the number and severity of 
attacks show that new exploit methods are continuously being invented despite the 
increasingly sophisticated protection methods. The present article summarizes the current, 
known and most relevant software vulnerability exploitation methods, as well as, the 
possible methods used to protect against these exploits. Moreover, the effectiveness of both 
the exploitation and prevention methods (as seen from both the attacker’s and the 
defender’s sides) is analyzed to find a possible future direction, to eliminate exploit attacks 
against an IT infrastructure. 

Keywords: vulnerability; exploitation; protection; control-flow 

1 Introduction 

Software coding errors can become vulnerabilities that can allow malicious 
exploits to take control over computer systems. Using deliberately malformed 
input data attackers can cause unintended or unanticipated behaviors in a software 
package that contains a particular type of vulnerability. Depending on the type of 
vulnerability an exploit can be a sequence of commands, a chunk of data or a 
piece of software to cause malicious code execution for the sake of the attackers. 
Exploits can be categorized according to their capability (e.g. remote code 
execution, DOS), the platform they can be applied to (e.g. Windows, Linux, IoS, 
etc.) and also according to the way of execution (local, remote). Some websites 
allow the public to register known exploits, such as, the exploit database [1], 
where users can submit ready-to-use exploits. Exploitalert [2] is another website 
that reports exploits with detailed data found on the Internet. Another exploit 
collection is the Metasploit framework [3] which contains several exploits in a 
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unified form which makes the exploitation very easy and automatic for the 
attackers. 

Figure 1 shows the number of the available exploits over the years, according to 
the Exploit database [1]. Even if this figure and the available sources do not 
contain all the existing exploits, it is nevertheless, interesting to observe the trend. 
The number of new exploits was on the top in December 2009 when nearly 600 
new exploits were added during one month. The Data Execution Prevention 
(DEP) [4] and the Address Space Layout Randomization (ASLR) [5] became 
basic feature of operating systems around that time, which can explain the 
significant decrease in the number of new exploits after 2009. Another reason for 
the decrease can be the appearance of the dark web. 

 

Figure 1 

Number of recorded new exploits per month in the exploit database [1] 

An exploit is usually able to take advantage of one particular vulnerability in a 
particular piece of software, but there are some exceptions. A general exploit can 
affect multiple platforms as it customizes itself for the actual version of the 
software. Some exploits use two or more different vulnerabilities at the same time 
to achieve their goals [6]. For a modern web browser exploitation, sometimes 
three different vulnerabilities are necessary: one for obtaining the ASLR 
randomization offset, one for exploiting the vulnerability and a third one to break 
out from sandboxing. 

From a vulnerability point of view, two major categories can be created according 
to our categorization: The configuration error based and the software error-based 
exploits. The exploit that takes advantage of a configuration error can use e.g. 
default passwords, access hidden content or bypass protections by misusing the 
system. In all of these cases the vulnerability is connected to inappropriate 
configuration. In this paper we focus on the other case when the configuration is 
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correct, but the software code contains vulnerability. Since we use different 
software layers that are based on each other the bug can be on different levels too. 
The level of the bug significantly determines the difficulties of the detection and 
protection possibilities. For example, a Content Management System (CMS) uses 
a kind of server side scripting code which is executed by the webserver software 
of the operating system. The web server software uses the operating system API 
which is based on the kernel level code of the operating system. So a bug in a php 
code, on the CMS level, has different effect than a bug in a kernel driver. Figure 2 
shows the different layers. 

 

Figure 2 

Software code levels 

If the vulnerability is e.g. in a kernel driver, then the exploit has the system right 
to execute the malicious code. In the user space the exploits have the same right as 
the application that contains the vulnerability. In these cases, e.g. a crafted PDF 
file is the exploit itself that is opened by the PDF reader (application). If the 
application provides services, then the attack surface will be increased. In the case 
of a web server application the vulnerability can be inside the application code or 
in the high level server side code (e.g. php based SQL injection). In other cases, 
the Content Management System (CMS) contains the vulnerable server side code 
(e.g. Drupal SQL injection [7]). Exploits can be created in all of these cases, but 
obviously the form of the exploit is totally different for a kernel driver bug and for 
a Drupal SQL injection. 

The CVE database [8] contains the distribution of different vulnerabilities. It 
contains a huge amount of webserver-side coding vulnerabilities but the number 
of lower level coding vulnerabilities like memory corruption is also significant. 
This paper focuses on the lower level type of vulnerabilities, where the 
exploitation is carried out directly within the virtual memory. 

We can also categorize the exploits according to the vulnerability exposure date. If 
the vulnerability was previously unknown, then the exploit would be called a zero 
day (0day) exploit. In other cases, the vulnerability is known but the exploit is still 
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actual since the vulnerability is not patched everywhere or cannot be patched. In 
this case it can be referred as 1st day exploit. 

Protecting the system against a first day exploit is usually not a real challenge, 
because the manufacturer has to provide a patch to remove the security gap after 
the vulnerability disclosure. The main focus of the exploit prevention is to protect 
the system against the 0day exploits, when concrete attack signatures cannot be 
used. This is possible by providing a secure execution environment which 
prevents the exploitation of an unknown vulnerability of the software. Several 
exploitation and attacking techniques exist and the main focus is to stop the 
exploitation without significant resource usage overhead. Since hardware based 
techniques hardly slow down the normal execution speed they are more 
preferable. In Chapter 2 different exploitation and protection techniques are 
summarized, while Chapter 3 focuses on future potential exploitation techniques 
and their analyses. 

2 The Evolution of Software Vulnerability 

Exploitation and Protection 

2.1 Early Exploitations 

In the early years of software vulnerability exploitation, the aim was to find some 
coding error types that could lead to compromises, such as, arbitrary code 
execution. In this context there is no specific protection against vulnerability 
exploitation; everything is based on code correctness. The operating system 
focuses on the fast and efficient code execution within the virtual memory without 
any protection that considers coding errors. The program code and the shared 
libraries are loaded into the virtual memory to a code segment of the virtual 
address space having the operating system API. Each thread of the application has 
its own stack segment that consists of the method call stack frames. The whole 
process has some common heaps, where the dynamically allocated objects are 
stored. Each object has a virtual method table that contains the actual addresses of 
the virtual methods during runtime. For the sake of the effective and fast memory 
allocation and free in runtime, every heap is organized as series of linked list 
chunks with different sizes. A simplified figure of the virtual address space is 
presented in Figure 3. 
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Figure 3 

Virtual address space layout 

In the early years of exploitation, the security of a software was only provided by 
the coding. If the code had no vulnerabilities, then the software would not be 
compromised. Unfortunately, this not the usual case, and with a single coding 
error, the attacker can force the software to execute malicious code. This 
malicious code execution is possible using several well-known techniques, such 
as, the stack overflow [9] the heap overflow [10], the format string vulnerability 
[11] or the use-after-free bug [12]. 

In the case of stack overflow [9] a local variable of a method (e.g. a string or an 
array) is overwritten inside the stack frame. Since the stack frame contains the 
method return pointer too, the attacker can redirect the execution to an arbitrary 
place by providing a new return pointer inside the local variable. By placing the 
attack payload in the corrupted local variable on the stack, the attacker can 
redirect the execution to the stack itself and the malicious payload is executed 
there. 

In the case of heap overflow [10] the overwritten variable is in the heap. By 
overrunning a heap chunk the attacker will be able to modify the linked list 
pointers of the current heap. During the process of merging the freed heap chunks 
the chunk pointers are used for writing data. With an appropriate pointer 
modification, the attacker can write arbitrary data to an arbitrary place when the 
heap is freed. This is the way how the execution is redirected to the code where 
the malicious content is previously placed. 

In the case of format string vulnerability [11] the attacker provides a series of 
formatting characters of which no data belong to for a printf type of functions. 
Choosing the formatting parameters appropriately, the attacker can write almost 
arbitrary data to an arbitrary place. By overwriting sensitive data in the virtual 
memory such as the stack method return pointer or a virtual address table pointer 
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the execution is redirected to the attacker controlled place where the malicious 
payload is executed. 

The use-after-free exploitation technique [12], is based on the modification of an 
object virtual method table pointer. If the vulnerability consists of an object that 
can be used after being freed then the attacker can try to allocate a fake object to 
the same place in the virtual memory where the original object was to redirect the 
execution. To achieve this, the attacker has to allocate multiple fake objects, with 
fake virtual method tables in the heap, that are pointing to the malicious code, that 
has already been placed in advance (heap spraying). When a virtual method of a 
freed vulnerable object is called, then the malicious code is executed. 

It is easy to draw the conclusion from these early exploitations, that software 
security cannot be based only on the code correctness; additional protections are 
also necessary to avoid software bug exploitation. 

2.2 Early Protections 

The early solutions focused on the protection of the critical data in the virtual 
memory. For example, the stack frame return pointer overwriting, is aimed to be 
protected by the stack cookie [13]. As the stack cookie is placed between the 
method local variables and the method return pointer, any modification outside the 
real memory range of the local variables results in the modification of the stack 
cookie too. Therefore, the stack cookie modification indicates the stack frame 
corruption for the operating system. If stack cookie is placed in each stack frame, 
then this protection will be good enough to filter the stack frame corruption. 
However, it comes with a significant speed performance penalty. 

The heap chunk header exploitation is prevented by the secure heap chunk unlink 
process [14] that validates the chunk header pointers before it is merged with 
another chunk. The secure structured exception handling [15] is another special 
defense that was introduced early against the exploitation of the exception 
handling vulnerabilities. This protection validates the exception handler pointer 
before it is executed. 

In addition, several more robust protections appeared in the middle of the 2000s. 
These protections such as the Data Execution Prevention [4] and the Address 
Space Layout Randomization [5], aim to make software exploitation more 
complicated in general. Data execution prevention enforces memory page rights 
for the different types of segments in the virtual address space. Reading, writing or 
executing the page data are all different types of operations and DEP ensures that 
a memory page cannot be written and executed at the same time. DEP stopped 
several previously mentioned exploitation methods such as the stack overflow, 
since the payload can be written to a writable memory place but it cannot be 
executed due to the stack DEP protection. 
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Figure 4 

Address Space Layout Randomization in Windows [4] 

Address Space Layout Randomization [5] is about to prevent the reuse of the 
already existing code parts in the virtual memory for malicious purposes. If the 
locations of the different segments in the virtual memory are randomized every 
time when the program is launched (Figure 4) then the attacker cannot rely on the 
known memory addresses of the shared libraries. It is also important to provide 
sufficient entropy for the randomization to prevent code reuse exploitations with 
guessing the ALSR offsets. 

2.3 Advanced Exploitations 

With the introduction of Data Execution Prevention [4], exploit writers could no 
longer place their own code to be executed. Attackers had to apply new techniques 
and the main idea became to execute the already existing code parts in the virtual 
memory that have the right to be executed, and that is the code reuse. 

The first applied technique was the return to libc [16] type of exploitations where 
the corrupted method is redirected to an operating system API by placing its 
address as a return pointer in the corrupted stack frame. However, this technique is 
can execute only one operating system method but, selecting the right method, 
such as, the WinExec or Execve, with the right parameters can be sufficient. 

A significant break-through for the code reuse was the invention of the Return 
Oriented Programming (ROP) [17]. This technique divides the desired payload 
into small code parts (gadgets) and searches for same code parts in the code 
libraries in the virtual address space. Since the gadgets are part of the virtual 
memory there is no need for own code to be placed, the payload is only a series of 
the gadget addresses and their parameters. Each gadget contains some assembly 
instructions with a ret type instruction at the end. When the corrupted method 
exits, the execution will be directed to the first gadget by its address. Because of 
the ret instruction at the end of the gadgets, the execution is directed to the next 
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gadget every time by taking the next address on the corrupted stack frame by the 
ret instruction. ROP is proven to be Turing complete, the only limitation is the 
gadget catalog provided by the virtual address space. According to our current 
experiences there is no practical limitation, the attacker can almost always find 
enough gadgets in the virtual address space to turn off the DEP and continue the 
payload execution in the traditional way. 

Jump Oriented Programming (JOP) [18] is a generalization of ROP and also 
capable of bypassing the DEP protection in a very sophisticated way. Similarly, to 
ROP, JOP executes the payload step by step by using small code parts called the 
functional gadgets. Each functional gadget has an indirect jump instruction at the 
end to redirect the instruction pointer to a special code part called the dispatcher 
gadget. The functional gadget addresses are stored in the dispatcher table that has 
to be placed in the virtual memory before the exploitation. 

 

Figure 5 

Return Oriented and Jump Oriented Programming [17] [18] 

The dispatcher gadget maintains a register which always points to the next 
functional gadget in the dispatcher table to be executed. Instead of relying on the 
stack and the ret type instructions, JOP realizes its own stack like structure by the 
dispatcher table and the concatenation of the gadgets are ensured by the indirect 
jump instructions of the functional gadgets and the indirect call instruction of the 
dispatcher gadget. 

There exist some other forms of scattered code reuse technique and these are 
under research such as the Sigreturn Oriented Programming (SROP) [19] or the 
Call Proceeded Return Oriented Programming (CPROP) [20]. SROP is based on 
the kernel context switching that saves the current execution context in a frame on 
the stack. The saved execution context contains the saved registers, as well as, the 
flags. In the case of stack overflow the instruction pointer is overwritten in the 
saved execution context. This is how the execution is redirected when the OS gets 
back the register values from the stack to resume the previous context. Contrary to 
ROP, SROP exploits are usually portable across different binaries and can also 
bypass ASLR in some cases. 
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Call Proceeded Return Oriented Programming applies whole functions as a gadget 
in order to bypass the control flow protections. With this approach every ret like 
instruction is legitimate during the payload execution and cannot be discovered 
with method return address validations. 

Even if bypassing DEP is possible with the listed techniques, it is important to 
state that the gadget addresses should be known in order to apply these techniques. 
With ASLR this condition is not satisfied so attackers have to also consider ASLR 
bypassing, which is always a challenge. In some cases, ASLR can be bypassed by 
simple guessing the randomization offset [21] or by taking advantage of another 
vulnerability that leaks the randomization offset [6]. Special techniques to bypass 
ASLR and DEP together already exist: The Blind Return Oriented Programming 
(BROP) [22] and Just in Time Return Oriented Programming (JIT-ROP) [23]. 
BROP maps the virtual address gadgets by systematic guessing, while JIT-ROP 
does a just in time payload customization relying on an ASLR offset leak. 

2.4 Current Exploitations 

Secure software development is a fundamental question and several protections 
exist. Even compilers, operating systems and hardware manufactures try to 
mitigate software exploitation as much as possible, several exploits are still 
successful. Analyzing the exploits found in the wild, published by researchers and 
white hat hackers, it is clear that attackers have to consider the DEP and the ASLR 
together as a basic elements of the modern operating systems nowadays. Some 
browser exploits appeared at the end of 2016 and the most popular exploitation 
method was the Just in time Return Oriented Programming. A Firefox/Tor exploit 
(CVE-2016-9079) is revealed [24] at the end of 2016 that maps the WindowsPE 
structure in runtime to find appropriate ROP gadgets. The ROP code turns off the 
DEP with the kernel32.VirtualAlloc method then the rest of the payload is 
executed in the conventional way. Another DEP and ASLR bypassing exploit is 
related to the chakra JavaScript [6]. This exploit uses two different vulnerabilities. 
CVE 2016-7200 is used for the ASLR bypass, the mshtml.dll randomization offset 
is obtained with that bug, while CVE 2016-7201 is used to execute a short ROP 
code to turn off the DEP. Both cases belong to the Just in Time Return Oriented 
Programming category. ROP based exploits are used everywhere e.g. against 
network devices too. A vulnerability (CVE 2017-3881) [25] in the Cisco Cluster 
Management Protocol (CMP) processing code in Cisco Software could allow an 
unauthenticated, remote attacker to execute code with elevated privileges. 

Based on the currently available software exploits, it is obvious that the main 
technique is still Return Oriented Programming. DEP and ASLR in combination 
were thought to provide very strong protection, but the current examples show that 
they can be bypassed routinely in several cases. The next step from the protection 
point of view is to disable ROP, where a possible approach is to enforce the right 
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control flow during the code execution. In Section 3 several control flow 
bypassing techniques will be analyzed. 

2.5 Enhanced Protections 

Because the software vulnerability exploitation is still successful several advanced 
practical solutions are available to protect the systems, however these techniques 
have to keep up with the new challenges. One of the most-frequently applied 
ASLR bypass methods is guessing increasing the entropy of the Address Space 
Layout Randomization [26], it is a kind of mitigation, since it decreases the 
chance of a successful, brute-force, guessing attack. Forcing ASLR is another way 
to achieve better protection. Microsoft tried to prevent 0day exploitation with the 
Enhanced Mitigation Experienced Toolkit (EMET) [27] that provided some 
special advanced protections such as the anti-ROP technique. In 2016 Microsoft 
admitted that EMET is not proper for preventing 0day exploits and abandoned 
further development efforts. Microsoft has also introduced some new protections 
for the Edge browser [28] in 2016 such as the separated heap for the html objects 
or the delayed free to prevent the exploitation of use-after-free bugs. Other 
products, such as the Palo Alto exploit prevention [29], provides a wide choice of 
different protections, such as, detection of heap spraying and detection of ROP. 

Since the main intension is stop the ROP-like exploitation several ideas are about 
to maintain and verify the correct control flow of a software [30]. One of the main 
questions of the protection over the efficiency is the performance. It is quite 
unfavorable if the exploit prevention comes with a performance penalty and slows 
down the execution speed significantly. Similarly, to DEP one good direction 
from performance point of view can be to provide hardware assisted anti-ROP 
protection. Such a solution is the Intel’s Control Flow Enforcement (CFE) [31] 
which is a very promising technology. 

CFE provides two components for the protection: the shadow stack and the 
indirect jump verifier. The shadow stack is a not accessible data storage place, 
where the copy of the method return pointers are placed during runtime. Each time 
a method exists, it obtains the return pointer from the normal data stack and the 
shadow, then the two return addresses are compared as a control. With this 
technique the execution of small code gadgets, with unintended ret instructions is 
prevented. The indirect jump verifier is a procedure which controls the indirect 
jumps during the code execution. The idea is to mark each legitimate indirect 
jump instruction with a nop-like special instruction. Whenever an indirect jump is 
executed this special nop-like instruction must follow it. If an unintended indirect 
jump is executed, the operating system can observe it. 

Even this protection seems to be impossible to bypass and some new designs have 
already arisen, that have the potential to bypass it. 
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3 Analysis of Control Flow Enforcement Bypassing 

Exploitations 

Control flow integrity protections such as the Intel’s Control Flow Enforcement 
are promising plans to stop Return Oriented Programming without any speed 
decrease. The main question from software vulnerability exploitation point of 
view is still whether the software bug exploitation will be stopped or significantly 
decreased by making ROP-like techniques totally impossible or is it just a step of 
the exploitation-protection fight that makes exploitation techniques even more 
sophisticated. There are several ongoing research projects on new software 
vulnerability exploitation methods, such as, the Loop Oriented Programming [32] 
or the Data Oriented Programming (DOP) [33] and also the Counterfeit Object-
oriented Programming (COOP) [34]. 

The main engine of the LOP is the loop gadget. The loop gadget is a special code 
fragment that realizes a loop and calls a method with indirect call instruction in 
each step. Figure 6 illustrates some theoretical examples of possible X86 loop 
gadgets: 

 

Figure 6 

Minimal loop gadgets 

In the two presented cases the codes contain a loop and the instructions inside are 
repeated infinitely. Similarly, to JOP there is a register (edi in the first case and esi 
in the second example) which points to a memory (dispatcher table) and the 
pointer is moving to the next table entry in each step of the loop by the add 
instruction. The gadgets also contain an indirect call and that is how the functional 
gadgets are executed by reading the next address from the dispatcher table in 
every step. A better loop gadget is presented in Figure 7. This code fragment not 
only executes the functions in the dispatcher table but has a condition to quit from 
the loop and finish the program. 

Since every functional gadget is a whole legitimate function, there is no shadow 
stack being compromised. Since each ret instruction has the call instruction pair, 
thus every ret-like instruction will be legitimate. From the functional gadgets point 
of view LOP has strict limitations. To bypass CFE only whole functions can be 
used as functional gadgets and especially only those methods which have the 
indirect jump marker at the beginning. Satisfying all these conditions CFE cannot 
prevent LOP execution, since the stack return pointer is not compromised and all 
the indirect jumps are legitimate. Figure 8 shows the control flow of LOP. 
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Figure 7 

Loop gadget in msvcr.dll [32] 

 

Figure 8 

Loop Oriented Programming [32] 

In the case of DOP [33] the main exploitation engine is the gadget dispatcher. 
Similarly, to the previous code-reuse techniques (JOP, LOP) a special code part 
controls the whole payload execution. The gadget dispatcher also has a loop but 
the functional gadgets are invoked in a different way than in case of LOP. DOP 
operates with six functional gadget types, but they implement different types of 
instructions: arithmetic/logical operation, assignment, load, store, jump, 
conditional jump. These functional gadget executions are repeated in various order 
during the payload execution with different parameters. The gadget dispatcher has 
a selector which sets which functional gadget should run in the next step and also 
sets the parameter of the next functional gadget. Figure 9 shows the control-flow 
of DOP. 

Since the DOP functional gadgets implement general tasks, the gadget dispatcher 
of the DOP has more tasks than the LOOP gadget. It does not only invoke the next 
functional gadget, but sets the right parameters for the execution by customizing 
the input for the functional gadget. A practical example of a DOP gadget 
dispatcher is presented in Figure 10. 
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Figure 9 

Data Oriented Programming [33] 

 

Figure 10 

Example gadget dispatcher of Data Oriented Programming [33] 

The Counterfeit Object Oriented Programming [34] is based on the virtual method 
calls of the Object Oriented Programming. Because of the inheritance, the object 
class is determined runtime in the case of virtual method call execution and the 
method addresses for each objects are stored in vtable structures. If the attacker 
manages to redirect the execution to a special virtual function, called the main 
loop, then they will be able to provide parameters to execute a Turing complete 
program without violating the Control Flow Enforcement. In the case of COOP, 
the dispatcher is the main loop and similarly to other loop techniques the task is to 
execute the functional gadgets in the right order and with the right parameters. 
The main loop as well as the functional gadgets are all legitimate virtual methods, 
so they are no longer really gadgets but long legitimate code parts. Figure 11 
represents a main loop candidate, which is a destructor. 
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Figure 11 

A possible main loop for COOP [34] 

As the attacker can set the nStudent parameter and the address pointing to the 
student’s array, with the appropriate stack arrangement they can execute an 
arbitrary payload. Figure 12 shows a possible arrangement of the stack [34]. In 
Figure 12 the students array points back to the stack so the attacker can set the 
number of virtual methods to be executed, the address of the virtual methods to be 
executed, the order of the methods and also the method parameters. 

 

Figure 12 

Stack arrangement for COOP [34] 

Figure 13 shows the execution flow of COOP: taking advantage of a vulnerability 
the attacker redirects the code execution to the main loop and sets the stack 
pointer to a place where the main loop parameters are placed previously. COOP 
seems to be a very powerful technique against CFE as most of the programs 
currently use OOP. 

According to our analysis it is important to distinguish between three different 
techniques considering the evolution of software vulnerability exploitation: In the 
first group we classify the techniques where the attacker can place and execute his 
own payload, like stack overflow, or classical use after free exploitation. Our 
second group contains the normal code reuse techniques, where the attacker 
executes the already existing code parts of the virtual memory, assembling the 
payload from small code parts that are not necessarily intended instructions called 
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the gadgets. We call that group ROP-like techniques. Our third group contains the 
latest exploitation techniques where the payload is assembled from legitimate 
functions and the execution is controlled by a code part containing a loop. We 
refer this technique as LOP-like techniques. Table 1 contains a summary of the 
different techniques and their main techniques of incursion. 

 

Figure 13 

Counterfeit Object Oriented Programming [34] 

Table 1 

Software exploitation techniques 

 Classical 
techniques 

ROP-like 
techniques 

LOP-like 
techniques 

Method of 

payload execution 

The payload to be 
executed is placed 

directly by the 
attacker 

The payload is 
consist of small 

code parts 
(gadgets) from 

the virtual 
address space 

The payload consist 
of legitimate methods 

from the virtual 
address space 

DEP bypass No Yes Yes 

ASLR bypass Not necessary With additional 
vulnerability or 
memory leak 

With additional 
vulnerability or 
memory leak 

Shadow stack 

verification 
bypass 

Stack overflow: No ROP: No 
JOP: Yes 

Yes 

Indirect jump 

verification 

bypass 

Use after free: No ROP: Yes 
JOP: No 

Yes 

CFE bypass No No Yes 

Turing 

completeness 

Yes Yes, but depends 
on the gadget 

catalog 

Yes, but depends on 
the method catalog 

Example 
techniques 

Stack overflow, use 
after free 

ROP, JOP LOP, DOP, COOP 
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The latest exploitation techniques are definitely able to bypass the Control Flow 
Enforcement technique [31]. So it is clear that if CFE will be used in the future 
then attackers will turn to LOP-like techniques. On the other hand, it is important 
to mention that there is no practical experience on the usability of these 
techniques. 

Table 2 
Control flow bypassing exploitations 

 Loop Oriented 
Programming 

Data Oriented 
Programming 

Counterfeit 
Object Oriented 
Programming 

Control gadget 

name 

Loop gadget Gadget 
dispatcher 

Main loop 

Control gadget 

functionality 

Calls the 
methods step by 
step according 

to the dispatcher 
table 

Selects the type 
of function first 
and call them 
step by step 

Calls the virtual 
methods step by 
step with their 

parameter 
according to the 

stack arrangement 

DEP bypass Yes Yes Yes 

ASLR bypass With additional 
vulnerability or 
memory leak 

With additional 
vulnerability or 
memory leak 

With additional 
vulnerability or 
memory leak 

Shadow stack 

verification bypass 

Yes Yes Yes 

Indirect jump 
verifier bypass 

Yes Yes Yes 

CFE bypass Yes Yes Yes 

Turing 

completeness 

Yes, but 
depends on the 
method catalog 

Yes, but depends 
on the method 

catalog 

Yes, but depends 
on the virtual 

method catalog 

LOP-like techniques have to satisfy three conditions according to our analysis: 

1) The virtual address space must have proper loop-like gadget 

2) Possibility to redirect the code execution to the loop with the appropriate 
parameters 

3) Appropriate method catalogs to execute the desired payload 

The first and the third conditions are influenced by the content of the virtual 
address space. The second condition is influenced by the type of the vulnerability, 
as well as, the characteristics of the loop-like gadget dispatcher. Table 2 
summarizes and compares the main behavior of the LOP-like exploitation 
methods. As it can be seen in Table 2 all three methods use a very similar idea: 
There is a loop which gets the control by a vulnerability with an initial setting. 
Then the loop continuously invokes legitimate methods from the virtual address 
space according to the previously placed method table and parameters by the 
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attacker. However there is no hardware assisted Control Flow Enforcement yet, 
but the presented three exploitation techniques seem to be a real option to bypass 
CFE. 

According to our analysis, preventing such an attack type is only currently 
possible during compilation time. From the point of view of the requirements the 
following things would be necessary to avoid such exploitations: 

1) The key element of the exploitation is the loop-like gadget. The compilers 
should check and at least provide a warning message if a loop like gadget 
is available after the compilation. 

2) Avoiding unwanted code redirection would be a basic prevention, but 
considering the current state this cannot be guaranteed. Almost all type of 
software vulnerabilities can achieve unwanted control flow change. Since 
software vulnerabilities cannot be totally excluded the prevention cannot be 
built on this either. 

3) Preventing the creation of dispatcher table is also not realistic. With OOP 
different user controlled objects can be created in the heap. The only thing 
that is necessary from the attacker’s point of view is to place the dispatcher 
table in a predictable place. This can be carried out together with a memory 
leak. 

 

Figure 15 

Loosing side effects of virtual methods 

According to our analysis the only option to prevent such exploitations, is to 
prevent the loop like gadget compilation. On the other hand, in some cases, such 
as, in Figure 12, the loop like code block was created on purpose (iterating 
through the students). In such cases, our suggestion is to append the code and zero 
all registers, except for the return value in each step of the loop (Figure 15). With 
this solution the virtual methods negate the unwanted side effects that the attacker 
can use in these exploitations. 

Conclusions 

Based on previous experiences, we cannot simply let system security be based on 
the assumption of having perfect software, without vulnerabilities, to avoid 
software vulnerability exploitations. Additional advanced protections are 
necessary. From a performance point of view, hardware based solutions are 
preferred, such as DEP. However, ROP, which is the most popular technique of 
today’s exploitations, can bypass DEP. Control Flow Integrity techniques, such as, 
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CFE, aim to prevent ROP-like techniques, but new exploitation ideas, such as, 
LOP, DOP or COOP, have appeared recently. In this study, the main stages of 
software bug exploitations are analyzed, with a special focus on the behavior and 
capabilities of the cutting-edge techniques. We conclude, currently, it is not clear 
if there is any protection that is capable of stopping the exploitation of unknown 
software bugs; the best thing that can be done on the protection side, is to mitigate 
the potential for successful exploitation. 

To avoid LOP-like exploitations, we suggested possible solutions to mitigate the 
risk of such attacks. According to our analysis the most feasible way of preventing 
loop oriented programming type attacks, can be implemented during the 
compilation stage. With code blocks presented in Figures 7 and 8, the compiler 
should try to avoid them, or at least provide a warning message if such code is 
created. For other loop like code blocks, such as, in COOP the compiler should try 
to insert extra code, that force the virtual methods to negate the side effects. With 
these added instructions, the attackers would not be able to create useful gadget 
chains. 
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Abstract: Three different approaches for improvement of objective video quality evaluation 
are presented in this paper. Improvement is obtained through quality guided temporal 
pooling, information content weighted temporal pooling, and multiscale analysis. The 
analysis was performed using five objective video quality assessment measures on two 
publicly available datasets with subjective quality scores. Only the videos with H.264, 
H.265, and MPEG-2 types of compression from two datasets were considered. The level of 
agreement between the subjective and objective quality scores are given through the 
Spearman rank-order correlation coefficients on complete datasets and subsets of video 
sequences with the same type of compression. Obtained results show that the performance 
of objective measures is dependent on the choice of the dataset. The greatest improvement 
is given by multiscale analysis. 

Keywords: information pooling; objective video quality assessment; temporal pooling; 
video compression; video resolution 

1 Introduction 

In recent years there has been a rapid development of systems for digital 
processing, transmission and display of video content [1, 2]. This development has 
led to great interest in reliable, computationally efficient objective quality 
assessment measures. A subjective quality assessment is the most reliable way to 
determine the quality of video signals, but subjective tests are very expensive and 
time-consuming, and an alternative is sought in the form of objective quality 
assessment measures. There are three categories of objective quality assessment 
measures, No-Reference (NR), Full-Reference (FR), and Reduced-Reference (RR) 
[1-3]. This classification is based on the availability of the source signal on the 
receiving side. NR measures can be used in all applications where quality testing 

mailto:nenad.m.stojanovic@vs.rs
mailto:boban.bondzulic@va.mod.gov.rs
mailto:boban.pavlovic@va.mod.gov.rs
mailto:marko.novcic@vs.rs
mailto:name.surname@mailserver.com


N. Stojanović et al. Improving the Prediction Accuracy of Objective Video Quality Evaluation 

 – 220 – 

is required because this type of metrics do not need knowledge of the source 
signal. FR metrics require full information of source signal and for that reason, 
this category cannot be used in some real-time applications where the knowledge 
of the original signal on the receiving side is not possible. RR techniques are 
between the two previously described categories and in these techniques only the 
most important part of the source signal is needed for quality evaluation. 
Objective image/video quality assessment measures have found numerous 
applications. Most applications are in situations where the quality of the modified 
version of the image/video needs to be evaluated. 

Algorithms for video quality assessment usually have two phases. In the first, 
quality is evaluated on local spatial/temporal level, and in the second, 
spatial/temporal pooling of local scores produces a final value of quality [4]. 
Spatial and temporal integrations are closely related to visual significance. 
Estimation of visual significance identifies information on motion image which 
notably effect on observer during forming an impression of the quality. This 
allows for increasing the impact of essential information on the final score of the 
evaluation. Generally, strong degradation in space and/or time has a great effect 
on the final impression of quality. Strong distortions give low values of similarity 
between reference and test signals, so using the scores with the lowest quality, the 
final quality value can be formed. Also, the resolution of video during processing 
and display can have significant effect on final quality assessment. 

The increasing number of video services and the increase in the resolution of the 
video display devices have led to the requirement for higher coding efficiency 
compared to the H.264 compression algorithm capabilities [5]. Therefore, a novel 
compression algorithm, H.265, was developed [6, 7], and a new compression 
standard is under progress [8, 9]. The goal of introducing the H.265/HEVC 
standard was to maintain subjective video quality by reducing the bit rate of 50% 
compared to H.264 [7]. 

The aim of this paper is to analyze the performance of objective quality 
assessment measures on sequences with MPEG-2, H.264 and H.265 
compressions, using three different approaches for improving the prediction 
accuracy of objective video quality estimation. Objective quality assessment 
measures performance was analyzed on two publicly available, subject rated video 
datasets. H.264, H.265 and MPEG-2 compression algorithms are most commonly 
used algorithms in video systems, and therefore they are chosen for the analysis. 

The quantitative measure adopted by the ITU [10] – Spearman's Rank Order 
Correlation Coefficient (SROCC) between subjective and objective quality scores, 
was used in the performance analysis of objective quality assessment measures. 

In the second part of the paper are described used FR objective quality measures 
and the most important information of two datasets for video quality is provided. 
Three possible directions to improve the video quality estimation with results are 
given in the third part of the paper. The conclusions and further research 
directions are given at the end of the paper. 
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2 Overview of Objective Measures and Video Quality 

Datasets 

The five objective video quality assessment measures were used in the analysis. 
Peak Signal to Noise Ratio (PSNR) [11], is the first measure. PSNR is an 
unavoidable measure in image/video quality analysis, although is often criticized 
[11, 12]. The Structural Similarity Index (SSIM) is the second measure, which is 
present in almost all tests of image/video quality measures [13]. 

Table 1 

Comparison of used video datasets 

Video Dataset FERIT-RTRK CSIQ Video 

Number of 
original 

sequences 
6 12 

Number of tested 
(distorted) 
sequences 

H.264 30 

90 

H.264 36 

72 H.265 30 

H.265 36 
MPEG-2 30 

Number of 
degradation 

levels 
5 3 

Degradation 
types 

H.264, H.265, 
MPEG-2 

H.264, H.265, 
MJPEG, SNOW, 

packet loss, AWGN 

Tested 
degradations 

H.264, H.265, 
MPEG-2 

H.264, H.265 

Resolution 1920x1080 pixels 832x480 pixels 

Length 5 seconds 10 seconds 

Frame rates 60 fps 24, 30, 50, 60 fps 

Number of 
observers 

30 35 

SSIM has numerous modifications, such as GMSM (average of local quality 
values of the gradient magnitude information preservation) and GMSD (standard 
deviation of local quality gradient magnitude similarity scores) [14]. GMSM and 
GMSD are third and fourth used measures. The fifth objective video quality 
assessment measure is VQAB [15]. VQAB is based on the analysis of the spatial 
information preservation (through the gradient magnitude and gradient orientation 
information preservation), the temporal information preservation (through the 
preservation of information on changes between frames) and the color information 
preservation. 
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The analysis was performed on two video quality datasets: FERIT-RTRK [16] and 
CSIQ Video [17]. Table 1 shows data comparison between two used video 
datasets. FERIT-RTRK dataset has more degradation levels and tested (degraded) 
sequences than the CSIQ dataset, but has less referent video sequences and shorter 
videos length. 

3 Video Quality Analysis 

Subject rated video quality datasets are of great importance because they can help 
in developing reliable objective measures. Quality guided temporal pooling, 
information content weighted temporal pooling and multiscale analysis are some 
of the approaches for improving the level of agreement between subjective and 
objective quality scores and performance of objective quality measures. 

3.1 Quality Guided Temporal Pooling 

It has been shown that regions of poor image quality significantly affect on a 
human estimation of visual quality [18]. This fact is used for quality guided lowest 
percentile temporal pooling approach, where p% (p percent) of the frames with the 
lowest quality scores are used. Parameter p represents a number of used frames in 
percent, in the step by 2%. The temporal pooling process is carried out in the 
following way. After determining objective quality scores on a frame-by-frame 
basis, their sorting is done in rising order, after which the final quality score is 
determined as the mean value of p% of the lowest scores of frames quality. Values 
beyond this range are rejected. This approach is guided by the hypothesis that the 
frames with poor quality can have a dominant role in the subjective impression of 
quality [18]. Measure GMSD has an inverse scale, so the sorting is done in 
descending order, after which the final quality score is determined as the mean 
value of p% of the highest scores of frames quality. 

Figure 1 shows the normalized values of objective quality scores of frames for two 
sequences with H.265 compression. Graphics show significant quality variations 
during the lasting of the video. Also, from Figure 1, a periodic repetition of the 
local maximums of quality is observed, which is the consequence of the I frames 
present in the degraded sequences. In addition, it can be noticed that objective 
quality measures in different ways respond to changes that occur in video 
sequences. Thus, from the Figure 1 (b), between the 100th and 300th frame, can 
be noted that PSNR and SSIM objective values are increasing then decreasing, the 
values of GMSD and VQAB objective measures decrease, while GMSM values 
increase. 
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 (a) (b) 

Figure 1 

Objective quality scores of frames of the analyzed sequences: (a) sequence yac_H265_1 from 

FERIT-RTRK dataset and (b) sequence BQTerrace_832x480_dst_18 from CSIQ dataset 

Figure 2 shows the mean values of p% of the lowest quality scores for two 
objective measures – PSNR and VQAB. All test sequences from both video 
datasets are analyzed. From Figure 2 it is noticed that dynamic ranges of the 
objective values differ on analyzed datasets. Thus, the dynamic range of PSNR 
measure is 4 dB narrower on the FERIT-RTRK dataset than on CSIQ dataset. 
Furthermore, both measures have lower objective quality values on the sequences 
from the FERIT-RTRK dataset. This observation is also valid for other analyzed 
objective measures – SSIM, GMSM and GMSD (this measure has an inverse 
scale, so the higher quality scores are obtained on the FERIT-RTRK dataset). 

Due to the content of the test videos, it can be explained why the results of the p% 
of the lowest objective quality scores differ between these two datasets. Used 
video sequences should represent the real world images, i.e. datasets contain a 
wide range of content. A variety of content of a dataset can be characterized using 
Spatial Activity (SA), Temporal Activity (TA) and colorfulness index. In this 
work, the spatial complexity of video sequences, SA, was analyzed based on the 
mean values of the gradient magnitude of the frames. Sobel operator was used to 
determine the gradient magnitude. Figure 3 shows SA values per frame of all 
sequences in CSIQ and FERIT-RTRK datasets. 

Dynamic ranges of the spatial activity of the distorted sequences on these two 
datasets are significantly different, which can be seen from Figure 3. The dynamic 
range of the spatial activity values is almost two times bigger in the CSIQ dataset 
than in the FERIT-RTRK dataset because video sequences from the CSIQ dataset 
are richer with details. This can be a consequence of the format of the delivered 
videos. Namely, CSIQ dataset sequences are delivered in raw format – YUV420, 
while all sequences (including reference) of the FERIT-RTRK dataset are 
delivered in the compressed format – mp4. 
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 (a) (b) 

 

 (c) (d) 

Figure 2 

Mean values of the p% of the lowest objective quality scores: (a) PSNR on CSIQ dataset, (b) PSNR on 

FERIT-RTRK dataset, (c) VQAB on CSIQ dataset and (d) VQAB on FERIT-RTRK dataset 

A similar analysis was carried out in the analysis of the TA [15] per frame of the 
distorted sequences, whereby the conclusion that the dynamic ranges of the TA of 
the sequences from these two datasets are approximately the same. 

The influence of the selection of the frames with poor quality on objective 
assessment was analyzed through the SROCC at the level of complete datasets 
and at the level of subsets of sequences with the same type of degradation. Results 
of the correlations with subjective quality impressions on the global level are 
shown in Figure 4. 
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 (a) (b) 

Figure 3 
Spatial activity values per frame of the test (degraded) sequences on the: (a) CSIQ dataset and (b) 

FERIT-RTRK dataset 

 

 (a) (b) 

Figure 4 

Rank order correlation (SROCC) between subjective and p% of the lowest objective quality scores on: 

(a) CSIQ dataset and (b) FERIT-RTRK dataset 

From Figure 4 it is noticed different trends of SROCC values on these two 
analyzed datasets. Unlike the FERIT-RTRK dataset, where the best agreement of 
subjective and objective quality scores is achieved if all frames of the test 
sequences (p=100%) are used, in CSIQ dataset can be noted that using the lowest 
scores of frames quality can improve the performance of objective measures 
(VQAB, SSIM, and PSNR). In this dataset, the greatest gain would be obtained 
using 10% of the lowest scores of the VQAB objective measure (level of agreement 
by using all frames is 0.9, while the level of agreement by using 10% of the lowest 
quality scores is 0.94). Objective quality assessment measure, VQAB, has the best 
performance on the CSIQ dataset (in the entire range values of parameter p). 
However, the performance of this measure is significantly worse on the FERIT-
RTRK video dataset. The performance of all other tested objective measures is 
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worse on the FERIT-RTRK than on the CSIQ dataset, where the biggest 
performance drop is noticed at VQAB and SSIM measurements. 

The performance of objective measures on subsets of videos with the same type of 
degradation is presented in Figure 5. From this figure, it can be noticed that on 
H.264 compressed videos, the performance of objective measures depends on the 
values p. On the other side, in a subset of sequences with H.265 compression, the 
performance of objective measures is almost independent of the choice of values 
p. The performance of objective measures on corresponding subsets of the FERIT-
RTRK dataset is worse than on subsets of the CSIQ dataset. 

 

 (a) (b) 

 

 (c) (d) 

Figure 5 

Rank order correlation (SROCC) between subjective and p% of the lowest objective quality scores on 

subsets of video sequences: (a) H.264 subset of CSIQ dataset, (b) H.264 subset of FERIT-RTRK 

dataset, (c) H.265 subset of CSIQ dataset and (b) H.265 subset of FERIT-RTRK dataset 
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3.2 Information Content Weighted Temporal Pooling 

The problem with non-uniform distribution of frames quality over time can be 
solved by assigning them a time-varying significance (weight) [19]. The general 
shape of a temporal weighting approach is given by: 

1

1

N

i ii
f N

ii

w Q
Q

w







 (1) 

where wi is the weight associated with the i-th temporal location (frame), N is the 
number of frames in the degraded/reference sequence and Qi is the quality value at 
the i-th temporal location. The weights are determined by the frame information 
content (using reference or distorted frames or both of them). 

A list of 18 weighted functions is given in Table 2. The significance associated 
with the estimates of the frames quality during the time is derived from the spatial 
activity of the reference (SAr) and distorted (SAd) video sequences, and from the 
temporal activity of the reference (TAr) and distorted (TAd) video sequences. 
Impact of the significance of the frames during the time is given through the rank 
order correlation between subjective and objective quality scores on a global level 
– on complete datasets. Spatial and temporal activities are combined in an additive 
and multiplicative manner or as their maximum value. In Table 2, for objective 
measures, with +/- are marked situations in which weighting led to an 
improvement/deterioration of the performance of the objective measure, while the 
value presents the gain/loss relative to the SROCC of the standard method of 
pooling the frames quality scores (averaging). All presented results are on the 
relation with correlation coefficients where 100% of the frames are included from 
the previous subchapter. 

From the Table 2, it can be noticed that all measures have some improvement on 
the CSIQ dataset within all weighted functions, except the GMSD measure which 
has an improvement for only four weighted functions. In all objective measures, 
the use of temporal activities (TAr/TAd) results in a higher gain than the use of 
spatial activities (SAr/SAd). Also, it can be concluded that weighted functions in 
multiplicative form lead to a greater agreement between subjective and objective 
quality scores than weighted functions in additive form or weighted functions with 
the selection of maximum. The highest improvement on this dataset was obtained 
by using PSNR objective measure overall analyzed weighted functions. The 
greatest gain in the PSNR measure was achieved by applying multiplicative 
weighted functions TAdTAr (0.03), SArTAr (0.024) and SAdTAdSArTAr 
(0.022). These three weighted functions are suitable for the accuracy improvement 
of other objective measures. 

Contrary, on the FERIT-RTRK dataset, there is no improvement except for the 
SSIM measure. The gain achieved for this measure on this dataset is slightly 
worse than the gain achieved on the CSIQ dataset. According to the achieved gain, 
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the multiplicative weighted functions stand out – SAdTAdSArTAr (0.013), 
SAdTAd (0.01), TAdTAr (0.008) and SArTAr (0.008). Objective measure SSIM 
is the only measure which has improvement on both used datasets and in all 18 
used weighted functions. 

Table 2 

Improvement/deterioration of the performance of the objective measures on CSIQ and FERIT-RTRK 

datasets relative to the SROCC of all frames in all test sequences 

Weight, wi 

PSNR SSIM GMSD GMSM VQAB 

C
SIQ

 

FE
R

IT
 

C
SIQ

 

FE
R

IT
 

C
SIQ

 

FE
R

IT
 

C
SIQ

 

FE
R

IT
 

C
SIQ

 

FE
R

IT
 

SAr 
+ 

0.011 
- 

0.004 
+ 

0.005 
+ 

0.003 
- 

0.003 
- 

0.002 
+ 

0.002 
- 

0.002 
+ 

0.006 
- 

0.003 

SAd 
+ 

0.008 
- 

0.006 
+ 

0.004 
+ 

0.006 
- 

0.008 
- 

0.003 
0 

- 
0.004 

+ 
0.001 

- 
0.003 

TAr 
+ 

0.019 
- 

0.004 
+ 

0.011 
+ 

0.005 
+ 

0.001 
- 

0.001 
+ 

0.004 
- 

0.003 
+ 

0.012 
- 

0.002 

TAd 
+ 

0.019 
- 

0.005 
+ 

0.009 
+ 

0.003 
- 

0.001 
- 

0.001 
+ 

0.004 
- 

0.001 
+ 

0.009 
- 

0.007 

SArTAr 
+ 

0.024 
- 

0.012 
+ 

0.012 
+ 

0.008 
+ 

0.002 
- 

0.003 
+ 

0.002 
- 

0.003 
+ 

0.018 
- 

0.004 

SAdTAd 
+ 

0.018 
- 

0.015 
+ 

0.010 
+ 

0.010 
- 

0.003 
- 

0.004 
+ 

0.001 
- 

0.003 
+ 

0.008 
- 

0.006 

max(SAr,TAr) 
+ 

0.014 
- 

0.003 
+ 

0.011 
+ 

0.005 
+ 

0.001 
- 

0.001 
+ 

0.005 
- 

0.003 
+ 

0.007 
- 

0.001 

max(SAd,TAd) 
+ 

0.012 
- 

0.004 
+ 

0.006 
+ 

0.006 
- 

0.004 
- 

0.002 
+ 

0.003 
- 

0.002 
+ 

0.004 
- 

0.003 

SAr+TAr 
+ 

0.015 
- 

0.003 
+ 

0.009 
+ 

0.004 
- 

0.001 
- 

0.002 
+ 

0.005 
- 

0.002 
+ 

0.009 
- 

0.002 

SAd+TAd 
+ 

0.011 
- 

0.003 
+ 

0.005 
+ 

0.005 
- 

0.003 
0 

+ 
0.003 

- 
0.001 

+ 
0.005 

- 
0.003 

SAr+SAd 
+ 

0.009 
- 

0.004 
+ 

0.005 
+ 

0.004 
- 

0.006 
- 

0.002 
+ 

0.001 
- 

0.002 
+ 

0.002 
- 

0.002 

TAr+TAd 
+ 

0.020 
- 

0.004 
+ 

0.010 
+ 

0.004 
- 

0.001 
- 

0.002 
+ 

0.004 
- 

0.002 
+ 

0.011 
- 

0.003 

SAr+SAd+TAr+TAd 
+ 

0.015 
- 

0.004 
+ 

0.008 
+ 

0.005 
- 

0.002 
- 

0.002 
+ 

0.005 
- 

0.001 
+ 

0.007 
- 

0.002 

max(SAd,SAr) 
+ 

0.011 
- 

0.004 
+ 

0.005 
+ 

0.003 
- 

0.003 
- 

0.002 
+ 

0.002 
- 

0.003 
+ 

0.006 
- 

0.003 

max(TAd,TAr) 
+ 

0.020 
- 

0.004 
+ 

0.011 
+ 

0.004 
+ 

0.001 
- 

0.002 
+ 

0.005 
- 

0.003 
+ 

0.012 
- 

0.002 

TAdTAr 
+ 

0.030 
- 

0.011 
+ 

0.014 
+ 

0.008 
0 

- 
0.005 

+ 
0.002 

0 
+ 

0.014 
- 

0.006 

SAdSAr 
+ 

0.010 
- 

0.015 
+ 

0.006 
+ 

0.008 
- 

0.006 
- 

0.004 
0 

- 
0.006 

+ 
0.006 

- 
0.005 

SAdTAdSArTAr 
+ 

0.022 
- 

0.022 
+ 

0.019 
+ 

0.013 
- 

0.008 
- 

0.006 
0 

- 
0.007 

+ 
0.011 

- 
0.008 

3.3 Multiscale Analysis 

In further analysis, the objective quality of video sequences in different scales 
(resolutions) is evaluated. The level of agreement between subjective and 
objective quality scores is analyzed in five scales for the FERIT-RTRK dataset, 
and in four scales for CSIQ video dataset, because the resolution of videos from 
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FERIT-RTRK dataset is greater than videos from CSIQ dataset. The decimation 
of the original and test sequences was made with scaling factors 1/2, 1/4, 1/8, and 
1/16. In addition to decimation, bicubic interpolation was performed. Scale 2 
corresponds to scaling factor 1/2, while scale 5 corresponds to scaling factor 1/16 
[20-22]. 

The values of the VQAB measure are obtained by averaging of the lowest 20% 
frames quality scores in this analysis, as suggested in [15]. For all other measures, 
100% of the frames are used. 

Figure 6 shows the dependence of the level of agreement between subjective and 
objective quality scores (SROCC) over different scales (resolutions) with both 
used datasets. Correlation is calculated on complete datasets. From Figure 6 it is 
noted that the performance of objective measures significantly depends on the 
scale in which the original and compressed video was compared. The choice of 
the optimal scale depends on the objective measure, too. In this way, the 
observation from [20] that the assessment of image/video quality in different 
resolutions provides more flexibility in incorporating the variations of viewing 
conditions was confirmed. 

 
 (a) (b) 

Figure 6 

Rank order correlation (SROCC) between subjective and objective quality scores in different scales on: 

(a) CSIQ dataset and (b) FERIT-RTRK dataset 

The highest degree of agreement for CSIQ dataset is between subjective and 
VQAB objective quality scores (original resolution, SROCC=0.936). Applying the 
GMSD objective measure provides the highest degree of agreement of quality 
scores on the FERIT-RTRK dataset (scale 2, SROCC=0.881). 

In both video datasets, it is noticeable the performance improvement of the SSIM 
objective quality assessment measure, comparing with the original resolution; the 
comparison for the FERIT-RTRK dataset is carried out in scale 2 (Figure 6 (b) 
shows the SSIM’s SROCC jump from 0.741 to 0.862), and for the CSIQ video 
dataset in scale 3 (Figure 6 (a) shows the SSIM’s SROCC jump from 0.816 to 
0.931). 
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Observing the results of the PSNR measure, a higher correlation with subjective 
scores is obtained by analyzing lower resolutions, while other objective measures 
have better performance in higher resolutions. In this way, it can be concluded that 
in the comparison of the signals in higher scales (lower resolution), the analysis of 
the energy preservation of the signal is important, while in the lower scales 
(higher resolution), the analysis of the preservation of the signal structure is more 
important. Furthermore, on FERIT-RTRK dataset it can be seen that the degree of 
agreement between subjective and PSNR objective quality scores in scale 4 is 
close to the results of the best GMSD measure (0.874 vs. 0.881). 

Conclusions 

Three approaches for improving the performance of objective quality assessment 
measures are presented in the paper. The presented approaches are quality guided 
temporal pooling, information content-weighted temporal pooling, and multiscale 
analysis. The five objective video quality assessment measures and two publicly 
available video datasets with H.264, H.265, and MPEG-2 compressed video 
contents are used in the analysis. It has been shown that the performance of 
objective measures significantly depends on the choice of the dataset, which 
makes it necessary to use more reference video datasets in video quality analyzes. 
Since these datasets contain a relatively small number of test signals with H.264 
and H.265 compressed contents (60+72 sequences), it can be concluded that there 
is a need for new datasets, which will contain a significantly larger number of 
compressed test signals. 

In addition, from the analysis it can be concluded that the greatest potential for 
improving the performance of objective measures on both datasets has the 
multiscale approach, where the improvement depends on the choice of an 
objective measure. By applying this approach, the improvement of accuracy 
prediction achieved through the correlation of ranks was up to 0.12 (SSIM 
objective measure on both analyzed datasets). Quality guided temporal pooling, 
implemented through the use of the lowest quality scores, on the CSIQ dataset has 
led to the improvement of the performance of objective measures (rank correlation 
increased by up to 0.05), while on the FERIT-RTRK dataset the performance with 
such integration is in the level of performance without pooling. Information 
content-weighted temporal pooling does not give significant improvement (rank 
correlation increased by up to 0.03 on CSIQ dataset), and in this case, except for 
SSIM, information content-weighted temporal pooling did not lead to an 
improvement in the results of objective measures on the FERIT-RTRK dataset. 
The lack of improvement in the results of objective measures using temporal 
pooling on a FERIT-RTRK dataset is probably due to the format of the delivered 
sequences – the original and test sequences were delivered in a compressed mp4 
format. 

As these three approaches were analyzed separately, in further work we will 
analyze their combined effect in objective video quality assessment. 
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Abstract: The production of highly reliable, electronic devices is a source for significant 
environmental emissions and energy consumption. A modern, cost-effective and modular 
design can enhance product maintainability and lifetime. Many end-users would certainly 
be willing to devote more resources (money) for a device they use, if, in return, they could 
extend the life of the device. This paper introduces the architecture for a high-reliability, 
modular, end-user-configurable, redundant power supply, based on these principles. 

Keywords: redundant; robust; self-monitoring; embedded system; modular PSU; high 
reliable 

1 Introduction 

Despite the arrival of many renewable energy sources, the vast majority of the 
world's energy supply is still provided by fossil fuels, the extraction and use 
involves the release of large amounts of greenhouse gases into the atmosphere. 
Therefore, improving energy efficiency is currently also the most effective means 
of trying to fight climate change. While the world's energy efficiency is improving 
[1], so is the amount of wasted energy, decreasing. As a result of the growth of 
Earth's population and global economy, humanity's total energy consumption 
(global primary energy demand) continues to rise. And because of the 
predominance of fossil fuels, polluting energy sources in the global energy mix, it 
is also leading to an increase in greenhouse gas emissions, which have recently 
grown at the fastest pace since 2013. 

Technological advances have made it possible to increase energy efficiency, 
which significantly reduces emissions while increasing energy use. Energy 
efficiency could be improved at a much higher rate, with technologies that are 
already available, but rarely used [2] [3]. 
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According to the International Energy Agency (IEA), the potential is enormous, 
and by taking advantage of it alone, we could stop the rise of greenhouse gas 
emissions after 2020. However, according to the latest surveys, the world is 
moving further and further away from this goal [4] [5]. 

According to the International Energy Agency's Efficient World Strategy (EWS), 
at least a 3% improvement would be needed, each year, to meet global climate and 
sustainability goals. The 3% has only been realized once, in 2015 and the pace has 
slowed gradually, thereafter. 

By using cost-effective technologies [6], the pace of energy efficiency 
improvement can be increased to a much higher level. Design principles like 
modular device design, maintainability and traceability can serve this goal. 
Digitalization and remote supervision systems are closely linked to these features 
[7]. 

The continuous development of end-user technological capabilities also supports 
the need for modular, easy-to-maintain designs [8]. There is a niche market for 
manufacturers to ensure user-friendliness and repair-ability of civil and industrial 
devices - in exchange for some extra cost. The authors hope that the modular 
design and the installation and repair manuals of the devices will come back into 
vogue. 

In terms of robustness of such systems successful results have been achieved in 
the field of fault diagnosis and fault tolerant techniques [9] - [11]. Basically, we 
can define the following categories for fault diagnosis methods: 

 Model-based [12]–[14] 
The outputs of the system-model and the outputs of the real system is 
compared 

 Signal-based [15]–[18] 
A diagnostic decision is made based on the measured signal 

 Knowledge-based [19]–[21] 
A large volume of historic data is needed 

 Hybrid and active [22]–[24] 
Combination of the previous methods based on their advantages 

The basic fault types are as follows [25] [26]: 

 Actuator fault 

 Sensor fault 

 Plant fault 

In the literature, several practical solutions can be found [27] [28]. 



Acta Polytechnica Hungarica Vol. 17, No. 7, 2020 

 – 235 – 

2 Architecture 

2.1. Power Supply Unit 

2.1.1. Modular Power Supply Unit 

Figure 1 shows a block diagram of a battery-powered modular power supply 
(PSU) controlled by a microcontroller (MCU). The external source of energy can 
be the electricity grid or renewable energy source. The battery charger is 
responsible for properly charging and discharging the energy storage unit. The 
function of a DC/DC converter is to ensure the voltage level of the battery or 
external power source to meet customer needs. 

In case of AC external power source or a load that requires AC power supply, the 
proper battery charger and AC/DC, DC/AC or AC/AC converter has to be applied. 

External 

power source

Battery 

charger 
DC / DC Load

Rechargable 

battery

 

Figure 1 

Modular power supply structure 

2.1.2. Redundant Power Supply Unit 

For single-redundant PSU (see Figure 2), if one of the PSU fails, the backup PSU 
takes over the task. This means that only one PSU is working at a time and that it 
supplies 100% of the required electricity for the powered system. In this case, the 
backup power supply is out of service or under test. This design ensures that the 
power supply is fault tolerant. This mode is also called, hot-stand-by mode. 
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Figure 2 

Redundant power supply structure with supervisor MCU 

Another solution is the load-sharing mode, where power supplies share the load 
power. If there are more than two power supplies in the system and one is out of 
service for failure, replacement, or testing, the remaining power supplies will 
share the total load current equally. 

For example, if there are four redundant PSUs in the power supply system and one 
of them, for the above mentioned reasons, goes out of service, the power supplies 
that are still in operation, will distribute the load, so, for example, the single units 
would provide 33% instead of 25% of the load current. All power supplies would 
be able to provide full load current if left alone in the power supply system. 

2.1.3. Redundant Modular PSU 

On the Figure 3, it can be seen, the capacitor supplies power to the 
microcontroller, which supervises the PSU, the connected load, and other optional 
modules, when the power supply is temporarily interrupted due to replacement of 
the redundant modules. 
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Figure 3 

Simplified redundant modular power supply unit structure 
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2.1.4. Microcontroller 

Power supplies usually include a microcontroller that affects the power supply and 
provides measurement, logging, communication, etc. functions as well. 

In the case of modular power supplies, the power supply control microcontroller 
and the tightly-coupled components may be provided as separate modules or may 
be part of the motherboard. 

For redundant power supplies or redundant modular power supplies, the 
microcontroller for power supply control extends to monitoring, testing, 
evaluating the power supplies or power supply modules, and controlling switching 
matrices. 

2.1.5. Switching Matrix 

The microcontroller also controls the switching matrices that connect the power 
modules. The function of the switching matrices is to provide energy flow 
between the power modules in a reconfigurable manner. The switching matrices 
can be used to connect and disconnect redundant power modules, including 
replacing redundant power modules. 

When replacing power modules, switching multiple redundant power modules in a 
way that would lead to a short circuit should be avoided. The first step is to 
disconnect the currently active module, after which the redundant module can be 
turned on. The process results in a short-term power line break, but with the 
addition of energy storage devices (buffer capacitors), the power supply is 
continuously maintained, and transient-low switching is possible. In the 
experimental setup galvanically isolated relay modules were used. In case of the 
end product it is recommended to use modern technology based semiconductor 
switching elements [29]–[31]. 

2.2. Measuring Method 

In redundant fault tolerant systems, some basic features are needed for proper 
operation. In hot-stand-by mode or load-sharing mode, the embedded monitoring 
system must be able to notify a supervisor and a control system of the actual status 
or failure of power supplies and modules. 

The embedded monitoring system must be able to monitor power supplies and 
modules. Depending on the various aspects of error detection, this may occur 
using normal operational load or dummy load. Both the normal operation and the 
test operation must be measured with active and standby power modules. This can 
be done by swapping the power modules or by intermittently disabling them, as in 
a test procedure. 
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Redundant fault tolerant power supply systems must be provided with continuous 
power supply even when defective modules are replaced. The hot-plug-in function 
ensures smooth operation of the powered system. 

2.2.1. Module Measurement 

During the measurement of the modular power supply, the module's efficiency, 
temperature, input and output voltage and current values and waveforms must be 
monitored. The measured values should be transmitted to the microcontroller for 
further processing and storage. 

Measured module

Current 

measurement

Current 

measurement

IN OUT

Iin 

Uin 

UDS 

Uout 

Iout 

Voltage 

measurement

Voltage 

measurement

GND GND
 

Figure 4 

Module measurement scheme 

Voltage measurement, if higher than the reference voltage of the analog digital 
converter of the microcontroller, is carried out by a voltage divider made of high 
precision and stable elements. There is even the possibility of using an 
optocoupler, but the brightness degradation of its built-in semiconductor LED, 
typically in the infrared range, can over time falsify the measurement. 

Current measurement can be accomplished by measuring or calculating the 
differential voltage across Shunt resistors with lower cost. In order to reduce the 
number of test cables or to measure higher current values, it is also possible to use 
hall sensors, which have the disadvantage of higher costs. 

For lifetime prediction, the voltage difference of the semiconductor drain-source 
shown in Figure 4 is also measured when the MOSFET is open. When the 
MOSFET is closed, the drain-source voltage can easily be higher than the input of 
the operational amplifier used to measure the voltage difference, so the 
measurement must be constructed with a galvanically isolated operational 
amplifier. 
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2.2.2. Analog Measurements 

The measurement and evaluation of the power modules can be accomplished by 
using integrated hardware elements, which support the measurement. They can 
also detect overcurrent, overvoltage, voltage drop, voltage fluctuation, instability, 
voltage loss and other anomalies. 

The configuration provides additional options for controlling the output voltage 
and for detecting common differences listed below: 

 After a positive voltage spike, the output voltage returns to normal 

 After a positive voltage spike, the output voltage will remain above 
normal (see Figure 5) 

 The output voltage remains stably higher than normal, after a voltage 
surge 

 After a negative voltage spike, the output voltage returns to normal (see 
Figure 6) 

 After a negative voltage spike, the output voltage remains below normal 

 The output voltage gradually decreases 

 The output voltage fluctuates below normal level 

 The output voltage remains stable below a normal level after a voltage 
drop (see Figure 7) 

 The output voltage becomes unstable (see Figure 8) 

 

 

Figure 5 

A positive voltage spike, and the output voltage 

will remain above normal level 

 

Figure 6 

Negative voltage spike the output voltage will 

remain normal 
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Figure 7 

The output voltage remains stable below a normal 

level after a voltage drop 

 

Figure 8 

Unstable output voltage 

2.2.3. Multiplexing Analog Lines 

The microcontroller that monitors the power supply and controls the switching 
matrices has a limited number of terminals and is required to expand due to the 
large number of measurement and control signals. Extending the number of 
control outputs is easily accomplished with a serial I/O extender IC. The analog 
signals to be measured are coupled via an analog multiplexer to the ADC 
terminals of the microcontroller. 

Choosing a more advanced microcontroller eliminates the need for external 
hardware, with sufficient software (multiplexing the input terminals to the ADC 
peripheral) to implement the solution presented. If the microcontroller has 
multiple internal ADC peripherals, it is recommended to measure the same analog 
signals with the same ADC modules - to avoid measurement errors due to 
differences in measurement peripherals. If the microcontroller has one internal 
ADC periphery, a sample and hold (SH) circuit is necessary to be used. 
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Figure 9 

Hardware measurement and control scheme 

2.2.4. External Interrupt Subsystem 

Most of the time, the microcontroller controlling the power supply is in sleep 
mode. During sleep mode or when executing an instruction, you may not be able 
to detect unexpected voltage fluctuations in the power supply. Due to the 
architecture of the interrupt request system, which is designed as an external 
hybrid circuit, it is able to continuously monitor the output voltage state and, for 
example, to request an interrupt from the microcontroller in case of voltage 
fluctuation outside the specified limit. 

Unlike the block diagram shown in Figure 1, the use of a built-in comparator as 
the internal periphery of the microcontroller controlling the power supply is 
recommended, in which case the reference voltage can be set as a register content 
by software. The internal comparator peripheral of the microcontroller also has the 
ability to request an interrupt (see Figure 10). 
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Figure 10 

Block diagram of the external interrupt system 

3 Realization 

3.1. Main Program 

The monitoring system calculates the primary and secondary power of the 
modules by measuring the input and output voltages and currents of the power 
supply modules. Based on these measurements, it calculates the efficiency of the 
power supply modules. If this value is below a predetermined level, or based on 
several measurements, it can be determined from the stored results that the 
condition of the unit is deteriorating (the efficiency value drops below a certain 
level), the monitoring system will send an error message to the monitoring system 
and jumps to a subroutine. 

The monitoring system must process a significant amount of data. The cost-
effective microcontroller-observed monitoring system can measure only one point 
at a time, and the analog-to-digital conversion takes a finitely long time. Power 
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modules have relatively large number of measurement points. The frequency of 
each measurement and the accuracy of analog-to-digital conversion (measurement 
time) can be dynamically changed for efficient operation. 

In case the error of a measurement point shows only a slight deviation from the 
ideal, it can be checked at a lower frequency and with less accuracy, so 
monitoring the measurement point takes only a small amount of time in the cycle. 
If the error of the measuring point increases, for example, on the basis of a look-
up table, it is recommended to increase the frequency and the accuracy of the 
measurement. If the rate of change of the error at the measurement point increases, 
it is recommended to further increase the measurement frequency and accuracy of 
the measurement point to monitor the change. Measured and stored data can be 
used to perform fault prediction functions. 

 

 

Figure 11 

The model circuit 

3.2. Operation Modes 

The software supports user settings. The user has the ability to select the mode of 
operation and to weigh the following considerations (see Figures 11 and 12). 



Acta Polytechnica Hungarica Vol. 17, No. 7, 2020 

 – 245 – 

In case the user wants to maximize the life of the device, because maintenance is 
difficult, access to the device is difficult or the goal is to reduce the carbon 
footprint, you choose Swapping mode with reduced maximum charging and 
discharging currents. The swapping modules subroutine switches between 
redundant elements primarily based on the efficiency of the modules, but it can 
also change based on the temperature of the modules (the temperature of the 
active module increases), thus saving parts from heat stress and faster aging. 

With advanced user settings, it is possible to fine-tune the above-mentioned 
parameters, customize reference levels, hysteresis values and timings. 

If higher reliability is the main goal, it is recommended to activate Simultaneously 
running mode. In this case, the redundant modules run at 50-50% load. The heat 
load is higher than in the previous case. If one module fails, the other takes over 
100% of the load with a smaller transient. 

This type of control is recommended for powering easily maintainable equipment. 
In the case of a module failure, the failure of one of the modules increases the 
likelihood of a failure of the module remaining in the system, and in the case of 
the failure of the remaining 100% load module there are no spare modules in the 
system. The 100% load should only be tolerated by the module remaining in the 
system until maintenance, so we may use a lower power margin than in Swapping 
or Backup mode. 

The third mode of operation is a classic Backup Mode. The module that builds the 
primary power supply will operate until it fails, after which the backup module 
will take over the load. In this case, the backup module may remain reliable for a 
long time due to higher performance margin compared to the Simultaneously 
running mode, although it does not include a spare element after the failure of the 
backup module. 

This control mode is used to drive the primary active module till failure or till a 
predetermined degradation of efficiency, thus the long-term power consumption 
of this control mode will be the highest. 

In all three cases, especially in the Backup Mode, it is important to periodically 
test the modules and determine their functionality. Measurements can be made 
with the programmatically variable load or with relatively short operation of the 
inactive module, until reaching the operating temperature, to perform 
measurements during normal operation. 
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Figure 12 

Mode selector algorithm 

Conclusions 

The presented redundant power supply, greatly increases the reliability of the 
device. A cost-effective solution that monitors itself and a modular architecture 
that greatly enhances upgrades and maintainability, which can significantly 
increase the life of the equipment, thus, reducing global emissions/waste. The 
Authors believe that the presented system architecture, can be successfully 
implemented for both Civil and Industrial applications and especially for 
applications that demand a high level of reliability. 
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