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Preface 

Special Issue dedicated to the 70th Birthday of Professor Imre J. 

Rudas – Part I 

Technology development unfolds in medatrands these decades, transforming 
individuals and the society alike. The Internet of Things, Cloud Robotics, Industry 
4.0, agile Cyber-Physical Systems show the way along which these 
transformations occur. The fundamental engineering concepts behind are rooted in 
academic research, often presented at the major scientific conferences of the 
community. The IEEE International Conference on Intelligent Engineering 
Systems (INES) is one of those, a prestigeous series established by Bánki Donát 
Polytechnic and Budapest Tech as the predecessors of Óbuda University. The 
IEEE INES series was started in 1997, and in 2019, reaches its 23rd edition, 
dedicated to a special occasion, the celebration of Professor Imre J. Rudas’ 
birthday. The conference was held April 25-27, 2019 in Gödöllő, in the 
magnificent Royal Palace, favorite summer residence of Queen Elizabeth in the 
1840s. Over 140 attendees were present from 22 countries, delivering 63 talks and 
2 keynote lectures in a variety of related research topics. 

The current Acta Polytechnica Hungarica issue is a collection of the newest 
research results based on the selected presentation at the 23rd IEEE INES. The 
articles span across a wide range of intelligent engineering, focusing on control 
and applications. The intelligence relates to the characteristics of how uncertainty, 
i.e., unmodeled dynamics can be handled, or what kind of solutions can be used in 
order to operate in an uncertain environment with proper sensing techniques. The 
presented solutions discuss the autonomous or automatic ways to execute given 
sequences or tasks without human user interaction (without detailed instructions). 
Arguably, the next few years will be dominated by the topics of artificial 
intelligence. The control engineering perspectives of soft computing gave new 
sights of control engineering (e.g., Tensor-Product-based control), and expanded 
the range of applicability in different fields: robotics, medical applications, data 
mining, cybersecurity, computer networks, accounting, agriculture, chemical 
processes, military applications, etc. Theories leading to applications, feeding into 
product developments for the benefit of all. 

As it was clearly articulated duing the confernece, the whole series and probably 
this journal could not have lived withour Imre J. Rudas. Every such major project 
has its “power engine”, distinguished senior who channels the connections, 
mediates the subfields, and keeps this linked scientific community at a high 
international standard. Imre J. Rudas, just turned 70 during the IEEE INES 2019. 
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His wide spectrum of professional interest is reflected in the variety of the 
conference contributions, and this Acta Polytechnica Hungarica special issue is 
dedicated to him. The current volume is a selection of his most renowned 
collaborators and friends throughout the world, as a special tribute to his whole 
academic carrier. 70 years of outstanding achievement truly deserves a reflection. 

Imre J. Rudas graduated from Bánki Donát Polytechnic (Budapest) in 1971, 
received Master Degree in mathematics from Eötvös Lóránd University 
(Budapest) and received Ph.D. in robotics from the Hungarian Academy of 
Sciences in 1987. Achieved the Doctor of Science degree from the Hungarian 
Academy of Sciences in 2004. He received his first Doctor Honoris Causa degree 
from the Technical University of Košice (Slovakia) (2001), followed by the 
“Politehnica” University of Timişoara (Romania) in 2005, Óbuda University 
(2014) and the Slovak University of Technology (Bratislava) in 2016. He is 
Honorary Professor (2013) and Ambassador (2016) of the Technical University of 
Wrocław. His research activity is related to robotics, computational cybernetics 
with special emphasis on robot control, soft computing, computer-aided process 
planning, and fuzzy control and fuzzy sets. He has published more than 850 
scientific publications, 125 journal papers, and authored 4 scientific books. The 
number of his independent citations is over 5000, with h-index of 32. He served as 
Rector of Budapest Tech from August 1, 2003 and became the founding Rector of 
Óbuda University in 2010 until 2014. He founded the University Research and 
Innovation Center of Óbuda University in 2012 and the Acta Polytechnica 
Hungarica journal in 2004, where he still serves as editor-in-chief. 

He has a rich history with IEEE as well, started in 1991. He became IEEE Fellow 
in 2001, member of the IEEE Board of Directors Section/Chapter Support 
Committee (1998). He was mainly active in two IEEE Societies: the IEEE 
Industrial Electronics Society he was Administrative Committee Member and 
Senior Member (1996) and Vice-President of the Society (2000-2001). However, 
even bigger devotion presented to the IEEE System, Man and Cybernetics Society, 
where he was several times member of the Board of Governors (2007-2009, 2012, 
2014), Vice-President (2013-2016), and currently he is President-Elect of the 
Society (2019). He is the founding chair of the Computational Cybernetics 
Technical Committee and co-chair of the Cyber-Medical Systems Technical 
Committee of the IEEE SMC Society. In the meantime, Imre J. Rudas served and 
made his footprint in the IEEE Hungary Section as well, where he was first 
Treasurer (1994-1998), then Vice Chair (2003-2009), and finally Chair (2009-
2013). He was founding chair at IEEE Hungary Section level of the IEEE Chapter 
of Computational Intelligence Society (2003-2008), IEEE Chapter of System, Man 
and Cybernetics Society (2003-2008) and IEEE Joint Chapter of Industrial 
Electronics and Robotics & Automation Societies (1997-2002). 

Among the several scientific awards received, he is laureate of the John von 
Neumann Award (2006), the Dennis Gábor Award (2006), the civil division of the 
Hungarian Order of Merit (2009), Pro Óbuda Award (2014), International Fuzzy 
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System Association Fellow (2016) and first awardee of the Rudolf Kalman 
Professor title given jointly by IEEE Hungary Section and Óbuda University 
(2017). 

In the past decades, thousands of students, hundreds of colleagues and dozens of 
friends gained inspiration and professional support from Imre J. Rudas. His 
academic work was groundbreaking in Hungary, and the institutions and 
organization he established became a prominent part of the nation’s engineering 
heritage. His professional network and outreach cover continents, and people 
around the globe are building on his results. 

The editors are grateful to Imre J. Rudas for all his achievements care and support, 
and thankful to the authors for their excellent work composing this volume. 

 

Budapest, Hungary 
August 2019 

Levente Kovács 
Tamás Haidegger 
Anikó Szakál 
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Abstract: Conventional robust control design algorithms generate only one solution that 

fulfils the suboptimal ℋ∞ norm criterion and thus, leaves no room for further controller 

tuning. Often, the designed controller is not suitable, because it is either unstable or some 

structural properties needs to be also satisfied. Then, the designer has to modify the 

original control problem and to perform the entire synthesis again. This paper proposes a 

method for improving the ℋ∞ control synthesis, by introducing extra flexibility into the 

design process. Based on the formulation of all controllers belonging to a given 

performance level and Lyapunov function candidate, the paper reveals the group structure, 

corresponding to performance problem. Based on this group structure, efficient systematic 

algorithms can be developed for ℋ∞ controller tuning. 

Keywords: performance blending; robust control; geometry 

1 Introduction 

The most typical robust performance problem, can be cast as a suboptimal 
normalized ℋ∞ design, where for a fix (given) generalized plant description 𝑃 we 
seek all controllers 𝐾 that internally stabilize the loop and achievesthe 
performance guarantee ∥ 𝔉𝑙(𝑃, 𝐾) ∥< 1. Through a practical design problem often 
it would be desirable to perform a search on a set of controllers that guarantee a 
given performance level in order to select a suitable one for a specific 
implementation goal. A typical example is to find a stable controller, or a stable 
controller that achieves a closed loop performance that was included in the ℋ∞ 
design specification. This problem leads to an iterative design process. In order to 
implement such an iterative algorithm, a controller blending method is needed 
which keeps invariant the stability of the loop and the prescribed ℋ∞ performance 
level. 

It is a fact, that by applying the Youla parametrization, the closed-loop will be an 
affine expression 𝔉𝑙(𝑃̅, 𝑄), defined by the stable parameter 𝑄 and the stable 

matrix 𝑃̅ = (𝑛𝑧𝑤 𝑛𝑧𝑢𝑛̃𝑦𝑤 0 ). Recall that the Youla parametrization, provided as 𝒦𝑠𝑡𝑎𝑏 = {𝐾 = 𝔐Σ𝑃(𝑄)  |  𝑄 ∈ ℚ, (𝑉 + 𝑁𝑄)−1exists}, where ℚ = {𝑄 |𝑄 stable} 
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and 𝔐Σ𝑃(𝑄) = (𝑈 + 𝑀𝑄)(𝑉 + 𝑁𝑄)−1, is induced by a double coprime 
factorization of the plant, i.e., we have stable matrices such that (𝑉̃ −𝑈−𝑁 𝑀̃ ) (𝑀 𝑈𝑁 𝑉) = Σ̃𝑃Σ𝑃 = (𝐼 00 𝐼 )                   (1) 

with 𝑃 = 𝑁𝑀−1 = 𝑀̃−1𝑁 and a stabilizing controller 𝐾0 = 𝑈𝑉−1 = 𝑉̃−1𝑈. For a 
recent work that covers most of the known control system methodologies using a 
unified approach based on the Youla parameterization, see [7]. 

With a further simplification, i.e., an inner(co-inner)-outer factorization we can 
consider a parametrization where 𝑛𝑧𝑢 and 𝑛𝑦𝑤 are isometries. Then we have the 
invariance relation ∥ 𝔉𝑙(𝑃̅, 𝑄1) − 𝔉𝑙(𝑃̅, 𝑄2) ∥=∥ 𝑄1 − 𝑄2 ∥ of the Euclidean 
distance. However, this is not the invariance we are interested in. 

The starting point of this paper is the fact that solutions of the suboptimal ℋ∞ 
design are parametrized by the elements of the unit ball. One of the most well-
known approach to arrive to this conclusion assumes either left or right 
invertibility of 𝑃 and uses the scattering framework by augmenting the plant, if 
necessary, to obtain a well defined Potapov-Ginsburg transform 𝑃̂, see [1, 9] for 
details. Then, a 𝐽-inner outer factorization 𝑃̂ = Θ̂𝑎𝑅̂, with a block tridiagonal 
structure of the outer factor that corresponds to the structure of the augmentation, 
solves the problem. The controllers are given by 𝔐𝑅̂−1(𝐻𝑎) with  𝐻𝑎 =(0 00 𝐻) ,    ∥ 𝐻 ∥< 1, while the closed loop is given by 𝔐Θ̂𝑎(𝐻𝑎). Recall that Θ𝑎 

is an inner function, thus ∥ 𝔉𝑙(𝑃, 𝐾) ∥=∥ 𝔐Θ̂𝑎(𝐻𝑎) ∥=∥ 𝔉𝑙(Θ𝑎 , 𝐻𝑎) ∥< 1    (2) 

For the details on 𝐽-inner and 𝐽-lossless functions see [2] and [9]. 

These facts motivate our interest in the unit corresponding ball: if we would like 
to blend controllers and guarantee a prescribed performance level, we should 
blend elements of the unit ball. One possible approach is to consider the action of 
the 𝐽-unitary operators on this ball – they obviously form a group considering the 
composition of operators– and to express the desired operation as a group 
homomorphism. This is the same idea (the indirect approach) that we follow with 
the addition of the Youla parameters to blend stable controllers: 𝐾 = 𝔐Σ𝑃((𝔐Σ̃𝑃(𝐾1) + 𝔐Σ̃𝑃(𝐾2)))       (3) 

We can formulate this process in more technical terms as follows: considering the 
parameter space ℚ, the group of automorphisms associated to this space is formed 

by simple translations 𝑄 ↦ 𝜏𝑄, with 𝜏𝑄 = (𝐼 𝑄0 𝐼 ),    𝜏𝑄1𝜏𝑄2 = 𝜏𝑄1+𝑄2 . 
In this particular case, the group homomorphism between the composition of 
translations and the addition of parameters is trivially combined with the Möbius 
transform that defines the Youla parametrization. The only obstruction might 
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appear for non-strictly proper plants, where some of the non-strictly proper 
parameters, are out-ruled. While this approach does not provide an exhaustive 
characterization of the topic, one can define a blending, that preserves stability 
and it is defined directly in terms of the plant and controller, without the necessity 
to use any factorization, see [17, 18]. 

The group actions that correspond to the addition of stable plants seen for the 
Youla parametrization are the hyperbolic motions of the unit ball, determined by 
the 𝐽-unitary operators. Therefore, to fulfil our program for the ℋ∞ problem, a 
suitable parametrization is needed that relates the 𝐽-unitary operators to the 
elements of the unit ball. Moreover, due to the increase in the plant order, we 
might encounter serious difficulties. While most of the results presented in this 
paper remain valid in a more general, operator valued, setting, here we restrict our 
attention to the state space solutions and blending of full order ℋ∞ controllers. 

We cannot define directly, an operation on the unit ball, in a trivial way, that bears 
a nice algebraic structure. The map 𝜑𝑎(𝑧) = 𝑎 + √1 − |𝑎∗|2𝑧(1 + 𝑎∗𝑧)−1√1 − |𝑎|2 

is called a translation in the unit disc 𝔻. It can be shown that 𝜑𝑎 is an analytic 
automorphism of 𝔻. Moreover, 𝜑𝑎−1 = 𝜑−𝑎. In the general case, the analytic 
automorphisms 𝜑𝑎(𝑧) are called Möbius-Potapov-Harris transformations, see [11, 
3, 5, 6]. The elementary Blaschke transformation defines the hyperbolic 
translations, the Möbius addition 𝑎 ⊕ 𝑧 = 𝜑𝑎(𝑧), like the translation group on the 
Euclidean plane. However, elementary translations of the hyperbolic plane do not 
form a group. Moreover, Möbius addition in the disc is neither commutative nor 
associative. 

One can introduce the concept of "gyrator" gyr: 𝔻 × 𝔻 → Aut(𝔻,⊕), that 
measures the extent to which Möbius addition, deviates from associativity and 
commutativity: gyr[𝑎, 𝑏]𝑧 =⊖ (𝑎 ⊕ 𝑏) ⊕ {𝑎 ⊕ (𝑏 ⊕ 𝑧)}, 𝑎 ⊕ 𝑏 = gyr[𝑎, 𝑏](𝑏 ⊕ 𝑎),        (gyro − commutative  law), 
i.e., gyrations represent rotations of the disc 𝔻 about its center. Thus, in terms of 
elementary translations and rotations the group structure of the hyperbolic 
transformations can be characterized by using the concept of the gyrogroups, that 
was introduced and applied mainly in the context of Einstein’s special relativity, 
see, e.g., [20, 19] and the references cited therein. The group operation, the 
Blaschke group, can be expressed as (𝑎, 𝛼) ⊙ (𝑏, 𝛽) = (𝑎 ⊕𝛼𝑏, gyr[𝑎, 𝛼𝑏]𝛼𝛽).  Elements of the set 𝔻 × Aut(𝔻,⊕) are called motions of the 
gyrogroup in the sense that each element (𝑎, 𝜙) ∈ 𝔻 × Aut(𝔻,⊕) gives rise to the 
motion (𝑙𝑎, 𝜙)𝑧 ↦ 𝑧 ⊕ 𝜙𝑎. Moreover, every biholomorphic mapping ℎ is of the 
form ℎ = 𝜑ℎ(0)(𝑢𝑥𝑣) = 𝑢𝜑ℎ−1(0)(𝑥)𝑣, where 𝑢 and 𝑣 are unitary operators. The 
metric defined as 
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𝜌(𝑎, 𝑏) = ln 1+∥𝜑𝑎(𝑏)∥1−∥𝜑𝑎(𝑏)∥ = arctanh(∥ 𝜑𝑎(𝑏) ∥) 

is invariant with respect to biholomorphic automorphisms and provides an 
extension of the Poincaré disk model of the hyperbolic geometry to the operator 
ball [8]. 

It turns out that when we consider the solution of different quadratic performance 
problems by using a state space description and LMI techniques, the solution sets 
are parametrized by elements of a matrix unit ball, see [14, 15, 16]. This paper 
presents in details an explicit parametrization of these suboptimal ℋ∞ controllers 
and the corresponding induced operation on the parameter space. In contrast to the 
operator valued case, in this context one can implement the necessary operations 
easily. 

Concerning the structure of the presentation: for the sake of completeness in 
Section 2 we summarize the basic results related to the LMI-based suboptimal ℋ∞ 
controller synthesis problem, while Section 3 presents the result that provides all 
the solutions of the problem that correspond to a fixed Lyapunov matrix. 
Additional standard facts and notations are summarized in the Appendix. As a 
counterpart of the indirect approach for the controller blending based on the Youla 
parameters for stability, Section 4 presents the main result of the paper for 
performance problems by providing a parametrization of the 𝐽-unitary matrices 
and the group operation of this parameter space that corresponds to the hyperbolic 
motions defined by these 𝐽-unitary matrices. 

2 LMI-based 𝓗∞ Synthesis for LTI Systems 

In this section we recall the main steps of LMI-based robust control synthesis. The 
synthesis starts from the state-space model of the augmented plant comprising the 
nominal plant model and all necessary weighting functions: 

(𝑥̇𝑧𝑦) = ( 𝐴 𝐵𝑝 𝐵𝐶𝑝 𝐷𝑝 𝐸𝑝𝐶 𝐹𝑝 0  ) (𝑥𝑤𝑢 )                                                                 (4) 

Here 𝑢 is the control input, 𝑦 is the measured output, 𝑧 is the performance output 
and 𝑤 collects the external (performance) inputs, such as noises, disturbances, 
reference signals, etc. The controller is a finite dimensional, linear time invariant 
system described as (𝑥̇𝑐𝑢 ) = (𝐴𝑐 𝐵𝑐𝐶𝑐 𝐷𝑐) (𝑥𝑐𝑦 )      (5) 

With this controller, the closed loop system admits the following description: 
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 (𝜉̇𝑧) = (𝒜 ℬ𝒞 𝒟) (𝜉𝑤)          where  
 ( 𝒜 ℬ𝒞 𝒟 ) = ( 𝐴 + 𝐵𝐷𝑐𝐶 𝐵𝐶𝑐 𝐵𝑝 + 𝐵𝐷𝑐𝐹𝑝𝐵𝑐𝐶 𝐴𝑐 𝐵𝑐𝐹𝑝𝐶𝑝 + 𝐸𝑝𝐷𝑐𝐶 𝐸𝑝𝐶𝑐 𝐷𝑝 + 𝐸𝑝𝐷𝑐𝐹𝑝 ) 

 = ( 𝐴 0 𝐵𝑝0 0 0𝐶𝑝 0 𝐷𝑝  ) +(0 𝐵𝐼 00 𝐸𝑝) (𝐴𝑐 𝐵𝑐𝐶𝑐 𝐷𝑐) ( 0 𝐼 0𝐶 0 𝐹𝑝 )             (6) 

The aim of the control design is to minimize the induced ℒ2 norm between 𝑤 and 𝑧 of 𝑇𝑧𝑤 = 𝒟 + 𝒞(𝑠𝐼 − 𝒜)−1ℬ of, i.e., to find a stable controller (5) so that the 
closed loop (6) satisfies the performance relation 

 ∫  ∞0 (𝑤(𝑡)𝑧(𝑡) )𝑇 (−𝛾2𝐼 00 𝐼 ) (𝑤(𝑡)𝑧(𝑡) ) 𝑑𝑡≤ −𝜀 ∫  ∞0 𝑤(𝑡)𝑇𝑤(𝑡)𝑑𝑡, 𝜀 > 0                   (7) 

where the performance bound 𝛾 > 0 is minimized to be as small as possible. If 𝒳 
defines a quadratic storage function 𝑉(𝑥) = 𝑥𝑇𝒳𝑥 the dissipativity relation 𝑑𝑉(𝑥)𝑑𝑡 + (𝑤𝑧 )𝑇 (−𝛾2𝐼 00 𝐼 ) (𝑤𝑧 ) < 0 leads to the matrix inequality  𝒳 > 0, 
(𝐼 00 𝐼𝒜 ℬ𝒞 𝒟)𝑇 ( 0 0 𝒳 00 −𝛾2𝐼 0 0𝒳 0 0 00 0 0 𝐼  ) (𝐼 00 𝐼𝒜 ℬ𝒞 𝒟) < 0                 (8) 

which is nonlinear (quadratic) in the unknown variables. To render it linear, 𝒳 is 

partitioned as 𝒳 = (𝑋 𝑈𝑈𝑇 ∗ )  𝑎𝑛𝑑 𝒳−1 = (𝑌 𝑉𝑉𝑇 ∗ ), where dim𝑋 = dim𝐴 and dim ∗= dim𝐴𝑐. 

If we consider ker ( 0 𝐼 0𝐵𝑇 0 𝐸𝑝𝑇 ) = (Φ10Φ2) and ker ( 𝐼 0 00 𝐶 𝐹𝑝 ) = (0Ψ1Ψ2), then, 

by an application of the elimination lemma, (8) is equivalent to the following set 
of LMIs: (𝑌 𝐼𝐼 𝑋) > 0                 (9) 

(∗)𝑇 ( 0 𝑋 0 0𝑋 0 0 00 0 −𝛾2𝐼 00 0 0 𝐼  ) (𝐼 0𝐴 𝐵𝑝0 𝐼𝐶𝑝 𝐷𝑝) Ψ < 0                                     (10) 
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(∗)𝑇 ( 0 𝑌𝛾 0 0𝑌𝛾 0 0 00 0 −𝐼 00 0 0 𝛾2𝐼 ) (−𝐾𝑇 −𝐶𝑝𝑇𝐼 0−𝐵𝑝𝑇 −𝐷𝑝𝑇0 𝐼 ) Φ > 0               (11) 

where Φ = (Φ1Φ2) = ker(𝐵𝑇 𝐸𝑝𝑇) and Ψ = (Ψ1Ψ2) = ker(𝐶 𝐹𝑝) and 𝑌𝛾 = 𝛾2𝑌. 

Once we have determined 𝑋, 𝑌 and the minimal performance level 𝛾∗, the 
corresponding Lyapunov matrix 𝒳∗ can be computed as follows: compute full 
rank 𝑈, 𝑉 such that 𝑈𝑉𝑇 = 𝐼 − 𝑋𝑌 by using an SVD decomposition and set 𝒳∗ = (𝑌 𝑉𝐼 0)−1 (𝐼 0𝑋 𝑈) to obtain the desired closed-loop Lyapunov matrix. 

The last step of the synthesis procedure is the construction of a stable controller 
for the previously determined Lyapunov matrix and performance bound. By 
substituting 𝒳∗ and 𝛾∗ in (8) one can easily recognize that (8) – due to the special 
structure (6) of the closed loop system – has exactly the same structure as the LMI 
in the Elimination Lemma. As a consequence, one possible controller candidate 
can be determined by using the basiclmi procedure. 

3 Parameterization of the Controllers 

In what follows we present an approach for characterizing all solutions of the 
design equations based on the following results: 

Lemma 3 ()  Let 𝑃 ∈ ℝ(𝑚+𝑛)×(𝑚+𝑛) be a given symmetric (Hermitian) matrix with 

inertia 𝑖𝑛(𝑃) = (𝑚, 0, 𝑛). Let the matrix 𝑀 be defined such that 𝑃 = 𝑀∗𝐽𝑀, 

where, 𝐽 = 𝑑𝑖𝑎𝑔(−𝐼𝑚, 𝐼𝑛). Then all solutions 𝑍 ∈ ℝ𝑛×𝑚 of inequality (𝐼𝑍)∗ 𝑃 (𝐼𝑍) < 0                 (12) 

can be expressed as 𝑍 = 𝑇𝑀−1(𝐻), where 𝐻 is an arbitrary contraction: 𝐻𝑇𝐻 < 𝐼. 

Theorem 1  Consider the quadratic matrix inequality (𝐼𝐴𝐾𝐵 + 𝐶)𝑇 𝑃 (𝐼𝐴𝐾𝐵 + 𝐶) < 0                 (13) 

in the unstructured unknown 𝐾. Assume 𝐶 is of dimension 𝑛 × 𝑚, 𝑃 has inertia (𝑚, 0, 𝑛) and assume that 𝐴 has full column- and 𝐶 has full row rank, respectively. 
If the solvability conditions are satisfied then all solutions of (13) can be 
characterized as follows: 𝐾 = 𝑉𝑎Σ𝑎−1𝑍Σ𝑏−1𝑈𝑏𝑇 ,    𝑍 = 𝑇𝑁(𝐻)                 (14) 
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where 𝑉𝑎, Σ𝑎, Σ𝑏 , 𝑈𝑏 and 𝑁 are constant matrices determined by 𝐴, 𝐵, 𝐶, 𝑃 and 𝐻 
is an arbitrary contraction. 

Remark 1 The rank conditions on 𝐴 and 𝐵 have been introduced to ease the 

discussion. By slightly modifying the proof and the final formula (14) they can be 

relaxed. 

Proof. Suppose (13) has a solution, i.e., the solvability conditions hold. Compute 
first the SVD-decomposition of 𝐴 and 𝐵: 𝐴 = 𝑈𝑎 (Σ𝑎0 ) 𝑉𝑎𝑇 ,        𝐵 = 𝑈𝑏(Σ𝑏 0)𝑉𝑏𝑇 

 Σ𝑎, Σ𝑏  are diagonal matrices collecting the nonzero singular values of 𝐴 and 𝐵. 
Then we have 𝐴𝑋𝐵 = 𝑈𝑎 (Σ𝑎0 ) 𝑉𝑎𝑇𝐾𝑈𝑏(Σ𝑏 0)𝑉𝑏𝑇
 = 𝑈𝑎 (Σ𝑎 00 0) 𝐾 (Σ𝑏 00 0) 𝑉𝑏𝑇=𝑈𝑎 (Σ𝑎𝐾Σ𝑏 00 0) 𝑉𝑏𝑇 

Introducing 𝑍 = Σ𝑎𝐾Σ𝑏 (13) reads as (∗)𝑇𝑃 (𝐼 0𝐶 𝐼 ) (𝐼𝑈𝑎 (𝑍 00 0) 𝑉𝑏𝑇) < 0 

Multiplying it from left and right by 𝑉𝑏𝑇 and 𝑉𝑏 we get 

(∗)𝑇𝑃 (𝐼 0𝐶 𝐼 ) (𝑉𝑏𝑈𝑎 (𝑍 00 0)) < 0 

which is the same as 

(∗)𝑇𝑃 (𝐼 0𝐶 𝐼 ) (𝑉𝑏 00 𝑈𝑎) (𝐼 00 𝐼𝑍 00 0) < 0 

The next step is reordering the rows of the rightmost matrix. For this, a 
permutation matrix Π is introduced: 

Π = (𝐼 0 0 00 0 𝐼 00 𝐼 0 00 0 0 𝐼 )                               Π (𝐼 00 𝐼𝑍 00 0) = (𝐼 0𝑍 00 𝐼0 0) 

Then (13) amounts to 

(∗)𝑇𝑃 (𝐼 0𝐶 𝐼 ) (𝑉𝑏 00 𝑈𝑎) Π𝑇 (𝐼 0𝑍 00 𝐼0 0) < 0 
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Denoting the inner matrix product by 𝑃̃ and partitioning it according to the blocks 
of the outer terms we arrive at the following inequality: 

(𝐼 0𝑍 00 𝐼0 0)𝑇 (𝑃̃11 𝑃̃12∗ 𝑃̃22) (𝐼 0𝑍 00 𝐼0 0) < 0 

or, equivalently 

((𝐼𝑍)𝑇 𝑃̃11 (𝐼𝑍) (𝐼𝑍) 𝑃̃12 (𝐼0)∗ (𝐼0)𝑇 𝑃̃22 (𝐼0)) < 0 

If the analysis equation has a solution (which is assumed), then the bottom-right 

block is negative definite, i.e., 𝑃̅22 = (𝐼0)𝑇 𝑃̃22 (𝐼0) < 0. Schur complement 

theorem can be applied now to transform the LMI to the form of (12): (𝐼𝑍)𝑇 [𝑃̃11 − 𝑃̃12 (𝐼0) 𝑃22−1 (𝐼0)𝑇 𝑃̃12𝑇 ] (𝐼𝑍) < 0               (15) 

Using this form Lemma 3 can be applied to generate all solutions of (15): 
denoting by 𝑃̅ = 𝑀∗𝐽𝑀 the inner matrix if one picks a particular solution given by 
the matrix 𝑍 = 𝑇𝑀−1(𝐻), then the original unknown controller variable 𝐾 can be 
computed as 𝐾 = 𝑉𝑎Σ𝑎−1𝑍Σ𝑏−1𝑈𝑏𝑇 . 

If we apply Theorem 1 to the synthesis inequality (8) evaluated at the previously 
constructed Lyapunov matrix 𝒳 and performance level 𝛾 = 𝛾∗ values then we can 
see that the controllers that guarantee the given performance level can be 
parameterized as follows: 𝐾 = (𝐴𝑐 𝐵𝑐𝐶𝑐 𝐷𝑐) = 𝑉𝑎Σ𝑎−1𝑍Σ𝑏−1𝑈𝑏𝑇                 (16) 

with 𝑍 = 𝑇𝑁(𝐻) and 𝐻 a contractive matrix. Throughout this paper it is assumed 
that the domain of the Möbius transform 𝑇𝑁  is the entire contractive ball. 

Remark 2 An analogous result can be obtained along the classical two Riccati 

based approach, where the set of the controllers is described by a linear 

fractional transform defined on the set of the contractive transfer functions, for the 

details see, e.g., [21]. Then, by restricting the set of parameters on the set of 

contractive matrices, we obtain an analogous starting point as for the LMI case. 
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4 The Matrix Blaschke Group 

As we have already shown, for performance problems the parametrization of the 
solutions provides an immediate blending possibility by following the indirect 
approach. In contrast to the stabilization problem [17], the identification of the 
elements of this approach is not trivial. In what follows we present the group 
structure and a parametrization of the automorphism group of the unit ball. 

Setting 𝐽 = (𝐼 00 −𝐼) we consider the associated group of 𝐽-unitary matrices Φ, 

i.e., those matrices for which Φ∗𝐽Φ = 𝐽. There is a correspondence between the 
contractive ball and the 𝐽-unitary matrices: for every contraction 𝐻 the matrix Φ𝐻 = (𝑁𝐻 00 𝑁𝐻∗) (𝐼 −𝐻∗−𝐻 𝐼 ) 

is 𝐽-unitary. It is convenient to introduce the following notations: 𝐷𝐻 = (𝐼 − 𝐻∗𝐻) 
and 𝑁𝐻 = 𝐷𝐻−1. Observe that we have the following properties: 𝑁𝐻 = 𝑁𝐻∗ ,    𝑁(−𝐻) = 𝑁𝐻 ,    𝐻𝑁𝐻 = 𝑁𝐻∗𝐻, 𝑁𝑈𝐻 = 𝑁𝐻 ,    𝑁𝐻𝑈𝑈∗ = 𝑈∗𝑁𝐻 , 
for any unitary 𝑈. It is immediate that Φ𝐻 = Φ𝐻∗  and that Φ𝐻−1 = Φ−𝐻. 

Concerning the geometric content, recall that 𝐽-unitary matrices define the 
movements, i.e., hyperbolic translations, on the matrix unit ball that preserve the 
hyperbolic distance. Their Möbius transform defines the multidimensional 
generalization of the elementary Blaschke products: 𝐵𝐻(𝑍) = 𝔐Φ(𝑍) = 𝑁𝐻∗(𝑍 − 𝐻)(𝐼 − 𝐻∗𝑍)−1𝐷𝐻 = −𝐻 + 𝐷𝐻∗𝑍(𝐼 − 𝐻∗𝑍)−1𝐷𝐻 = 𝔉𝑙(Ψ, 𝑍) 

with Ψ = (−𝐻 𝐷𝐻∗𝐷𝐻 𝐻∗ ). The elementary Blaschke products 𝐵𝐻(𝑍) are 

biholomorphic automorphisms of the unit ball ℬ and ∥ 𝐵𝐻(𝑍) ∥≤ 𝐵∥𝐻∥(∥ 𝑍 ∥). 
Moreover, every biholomorphic mapping ℎ is of the form ℎ = 𝐵ℎ(0)(𝑈𝑍𝑉) =𝑈𝐵ℎ−1(0)(𝑍)𝑉, where 𝑈 and 𝑉 are unitary operators. The metric defined as 𝜌(𝐴, 𝐵) = ln 1+∥ 𝐵𝐴(𝐵) ∥1−∥ 𝐵𝐴(𝐵) ∥ = 𝑎𝑟𝑐𝑡𝑎𝑛ℎ(∥ 𝐵𝐴(𝐵) ∥) 

is invariant with respect to biholomorphic automorphisms and provides an 
extension of the Poincaré disk model of the hyperbolic geometry to the operator 
ball. For details see, e.g., [4, 8, 10]. 

Note that 𝐵𝐻(0) = −𝐻,    𝐵𝐻(𝐻) = 0,    𝐵−𝐻(0) = 𝐻               (17) 𝐵𝐻 ∘ 𝐵−𝐻 = 𝐵−𝐻 ∘ 𝐵𝐻 = 𝐼                (18) 
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In contrast to the Euclidean geometry, where elementary translations form a 
group, in the hyperbolic world we do not have this property. This fundamental 
difference makes things more complicated: we cannot define a group structure 
merely on the contractive ball. However, based on the observation that every 𝐽-
unitary matrix can be expressed as an elementary translation and a block diagonal 
unitary action, there is a remedy. 

Theorem 2  Every 𝐽-unitary matrix can be expressed as 𝛷 = 𝑊𝑈,𝑉𝛷𝐻, where 𝐻 is 

a suitable contraction and 𝑈 and 𝑉 are unitary matrices, with 𝑊𝑈,𝑉 =𝑑𝑖𝑎𝑔{𝑈, 𝑉}. 

For the result in the general, operator valued context, see, e.g., [2]. Its proof relies 
on the existence and uniqueness properties of the polar decomposition. The 
following commutation formula is the basic observation for our purposes. 

 Φ𝐻𝑊𝑈,𝑉 = 𝑊𝑈,𝑉Φ𝑉∗𝐻𝑈  (19) 

Its importance relies in the derivation of the formula that relates the action of the 𝐽-unitary group in terms of the three parameters (𝑈, 𝑉, 𝐻). Observe that Φ1Φ2 = 𝑊𝑈1,𝑉1Φ𝐻1𝑊𝑈2,𝑉2Φ𝐻2 = 𝑊𝑈1,𝑉1𝑊𝑈2,𝑉2Φ𝑉2∗𝐻1𝑈2Φ𝐻2 = 𝑊𝑈,𝑉Φ𝐻 , 
 i.e., Φ(𝑈1,𝑉1,𝐻1)Φ(𝑈2,𝑉2,𝐻2) = Φ(𝑈,𝑉,𝐻) 
The operation (𝑈, 𝑉, 𝐾) = (𝑈1, 𝑉1, 𝐻1) ∘ (𝑈2, 𝑉2, 𝐻2) defined by this 
homomorphism is obviously a group, called the Blaschke group. If we would like 
to provide an explicit expression of this homomorphism, we need to provide a 
formula for the product Φ𝐻1Φ𝐻2 of the elementary Blaschke factors, i.e., for (𝑈, 𝑉, 𝐻) = (𝐼, 𝐼, 𝐻1) ∘ (𝐼, 𝐼, 𝐻2). 

As a first step, observe that by definition we have (𝑈, 𝑉, 𝐻) = (𝑈, 𝑉, 0) ∘ (𝐼, 𝐼, 𝐻) (𝑈1𝑈2, 𝑉1𝑉2, 0) = (𝑈1, 𝑉1, 0) ∘ (𝑈2, 𝑉2, 0) 

and we have already shown that (𝑈1, 𝑉1, 𝐻1) ∘ (𝑈2, 𝑉2, 𝐻2) = (𝑈1𝑈2, 𝑉1𝑉2, 0) ∘ (𝐼, 𝐼, 𝑉2∗𝐻1𝑈2) ∘ (𝐼, 𝐼, 𝐻2)            (20)  

Before arriving to the final formula, we need some relations that are interesting in 
their own right. First observe that by using the 𝐽-unitary property of Φ𝐻 and the 

definition of 𝐵𝐻  we have  (𝐼𝐵𝐻(𝑍))∗ 𝐽 (𝐼𝐵𝐻(𝑍)) = (⋆)𝐽 (𝐼𝑍) (𝐼 − 𝐻∗𝑍)𝐷𝐻 , i.e., the 

defect can be expressed as𝐷𝐵𝐻(𝑍)2 = 𝐼 − 𝐵𝐻∗ (𝑍)𝐵𝐻(𝑍) = 𝑄𝐻∗ (𝑍)𝑄𝐻(𝑍), with the 
factor 𝑄𝐻(𝑍) = 𝐷𝑍(𝐼 − 𝐻∗𝑍)−1𝐷𝐻 . 
Thus, for the unitary matrix 𝐸𝐻(𝑍) we get the expression 𝐷𝐵𝐻 = 𝐸𝐻∗ (𝑍)𝑄𝐻(𝑍), 
i.e., 𝐸𝐻(𝑍) = 𝑄𝐻(𝑍)𝑁𝐵𝐻(𝑍), and, by a direct verification results that 
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𝐵𝐻(𝑍) = −𝐵𝑍(𝐻)𝐸𝐻(𝑍)                 (21) 

Now we can formulate one of the main results of this section: 

Theorem 3  The product of elementary 𝐽-unitary matrices is the 𝐽-unitary matrix 

given by Φ𝐻1Φ𝐻2 = 𝑊𝑈,𝑉Φ𝐻 , 
where the contractive term and the unitary factor can be computed as 𝐻 = 𝐵−𝐻2(𝐻1),    𝑈 = 𝐸−𝐻2(𝐻1),    𝑉 = 𝐸−𝐻2∗(𝐻1∗) 

Proof: Indeed, from the identity 𝐵𝐻1(𝐵𝐻2(𝑍)) = 𝑉𝐵𝐻(𝑍)𝑈∗  and applying  (17) 
we get 0 = 𝑉𝐵𝐻(𝐵−𝐻2(𝐻1))𝑈∗, 𝑖. 𝑒., 𝐻 = 𝐵−𝐻2(𝐻1). It also follows that 𝐵𝐻1(−𝐻2) = −𝑉𝐻𝑈∗. Thus 𝐷𝐵𝐻1(−𝐻2)2 = 𝑈𝐷𝐻2 𝑈∗ = 𝑈𝐷𝐵−𝐻2(𝐻1)2 𝑈∗ 𝐷𝐵𝐻1∗ (−𝐻2)2 = 𝑉𝐷𝐻∗2 𝑉∗ = 𝑉𝐷𝐵−𝐻2∗ (𝐻1)2 𝑉∗ 

Putting together all these results we can obtain the expressions of the unitary 
factors as 𝑈 = 𝐸−𝐻2(𝐻1),    𝑉 = 𝐸−𝐻2∗(𝐻1∗), as it was claimed. Finally, we have 
that (𝐸−𝐻2(𝐻1), 𝐸−𝐻2∗(𝐻1∗), 𝐵−𝐻2(𝐻1))= (𝐼, 𝐼, 𝐻1) ∘ (𝐼, 𝐼, 𝐻2) 

Combining Theorem 3 with (20) we have obtained the explicit formula for the 
desired blending operation that defines the group homomorphism Φ(𝑈1,𝑉1,𝐻1)Φ(𝑈2,𝑉2,𝐻2) = Φ(𝑈1,𝑉1,𝐻1)∘(𝑈2,𝑉2,𝐻2) = Φ(𝑈,𝑉,𝐻) 
as follows: 

Theorem 4  Corresponding to our notations, the operation given by (𝑈, 𝑉, 𝐻) = (𝑈1, 𝑉1, 𝐻1) ∘ (𝑈2, 𝑉2, 𝐻2) = (𝑈1𝑈2𝐸−𝐻2(𝑉2∗𝐻1𝑈2), 𝑉1𝑉2𝐸−𝐻2∗(𝑈2∗𝐻1∗𝑉2), 𝐵−𝐻2(𝐻1))              (22) 

 defines a group structure.  

Remark 3  In the performance problem considered in this paper we are interested 

only in the contraction part, see (16). One might think that the map (𝐻1, 𝐻2) →𝐵−𝐻2(𝐻1) is sufficient to define the blending, and that the unitary part does not 

play any role. Thus, it seems that in the matrix case, for practical purposes one 

needs only the elementary Blaschke maps according to 𝑇Φ𝐻(0) = −𝐻. 
Remember, however, that Φ𝐻1Φ𝐻2 = 𝑊𝑈,𝑉Φ𝐻, in general. Thus, the elementary 
Blaschke maps are not enough to define an automorphism group structure and we 
should use the formula 𝑇Φ𝐻1 𝑇Φ𝐻2(0) = 𝑇Φ𝐻(0) = −𝑉𝐻𝑈∗, where the parameters 

are given by Theorem 4. At this point recall, that the controller is given by (16), 
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where 𝑍 = 𝑇𝑁(𝐻) = (𝐶 + 𝐷𝐻)(𝐴 + 𝐵𝐻)−1. Thus, in an iterative process, the 
additional unitary factors may be used to maintain some structural constraints 
through the iteration. As an example, taking a generalized SVD of the pair (𝐴, 𝐵), 
one can simplify the computation of the inverse during the iteration. 

Conclusions 

This paper proposes a method for improving the ℋ∞ control synthesis, which 
provides a starting point for developing algorithms that uses some sort of iteration. 
The paper is based on the observation that solutions of the quadratic performance 
problems, e.g., a suboptimal ℋ∞ design, are parametrized by the elements of the 
unit ball. Based on the formulation for all controllers belonging to a given 
performance level and Lyapunov function candidate, the paper reveals the group 
structure corresponding to the control performance problem. 

The paper presents, in detail, an explicit parametrization of the hyperbolic motions 
of the matrix unit ball and the corresponding induced operation, on this parameter 
space. The obtained formula, leads to an indirect blending algorithm, for 
controllers, that guarantees a given performance level. In contrast to the operator 
valued case, in this context, one can implement the necessary operations easily. 
Based on this group structure, efficient systematic algorithms can be developed 
for ℋ∞ controller tuning. 
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Appendix 

Notations and basic results 

The notations used in the paper are fairly standard. The kernel of a matrix 𝑀 is 
denoted by 𝑀⊥ and is interpreted as 𝑀𝑀⊥ = 0. The inertia of a matrix 𝑀 is 
denoted by in(𝑚, 𝑘, 𝑛) where 𝑚, 𝑘, 𝑛 are the number of positive, zero and negative 
eigenvalues of 𝑀. The Möbius transformation of matrix 𝐾 with respect to the 
matrix 𝑁 is denoted by 𝑇𝑁(𝐾) and is defined by  𝑇𝑁(𝐾) = (𝐶 + 𝐷𝐾)(𝐴 +𝐵𝐾)−1, 
where 𝑁 = [𝐴 𝐵𝐶 𝐷]. 
Lemma 2 (Projection lemma) For arbitrary A, B and a symmetric P, the LMI 𝐾𝑇𝑋𝐵 + 𝐵𝑇𝑋𝑇𝐴 + 𝑃 < 0              (30) 

in the unstructured 𝑋 has a solution if and only if 𝐴⊥𝑇 𝑃𝐴⊥ < 0         𝑎𝑛𝑑     𝐵⊥𝑇𝑃𝐵⊥ < 0,             (31) 

where 𝐴⊥ = ker(𝐴) and 𝐵⊥ = ker(𝐵). 

If (31) is satisfied then one particular solution 𝑋 of (30) can be determined by the 
numerical algorithm implemented in basiclmi MATLAB routine. 

Lemma 3 (Elimination lemma) Consider the quadratic matrix inequality (𝐼𝐴𝑋𝐵 + 𝐶)𝑇 𝑃 (𝐼𝐴𝑋𝐵 + 𝐶) < 0                 (32) 

in the unstructured unknown 𝑋. Assume 𝐶 is of dimension 𝑛 × 𝑚 and 𝑃 has 
inertia (𝑚, 0, 𝑛). Then (32) has a solution if and only if 𝐵⊥𝑇 (𝐼𝐶)𝑇 𝑃 (𝐼𝐶) 𝐵⊥ < 0,     𝑎𝑛𝑑  𝐴⊥𝑇 (−𝐶𝑇𝐼 )𝑇 𝑃−1 (−𝐶𝑇𝐼 ) 𝐴⊥ > 0,             (33) 

where 𝐴⊥ = ker(𝐴) and 𝐵⊥ = ker(𝐵). 

Note, that solution of the 𝐻∞ problem uses the Projection lemma, which is a 

special case of the Elimination lemma when 𝑃 = (𝑄 𝑆𝑆∗ 0). 

Möbius transformation and basic properties 

Definition 1  Let 𝑀 ∈ 𝔽(𝑚+𝑛)×(𝑚+𝑛)  (𝐹 = ℝ or ℂ) be partitioned as 𝑀 =(𝐴 𝐵𝐶 𝐷).   The Möbius transformation 𝑇𝑀 is defined by the equation 𝑇𝑀(𝑋) = (𝐶 + 𝐷𝑋)(𝐴 + 𝐵𝑋)−1 for 𝑋 ∈ 𝔽𝑛×𝑚 where (𝐴 + 𝐵𝑋)−1 exists. Denote 

by dom(𝑇𝑀) = {𝑋 ∈ 𝔽𝑛×𝑚 ∶  ∃(𝐴 + 𝐵𝑋)−1}  the domain of 𝑇𝑀. 

The dual Möbius transformation is defined by 𝑇𝑀𝑑(𝑍) = (𝑍𝐵 + 𝐷)−1(𝑍𝐴 + 𝐶),  
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and dom(𝑇𝑀𝑑) = {𝑍 ∈ 𝔽𝑛×𝑚 ∶  ∃(𝑍𝐵 + 𝐷)−1}. 
Theorem 5  Let 𝑀 ∈ 𝔽(𝑚+𝑛)×(𝑚+𝑛). Then  

 𝑋 ∈ 𝑑𝑜𝑚(𝑇𝑀𝑑)     ⇔     𝑋∗ ∈ 𝑑𝑜𝑚(𝑇𝐿∗𝑀∗𝐿). 
Moreover 𝑇𝑀𝑑(𝑋) = 𝑇𝐿∗𝑀∗𝐿∗ (𝑋∗), where 𝐿 = (0 𝐼𝑚𝐼𝑛 0 ). If 𝑀 ∈ 𝔽(𝑚+𝑛)×(𝑚+𝑛) is a 

nonsingular matrix, then  𝑇𝑀(𝑋) = −𝑇𝑀−1𝑑 (−𝑋).  

Corollary 1   −𝑇𝑀∗ (𝑋) = 𝑇𝐿∗𝑀−∗𝐿(−𝑋∗). 
Let us consider the composition of two Möbius transformations. 

Definition 2  Let 𝑀 and 𝑁 be partitioned as 𝑀 = (𝐴 𝐵𝐶 𝐷) ,    𝑁 = (𝐸 𝐹𝐺 𝐻). 
Composition of the transformations 𝑇𝑀 and 𝑇𝑁 is (𝑇𝑁 ∘ 𝑇𝑀)(𝑋) = 𝑇𝑁(𝑇𝑀(𝑋)). 
Lemma 4 (𝑇𝑁 ∘ 𝑇𝑀)(𝑋) = 𝑇𝑁(𝑇𝑀(𝑋)) = 𝑇𝑁𝑀(𝑋), with  𝑋 ∈ 𝑑𝑜𝑚(𝑇𝑀) and 𝑇𝑀(𝑋) ∈ dom(𝑇𝑁).  If 𝑀 is nonsingular, 𝑍 ∈ dom(𝑇𝑀) and 𝑇𝑀(𝑋) = 𝐾 then 𝐾 ∈ dom(𝑇𝑀−1) and 𝑇𝑀−1(𝐾) = 𝑋, i.e., dom(𝑇𝑀) = Range(𝑇𝑀−1). 
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Abstract: Diabetic retinopathy (DR) has been the most frequently occurring complication 

in the patients suffering from a long-term diabetic condition, that ultimately leads to 

blindness. Early detection of the disease through biomarkers and effective treatment has 

been proposed to prevent/delay its occurrence. Several biomarkers have been explored, to 

help understand the incidence and progression of DR. These included the presence of 

microaneurysms, exudates, hemorrhages, etc. in the retina of the patients, which 

contributes to the disease. Investigation of the retinal images from time to time has been 

proposed as a strategy to prevent blindness. Evaluating the retinal images manually is 

time-consuming and demands great expertise in the diagnosis of DR. To circumvent such 

issues computer-aided diagnosis are very promising in the detection of DR. In the present 

study, we used a DR dataset and applied different classification algorithms in machine 

learning to predict the occurrence of the DR. The classifiers employed herein, included K-

nearest neighbor, random forest classifier, support vector machine, regression tree 

classifier, logistic regression and the Naïve Bayes theorem. Our results showed that the 

random forest classification model provided the significant detail of attributes in terms of 

their importance in the diagnosis of the DR. More importantly, our supervised 

classification models provided the prediction accuracy of the disease and Naïve Bayes 
classifier demonstrated highest accuracy of 80.15% in the prediction of DR compared to 

the others. Additionally, receiver operating characteristics (ROC) analysis, with the 

classifiers and the area under curve (AUC) represented the fitting results of each classifier. 

The presented approach can prove to be a potential tool for the ophthalmologist in the 

early diagnosis tool for DR. 
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1 Introduction 

Diabetic Retinopathy (DR) is the most common, yet a serious condition that occurs 
in patients who are suffering from chronic, severe diabetes and may lead to 
damaged retinas, causing blindness if not diagnosed and treated in the early stages 
[1-3]. DR is commonly observed in 80% of the individuals who are suffering due 
to diabetes for more than 20 years [1]. Statistics reveal that the occurrence of DR is 
increasing at an alarming rate, and as stated by WHO (World Health Organization), 
DR reports for 4.8% of the 37 million cases of blindness that take place globally 
[4]. By 2030 more than 366 million people are estimated to suffer from DR [2]. 

DR is a progressive disease that develops gradually. The development of DR has 
been grouped into four stages, (1) mild-NPDR (non-proliferative diabetic 
retinopathy), (2) moderate-NPDR, (3) severe-NPDR and (4) proliferative diabetic 
retinopathy (PDR) [5, 6]. Mild-NPDR is the early stage of DR characterized by 
the swelling of the retinal blood vessels. These balloon-like swollen blood vessels 
appear as dark red dots called microaneurysms (MAs) whose sizes range from 20 
to 200 microns [7, 8]. Leakage of MAs is a noticeable and essential sign for the 
detection of DR. In the second stage of DR, known as moderate-NPDR, the retinal 
blood vessels swell and get blocked that leads to a state called diabetic macular 
edema (DME). This fluid further increases in the macular zone of the retina 
leading to the third stage called severe-NPDR where the DR symptoms become 
worse. Initially mild-, moderate- and severe-NPDR were classified as three 
different groups. However, later they were combined into a single group called 
NPDR. The final stage of the DR is called PDR, where more blood vessels are 
generated inside the retina and a fluid called vitreous gel is filled in the eyes. Such 
blood vessels are very fragile and prone to fluid leakage and bleeding 
consequently forming a scar tissue that leads to the retinal detachment. In addition 
to MAs, the other biomarkers for DR are exudates (EXU). These exudates are 
round or oval-shaped fatty protein-based particles found in the nerve fiber layers 
of the retina that are formed in the NPDR state due to fluid leakage from the 
damaged retinal blood vessels and had been linked to blindness [9]. Depending on 
their appearance EXUs were divided into two types, hard EXUs and soft EXUs, 
which appear as the hard waxy patches and softer EXUs respectively. These soft 
EXUs are also called cotton wool EXUs (Figure 1). Hard EXUs are located near 
MAs or at the edges of the retinal edema. Regular screening of the retinal images 
in diabetic patients has been proposed for early diagnosis of the DR diseases, 
which can prevent people from becoming blind [10, 11]. 
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Data mining is a process of analyzing the raw information from a large 
information database and turning it into useful information where meaningful 
patterns and trends of the data emerge [12]. Data mining has been potentially 
useful in various areas of healthcare [13, 14]. Today, the healthcare industry 
produces copious data about patients, clinical symptoms, disease detection 
techniques, etc. Extracting healthcare data could be very useful to perform 
medicinal evaluations to diagnose or cure disease. Particularly data mining has 
gained momentum in identifying the risk of cardio-vascular diseases [15, 16], lung 
diseases [17], cancer [18], diabetes [19], etc. 

  

Figure 1 

Comparison of the retinal images from (A) normal and (B) with the lesion of NPDR 

In the present study, we focused on evaluation of the DR dataset by using various 
data mining classification techniques. This strategy enabled us to determine the 
prediction accuracy of the DR. We further evaluated the performance of the 
classifier models by calculating the sensitivity and specificity of these models. 
Our results showed that the Naïve Bayes classifier was the most efficient 
classification model compared to the others and also addressed the significant 
contribution of attributes in the diagnosis of DR. 

This paper has been organized as follows. Dataset used to test different classifiers 
were introduced in Section 2. Test results and discussions were presented in 
Section 3. The conclusions and future work were given in Section 4. 
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2 Detailed Attributes of Dataset 

In the present study, we tested the Diabetic Retinopathy Debrecen (DRD) dataset 
accessible from UCI Machine Learning Repository [20]. The dataset comprised of 
the attribute features extracted from Messidor images. In light of this dataset, we 
anticipated whether the image has indications of having DR or no DR. Based on 
Hidden Markov Random fields (HMRF) [21] the quality of the images in the 
dataset was assessed. The retinal images were characterized during the initial pre-
screening step and all the attributes features were extracted [22]. This information 
was accessible from the dataset and we performed analysis on this dataset. But the 
problem is that there is no report, on which those attributes, that are critical for the 
annotation of patients with DR are available. The detailed features and attributes 
in the dataset and image description are given in Table 1 and Table 2, 
respectively. 

Table 1 
Details of the featured indices of the dataset 

Dataset characteristics 

Number of instances 1151 

Attribute characteristics Integer, Float 

Number of attributes 20 

Associated tasks Classification 

Table 2 
Dataset attributes and their descriptions 

Attribute Description 

1 Binary result of quality assessment 
0: bad  
1: sufficient quality 

2 Binary result of pre-screening 
0: Lack of retinal abnormality 
1: presence of retinal abnormality 

3-8 Results of Micro aneurysm detection revealing the number of Micro aneurysms 
at varying confidence levels alpha =0.5 to 1 

9-16 The exudates contained the same information as microaneurysms (3-8), where 
they are represented by a set of points instead of number of pixels constructing 
the lesions. These features were normalized by dividing the number of lesions 
with the diameter of the ROI to compensate different image sizes 

17 Euclidean distance between the center of the macula and the center of the optic 
disc 

18 Optic disk diameter 

19 The binary result of AM/FM classification 

20 Presence or absence of DR 
1: Presence of DR (accumulation of 1,2,3 stages in Messidor) 
0: Healthy 
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MAs were identified by preprocessing method and candidate extractor ensembles 
[23], while EXUs were detected by optimal combinations of ensemble-based 
system through voting system [24]. They did not mention among the candidate 
factors which MAs and EXUs were critical in determining DR. In this study, the 
dataset containing 1151 samples was cleaned by removing bad quality samples 
from the dataset. Furthermore, we also preprocessed for outliers using Python 
program by setting a threshold to 3. The final dataset contained 983 samples, 
which were later divided into 60% for training and 40% for prediction dataset. 
Figure 2 illustrates the framework of the methodology used. 

 

Figure 2 

Framework for classification methodology 

The performance of all these models was evaluated by calculating the sensitivity, 
specificity and accuracy based on the formulas given below: 

%100



FNTP

TP
ySensitivit       (1) 

%100



TNFP

TN
ySpecificit       (2) 

%100





FNTNFPTP

TNTP
Accuracy      (3) 

where TP: true positive; TN: true negative, FN: false negative, FP: false positive. 

Additionally, we performed Area Under the Curve (AUC) and Receiver Operating 
Characteristics (ROC) curve to display the performance of the models. In AUC, 
the value always lies between 0 and 1 [25]. This is useful to visualize the 
classification problems to distinguish between the classes. 
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3 Results and Discussions 

In this study, we analyzed a total of 983 samples from the dataset. This dataset 
included 51.3% of patients diagnosed with DR (indicated by 1), while the 
remaining 48.7% were not diagnosed with DR (indicated by 0). Attributes with 
higher variance were proposed to have valuable information [26]; therefore, we 
performed attribute scores (Table 3) and removed the low-scoring attributes which 
were almost zero, namely EC.DIST. and OPT.DIA. 

The dataset was characterized by using various classifiers with a motivation to 
predict the occurrence of DR, derive the rules in diagnosis of DR and understand 
the importance of attributes in detection of the DR. Six classification models were 
evaluated for the disease prediction accuracy, which included K-NN, random 
forest, regression tree, SVM, logistic regression, and Naïve Bayes. All the 
experiments were carried out in XLSTAT. 

Initially, the classification model was trained and the prediction results from the 
test dataset were analyzed by the classifier using the DR attributes, MAs and 
EXUs, etc. The prediction accuracy of each classifier model was evaluated based 
on the result that determines the presence or absence of the disease. Later, we 
evaluated all the classification models tested in the study, and compared the 
accuracy of each of the models in detection of DR. The attributes and their 
statistical representations are given in Table 3. 

Table 3 

Summary statistics (training/quantitative) of the dataset 

Attribute Minimum Maximum Mean Std. deviation Score 

MAœ=0.5 1.00 151.00 38.43 25.62 0.47 

MAœ=0.6 1.00 132.00 36.91 24.11 2.91 

MAœ=0.7 1.00 120.00 35.14 22.81 14.02 

MAœ=0.8 1.00 105.00 32.30 21.11 38.75 

MAœ=0.9 1.00 97.00 28.75 19.51 60.79 

MAœ=1.0 1.00 89.00 21.15 15.10 66.31 

EXU1 0.35 403.90 64.10 58.49 4.60 

EXU2 0.00 167.10 23.09 21.60 29.69 

EXU3 0.00 106.10 8.71 11.57 18.88 

EXU4 0.00 59.77 1.84 3.92 1.03 

EXU5 0.00 51.42 0.56 2.48 37.38 

EXU6 0.00 20.10 0.21 1.06 23.40 

EXU7 0.00 5.94 0.09 0.40 16.46 

EXU8 0.00 3.09 0.04 0.18 7.36 

EC. DIST. 0.37 0.59 0.52 0.03 0.00 

OPT.DIA. 0.06 0.22 0.11 0.02 0.00 

AM/FM 0.00 1.00 0.34 0.47 0.13 
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In K-NN classification, the class of the query is obtained based on the nearest 
neighbors to that of the example query. K-NN searches the pattern to the closest 
data and then assigns to data that is unknown [27]. In this classification, we used 
Euclidean distance as a criterion along with 10-fold cross validation to predict the 
class label from the prediction dataset. With K-NN classification system, 71.25% 
of accuracy was achieved from the prediction dataset as shown in Table 4. The 
results based on prediction class showed 205 samples without DR, while 188 
samples showed the occurrence of DR. The results were given in Table 5, where 
the first 10 predicted results in each class were shown as representation for all the 
test cases from the dataset. Here, the terminology PredObs indicates with the 
sample number from the prediction dataset. For example, PredObs1 means that the 
1st out of 393 patients was predicted to be no DR. Similarly, PredObs7 indicates 
that the 7th patient was predicted to have DR. In K-NN, we obtained AUC value of 
0.707 (Figure 3). 

Table 4 

K-NN based classification 

Confusion matrix (prediction dataset) 

from \ to 0 1 Total % 

0 146 54 200 73.00 

1 59 134 193 69.43 

Total 205 188 393 71.25 

Table 5 

K-NN prediction results by class 

Class 0 1 

Objects 205 188 

  

PredObs1 PredObs7 

PredObs2 PredObs10 

PredObs3 PredObs11 

PredObs4 PredObs14 

PredObs5 PredObs16 

PredObs6 PredObs17 

PredObs8 PredObs19 

PredObs9 PredObs28 

PredObs12 PredObs30 

PredObs13 PredObs32 
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Figure 3 

ROC for K-NN model 

The next classification system we tested was random forest. In this type of 
classification, many small decision-trees are merged into a forest that displays the 
classification table of well-classified observations. Usually this classifier is fast 
and robust to noise and has better explanation and visualization of its output 
[28]. This classifier does eliminate the possibility of overfitting the data. 
Importantly, random forest classifier in our study has identified the most 
important attributes from the training dataset. Here, we used bagging approach to 
obtain more accurate results. We observed MAs and EXUs were two critical 
attributes in detecting DR. Among all the MAs, MA0.5 was seen as a critical 
attribute. In the case of EXUs, EXU7 was critical followed by EXU1 (Figure 4). 
In this classification model an accuracy of 72.71% (Table 6) was achieved in the 
training set and 71.76% with the prediction set. Here, we obtained AUC value of 
0.715 (Figure 5). 

Table 6 

Accuracy as determined by using random forest classifier 

Confusion matrix –Training set 

From \ to 0 1 Total Accuracy (%) 

0 210 88 298 70.47 

1 73 219 292 75.00 

Total 283 307 590 72.71 

Confusion matrix –Prediction set 

From \ to 0 1 Total Accuracy (%) 

0 147 49 196 75.00 

1 62 135 197 68.53 

Total 209 184 393 71.76 
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Figure 4 

Significance of attributes classified by random forest classifier 

We also tested the classification by the regression tree method. This classifier uses 
the trained dataset and generates itself correctly in order to generate a decision 
tree. Such decision trees are quite easy to understand and analyze. In this model 
the decisions are predicted by following the decisions from the root node and to 
the leaf node. The response of occurrence of the DR is present in the leaf node. 
Depending on the working process of learning, any new input data would be 
classified in generation of decision tree [29]. 

 
Figure 5 

ROC for random forest model 

This classification system also generated the rules with the critical attribute 
relating to the possibility of occurrence of DR (Table 7). The rules predict the 
number of cases with and without DR, based on the individual attributes and also 



V. Spandana et al. Comparison of Various Data Mining Classification Techniques  
 in the Diagnosis of Diabetic Retinopathy 

 – 36 – 

the combination of different attributes. These rules show 80% of the cases were 
without DR when the attribute EXU7 ≤ 0.01029 and 10% of the case were with 
DR when the EXU7  0.136501. 27.1% of the cases are with no DR when the 
EXU7  0.01029 and MAα=0.5  18. 7.8% of the cases are no DR when the 
EXU7  0.01029 and the value of MAα=0.5  18. 17.5% of the cases are with DR 
when the value of the EXU7  0.01029 and the value of the MAα=0.5 is between 
18 and 38. 14.7% of the cases are with DR when the value of EXU7  0.01029 
and MAα=0.5 is between 46 and 61, etc. (Table 8). Moreover, this system also 
evaluates the most possible prediction using the combination of the attributes. 
This process involves several dimensions including splitting criterion, stopping 
rules, branch condition, etc. In this study, an accuracy of 72.71% on training 
dataset and 72.77% on the prediction dataset was achieved (Table 8) in classifying 
the occurrence/non-occurrence of DR. By this model AUC of 0.749 was obtained 
(Figure 6). 

Table 7 

Rules of the attributes generated by regression tree classifier in diagnosis of DR 

DR 
(Pred) 

Rules 

0 If EXU7  0.01029 then CLASS LABEL = 0 in 80% of cases 

1 If EXU7 (0.01029, 0.136501] then CLASS LABEL = 1 in 10% of cases 

1 If EXU7 > 0.136501 then CLASS LABEL = 1 in 10% of cases 

0 
If EXU7  0.01029 and MAœ=0.5  18 then CLASS LABEL = 0 in 
27.1% of cases 

1 
If EXU7  0.01029 and MAœ=0.5 (18, 38] then CLASS LABEL = 1 in 
17.5% of cases 

0 
If EXU7  0.01029 and MAœ=0.5 (38, 46] then CLASS LABEL = 0 in 
7.8% of cases 

1 
If EXU7  0.01029 and MAœ=0.5 (46, 61] then CLASS LABEL = 1 in 
14.7% of cases 

1 
If EXU7 (0.01029, 0.136501] and EXU3  9.74204 then CLASS LABEL 
= 1 in 6.3% of cases 

0 
If EXU7 (0.01029, 0.136501] and EXU3 (9.74204, 19.4151] then 
CLASS LABEL = 0 in 2.0% of cases 

1 
If EXU7 (0.01029, 0.136501] and EXU3 > 19.4151 then CLASS LABEL 
= 1 in 1.7% of cases 

0 
If EXU7 > 0.136501 and EXU5  0.275714 then CLASS LABEL = 0 in 
0.3% of cases 

1 
If EXU7 > 0.136501 and EXU5 > 0.275714 then CLASS LABEL = 1 in 
9.7% of cases 

1 
If EXU7  0.01029 and MAœ=0.5 (18, 38] and MAœ=0.7 MAœ=0.8  
16 then CLASS LABEL = 1 in 1.2% of cases 

0 
If EXU7  0.01029 and MAœ=0.5 (18, 38] and MAœ=0.7 MAœ=0.8 > 
16 then CLASS LABEL = 0 in 16.3% of cases 
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1 
If EXU7  0.01029 and MAœ=0.5 (38, 46] and MAœ=0.9  35 then 
CLASS LABEL = 1 in 2.7% of cases 

0 
If EXU7  0.01029 and MAœ=0.5 (38, 46] and MAœ=0.9 > 35 then 
CLASS LABEL = 0 in 5.1% of cases 

1 
If EXU7  0.01029 and MAœ=0.5 (46, 61] and EXU4  0.747636 then 
CLASS LABEL = 1 in 8.8% of cases 

0 
If EXU7  0.01029 and MAœ=0.5 (46, 61] and EXU4 > 0.747636 then 
CLASS LABEL = 0 in 5.9% of cases 

1 
If EXU7  0.01029 and MAœ=0.5 > 61 and EXU1  34.5626 then 
CLASS LABEL = 1 in 7.6% of cases 

0 
If EXU7  0.01029 and MAœ=0.5 > 61 and EXU1 (34.5626, 66.7516] 
then CLASS LABEL = 0 in 4.6% of cases 

1 
If EXU7  0.01029 and MAœ=0.5 > 61 and EXU1 > 66.7516 then 
CLASS LABEL = 1 in 0.7% of cases 

1 
If EXU7 (0.01029, 0.136501] and EXU3  9.74204 and MAœ=0.9  41 
then CLASS LABLE = 1 in 3.4% of cases 

0 
If EXU7 (0.01029, 0.136501] and EXU3  9.74204 and MAœ=0.9 (41, 
45] then CLASS LABEL = 0 in 0.7% of cases 

1 
If EXU7 (0.01029, 0.136501] and EXU3  9.74204 and MAœ=0.9 > 45 
then CLASS LABLE = 1 in 2.2% of cases 

0 
If EXU7 (0.01029, 0.136501] and EXU3 (9.74204, 19.4151] and 
OPTDIA  0.089971 then CLASS LABEL = 0 in 0.5% of cases 

1 

If EXU7 (0.01029, 0.136501] and EXU3 (9.74204, 19.4151] and 
OPTDIA (0.089971, 0.100454] then CLASS LABEL = 1 in 0.3% of 
cases 

0 
If EXU7 (0.01029, 0.136501] and EXU3 (9.74204, 19.4151] and 
OPTDIA > 0.100454 then CLASS LABEL = 0 in 1.2% of cases 

1 
If EXU7  0.01029 and MAœ=0.5 > 61 then CLASS LABEL = 1 in 
12.9% of cases 

Table 8 

Classification of dataset based on regression tree 

Confusion matrix –Training set 

From \ to 0 1 Total Accuracy (%) 

0 241 38 279 86.38 

1 123 188 311 60.45 

Total 364 226 590 72.71 

Confusion matrix –Prediction set 

From \ to 0 1 Total Accuracy (%) 

0 159 66 225 70.67 

1 41 127 168 75.60 

Total 200 193 393 72.77 
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Figure 6 

ROC for regression tree model 

Next, we performed SVM classification, which is a supervised learning method 
and belongs to family of linear classification. It is one of the powerful methods in 
classification where a decision boundary is created through which the class labels 
are predicted from the feature vectors. SVM is good at recognizing patterns in 
complex datasets. However, there is no particular “best” kernel to recognize the 
patterns. The only way to select the best kernel is by trial and error [30]. We used 
linear Kernel and preprocessed by rescaling. We performed data validation using 
150 samples for better fitting of the model since the model resulted in over-fitting. 
In this model, we obtained the accuracy of 74.32% on training set, 70.23% on 
prediction set (Table 9) and 64.67% on validation set. Performance metrics from 
this classifier indicated the sensitivity (recall) and specificity (Table 10). AUC 
was 0.809 with SVM model (Figure 7). 

Table 9 

Classification of dataset based on SVM 

Confusion matrix –Training set 

From \ to 0 1 Total Accuracy (%) 

0 201 27 228 88.16 

1 86 126 212 59.43 

Total 287 153 440 74.32 

Confusion matrix –Validation set 

From \ to 0 1 Total Accuracy (%) 

0 55 7 62 88.71 

1 46 42 88 47.73 

Total 101 49 150 64.67 

Confusion matrix –Prediction set 

From \ to 0 1 Total Accuracy (%) 

0 170 19 189 89.95 
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1 98 106 204 51.96 

Total 268 125 393 70.23 

Table 10 

Performance metrics (Class label of DR 0 / 1) 

Statistic Training set (%) Validation set (%) 

Accuracy 0.743 0.647 

Precision 0.700 0.545 

Recall 0.882 0.887 

F-score 0.781 0.675 

Specificity 0.286 0.280 

FPR 0.714 0.720 

Prevalence 0.457 0.367 

NER 0.518 0.413 

 

Figure 7 

ROC for support vector machine 

Logistic regression, a machine learning algorithm and a kind of linear regression 
classification model, for predictive analysis based on probability that depends on 
the linear measurement of the samples. It is the most commonly used statistical 
classification when the dependent variable is dichotomous, i.e., either positive or 
negative. This regression model inspects the bond between the independent and 
dependent variables of binary outcome and is extensively used in applications like 
medical and biomedical research, to predict the outcome. The logistic regression 
equation was used to estimate the possibility of specified consequence [31]. In the 
present study, we found that the logistic regression showed an accuracy of 74.41% 
for training set and 73.28% for the prediction set (Table 11). Here, we obtained 
AUC value of 0.764 (Figure 8), signifying 76.4% of the chance this model can 
distinguish correctly between those with or without DR. Our results show a higher 
AUC representing good performance of the model. 
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Table 11 

Accuracy from logistic regression classification 

Confusion matrix –Training set 

From \ to 0 1 Total Accuracy (%) 

0 234 49 283 82.69 

1 102 205 307 66.78 

Total 336 254 590 74.41 

Confusion matrix –Prediction set 

From \ to 0 1 Total Accuracy (%) 

0 164 32 196 83.67 

1 73 124 197 62.94 

Total 237 156 393 73.28 

 

Figure 8 

ROC for logistic regression model 

Finally, we examined Naïve Bayes classification model for analyzing the dataset. 
Naïve Bayes is a supervised machine learning algorithm that classifies the 
observations based on the instructions set by the algorithm itself. Naïve Bayes is 
one of the efficient and effective classifier that works on the principle of Bayes 
theorem. Naïve Bayes has proven to be robust and simple probabilistic and was 
known for its best performance in the classification of medical data [32]. 
Compared to other classifiers this classification was found to be more effective 
computationally, where a small training dataset is sufficient enough for more 
accurate prediction of disease [33]. It was also reported to diagnose the disease 
just like a physician, considering the available attributes for the prediction analysis 
[34]. In this classification, the system was initially trained with the set of inputs 
from the training dataset that were further refined and classified for the prediction 
dataset. Here, we used 10-fold cross validation to predict the classes from the 
prediction dataset. Therefore, in the present study, 590 cases were considered as 
training dataset (Table 12) and the remaining cases were taken as test dataset. 
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Based on this classification system, the class label results predicted 212 cases 
without DR, while 181 cases were with DR. The first 10 predicted results in each 
class were shown as representation for all the test cases from the dataset (Table 
13). In this study, Naïve Bayes method showed 83.56% of accuracy on training set 
and 80.15% of accuracy on prediction set in determining the occurrence of DR. 
Here, we obtained AUC value of 0.816 (Figure 9). When comparing the results 
shown in Table 13 to Table 5, we found some inconsistencies from the 
classifications. For example, PredObs1 and PredObs3 were classified to Class 0 
by K-NN but were group to Class 1 by Naïve Bayes classifier. By contrast, 
PredObs2 was classified to Class 0 by both classifiers. 

Table 12 

Naïve Bayes classification on training set 

Confusion matrix –Training set 

From \ to 0 1 Total Accuracy (%) 

0 257 22 279 92.11 

1 75 236 311 75.88 

Total 332 258 590 83.56 

Confusion matrix – Prediction set 

From \ to 0 1 Total Accuracy (%) 

0 167 33 200 83.50 

1 45 148 193 76.68 

Total 212 181 393 80.15 

Table 13 

Prediction accuracy from Naïve Bayes classification on test dataset 

Class 0 1 

Objects 212 181 

  

PredObs2 PredObs1 

PredObs4 PredObs3 

PredObs5 PredObs9 

PredObs6 PredObs10 

PredObs7 PredObs11 

PredObs8 PredObs13 

PredObs12 PredObs14 

PredObs15 PredObs18 

PredObs16 PredObs25 

PredObs17 PredObs28 
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Figure 9 

ROC for Naïve Bayes model 

Among all the six classifiers that were studied thoroughly in the current study, our 
results suggested that the Naïve Bayes model of classification displayed the best 
accuracy followed by logistic regression model (Table 14). 

Table 14 

Accuracy achieved by different classification models 

No. Classification model Accuracy (%) 

1 K-NN 71.25 

2 Random forest 71.76 

3 Regression tree 72.77 

4 SVM 70.23 

5 Logistic regression 73.28 

6 Naïve Bayes 80.15 

Conclusions 

Diabetic retinopathy is the main cause of blindness for patients suffering from 
diabetes mellitus. In spite of the fact that early identification of retinal images for 
the disease symptoms have been proposed and could prevent or delay its 
occurrence, the approach falls short, due to the limited availability of human 
expertise and lack of infrastructure to detect DR manually. Nevertheless, data 
mining serves as an essential tool to carry out classification and diagnose the 
disease. In the present study, we assessed the Messidor DR dataset, employed 
various classification models and evaluated their prediction accuracy in diagnosis 
of DR. We determined the significant role of attributes individually and in 
combination with other attributes crucial in the development of DR. Naïve Bayes 
performed best, among the six classifiers, in terms of accuracy and performance in 
evaluation. 
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In the future, we aim to develop deep learning algorithms to automatically pre-
screen images for the diagnosis of DR. 
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Abstract: The behavior-based system (BBS) is a hierarchical structure built upon behavior 

components, behavior coordination and behavior fusion. The goal of this paper, is to recall 

the concept of the interpolative fuzzy behavior-based system and to introduce a declarative 

language especially designed for supporting its implementation and configuration into 

embedded applications. The suggested Fuzzy Behavior Description Language (FBDL) aids 

the definition of fuzzy rule-based systems and their connections to form behavior 

components and behavior coordination as fuzzy state-machines. The suggested language 

also assists the fuzzy rule definition with variable consequent, to help the creation of 

behavior fusion functions. For simplifying the definition of hierarchical rule-bases, the 

structure of rule-base dominancy is also introduced in the FBDL. According to the 

suggested embedded application concept, the FBDL code, as a parameter configuration, 

can directly "run" on a built in fuzzy state machine controller, called "FRI Behavior 

Engine". This case the behavior of the agent controlled by the FRI Behavior Engine, can be 

directly modified by changing the FBDL code, without reprogramming other parts of the 

agent controller software. 

Keywords: Behavior Based Control; Fuzzy Rule Interpolation; Fuzzy State Machine; 

Declarative Language; FBDL: Fuzzy Behavior Description Language 

1 Introduction 

The behavior-based system (BBS) is a hierarchical structure built upon 
independent and parallel behavior components, and a behavior coordination, 
which can determine the usefulness (weights) of the behavior components in 
handling a given situation. The task of the behavior fusion is the combination of 
the behavior component actions to form the control action of the BBS. A behavior 
component could be a reactive (stateless) function, e.g. in case of a fuzzy BBS, a 
fuzzy rule-based system, or a compound behavior (a whole BBS itself). In 
common sense the function of the behavior fusion could be a convex combination 



I. Piller et al. Fuzzy Behavior Description Language: A Declarative Language for Interpolative Behavior Modeling 

 – 48 – 

of the behavior component actions according to the corresponding component 
weights, but practically to be able to handle alternative, or contradictive 
component actions, it could be a (fuzzy) rule-based system again. The role of the 
behavior coordination is the situation awareness, the determination, which 
behavior component action with what level is required in handling a given 
situation. Considering the BBS to be a model based reflexive agent, the behavior 
coordination should have states, i.e. in case of an interpolative fuzzy BBS, it must 
be an interpolative fuzzy state machine. 

There are numerous adaptations of the BBS concept [1] [2]. The suggested Fuzzy 
Behavior Description Language (FBDL) follows the fuzzy rule-based systems, 
fuzzy rule interpolation (FRI) [12] and fuzzy state machines based adaptation [3] 
[4] [5] [6] [7] [8]. See for example Fig. 1 (see Section 3 for notation in details). 

 

Figure 1 

The adapted Fuzzy Rule Interpolation (FRI) based BBS structure with Fuzzy Automaton acting as 

Behavior Coordination, Behavior Components (BC) and Behavior Fusion 

The goal of this paper is to introduce a declarative language especially designed 
for supporting embedded behavior-based applications, by offering a common 
framework for defining a BBS (the behavior components, the behavior 
coordination and the behavior fusion) as an interpolative fuzzy rule-based system, 
as Fuzzy Rule Interpolation based BBS (FRI BBS). 

The interpolative fuzzy rule-based knowledge representation is an important issue 
in the suggested methodology. The rule-based structure makes the knowledge 
representation human readable and self-explanatory. The fuzziness, and its 
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“Linguistic Term” fuzzy set concept even strengthen the human readability in case 
of variables defined on continuous universes. The applied Fuzzy Rule 
Interpolation (FRI) reasoning methodology, simplifies the fuzzy rule-base 
definition by relaxing some constraints of the fuzzy rule-base, the FRI can handle 
sparse fuzzy rule-bases too [32]. 

The unified rule-based human readable system construction FRI BBS framework 
makes the suggested FBDL to be a suitable platform to support the 
implementation of human (expert) knowledge to a working system. The FBDL 
code can “run” on a system directly or, having some additional observed data, can 
serve as an object for machine learning parameter optimization methods. Some 
examples for FRI BBS applications are appearing in ethological model based 
human-robot interaction applications [9] [10] [11] and Ethorobotics [33], e.g. for 
expressing human readable emotions [34] for robots. In case of ethological 
models, the expert’s knowledge is based on real animal observations and 
represented as a descriptive verbal model built upon a series of facts and action-
reaction rules. Moreover, the verbal models can be incomplete, or contain some 
expert domain specific implicit knowledge, which is missing from the verbal 
description, e.g. as “well-known” facts. These requirements fit well the fuzzy rule-
based knowledge representation and the FRI reasoning of the suggested FBDL 
description. See the concept of FRI with some application examples more detailed 
in [12]. 

For creating the FBDL the goal was forming a language which supports function 
definition by linguistic rules similar like fuzzy systems. This case the fuzzy rules 
act like “fuzzy points” of a fuzzy function and the fuzzy reasoning method acts as 
a fuzzy function definition. In classical fuzzy reasoning, the fuzzy rule-base has to 
be complete (i.e. they need fully defined rule-base (e.g. the Zadeh-Mamdani-
Larsen Compositional Rule of Inference (CRI) (Zadeh [13]) (Mamdani [14]) 
(Larsen [15]) or the Takagi-Sugeno fuzzy inference (Sugeno [16], Takagi-Sugeno 
[17])). For releasing this condition, to be able to handle sparse fuzzy rule-base 
(where not all the possible rules are defined), the concept of the FRI was adapted. 
In case of FRI, the fuzzy reasoning method is a fuzzy interpolation, where the 
fuzzy rules are the fuzzy node points of the fuzzy interpolating function. (An 
axiomatic approach of the fuzzy interpolation can be found in [18]). 

There are numerous FRI methods that exist in the literature. For the FRI Behavior 
Engine implementation any of them is adaptable, which can handle 
multidimensional antecedent spaces. For the current implementation [31], because 
of its simplicity, the FRI “FIVE” [19] [20] [21] [22] were adapted. 
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2 Related Works 

The current work is the continuation of [23]. The Fuzzy Behavior Description 
Language and the FRI Behavior Engine have been improved but the aims 
remained unchanged. A framework was developed, where an expert could define 
the behavior of an agent. The applied FBDL is technically a declarative 
programming language. Therefore, it is necessary to make some comparison with 
the available agent based modeling methods too. This section briefly summarizes 
some works related to other declarative behavior definition languages and 
modeling methods. 

For dynamic declarative agent configuration in [24], the authors show a plan 
generation mechanism in a declarative manner. They emphasize the importance of 
adaptation of the agent. The approach is the same as the role of fuzzy interpolation 
in the suggested FRI BBS concept, i.e. the agent should be able to succeed in 
unseen situations. 

Other authors recognize that the usage of a simplified programming toolchain for 
non-technical users only viable solution for a short term [25]. For avoiding the fast 
increment of software complexity they introduced a new programming paradigm 
(Targets-Drives-Means). Their construction is similar to the proposed FBDL 
behavior description method. The main difference is the usage of fuzzy reasoning 
and a dedicated description language which is interpreted by the FRI behavior 
engine directly. 

Authors in [26] also suggests that the simplified imperative way is also viable for 
simple behaviors. They choose a component centric approach where the reasoning 
system tries to find a solution which match with the requirements of the designer 
and the runtime system. 

For agent based modeling and simulation, the SESAM [27] provides a useful 
visual programming environment, as UML-like activity diagrams. On the other 
hand, for larger models, and parameter optimization, the textual description could 
be more concise and practical. 

The comparison of the previously mentioned behavior description methods can be 
seen in the Table 1. 

Table 1 

Comparison of AgentSpeak [24], Target-Drives-Means (TDM) [25], Agent Based Modeling (ABM) 

[26] and SeSAmUML [27] description languages 

AgentSpeak TDM ABM SeSAmUML FBDL

representation textual textual textual visual textual

base language STRIPS - JSON UML -

paradigm declarative TDM declarative procedural declarative

inference layered planning score calculation backtracking transition rules fuzzy interpolation

hierarchy STRIPS operators priority control subcomponents rules dominancy  
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The first aspect of the comparison is the representation method of the behavior. 
Most of the considered languages use textual representation. It is important to note 
that, the textual and visual representation are always interchangeable. This 
comparison focuses on the primary usage of the behavior description method. It 
means that the choice of visual and textual representation is depends on the 
preferred usage regardless the implementation difficulties. 

The behavior description is a special kind of knowledge representation. Therefore, 
in many cases the behavior description language is a refined version of a general 
purpose language. Three of the mentioned languages are based on STRIPS, JSON 
and UML languages. The TDM has an own semi-graphical definition language, 
while the proposed FBDL language uses a simple, natural language-like syntax. 

The paradigms behind the behavior description languages show many differences. 
The AgentSpeak is a declarative language where the user can define operators and 
their pre- and post-conditions. The TDM itself is a new programming paradigm, 
which organizes the behaviors to small, trigger activated behavior components. 
The ABM proposes a fully declarative model in the sense that the JSON-like 
description defines the required, higher level actions instead of low-level 
commands. The SeSAmUML follows the standard UML method for defining a 
final state machine. The FBDL defines the set of production rules which have 
organized to rule-bases. It is also a declarative approach which is similar to the 
AgentSpeak because the antecedent parts of the rules are similar to the 
preconditions of the standard STRIPS language. 

A common difficulty of the behavior description systems is how they can resolve 
the conflicts and contradictions of the behavior descriptions. They have to use 
some kind of inference for calculating the most suitable action for the given 
situation. The AgentSpeak solves the problem by a layered planning approach. It 
tries to dynamically evaluate the lower and higher level plans. The TDM 
calculates score for any action of its behavior components. After, it can choose the 
appropriate action according to these values. The ABM tries to find a proper 
solution which fulfils all constraints by backtracking. For the unspecified 
properties, it uses interpolation. The SeSAmUML uses different abstraction for the 
actions and for the resolution of conflicting cases. It has specific rules for selecting 
and terminating activities. The FBDL solves the conflicting situations by fuzzy 
rule interpolation. It obtains the required action by interpolating the consequent 
values. 

For simplification purposes, it is reasonable hierarchically organize or prioritize 
the actions of the behavior descriptions. The last aspect of the comparison 
considers the preferred way of this kind of hierarchy. In the AgentSpeak language, 
the domain expert can use STRIPS operators to express higher priority plans. The 
TDM contains priority management in its model. It assigns priorities for the 
different behaviors and prioritize the actions after the calculation of behavior 
scores. The ABM organizes the behavior description to a tree of components. 
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Each component has constraints, therefore, the component preference can be 
coded into this strict hierarchical structure. The SeSAmUML solves the conflict 
resolution problem on the level of rules. After an action has activated it does not 
terminate until the terminating rule has not fired. The FBDL organizes the rule-
bases into a hierarchy which automatically denotes their priorities. 

3 Fuzzy State Machine Model 

Having FRI models in Behavior Component definitions and FRI state transition-
rules in Behavior Coordination, most part of the BBS model forms a Fuzzy State 
Machine [8]. There are various understandings of the fuzzy state machine can be 
found in the literature (for summary see [28] [29]). Most of them are extending the 
classical finite state automaton by applying fuzziness for the state transitions, 
while the state remains discrete (crisp, one of the predefined ones). On the other 
hand, the fuzzy model suggested for the FRI Behavior Engine adapts the concept 
of “fuzzy state”, where the state is a vector of membership values. According to 
the fuzzy state concept, the system could be in all its states in the same time, but 
with different membership levels. This view fits well the FRI BBS concept, as the 
actual fuzzy state can be easily interpreted as the usefulness (weights) of the 
behavior components in handling a given situation. For example, the fuzzy state of 
the behavior coordination can directly control the behavior fusion. 

The fuzzy state machine adapted for the FRI Behavior Engine is an extended 
version of the Fuzzy Finite-state Automaton. It extends the finite set of input 
symbols to finite dimensional input values and the finite set of states to finite 
dimensional state values [8]. This case the fuzzy state machine can be defined by a 
tuple: 𝐹̃ = (𝑆, 𝑋, 𝛿, 𝑃, 𝑌, 𝜔) (1) 

where 𝑆 is a finite 𝑛 length of fuzzy states, 𝑆 = {𝜇𝑠1 , 𝜇𝑠2 , … , 𝜇𝑠𝑛}, 𝜇𝑠𝑖  is the 
membership value of the 𝑖th dimension of the 𝑛 dimensional fuzzy state. 𝑋 is a 
finite 𝑚 dimensional input vector, 𝑋 = {𝑥1, 𝑥2, … , 𝑥𝑚}. 𝑃 ∈ 𝑆 is the fuzzy initial 
state of 𝐹̃. 𝑌 is a finite 𝑙 dimensional output vector, 𝑌 = {𝑦1, 𝑦2, … , 𝑦𝑙}. 𝛿: 𝑆 ×𝑋 → 𝑆 is the fuzzy state-transition function which is used to map the current fuzzy 
state into the next fuzzy state upon an input value. 𝜔: 𝑆 × 𝑋 → 𝑌 is the output 
function which is used to map the fuzzy state and input to the output value. See 
e.g. on Fig. 2. 
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Figure 2 

FRI based Fuzzy Automaton and its decomposition 

In case of fuzzy rule-based representation of the state-transition function 𝛿: 𝑆 ×𝑋 → 𝑆, the rules have 𝑛 + 𝑚 dimensional antecedent space, and 𝑛 dimensional 
consequent space. 

It is important to note, that the state 𝑆 is a vector of membership values, the actual 
state is a point in the 𝑛 dimensional unit hypercube. The state-transition rule-base 
moves this point in each discrete time step. 

The FRI state-transition rule-base defines the state-transition function, which is a 𝑅𝑛+𝑚 → 𝑅𝑛 mapping, having 𝑛 + 𝑚 rule antecedent and 𝑛 rule consequent 
dimensions. For simplifying the rule-base definition, this rule-base is decomposed 
to 𝑛 pieces of single consequent rule-bases 𝑅𝑖𝑛+𝑚 → 𝑅𝑖, 𝑖 ∈ [1, … , 𝑛]. See e.g. in 
Fig. 2. 

For evaluating the FRI state-transition rule-base the FRI FIVE [22] was applied. 
The main idea of the FIVE FRI is based on the fact that most of the control 
applications serves crisp observations and requires crisp conclusions from the 
controller. Adopting the concept of the Vague Environment (VE) [30], FIVE can 
handle the antecedent and consequent fuzzy partitions of the fuzzy rule-base by 
scaling functions [30] turning the fuzzy interpolation to crisp interpolation. The 
idea of a VE is based on the indistinguishability of elements. In VE the fuzzy 
membership function 𝜇𝐴(𝑥) is indicating level of similarity of 𝑥 to a specific 
element a which is a representative or prototypical element of the fuzzy set 𝜇𝐴(𝑥), 
or, equivalently, as the degree to which 𝑥 is indistinguishable from 𝑎 (see e.g. on 
Fig. 3) [30]. Two values in a VE are 𝜀-indistinguishable if their distance is less or 
equal than 𝜀. The distances in a VE are weighted distances (Eq. 2). The weighting 
factor or function is called scaling function (factor) [30]: 
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𝛿𝑠(𝑎, 𝑏) = |∫ 𝑠(𝑥)𝑑𝑥𝑏𝑎 | ≤ 𝜀 (2) 

where 𝛿𝑠(𝑎, 𝑏) is the scaled distance of the values 𝑎, 𝑏 and 𝑠(𝑥) is the scaling 
function on 𝑋. 

 

Figure 3 

The 𝛼-cuts of 𝜇𝐴(𝑥) contain the elements that are (1 − 𝛼)-indistinguishable from 𝑎 

If the VE of a fuzzy partition (the scaling function or at least the approximate 
scaling function [19] [20] [21]) exists, the member sets of the fuzzy partition can 
be characterized by points in that VE (see e.g. scaling function 𝑠 in Fig. 4). 

 

Figure 4 

A “Ruspini” (0.5-covering) fuzzy partition built upon three linguistic terms,  

namely the Z (Zero), M (Middle), L (Large) fuzzy sets,  

its scaling function 𝑠, and its normalized cumulative scaling function 𝑐𝑠 
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Having the VE concept and the scaling function based similarity calculation, any 
crisp interpolation, extrapolation, or regression method can be adapted very 
simply for FRI [7] [8] [9]. Because of its simple multidimensional applicability, in 
FIVE the Shepard operator based interpolation (first introduced in [35]) is 
adapted. 

In case of singleton rule consequents (𝑐𝑘) the fuzzy rule 𝑅𝑘 has the following 
form: 

If 𝑥1 = 𝐴𝑘,1 And 𝑥2 = 𝐴𝑘,2 And … And 𝑥𝑚 = 𝐴𝑘,𝑚 Then 𝑦 = 𝑐𝑘 (3) 

Adapting the VE concept and the scaling function based similarity calculation to 
the Shepard operator based interpolation, the conclusion of the FRI can be 
obtained as: 

𝑦(𝑥) = { 𝑐𝑘 𝑖𝑓𝑥 = 𝑎𝑘  𝑓𝑜𝑟 𝑠𝑜𝑚𝑒 𝑘,(∑ 𝑐𝑘𝛿𝑠,𝑘𝜆𝑟𝑘=1 ) (∑ 1𝛿𝑠,𝑘𝜆𝑟𝑘=1 ) 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒,  (4) 

where 𝛿𝑠,𝑘 are normalized scaled distances: 𝛿𝑠,𝑘 = 𝛿𝑠(𝑎𝑘, 𝑥) = √∑ (𝑐𝑠𝑖(𝑥i) − 𝑐𝑠𝑖(𝑎𝑘,𝑖))2𝑚𝑖=1 𝑚⁄  (5) 𝑐𝑠𝑖(𝑥𝑖) is the normalized cumulative scaling function (see e.g. on Fig. 4) of 𝑠𝑖: 𝑐𝑠𝑖(𝑥𝑖) = ∫ 𝑠𝑖(𝑥𝑖)𝑑𝑥𝑖𝑥𝑖0 ∫ 𝑠𝑖(𝑥𝑖)𝑑𝑥𝑖10⁄  (6) 

and 𝑠𝑖 is the 𝑖th scaling function of the 𝑚 dimensional antecedent universe, 𝑥 is the 𝑚 dimensional crisp observation and 𝑎𝑘 are the cores of the 𝑚 dimensional fuzzy 
rule antecedents 𝐴𝑘. 

According to Eq. 4 the proposed interpolation method calculates the conclusions 
in the following steps. 

1) Determine the normalized Euclidean distances of the observations from 
the rules on all the antecedent universes according to Eq. 5. 

2) The rule weights are calculated as the reciprocal value of the distances 
corrected by the Shepard power 𝑝. 

3) The consequent of the rule-base is calculated as the convex combination 
of the rule consequences weighted by the rule weights according to Eq. 4. 

Considering the implemented fuzzy state machine model to be a discrete time 
system, the connections between the decomposed state-transition rule-bases (see 
Fig. 2) can serve as the time delays (Z-1) temporarily storing the state variables. 
This case the fuzzy state machine can be defined as a recurrent network of 
multiple input single output state-transition rule-bases (see e.g. on Fig. 5), where 
the state variables are the values of the connections between them. On Fig. 5 the 
OBS prefix denotes observations and the RB denotes rule-bases. The number of 
the input is equivalent with the number of incoming edges. 
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Figure 5 

Example of a behavior description with recurrent connections  

(OBS denotes observations, RB denotes rule-bases) 

4 Behavior Fusion 

Comparing the suggested FRI BBS structure (see Fig. 1) with the FRI state 
machine (see Fig. 2), the network of the Behavior Components and the Behavior 
Fusion is corresponding to the Output mapping of the Fuzzy Automaton. 

A behavior component could be a reactive (stateless) function, e.g. an FRI rule-
based system, or a compound FRI BBS. The problematic part is the Behavior 
Fusion. The function of the behavior fusion could be a convex combination of the 
behavior component actions according to the corresponding component weights, 
but to be able to handle alternative, or contradictive behavior component actions, 
it should be a FRI rule-based system again. 

For simplifying the fusion, the continuous conclusions of the behavior 
components, for the FRI BBS, the application of a special fuzzy rule format is 
suggested. The basic rule structure is similar to the rule format applied in the 
Takagi-Sugeno fuzzy inference (Sugeno [16], Takagi-Sugeno [17]). In Takagi-
Sugeno fuzzy inference, the consequent of a fuzzy rule is a function of the input 
variables. In the suggested FRI BBS, a rule of the Behavior Fusion rule-base has a 
consequence, which is a conclusion of another (behavior component) rule-base. 
This case the conclusions of the behavior component rule-bases are appearing as 
consequences of the behavior fusion rules. 

From the viewpoint of the FBDL these are fuzzy rules with variable rule 
consequents, where the variable could be an observation, or a conclusion of a rule-
base. The variable consequent fuzzy rule 𝑅𝑘 has the following suggested form: 

If 𝑥1 = 𝐴𝑘,1 And 𝑥2 = 𝐴𝑘,2 And … And 𝑥𝑚 = 𝐴𝑘,𝑚 Then 𝑦 = 𝑦𝑉𝑘 (7) 

where 𝑦𝑉𝑘 = 𝑥𝑖 is an observation, or 𝑦𝑉𝑘 = 𝑦𝑅𝐵𝑖  the conclusion of the ith rule-base 
RBi. 
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5 The Syntax of the Behavior Description Language 

In this section the proposed behavior description language will be introduced. It is 
a declarative language which has a SQL-like syntax. (The assumption behind is 
that the verbosity of the language and the avoidance of special characters makes 
easier to learn its usage for non-technical users.) 

The formal specification of the language is provided by extended Backus-Naur 
form. By using its common notation, the following language definition has 
obtained. 

behavior ::= universe+ rulebase+ [init] 
universe ::= 'universe' string ['description' string] 
symbol+ 'end' 
symbol ::= string number number 
rulebase ::= 'rulebase' string ['description' string] rules 
'end' 
rules ::= rule+ 
rule ::= 'rule' ['description' string] ['use'] string 
['when' predicates] 'end' 
predicates ::= predicate ('and' predicate)* 
predicate ::= string 'is' string 
init ::= 'init' ['description' string] (string (string | 
number))+ 'end' 

In this formalism the string as a terminal symbol is a string literal with quotas, 
for example string literal example. The number is also a literal, which 
describes a floating point value, for instance 12.34. 

The behavior description is a behavior non-terminal symbol. It contains at least 
one universe definition and a rule-base definition. After them, the expert can 
define an initialization block, where the initial state of the state machine can be 
set. 

The definition of the universe uses the universe keyword. It followed by the 
name of the universe. Its name must be unique in a behavior description. The 
definition (similarly to the rulebase, rule and init definition) can be contains 
an optional description. It is introduced by the description keyword. 

The symbol is a named point in the enclosing universe. The expert defines all of 
the language variables in this way. The symbol name is followed by the associated 
points of the antecedent and consequent side. 

As an example, let define a universe called distance: 

universe "distance" 
description "The distance from the target." 
    "close" 0 0 
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    "middle" 10 0.8 
    "far" 50 1 
end 

As it can be seen in the description part of the definition block, the purpose of this 
universe is to represent the distance from a target position. There are three 
symbols: close, middle and far in the defined universe. The measurement unit of 
the distance is not necessary for the universe. According to the definition, the 0 
distance is close, the 10 unit distance, is considered as middle and 50 units is seen 
as far. The second parameters after the symbol names are required for scaling. It 
means that the distance on interval [0, 10] changes quickly, while there is only a 
slight difference on the interval [10, 50]. 

For defining rules, it is necessary to define a further universe: 

universe "tiredness" 
description "The measure of tiredness." 
    "low" 0 0 
    "small" 0.3 0.5  
    "middle" 0.7 0.5 
    "high" 1 1 
end 

The universes of distance and tiredness are sufficient for the antecedent space. For 
the output side let define the universe approach: 

universe "approach" 
description "The speed how the agent approaching the 
target." 
    "low" 0 0 
    "high" 1 1 
end 

At this point there are two universes: one for the observations and one for the 
consequence. The rule-bases defines the connection between the inputs and the 
output of the defined behavior. The rule-base encloses its rules. The general form 
of a rule-base is the following: 

rule <consequent-name> when <predicates> end 

The name of the consequent must match with the name of the universe. Let 
assume that we would like to define the behavior which fulfils the following rules: 

1) The agent approaches the target, when the target is close and the agent is 
not tired. 

2) The agent does not approach the target, when the target is far. 

3) The agent does not approach the target, when the agent is tired. 
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These rules can be formalized via the proposed description language by the 
following way: 

rulebase "approach" 
    rule "high" when 
        "distance" is "close" and "tiredness" is "low" 
    end 
    rule "low" when 
        "distance" is "far" 
    end 
    rule "low" when 
        "tiredness" is "high" 
    end 
end 

5.1 Variable Valued Consequent 

The language makes possible to use a recently calculated variable value as a 
consequent instead of a symbol of the universe. It is notated by the use keyword 
and the rule-base name which represents the variable, for example: 

rulebase "first" ... end 
 
rulebase "second" ... end 
 
rulebase "output" 
    rule use "first" when "need_first" is "true" end 
    rule use "second" when "need_first" is "false" end 
end 

In the suggested FRI BBS, the variable valued consequents are the tools of the 
behavior fusion. The behavior component rule-bases are calculating the 
conclusions of the behavior components as variables. Then a rule-base with the 
corresponding variable valued consequents fuses them as behavior fusion. 

The variable valued consequent has improved the flexibility of the language 
significantly. In fact, it makes available the calculation of weighted summation of 
rule-base outputs, where the weights are also calculated according to the user 
defined rules. 

5.2 Initialization 

The behavior model is iterative; therefore it requires an initial state. The 
initialization is compulsory if the variable (a value of a rule-base conclusion) is 
used as an input. The observations are also needed to be initialized, but it must be 
done by the environment. For variable initialization the language uses the init 
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keyword. It contains a pair of variables (rule-base names) and values. It is possible 
to use both symbols and values for setting the initial values. 

init 
    "value" "low" 
    "result" 20 
end 

The integrity of the initial values are also checked. It means, that the following 
statements must be fulfilled: 

- All universe names must have corresponding universe definitions. 

- The symbol values of a given universe must be in the discourse bounds 
of the universe. 

- All input values must be defined. 

The initialization is an essential part of the behavior model. The initial values, as 
initial state is an integral part of the fuzzy state machine model. 

5.3 Evaluation of the Consequences 

If we consider our fuzzy state machine to be a connectionist structure, a rule-base 
is a node which represents a 𝑅𝑛 → 𝑅 function. 

At first the behavior engine must calculate the distance of the observations from 
the symbols on all the antecedent universes. Let see the following example: 

universe "distance" 
    "zero" 0 0 
    "close" 1 0.1 
    "far" 5 1 
    "max" 10 1 
end 

In this example the distance is given directly in meter. The consequent value is on 
the [0,1] interval. (The normalization on consequent side is optional but a good 
practice in most cases.) 

Above 5 meter the rule-base does not distinguish the values. All values are “far” 
up to 10 meter. 

Let see the following rule-base: 

rulebase "speed" 
    rule "high" when "distance" is "far" and "curiosity" is 
"high" end 
    rule "low" when "distance" is "close" end 
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    rule "low" when "curiosity" is "low" end 
end 

where the appropriate universes are: 

universe "curiosity" 
    "low" 0 0 
    "high" 1 1 
end 
 
universe "speed" 
    "low" 0 0 
    "high" 1 100 
end 

It is necessary to initialize the observations and calculate the distance of the 
observations from the symbols on all the antecedent universes. For instance, the 
values are initialized as the followings: 

init 
    "distance" 3 
    "curiosity" 0.4 
end 

Consider the first rule and calculate the distance of 3 from “far” on the “distance” 
universe. The distance is determined from the difference of the cumulative scaling 
function values of the two points. 

The value of the cumulative scaling function at 3 is 0.55, at “far” is 1, therefore 
their cumulative scaled distance is 0.45 (see Fig. 6). Similarly we can calculate 
the distance of 0.4 and “high” on “curiosity” interval. The result is 0.6. 

 

Figure 6 

The non-linear scaling of the “distance” universe 

The distance of the rule is given by the Euclidean norm of the distances by 
dimensions divided by the square of the number of antecedents. (It is necessary 
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because this way the distance is on [0,1] is independent from the scaling of the 
universe.) The rule distance for the first rule is calculated as: 𝑑𝑟𝑢𝑙𝑒1 = √0.452+0.62√2 ≈ 0.5303 (8) 

Similarly, the engine calculates the distance of the second and the third rule: 𝑑𝑟𝑢𝑙𝑒2 = √0.452√2 ≈ 0.3182, 𝑑𝑟𝑢𝑙𝑒3 = √0.42√2 ≈ 0.2828 (9) 

If there is a 0 distance from some rules, then the consequent is calculated as the 
mean value of the corresponding consequent symbol values, or variable values. 

The weights are the reciprocals of the distances on the 𝑝 Shepard-power, 𝑤𝑖 = 1𝑑𝑖𝑝 

If 𝑝 = 1 then the weights of the rules are: 𝑤 = [1.8856,3.1427,3.5355] (10) 

The consequent values of the rules are: 𝑐 = [1,0,0] (11) 

The consequence can be obtained as the sum of rule consequents weighted by the 
rule weights: 𝐶 = ∑ 𝑤𝑖𝑖 ⋅𝑐𝑖∑ 𝑤𝑖𝑖 ≈ 1.88568.5638 ≈ 0.2202 (12) 

The consequent value of the “speed” rule-base is approximately 22.0183. 

6 Dominancy 

In many cases the domain expert’s heuristically descriptive verbal model can be 
incomplete, or can contain some expert domain specific implicit knowledge. This 
domain specific implicit knowledge is inherently missing from the verbal 
description, e.g. as “well-known” facts, supposing that these are already known 
(explicitly given earlier). 

On the other hand, having a rule-based knowledge representation, the lack of 
information means some missing cardinal rules from the rule-base. Let see a 
simple example. We want to describe the connection between the distance and the 
interest. We give a single expert’s rule, that the interest is high when the distance 
is close. This case the natural assumption is that the interest is low when the 
distance is far. However, this assumption is not explicitly stated as a rule. It can be 
deduced, as a straightforward fact, only in the case, if we take into consideration, 
the domain knowledge. Otherwise, this rule is meaningless. But the rule-base is 
formally incomplete, because we do not say anything what should happen, when 
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the distance is far. Hence the previously considered model with one rule results 
high interest value independently from the distance. The FRI (fuzzy interpolation 
based) behavior model designed for handling undefined situation only in case if it 
can be deduced from the existing knowledge. A single rule means that only one 
output value is given, therefore it should be chosen independently from the input 
value. The other example is a kind of contradiction because of the unequal 
priorities of the rules. The first rule is “Stay home”, the second is “Go to the 
garden if the sunshine is moderate”. This case the “Stay home” is a kind of 
“default” rule requesting staying home if nothing special is happening. The second 
rule has more specialty (priority), requesting “Go to the garden” in a special case 
of “the sunshine is moderate”. These two rules have contradictive conclusions in 
the case if “the sunshine is moderate”. One solution could be the extension of the 
contradictive rules to make them to be the same specialty e.g. “Stay home if the 
sunshine is not moderate”. On the other hand, this solution could be problematic, 
if the linguistic term “not moderate” is not defined (or it is impossible to define). 

As a possible heuristic to solve the above problems, we suggest the concept of rule 
dominancy. The suggested rule dominancy heuristic is implemented as an 
extension of the FBDL, which enables the expression of rule relations in the form 
of rule dominancy. 

6.1 Dominancy of the Rules 

The suggested language extension provides elements for expressing hierarchical 
relation between rule-bases and between rules. We can express hierarchical rule 
relation without language extension, only by modifying the suppressed rule 
antecedents in the FBDL, but usually this is a tedious task. The suggested 
language extension automatizes this burden. Instead of try to cover the antecedent 
space by hand written rules, we can save this task by defining dominancy on the 
rule level. For supporting this, the grammar is slightly modified in the following 
way: 

rules ::= rule+ ['dominates' rules 'end'] 

The dominancy means that the user can select dominant and dominated rules. The 
dominant rule consequent suppresses the conclusion of the dominated rules 
according to the fulfilment of the dominant rule antecedent. The consequent of the 
dominated rule is viable in a high level only when the fulfilment of the dominant 
rule antecedent is low. The dominancy can be applied in a hierarchical manner. 
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Figure 7 

The semantical hierarchy of dominated rules 

Let see the following example for multilevel dominancies: 

rulebase "sample" 
description "rule-base dominancy with examples" 
   rule 
      "low" when "stay_at_home" is "high" 
   end 
   dominates 
      rule  
         "high" when "playmates_exist" is "true" 
      end 
      dominates 
         rule # Default rule 
            "low" 
         end 
      end 
   end 
end 

The dominancy also gives sense for defining default rules (see e.g. last rule of the 
rule-base “sample” above). It has no antecedent part; its conclusion is always 
selected. Having a default rule dominated by the others, all the undefined 
situations are automatically covered. 
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7 Sample Behavior 

The following behavior shows a complete example of the previously mentioned 
features. 

The model describes a one dimensional world, where an agent can walk between 
the target and the rest position. The target can make noise. The agent can move 
forward (to the target) and backward (to the rest position). The interest is the 
internal state of the agent. When the target makes noise, the agent interest is 
increasing. While the agent stays near the target, the interest value is decreasing. 
The measure of approaching mood to the target is also depending on the distance 
from the target. If the level of tiredness is high, the agent goes to the rest position. 
The FBDL language definition of this sample behavior is the following. 

universe "has_noise" 
description "Has the target noise?" 
    "false" 0 0 
    "true" 1 1 
end 
 
universe "distance" 
description "The distance from the target." 
    "close" 0 0 
    "far" 1 1 
end 
 
universe "tiredness" 
description "The measure of tiredness." 
    "low" 0 0 
    "high" 1 1 
end 
 
universe "speed" 
description "The speed of the agent." 
    "forward" 1 1 
    "stop" 0 0 
    "backward" -1 -1 
end 
 
universe "approach" 
description "The speed how the agent approaching the 
target." 
    "low" 0 0 
    "high" 1 1 
end 
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universe "go_to_rest" 
description "The speed how the agent go to the rest 
position." 
    "low" 0 0 
    "high" -1 -1 
end 
 
universe "interest" 
description "The measure how the agent interested about the 
target." 
    "low" 0 0 
    "high" 1 1 
end 
 
rulebase "interest" 
description "The agent is interested when the target has 
noise." 
    rule "high" when "has_noise" is "true" end 
    rule "high" when "interest" is "high" end 
    rule "low" when "distance" is "close" end 
    dominates 
        rule "low" end 
    end 
end 
 
rulebase "approach" 
description "Approach when there is a closer interesting 
target." 
    rule "high" when "distance" is "far" end 
    dominates 
        rule "low" end 
    end 
end 
 
rulebase "go_to_rest" 
description "Go to rest position when the target is tired." 
    rule "high" when "tiredness" is "high" end 
    dominates 
        rule "low" end 
    end 
end 
 
rulebase "speed" 
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description "The speed fusioned from approach and go_to_rest 
values." 
    rule use "approach" when "interest" is "high" end 
    rule use "go_to_rest" when "tiredness" is "high" end 
    dominates 
        rule "stop" end 
    end 
end 

 

Figure 8 

The behavior description of the agent 

The behavior description can be checked by testing the following scenario in the 
simulation framework [31]: 

1) Move the agent to the rest position by setting the distance value to 1. 

2) Make noise by setting the has_noise observation to 1 and after back to 0. 
As a result, the interest value remains high, however the noise already 
stopped. 

3) The agent speed is 1 which means that the agent wants to go to the target. 
Simulate the motion by setting the 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 value to 0. At that point the 
interest level has decreased and the speed is near 0. 

4) Set the tiredness to 0.5 - The agent now wants to move to the rest 
position. Start to increase the distance value, supposing the agent is 
moving away from the target. Near 0.55 the agent stops, because the 
interest level and the tiredness are close to each other. 

5) Set the tiredness value to 0.8 - The 𝑠𝑝𝑒𝑒𝑑 value becomes negative, 
therefore the agent wants to go to the rest position. By increasing the 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 further, the direction of speed remains, which means that the 
agent goes back to the rest position. 
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8 JavaScript Library and Framework 

According to the suggested concept, the FBDL code is “running”, as a parameter 
configuration, directly on a FRI state machine called “FRI Behavior Engine”. In 
the current implementation, the FRI Behavior Engine was written in JavaScript. 
The instantiated FRI Behavior Engine loads and interprets the FBDL code and 
according to the fetched parameters provides interface for accessing its functions. 
For the implementation of the FRI Behavior Engine the JavaScript version was 
chosen. It makes testing easier and can run in a browser without installation. 
Moreover, it can be easily embedded to an online simulation environment too. 

The FBDL web page, the FBDL library, the online FBDL simulator and their 
sources are available at [31]. 

The behavior engine is a software component which is able to evaluate the inputs 
based on the defined rules and calculates the internal state and the output, which 
will be available via its interface. 

The engine instance can be applied according to the following sample: 

engine.set("observation", 10); 
engine.step(); 
var distance = engine.get("result"); 

The set method in the first line sets the observation value to 10. After, the step 
method calculates the new state. The variable values in the new state are 
accessible via the get method. 

Conclusion and Future Work 

The suggested Fuzzy Behavior Description Language (FBDL) is an easy-to-learn 
declarative language for non-programmer users, to define Fuzzy Rule 
Interpolation based Behavior-based System (FRI BBS) applications. Its inference 
model is based on the Fuzzy Rule Interpolation. Among the basic parameter and 
topology configuration the suggested FBDL also supports the concept of variable 
valued consequent and rule dominancy definitions. 

The FBDL describes a fuzzy state machine having a massively parallel structure. 
The rule-bases and even the rules of the rule-bases can be evaluated parallel 
independently from each other. This parallel structure can be implemented on a 
massively parallel architecture speeding up the evaluation time and supporting the 
implementation of more complex models. 

The FBDL is also serves embedded applications, where the FRI Behavior Engine 
is implemented on an embedded system. Instead of storage consuming look-up 
tables, or time consuming calculation of complex models, the FBDL and the FRI 
Behavior Engine can be an effective way for implementing complex behavior 
models. Moreover, the modification of the agent behavior can be simply achieved 
by modifying the FBDL description. 
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The proposed behavior description method, basically targets the non-programmer 
domain experts, where the definition of complex behaviors is a requirement from 
behavioral related studies or agent development reasons. The proposed Behavior 
Description Language and its Behavior Engine can be control physical and virtual 
robots, where there is a feedback from the environment and the actions are 
available. The FBDL description is in fact a special kind of configuration. It can 
be applied where the user has predefined inputs and outputs for the system. For 
instance, it is appropriate for the high level configuration, of IoT devices. The 
presented FBDL language can be regarded as a structured, semi-natural way of 
automatized robot control. 

Future research will focus on the complexity of the defined behaviors. There is an 
assumption that the quantitative metrics of the behavior description, shows a 
strong correlation with the complexity of the modeled behavior. Its validation 
requires more experimentation, within the various types of behaviors. 
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Abstract: Nowadays, energy consumption and especially energy saving, are topics of great 

importance. Recent news regarding global warming has increased the need to save energy. 

In Finland, one of the major sources of energy consumption is housing. Furthermore, the 

heating of residential buildings accounts for up to 68% of housing energy consumption. 

Therefore, it is not surprising that apartment energy consumption and ways to save energy 

in housing are a popular research topic in Finland. In this paper, two different research 

areas are introduced: First, a literature survey is presented on the research subjects of 

energy saving in the area of real estate and housing. The goal is to gain overall knowledge 

of the current state of energy saving research. The overall conclusion is that knowledge of 

energy consumption improves efforts toward energy saving. Second, rapid prototyping with 

off-the-shelf devices and open source software are described. These devices are cheap to 

install, and a wide range of sensors are available. Consequently, it is important to deal 

with these topics together. The former studies provide knowledge about the usage of open 

hardware, open software, and open architectures with the development of prototype 

systems for gathering data. The literature survey gives us new information on the 

specialties of energy consumption measuring, offering a new area for modeling and 

developing prototype systems. These experiences will be taken forward and utilized in 

energy saving and environmentally sustainable solutions, such as Green Computing. 

Keywords: IoT; Prototyping; Energy saving 

1 Introduction 

In the modern world, energy saving has become an important issue, in almost 
every aspect of life. Global warming is forcing people to search for low-energy 
solutions. It is important to be aware of the living comfort when thinking about the 
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low-energy solutions. For example, most people want the living temperature to be 
comfortable - not too low and not too high. Furthermore, the awareness of one's 
energy consumption has been proven to reduce overall energy usage. Thus, in the 
context of this paper, the research problem can be formulated as: 

How to reduce energy consumption by collecting and serving suitable data? 

For this problem, we are looking for a solution for two questions. 

1) How to categorize the energy consumption related studies? 

2) How to utilize free and open solutions in the energy consumption context 
preserving adequate living conditions? 

In our use cases, we are especially looking for solutions that utilize open-source 
components and open hardware, architectures and interface specifications. This 
study belongs to the Internet of Things (IoT) research area and to studies focusing 
on Wireless Sensor Networks (WSN). In addition, one of the focus areas of this 
paper is rapid prototyping in the IoT world by using off-the-shelf devices. An 
example of rapid prototyping method was described by [1] for the automotive 
industry. 

This paper introduces the application architectures and system models for IoT 
prototyping. Furthermore, sensors and sensor networks that collect data into the 
cloud are discussed, and more specifically, wireless sensor network (WSN) 
systems that can be utilized in testing data collection in rapid prototyping are of 
interest. In our use cases, the prototypes are built using off-the-shelf devices and 
tools. Additionally, Green ICT (Information and Communication Technology) 
should be part of the developing process when either the goal is to save energy or 
make systems which help to save energy. 

  

Figure 1 
Finland's energy consumption by sectors in 2018 [2] 
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According to official statistics, collected and published by Statistics Finland, 
energy in Finland is produced mostly in three ways: wood, oil, and nuclear fission. 
These three sources combined add up to 66% of the energy produced in Finland. 
Various other sources of energy production include but are not limited to: coal, 
gas, water, peat, and wind. In their report, Statistics Finland [2] profile the Finnish 
energy consumption as shown in Fig. 1: Industry uses the most energy (48%) 
while heating comes in second place with 25% of energy consumed. Traffic is also 
a major consumer with 16% of the total energy used in Finland. Other sources 
then add up to the remaining 12%. 

This research is focused on Finland (and further applicable in other northern 
countries), in which energy is often used for heating, instead of cooling (as is 
common in many other countries). The "Cold weather raised energy consumption 

in housing in 2016" report by Statistics Finland [3] shows that heating residential 
buildings consumed 46 TWh of energy in Finland during 2016. Furthermore, the 
heating of residential buildings was reported to account for up to 68% of the total 
energy consumption of housing with the second largest consumer of energy being 
heating water, accounting for 15%. Other notable energy consumers in Finnish 
households were electrical appliances, saunas, and lighting. The most common 
source of energy for heating was electricity, at 34%. The next most common 
source of energy was district heating (29%) and the third most common heating 
energy source was wood, at 22%, followed by heat pumps, at 9%. The usage of 
heat pumps in Finland has grown significantly since the start of the millennium 
because of their efficiency, saving energy and money compared to direct heating 
sources. All together, these four sources of energy made up about 95% of the 
energy used for heating in Finland. The remainder was mostly heating oil at 
approx. 5%, with other technologies accounting for less than 1%. 

Our former research focus has been IoT and prototyping. This preliminary 
research will show how existing studies could be applied to a new research area. 
The structure of paper follows the research process: Section 2 includes a brief 
introduction to studies related in energy consumption. Section 3 continues with 
further analysis and categorization of energy consumption papers. Section 4 will 
present our studies and those findings, which could be combined with energy 
consumption monitoring. Further, the combined ideas of reducing energy 
consumption and prototype developing are introduced. Finally, Section 5 
concludes the study. 

2 Related Studies in Energy Consumption 

This section deals with studies related to energy consumption. One important 
point of view is the awareness aspect of energy consumption. In [4], it was found 
that dormitory residents reduced electricity consumption when exposed to real-
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time visual feedback and incentives. This study examined electricity and water 
usage. In the study, two dormitories were equipped with automated monitoring 
systems that provided high-resolution, real-time feedback. The study showed that 
the residents’ awareness, knowledge, and behavior regarding energy saving 
improved after they were provided with relevant information and exposed to 
campaigns. 

The study [5] examined the effects of energy saving, by analyzing the changes in 
the awareness and behavior of apartment residents after the promotion of energy-
saving activities and their proper usage, and the provision of relevant information. 
In this study, the questionnaire included topics such as energy awareness and the 
knowledge and practice of energy conservation. In addition, this study performed 
an additional survey, which was conducted for women who were given energy-
saving information and asked to participate in energy-saving activities after 
submitting the initial questionnaire. The results showed that energy-saving 
behavior improved after being provided with relevant information. 

In the third study [6], the focus was on the meaning of comfort and comfort 
practices, barriers to and motivators for saving energy, and knowledge about the 
heating system. Data were collected from social housing tenants and university 
staff using surveys, interviews, and monthly energy meter readings. This study 
showed that warmth was mentioned most often as the meaning of comfort. In 
addition, comfort practices were to a large extent defined as temperature-related 
actions that were low in energy consumption. This study also found that 
willingness to change behavior was the greatest when the motivation was to save 
money. 

The study [7] focused on energy-saving awareness, by using In-Home Display 
(IHD) devices. These devices provide real-time data about the use of electricity in 
specific appliances. Also, the costs of these devices were shown, and the users had 
the opportunity to reduce their electricity consumption. The result of this study 
was that the direct feedback provided by IHDs encouraged consumers to make 
more efficient use of energy. In addition, active IHD users were able to reduce 
their electricity consumption by about 7%, on average. 

All these studies show that knowledge of energy consumption improves efforts 
toward energy saving. 

3 Literature Survey 

The introduction posed the research question: how to categorize the energy 
consumption related studies? To answer this research question, a literature review 
was performed, in order to map the existing knowledge in this domain. 
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3.1 Research Approach 

The literature review used the Systematic Literature Review (SLR) method for 
collecting relevant primary studies and followed the guidelines given by 
Kitchenham and Charters [8]. For the SLR, an electronic literature search was 
executed. The databases used were IEEE Xplore Digital Library (IEEE) and 
Google Scholar. The survey was started by using the main search term: "Energy 
consumption". During the pilot study and related research [4-7], several other 
research terms arose such as "Temperature comfort", "Learning temperature 
comfort", “Apartment temperature comfort", "Smart home communication", 
"Real-time energy consumption monitoring," and "Energy apartment sensor". 
With a combination of these keywords, a good coverage of potential studies was 
obtained. The target amount of related studies was a total of fifty publications, as 
this amount would provide enough information for categorization and 
determination of research trends. Of these fifty publications a small number of 
papers were selected, which were considered to include the most relevant papers 
for the energy consumption or energy savings. 

3.2 Categories for Existing Studies 

To get an overview of the existing studies, the papers included in the study were 
analyzed for common topics. Most of the papers were relatively distinctive in 
terms of research objective, methodology, and application. Ultimately, based on 
the analysis of the research papers, we selected four categories taking into 
consideration the variations in research themes. The reason for choosing a 
relatively small amount of categories was to enable the examination of the details 
of research papers falling under the same category systematically. Selecting too 
many categories would have made it difficult to compare the trends or research 
methodologies. It is worth noting that some of the papers could be classified into 
more than one category. The research categories identified from the source 
material are: 

• Comfort 

• Retrofitting 

• Network APIs 

• IoT 

The categories are listed according to the importance of the background research. 
The category ‘Comfort’ contains studies that discuss the basic elements for living 
comfort, which are often considered to be more important than energy saving. In 
general, comfort is an important aspect of energy saving. Too much saving means 
that the comfort of the living environment, such as thermal comfort and humidity, 
decreases. The most important factor is thermal comfort, which is taken into 
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account in several studies [9-14] in this category. Most of the research addressed 
previous studies, but [9] in particular reviewed thermal comfort research work and 
discussed the implications for the energy efficiency of buildings. 

In our use cases, focus is on existing building stock and therefore the ‘Retrofitting’ 
category contains the research on applications or solutions installed in existing 
buildings. A different approach is used for monitoring energy consumption 
monitoring in new buildings and old buildings. In new buildings, monitoring 
applications and systems are included in the design phase of the building. For 
example, the heating system could be selected by weighing up the energy aspects. 
In old buildings, the main structure (e.g. the heating system) already exists, and 
the monitoring must fit this structure. This category consists of studies [15-20] 
where the presented application or solution was installed in existing buildings. 

The study [15] focused on the problems of buying or renting a house. The 
potential purchaser or renter of the property does not know its living comfort 
factors such as temperature and lighting. This study introduced IoT sensors for the 
evaluation of the comfort levels of real estate properties. Another study [16] 
focused on studying and determining the cost-optimal renovation measures to 
decrease both the supplied and primary energy consumption of the building. This 
study encouraged apartment building owners to conduct thorough renovations 
toward nearly zero-energy apartment buildings. 

The third category focuses on Application Programming Interfaces (APIs) and 
other methods that allow remote control or management of devices over networks. 
In addition, devices including a network API can provide (web) services usable by 
application developers or by client devices. A RESTful API is an architectural 
style for communications used in web service development, which was mentioned 
in [21] although the usage was not described in detail. The second study [22] 
present four RESTful services: one developed in Arduino and three mobile 
applications. A third study [23] integrated smart power outlets into the web and 
facilitated the development of extensions and novel features. They were 
implemented in a web user interface and a mobile phone interface for 
demonstration purposes. In addition, this was confirmed with a 12-month pilot 
deployment. 

The study [24] described the construction of a smart outlet network as a system for 
automated energy-aware services utilizing humidity, temperature and light 
sensors, and motion sensor data. The sensors were installed on smart outlets and 
the appliances were under policy-based automatic control. This study also 
presented the deployed system in real-life environments. 

The last category, ‘IoT’, includes the studies which do not fit in any of the other 
categories, but are nevertheless related to our focus area. This category is the 
widest and most of the papers could be included in it. Therefore, this research only 
introduces studies which: (i) collect the data in some way; (ii) save the data; and 
(iii) the saved data are then used or processed. 
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The survey [25] explored state-of-the-art control systems in buildings. The ref. 
[26] focused on intelligent control systems for energy and comfort management in 
smart energy buildings. The study [27] presented the wireless, smart comfort 
sensing system that they developed. This system consists of sensor nodes, which 
send data to a sink node that sends data to a PC. Another, lower-cost 
implementation was presented and discussed in [28], describing the hardware IoT 
infrastructure providing real-time monitoring in multiple school buildings. The 
sensor nodes and gateway node were based on Arduino boards or similar. A 
further study [29] also used low-cost devices in their HVAC and sensor system. 
IoT is also discussed in several studies [10], [13] and [21], which have been 
mentioned above. 

Table 1 

Breakdown of the papers reviewed 

 

The results of the literature survey and the selected categories (Comfort, 
Retrofitting, Network APIs and IoT) can be seen in Table 1. The table also shows 
how the authors’ own contribution related to the categories. 

4 Prototype Systems and Models 

This section gives a brief summary of our earlier studies related to rapid prototype 
development. The proof-of-concept demonstrations and prototype applications 
have been developed to illustrate how to utilize cost-effective, open, and modular 
solutions. The studies have been chosen based on their potential for including 
methods or technologies that could be transferred or exploited in the energy 
consumption monitoring or energy saving context. 

4.1 Rapid Prototyping 

In the context of rapid prototype development (and in the context of IoT devices in 
general), a working solution for gathering data needs: 

 Hardware – a device or devices running the software 

 Software to work with the data – collect, save, and transmit 

 Technologies–choosing the right technologies for a use case makes things 
easier for both the developer and the user. 
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In our use cases, the prototype development has had more of software than 
hardware orientation. Data are gathered with embedded software, which controls 
the action of sensor devices. The data transfer to the cloud can be made in various 
ways and requires applicable software to control the sending and receiving of data. 
The WSN and sensor networks have several possible technologies for data 
transfer, for example: Ethernet [30], WiFi, ZigBEE [31] and LoRa [32]. In 
addition, power saving algorithms for WSN [33] and network topology related 
issues of Portable Fog Gateways [34] can be considered important topics. 

The prototype systems gathered data which was saved to cloud-based services. In 
a basic example, the cloud service could be implemented with a Linux-based 
server and database [35], which has been modeled in [36]. 

Software development was carried out in several areas: data gathering software, 
data processing software, visualization of results, etc. The software development 
consisted of small-to-medium sized applications written in C/C++, Java, 
JavaScript or Python. The operating systems were generally chosen from the Open 
Source selection. For example, the Raspberry Pi is usually equipped with Linux–
based operating systems (e.g. the Debian-based Raspbian). Also other software, 
such as databases, communication and web server software, was typically Open 
Source software. 

Hardware development can be an integral part of prototype system development, 
but in our use cases the prototypes used off-the-shelf devices. In the past few years 
the price of microcontrollers, small computers and sensors has become much 
lower. At the same time, more and more features have been added to the off-the-
shelf devices. These factors have made utilizing off-the-shelf devices both cheaper 
and easier, and it has also reduced the need to construct (or design) sensor or 
device packages from the ground-up using basic electronic components. Often 
used off-the-shelf devices include: 

 Smartphones and tablets 

 Single-board computers: Raspberry Pi, Beagle Bone, Intel Galileo, etc. 

 Single-board microcontroller: Arduino Uno 

 Sensors: Heat, humidity, pressure, movement, position, etc. 

Using these off-the-shelf devices for the manufacturing and up scaling the number 
of prototype devices is more rapid than implementing a prototype based on printed 
circuit board design. In addition, the Raspberry Pi has been shown to be good 
choice for research projects and is a widely used device [37]. 

Furthermore, nowadays mobile phones have the ability to act as sensor devices. 
Even the basic Android smartphone has several of the following sensors: light, 
proximity, camera, microphone, touch, position (GPS, WiFi, Cellular), 
accelerometer, gyroscope, pressure, temperature, humidity. The data collection 
and processing can be handled in a smartphone. In addition, a basic smartphone 
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usually has more than adequate communication features: Bluetooth, WiFi, GSM, 
GPRS, 3G, 4G, etc. are often available. 

4.2  Data Gathering with Sensor Network–Modeling, Piloting, 

and Testing 

The sensor networks can be modeled as is illustrated in Fig. 2 [31]. The sensor 
nodes gather data and send it without processing to the master node. The master 
node may validate the received data, it may also process it, and send the data to 
the cloud. The data are usable from the cloud for various purposes. 

 

Figure 2 
Basic model of sensor network [32] 

This model was tested during the study [31], and a proof-of-concept solution was 
implemented and presented. Based on a survey of prototyping solutions that utilize 
Raspberry Pi the commonly used solutions were observed to adhere to this basic 
model even when no specific model was described in the studies [37]. However, 
the model shown in Fig. 2 has to be modified if smartphones are used as sensor 
nodes. Fig. 3 shows a combined presentation of the sensor node and master node 
model. 

 

Figure 3 
The combined sensor node—master node model for data gathering [36] 
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The model presented in Fig. 3 was developed especially for data collection with 
smartphones. The smartphone includes the necessary sensors, data storage, and 
communication channels for the data gathering prototype system. In addition, the 
Android operating system (OS) was used, which has enough capabilities to gather 
and store data. Also, the commonly used communication protocols are directly 
supported by the APIs provided by the OS. [36] 

The studies [30-31] [36-37] show several important results: 

 Study [30] introduced an example of how a cost-efficient single-board 
computer (SBC) can be used to gather sensory data, and how this data 
can be provided to the client over the public Internet. In addition, the use 
of standard protocols makes development easier, but not all development 
boards support all standards (in this case the I2C protocol). 

 Study [31], mentioned that master nodes often have access to a constant 
power source, but one should carefully choose which components to use 
in remote sensors to minimize power consumption. In addition, most of 
the energy is consumed in the wireless transmission of data and 
consequently it is important to only send what is required (optimization 
of the nodes). The energy consumption issue was handled more 
specifically by [33]. 

 The survey about prototyping with Raspberry Pi was introduced in [37]. 
This paper shows that there is a lack of formalized approaches, methods, 
and tools in the research studies. Often only a single use case and a single 
system are described in the paper with a minimal use of testing practices 
and methods. The commonly used testing methods are software testing, 
software performance testing, and validation of data tests. 

The conclusion from the results of the papers [30-31] [35-36] is that rapid 
prototyping with off-the-shelf devices is possible, but requires guidelines that 
include an architecture model of components—both software and hardware. 

4.3 Prototype System: Road Condition Analysis and 

Visualization 

Nowadays, almost everyone has a mobile phone and even the most basic 
smartphones often come embedded with a variety of sensors. In [38], smartphones 
were utilized to collect road condition data. The smartphone application developed 
during the research collects data from the phone’s built-in sensors. The application 
can be installed in a common Android smartphone. This collected data could be 
further refined into more specific data, such as reports of bumps in the road, 
uneven road surfaces, roadworks, and so on. The data are sent to the cloud where 
they are processed. Fig. 4 shows the visualization of the captured data and the 
routes where the data were collected. 
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Figure 4 
Visualization of the routes driven [38] 

This research shows that it is possible to use a commonly used consumer product 
for data collecting. However, it turned out that, even though modern 
smartphones/devices are fairly similar by functionality, hardware differences can 
cause unexpected problems for implementation. Further, the embedded sensors are 
often not "calibrated" across devices and manufacturers. This can cause variances 
in the results and therefore comparison of data can be difficult if accuracy is of 
high concern. In addition, non-system-related effects and interference 
(environmental factors) may affect the final results e.g., when measuring shocks or 
vibrations different vehicles provide slightly different results. In addition, it is 
often necessary to perform pre-processing and filtering on-device, versus a fully 
service-implemented analysis. 

A further result of this research is connected to the visualization of collected data. 
This is often no minor issue when measuring the quality of the user experience. 
Also, a fluent execution of visualization of a large dataset can be challenging, 
especially on a web browser. 

4.4 Prototype: Approach to Image Data Collection 

Customer complaints can be resolved by means of image and data collection. The 
research [39] introduces two prototypes installed in vehicles and a cloud service 
for autonomous collection of data. The first prototype—an Android application—
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was implemented for a smartphone to take pictures of a bus as it approaches the 
bus stop. The second prototype was implemented for the Raspberry Pi single-
board computer by using off-the-shelf devices such as a camera, GPS sensor, and 
3G/4G wireless modem. The prototype was installed in a garbage truck to take 
pictures of recycling areas, as shown in Fig. 5. 

 

Figure 5 
Three pictures taken of a recycling area. Left: in daylight; center: at night; right: blocking obstacle [40] 

The prototypes use a camera and GPS. The collected data—picture, location, time, 
etc.—were sent to the cloud server. The paper [39] discusses the differences and 
challenges faced in designing and implementing the two prototypes for different 
platforms. 

The main conclusions were that mobile platforms (i.e., smartphones, tablets) can 
work as a quick starting point for rapid prototyping. These have embedded 
sensors, proper documentation, and the availability of examples, all of which 
support rapid prototyping. On the other hand, small computers like Raspberry Pi 
and microcontrollers offer a better option for use cases requiring remote 
management. Of course this has disadvantages, such as requiring more "hands-on" 
labor, and being more difficult to find examples or production quality code. In 
addition, both mobile platforms and small computers highlight the importance of 
environmental factors—such as the availability of electricity, telecommunications, 
and installation of the prototype [39]. 

4.5 Prototype: Counting Passengers from Image Data 

The research [40] was the result of a real-life need for counting passengers. In the 
summer of 2018 a large public event was organized in the city of Pori, Finland. 
The event had free-to-ride buses and the organizer wished to collect statistics 
about the bus passengers: Where they got in and where they got out. The use case 
utilized cost-effective and off-the-shelf components such as the Raspberry Pi 3 
computer, position sensors, and cameras. In this use case, the software used was 
Open Source Computer Vision Library version 3. 
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Figure 6 
An example of the detection area of the bus, as seen by the device [40] 

During the research, a prototype system was developed, consisting of hardware 
and software components. The prototype takes pictures, as shown in Fig. 6. The 
pictures are processed by the system, which was based on image analysis and 
shape detection. The data are processed in the Raspberry Pi and the results of the 
processed data are sent to the cloud server. [40] 

4.6 Toward Reducing Energy Consumption with IoT 

Prototyping 

An important part of achieving energy usage reductions is a reliable way of 
collecting data about current environmental conditions. The research presented in 
this section (Section 4) illustrated simple models that could be used when 
implementing a sensor network for collecting data. Furthermore, Section 4.2 
illustrated certain pitfalls related to currently used approaches and highlighted the 
lack of existing model for rapid prototyping in the IoT domain. Sections 4.3 and 
4.4 showed advantages of using smartphones as tools for data collection. Modern 
smartphones contain a huge variety of built-in sensors and the available devices 
range for low-cost affordable models to more expensive high-end devices. Today, 
almost everyone already has a smartphone, and thus, the cost of using 
smartphones for environmental monitoring can be negligible. Additionally, even 
the low-end devices are capable of running simple applications, that can be used to 
show statistics about current living conditions, and at least in theory, to provide 
the user with interfaces for controlling the environment. Unfortunately, there are 
challenges related to installing devices to real-life scenarios, such as, creating 
solid, durable packaging for the sensors and the availability of electricity and 
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telecommunications. Specifically when dealing with rapid prototype development 
and actual locations, there can be unexpected challenges, even when not 
considering the interoperability issues with existing structures and systems. More 
advanced scenarios can be realized with customizable devices. Section 4.5 
described how Raspberry Pi could be used to monitor passenger ridership, an 
approach that could be easily expanded to energy consumption domain. Detecting 
whether rooms or buildings are occupied can have huge effect on the cooling and 
heating requirements. Furthermore, all of the presented prototypes use free and 
open software and low-cost modular components proofing that rapid prototyping 
with off-the-shelf devices is possible. 

Conclusions 

One of the initial research questions for this study was “How to categorize the 
energy consumption related studies?” Based on the literature review carried out, 
the existing studies can be roughly divided into four distinct categories: studies 
related to measuring and ensuring occupant comfort in buildings; research on how 
to extend existing systems with modern sensor and optimization solutions 
(retrofitting); studies on the usage and description of network-based APIs; and 
studies on IoT-based devices in general. All of these categories—comfort, 
retrofitting, network APIs, and IoT—include a wide array of existing research and 
provide numerous examples of applications and systems for monitoring and 
optimizing energy consumption. Several conclusions can be drawn from the 
results of the literature review, and from our previous experience in prototype 
development in the various research projects presented in this paper. 

Our second research question was “How to utilize free and open solutions in the 
energy consumption context preserving adequate living conditions?” In the scope 
of this paper, the solutions for this question answered more on the basic technical 
problems. The paper gave insights on available software and hardware options, 
but the aspect of preserving living conditions was given less focus, and would 
require more extensive research. 

In existing studies, IoT often consists more of "proof-of-concept" style research. 
The studies present a use case, various testing methods, and results, but often no 
formal model for testing or benchmarking is described. Without further studies it 
is difficult to say why there is an apparent lack of a standardized or de facto model 
for rapid IoT prototype development, but research on developing such a model or 
applying an existing model for the IoT context could be one potential direction for 
future studies. 

Mobile devices (i.e., smartphones, tablets) can work as a good starting point for 
prototype development—they are ubiquitous, and they come embedded with 
various built-in sensors. Documentation and application examples are, in general, 
easy to find, and the utilization of mobile devices can be combined with off-the-
shelf devices to create more complex systems. Off-the-shelf products—such as the 
Raspberry Pi single-board computer and wide multitude of available sensors—
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have become much cheaper in recent years and offer adequate performance with a 
relatively good set of features and expansion capabilities. The market has also 
seen an increase in cheaper commercial sensor products targeted at consumers 
(end users). This price and market development has caused an increase in research 
utilizing cost-effective off-the-shelf devices as opposed to building and designing 
devices (e.g., sensor nodes) from the "ground up". Additionally, the increase in 
commercial products has enabled people with lesser technical knowledge to buy 
and set up sensor devices in their homes. Unfortunately, the interoperability of 
existing systems (air conditioning systems installed in older buildings, commercial 
products lacking proper interfaces or APIs, etc...) is often less than seamless and 
connecting the systems to available off-the-shelf devices can be challenging. With 
more barebone devices (Raspberry Pi, Arduino, etc.), packaging, designing a case, 
and installing the sensor node in a real-life environment or for outdoor use can 
pose further difficulties. 

Finally, the paper attempted to answer the question: “How to reduce energy 
consumption by collecting and serving suitable data?” Based on the existing 
studies, the availability of energy consumption information can have a huge effect 
on people's habits, and properly presented usage statistics can lead to energy 
savings. In existing systems, the information is often limited to simple statistics 
(numerical details, graphs). Unfortunately, meaningful visualization can be 
challenging: How to select what is "meaningful"? How detailed should the 
statistics be? And how should the information be presented? In some cases, the 
user cannot affect the energy consumption and occupant comfort as desired. The 
user may not have access to the building's air conditioning or the building may not 
have devices capable of altering the indoor air quality (i.e., CO2 levels, humidity, 
temperature, etc.)—should these statistics still be shown to the user? Furthermore, 
a building seldom has only a single occupant, and taking the possibly conflicting 
preferences of the users fully into account may in practice even be impossible. 
One potential research topic could be how to tackle the aforementioned issues, 
perhaps by utilizing A.I. or modern smart devices. 
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Abstract: In this paper the TP-based model transformation method is used in order to 

obtain a Tensor Product-based model of magnetic levitation systems which approximates 

the behavior of the plant, but exhibiting a numerical approximation error. In order to test 

the derived TP model, the behavior of the TP model is compared to the laboratory 

equipment behavior taking into consideration five testing scenarios. Experimental results 

show that approximation errors are generally low, but depend on model parameters. 

Keywords: LTI systems; qLPV models; Tensor Product; magnetic levitation systems; 

transformation spaces 

1 Introduction 

The Tensor Product-based Model transformation (TPM) technique is a numerical, 
non-heuristic method that is capable of transforming a dynamic system model, 
given over a bounded domain, into parameter-varying weighted combination of 
parameter independent (constant) system models under the form of Linear Time-
Invariant (LTI) systems. More precisely the TPM starts with Linear Parameter–
Varying (LPV) dynamic models and derivates Linear Time-Invariant (LTI) 
systems as shown, for example, in the seminal papers and book (Baranyi, 2004) 
[1], (Petres et al., 2007) [2] and (Baranyi et al., 2013) [3]. 

TPM has the advantage of allowing linear matrix inequality (LMI) and parallel 
distributed compensation (PDC) frameworks to be applied immediately to the 
resulting affine models. This leads to tractable and improved control system 
performance. 

The derivations of TP-based model transformation design approaches for different 
application plants such as models of diabetes mellitus and nonlinear insulin-
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glucose dynamics, a nonlinear flexible joint robot system, a multi-tank system, 
etc., are given in the specialized literature in (Korondi, 2006) [4], (Galambos et 
al., 2015) [5] and (Hedrea et al., 2018) [6]. The combination with Proportional–
Integral–Derivative controller tuning is treated in (Kuti and Galambos, 2018) [7]. 
The book (Baranyi, 2016) [8] and the papers (Szöllösi and Baranyi, 2016) [9] and 
(Szöllösi and Baranyi, 2016) [10] are important as they prove that the 
manipulation of the TPM is neccesary in control deisgn like PDC. The latest 
results where the number of variables or inputs may differ are presented in 
(Baranyi, 2018) [11], and also in (Baranyi, 2019) [12] if the TPmodel starts from 
f(x, u, p), where the matrix structure is unknown. 

The Magnetic Levitation System (MLS) is a laboratory equipment (LabEq) used 
for experiments. It is an important benchmark to test linear and nonlinear 
modeling and control approaches applied to various areas including transportation 
systems. Some recent modeling solutions proposed for MLS include neural 
networks reported in (Rubio et al., 2017) [13], evolving fuzzy models reported in 
(Precup et al., 2017) [14] and Euler–Lagrange method reported in (Sun et al., 
2017) [15]. The evolving fuzzy models prove to be popular recently and the 
results related to MLS can be considered as belonging to the hot fields of 
transportation systems and automotive technology as exemplified by Precup et al. 
(2017) in [16]. 

This paper is an extended version of the paper (Hedrea et al., 2019) [17], where 
the derivation of a TP–based model (TPmodel) using TPM was recently proposed. 
The TPmodel is then tested and its validation is improved using two testing 
scenarios. The topic at hand should be of interest to many engineers hoping to 
apply the TPmodel as a numerical modeling approach. The main contributions of 
this paper, which required restructuring in all sections including authors team, are 
pointed out as follows: the authors use the same main steps as the ones presented 
in [17] in order to obtain the TPmodel of the stabilized reduced order linearized 
model of a magnetic levitation system (referred to as stMaglev) and discussed in 
(Inteco, 2008) [18] and (Bojan-Dragos et al., 2018) [19]. However, the derived 
model is tested using four new testing scenarios. More precisely four control 
inputs (signals), namely a staircase control input, a sine control input, a chirp 
control input and a Pulse–Width modulation (PWM) control input, were applied to 
both stMaglev LabEq and TPmodel of stMaglev and their corresponding outputs 
were compared. 

A part of the results given in both [17] and the current paper represent a sample of 
the continuation of the fruitful cooperation with the team of the Óbuda University 
(Budapest, Hungary). The excellent scientific contributions and management 
activity of Prof. Imre J. Rudas are kindly acknowledged. Some representative 
well-accepted joint papers in this regard are given in (Pozna et al., 2010 [20], 
(Haidegger et al., 2012) [21], (Precup et al., 2012) [22] and (Takács et al., 2015) 
[23]. 



Acta Polytechnica Hungarica Vol. 16, No. 9, 2019 

 – 95 – 

The paper treats these topics: Section 2 gives the steps of TPM and the derivation 
of the TPmodel for stMaglev. Section 3 illustrates the four testing scenarios used 
for testing the derived TPmodel for stMaglev and Section 4 highlights the 
conclusions. 

2 The TPmodel Derivation for stMaglev 

2.1 TP-based Model Design Approach 

When creating TPmodels for system representations, it is always useful for the 
reader to understand the base system equations of the physical system, preferably 
in a continuous–time state–space representation. That is the reason why such 
details are given in the section. 

The TP-based model transformation is a numerical non-heuristic method which 
was first introduced by Baranyi (2004) in [1]. This method uses the high order 
singular value decomposition (HOSVD) technique in order to generate convex 
polytopic forms starting with the LPV models. In order to derivate a TPmodel 
uring the TPM technique the six steps with the diagram illustrated by Hedrea et al. 
(2019) in [17] and detailed in the following paragraphs are used. 

In the first step the Transformation Space (TSp) is defined. Let 
Ωp  T

nppp ] ...   [ 21
 be a parameter vector and n the number of parameters. 

Therefore, n

nn bababa  ],[...],[],[ 2211Ω  is the TSp with the bounds of 

the intervals ],[ ii ba , i = 1...n chosen according to the plant specifications. A TSp 

],[],[ 2211 baba Ω  for two parameters is illustrated in (Hedrea et al., 2019) [17]. 

In the second step the Dicretization Grid (DG) is defined. Let 2 , ,  iii MMM N  

be the number of the discretization points from each interval [ai, bi], i = 1...n, 
including the ends of the intervals, which are computed using the technique 
described in (Baranyi et al., 2013) [3]. Therefore, the DG is given as: 

,...||

,...1 ,...1},{

21

,...,, 21

n

iimmm

MMM

niMm
n





M

ΩgM
 (1) 

where Ωg 
nmmm ,...,, 21

 is a discretization point. An example of DG with 

68|| 21  MMM , where n = 2, for M1 = 8 and M2 = 6 is given in (Hedrea et 

al., 2019) [17]. 



E.-L. Hedrea et al. Results on Tensor Product-based Model Transformation of Magnetic Levitation Systems  

 – 96 – 

In the third step the discretized Tensor (dTens) is determined. Using the LPV 
model of the plant as shown in (Baranyi et al., 2013) [3] and (Hedrea et al., 2018) 
[6], the System matrix (Sm) can be defined as: 

.)]([)(

,
)()(

)()(
)(

)...(1),...(1
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qmjqliij

qmql

s 















ppS

pDpC

pBpA
pS  (2) 

Considering the parameter vector equal to the discretization point 
Mgp  T

mnmmmmm nn
ggg ]...[ ,,2,1,...,, 2121

 the Discretized System matrix 

(DSm) is given as: 

)...(1),...(1,...,,...,

)()(
,...,,...,

)]([

)(

2121

2121

qmjqlimmmij

D

mmm

qmql

mmm

D

mmm
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nn

s 







gS

gSS
 (3) 

and the dTens DS  is defined as: 

.][ )()(...
...1,...,...1,...1,...,

21

221121

qmqlMMM

MmMmMm

D

mmm

D n

nnn
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  SS  (4) 

A particular example of a dTens computed for two parameters  111 ,bap   and 

 222 ,bap   with the TSp ],[ 11 baΩ  ],[ 22 ba  and the DG 

68|| 21  MMM  has the following expression: 
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 (5) 

In the fourth step the HOSVD is applied in order to obtain the singular values of 

the dTens )()(...21 qmqlMMMD n RS , which can be expressed as 
n

N

n

D USS
1
  

(Baranyi et al., 2013) [3] where Un, S and   are expressed in (Baranyi et al., 
2013) [3] and (Hedrea et al., 2019) [17]. 

The n–mode matrix ))...()...((
)(

2121 qlMMqmMMMD

n
nnn  S  can be given as 

],[)(
D

r

D

n sS  where nMD

r s  denote the column vectors of the Mn dimension of 

tensor DS  and r = 1...R, with )...()...( 2121 qlMMqmMMR nn   . 

In order to compute the HOSVD of the tensor DS  n singular value decompositions 
(SVD) made for all the n–mode matrices D

n)(S  are made using the theorem given in 

(Hedrea et al., 2019) [17] and (Lathauwer et al., 2000) [25], whose proof is given 
by Lathauwer et al. (2000) in [25]. 
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Using this theorem given in (Lathauwer et al., 2000) [25], the SVD (with the three 
steps a), b) and c) detailed in [16]) of the n–mode matrix D

n)(S  can be given as 
T

nnn

D

n VΣUS )(
 (Hedrea et al., 2019) [17]. 

Finally the matrices Un and Vn are computed following the steps taken from 
(Hedrea et al., 2019) [17]. 

In the fifth step the numerical values of the weighting functions are determined. 
The column vectors 

nIn,u  in the matrix Un are called weighting vectors and they 

contain the values of the w.f. )( ,..., 21 nmmmn pw  for ),....( ,,1,..., 121 nn mnmmmm ggp  

(Baranyi et al., 2013) [3]: 

.)( ,,..., 21 nn Inmmmn upw   (6) 

In the final step the core tensor 
fS  is computed using the dTens DS  and the 

matrix 
NU  from the above steps (Baranyi et al., 2013) [3]: 

T

N

N

n

D

f USS
1

  (7) 

The core tensor 
fS  is defined as LTI

mmm

M

m

M

m

M

m

N

n

mmmnf n

n

n

n ,....,
1 1 1 1

,..., 21

1

1

2

2

21
)( SpwS  

   

   

with the equivalent notation )())(( ,..., 21 nmmmnft pwSpS   presented in (Baranyi, 

2004) [1]. 

2.2 Derivation of TPmodel for stMaglev 

The modelled plant considered in this paper is a laboratory system based on the 
magnetic levitation principle, which includes a metallic frame with one upper 
electromagnet, Electromagnet1, and one lower electromagnet, Electromagnet2, 
between which a ferromagnetic sphere levitates as shown in Figure 1. The position 
of the ferromagnetic sphere is measured using position sensors. In order to ensure 
the communication between the hardware and the software components one 
computer interface is used. 

The base system equations for MLS are (Inteco, 2008) [18]: 
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 (8) 

where the ferromagnetic sphere position (m) is 
1x [0, 0.0016], the speed of the 

ferromagnetic sphere (m/s) is v , the current of Electromagnet1 (A) is 

iEM1[0.03884, 2.38], the current of Electromagnet2 (A) is iEM2[0.03884, 2.38], 
the control signals applied to Electromagnet1 and Electromagnet2, respectively 
(V) are uEM1[0.005, 1] and uEM2[0.005, 1] and the measured output of the 
process (m) is denoted by y. The process parameters are: m=0.0571 [kg] – the 
mass of ferromagnetic sphere, FemP1=1.752110–2 [H], FemP2=5.823110–3 [m], 
ki=0.0243 [A], ci=2.5165 [A], fiP1=1.414210–4 [ms], fiP2=4.562610–3 [m] (Bojan-
Dragos et al., 2018) [19]. 

 

Figure 1 

Experimental setup for MLS 

In order to determine the qLPV model of the process, which is later used in the 
derivation of the TPmodel a stabilizing control solution was designed (Bojan-
Dragos et al., 2018) [19] resulting the stabilized linearized model for MLS 
(stMaglev): 

Therefore, the qLPV model representation of stMaglev is expressed as 
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where the matrices Ax(p), b1x(p) and cT(p) are (Bojan-Dragos et al., 2018) [19] 
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where p is vector of the parameters which contains the state variable p(1) – the 
position of the ferromagnetic sphere and the state variable p(2) – the top 
electromagnet current, v is the speed of the ferromagnetic sphere, u1x is the plant 
input, y is the measured output of the process. 

Introducing in (9) the Sm ,])()([)( 43
1

 pbpApS xx the model is transformed 
in the qLPV state–space form 
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with the following LTI models (Hedrea et al., 2017) [26]: 
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The LTI Sms contain the matrices 
2,1 mm

xA  and 
2,1

1
mm

xb  from the state–space model 
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3 Experimental Results 

Using the TP Tool, with its operation mode described by Nagy et al. (2007) in 
[27], the matrices Sm1,m2 obtained for stMaglev are given in (14) and the w.f.s are 
presented in Figure 2 for the two parameters, namely the sphere position and the 
top electromagnetic current. 

 

Figure 2 

W.f.s obtained by TPM of stMaglev (sphere position and top electromagnetic current) 
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In order to test the derived TPmodel, five testing scenarios are presented in this 
extented paper and are detailed in the followings. The same testing signal was 
applied both to the stMaglev LabEq and to the TPmodel derived for stMaglev on 
the time frame of 20 s and their corresponding outputs, 

jMLSy  and 
jTPy , j{PRBS, 

STAIRS, SINE, CHIRP, PWM}, were compared (Figure 3). The initial state vector 
matching the experiments was T]000083.0[0 x . 

 

Figure 3 

Testing block diagram for stMaglev LabEq and TPmodel 

The first testing scenario is the same as the first one used by Hedrea et al. (2019) 
in [17] and consists in applying a Pseudo Random Binary Signal (PRBS) with a 
0.008 m amplitude as control input with the corresponding plot of the sphere 
position versus time illustrated in Figure 4. 



E.-L. Hedrea et al. Results on Tensor Product-based Model Transformation of Magnetic Levitation Systems  

 – 102 – 

 

Figure 4 

The time response of TPmodel and stMaglev with PRBS control input 

The next four testing scenarios consist in applying four new control inputs 
(signals), namely a staircase control input, a sine control input, a chirp control 
input and a PWM control input, to both stMaglev LabEq and TPmodel of 
stMaglev. 

In the first new testing scenario, the plot of the sphere position versus time 
obtained after applying a staircase control input with a R1=0.006 m, R2=0.008 m 
and R3=0.007 m amplitude as control input is illustrated in Figure 5. 

In the second new testing scenario, the plot of the sphere position versus time 
obtained after applying a sine control input with a 0.001 m amplitude as control 
input is illustrated in Figure 6. 

 

Figure 5 

The time response of TPmodel and stMaglev with PRBS control input 
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Figure 6 

The time response of TPmodeland stMaglev with sine control input 

In the third testing scenario the plot of the sphere position versus time obtained 
after applying a Chirp control input with a 0.1 initial frequency as control input is 
illustrated in Figure 7. 

In the fourth testing scenario the plot of the sphere position versus time obtained 
after applying a Pulse–width modulation (PWM) control signal with a 0.0012 m 
amplitude, a 50% pulse width as control input is illustrated in Figure 8. 

 

Figure 7 

The time response of TPmodel and stMaglev with chirp control input 
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Figure 8 

The time response of TPmodel and stMaglev with PWM control input 

In order to better highlight the performances of the TPmodel derived for stMaglev 
in all testing scenarios the following performance indices were computed: the 
modeling errors, the mean square error and the percent relative modeling error. 

The modeling errors were computed as the difference between the output 
responses of the real–world stMaglev (experimenting on the LabEq) and the 
TPmodel of stMaglev: 

,
jj TPMLSj yye   (16) 

The mean square error (MSE) was also calculated as: 
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where 
je  results from (16), N=80000 is the number of records. The following 

numerical values of MSE were obtained: 8102096.7MSE PRBS
, 

8105279.3MSE STAIRS
 in case of PRBS control input, 7101904.1MSE SINE

 

in case of sine control input, 8108753.1MSE CHIRP
 in case of chirp control 

input and 8109096.8MSE PWM
 in case of Pulse–width modulation (PWM) 

control input. The MSE numerical values are small because the ranges of 
stMaglev and TPmodel outputs are less than 10 mm. 

The percent relative modeling errors have the following expressions: 

.100||/||[%] 
jMLSjrj yee  (18) 



Acta Polytechnica Hungarica Vol. 16, No. 9, 2019 

 – 105 – 

The plot of the percent relative modeling errors in case of the PRBS control signal 
is illustrated in Figure 9. The plots of the percent relative modeling errors in all 
new testing scenarios are illustrated in Figures 10-13. 

The large values of the percent relative modeling errors in the initial phase of 
system responses are caused by neglecting the fourth state variable of stMaglev, 
the bottom electromagnet current, in the design of stMaglev and next the 
derivation of TP-m. 

 

Figure 9 

Percent relative modeling error with PRBS control input 

 

Figure 10 

Percent relative modeling error with staircase control input 
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Figure 11 

Percent relative modeling error with sine control input 

 

Figure 12 

Percent relative modeling error with chirp control input 

 

Figure 13 

Percent relative modeling error with PWM control input 
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Conclusions 

This paper proposed an extension of the ideas suggested in Hedrea et al. (2019) 
[17] by means of four new testing scenarios and adding useful information on the 
nonlinear plant that is subjected to the attractive nonlinear modeling and control 
technique built around TP. The new testing scenarios are important as a nonlinear 
plant is controlled and the TPmodel proposed by Hedrea et al. (2019) in [17] and 
this paper and will next be used in model-based control requires adequate 
validation. Various operating regimes were considered in this respect, and three 
performance indices, namely the modeling error, the mean square error and the 
percent relative modeling error, were also computed. 

The experimental results show that the derived TPmodel approximates the 
behavior of the plant, but exhibiting a numerical approximation error which 
depends on the model parameters. The numerical values of the performance 
indices show that the TPmodel ensures good performance in terms of mean square 
error and percent relative modeling error in all testing scenarios, which are 
relevant to the real process operation. Experimental results also show that 
approximation errors are generally low, but depend on the control input. 

Future research will be focused on finding what options are available to further 
reduce the approximation errors of the derived TPmodels or, in other words, to 
analyze what parameters do the approximation errors depend on. Future research 
will also include a part of the next directions already identified and proposed in 
(Hedrea et al., 2019) [17]: the derivation of other TPmodels for different plants, 
and the adaptation of results from other models and application areas. Such 
promising and also challenging plants and applications include robotics [28-31], 
fuzzy models and control [32-38], neural networks [39], medicine [40-42], servo 
systems and engines [43, 44], supervisory control [45], and various modern 
optimization algorithms [46-51] applied to controller tuning and system model 
identification as well. 
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Abstract: Depression widely affects global populations and is one of the leading causes of 

disability and suicide. Despite its prevalence, traditional diagnosis for depression is 

exceedingly associated with misidentification and over-estimation, due to its subjective 

nature. With advances in affective computing, computational approaches make it possible 

to discern depression through second party physiological indicators; people observing the 

behaviour of depressed individuals have measurable changes in their physiological signals. 

We explored Blood volume pulse (BVP), Galvanic Skin Response (GSR), Skin Temperature 

(ST) and Pupillary Dilation (PD) from observers as valid sources to indicate depression in 

others. The behaviour of individuals suffering from four levels of depression was shown in 

16 videos to 12 experimental observers whose physiological signals were recorded. We 

found that depression provokes visceral physiological reactions in observers that we can 

measure, resulting in neural network classification of 94% accuracy. In contrast, we also 

found that depression does not provoke strong conscious recognition (‘verbal’) in 

observers, which is only slightly over a chance level, at 27%. 

Keywords: depression detection; physiological signals; observers; galvanic skin response; 

skin temperature; blood volume pulse; pupillary dilation, affective computing 

1 Introduction 

Major depressive disorder, or ‘depression’ for short, is a common but serious 
mental disorder that widely affects populations around the world [1]. Its cause is 
believed to be a combination of genetics [2] and environmental factors [3], such 
as, major life changes, trauma, or long-lasting exposure to difficulties. It usually 
presents with persistent depressed mood, loss of interest and enjoyment, feelings 
of sadness, guilt or low self-esteem, poor concentration, and at its worst, suicidal 
actions [4]. According to the World Health Organization (WHO) [1], depression is 
one of the leading causes of disability, affecting more than 300 million people. 
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Since depression comes with some observable behavioural symptoms regarding 
the normal expression of emotions and general functioning [5], traditional 
diagnostic approaches for depression rely on subjective measures of behaviours. 
These methods are typically involved with self-reported questionnaires such as the 
Beck Depression Index (BDI) [6], or clinician-assisted interview style assessments 
such as the Hamilton Rating Scale for Depression (HAMD) [7], which score 
patients’ depression level by the severity of their symptoms. However, meta-
analyses of depression diagnosis have indicated the wide-spread existence of both 
over- and under-recognition [8] [9]. The central problem is that these diagnostic 
tools are subjective and biased, as they are heavily associated with patients’ 
sensitivity to symptoms and willingness to honestly reveal the symptoms [10]. 
Given that the accuracy of depression diagnosis correlates with reassessments and 
longer consultation time [8], these approaches can be time-consuming. To better 
serve the needs of the patient, medical profession and community, it is desirable 
that we find simpler and less subjective methods of depression diagnosis. 

To tackle the unreliable issues of subjective assessments of depression and other 
emotions, research has explored the possibility of measuring emotions objectively 
via human physiological signals along with self-assessment reports [11], based on 
the demonstration that physiological signals are highly correlated with subject 
assessments [12]. These measures are typically automated and involve affective 
sensors to study changes in galvanic skin response (GSR) [13], blood volume and 
heart rate activities [13]–[16], pupillary sizes and eye movements [17]. 

That emotion can be distinguished based on physiological signals relies on the 
human peripheral nervous system, which consists of, the somatic nervous system 
(SoNS), which controls voluntary body movement, and the autonomic nervous 
system (ANS). The ANS is responsible for involuntary activities and, without 
conscious awareness, it automatically regulates bodily functions such as heart rate, 
respiratory rate, and pupillary responses. The ANS consists of the sympathetic 
nervous system (SNS) and the parasympathetic nervous system (PNS). The PNS 
is responsible for activities during resting and digesting states. The SNS, 
dominates when a person is threatened or under stress. To get the body ready to 
cope with danger, it expands pupils, allowing more light to enter the eyes for 
better vision, and increases the respiratory rate and heart rate, providing better 
oxygenation and easier blood flow throughout the body. It is often known as the 
‘fight or flight’ system. Thus, we expect that SNS activation will change multiple 
physiological signals in the individuals undergoing such emotion. 

Given that physiological responses maintained by the ANS can indicate 
individuals’ inner states without conscious awareness, physiological signals have 
been used as biomarkers for depression. For example, depressed patients have 
different eye gaze behaviours [18], lower Galvanic Skin Response (GSR) [19], 
reduced Heart Rate Variability (HRV) [20], and depressed brain activities as 
captured by Near Infrared Spectroscopy (NIRS) [21] and Electroencephalogram 
(EEG) [22]. These signals provide more objective and quantitative criteria, and 
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when combined with machine learning technologies, can play an essential role in 
providing an objective assessment for depression. 

Despite the physiological correlates of depressed patients, since individuals with 
depression tend to withdraw from social activities [1] [8], and so leaving them 
with less chance to access these facilities, our goal is to investigate physiological 
signals of observers to identify others’ depression level. Our previous work 
demonstrated the feasibility of using observers’ physiological signals as indicators 
of other individuals’ depression [23] using neural networks. Subtle cues could be 
noticed by observers, which are reflected in observers’ physiological signals. We 
found that neural networks trained with physiological features can recognise other 
individuals’ depression levels with 92% accuracy. We extend this methodological 
and analytical approach, to ascertain whether neural networks trained on 
observers’ BVP and associated heart rate (HR) and heart rate variability (HRV) 
signals can identify other individuals’ depression. The identification of universal 
physiological indicators from observers watching depressed individuals could 
assist with earlier diagnosis, which, combined with known effective treatments, 
would decrease the burden for individuals and society. The use of physiological 
signals could also be applicable in other domains such as engineering [24]. 

This paper examines whether observers’ BVP and associated heart rate (HR) and 
heart rate variability (HRV) signals respond to depressed individuals and whether 
a computational model trained with single BVP signal, as well as, trained with a 
hybrid of four physiological signals (GSR, BVP, ST, and PD), could better 
recognise other individuals’ depression level. It details an experiment conducted 
to collect multiple physiological response signals from experiment participants 
who watched videos of people with various levels of depression and includes 
selecting optimally useful features from the response signals. The paper concludes 
with a summary of the findings and suggests directions for future work. 

2 Experimental Design 

Our aim is to detect other individuals’ depression using observers’ Blood Volume 
Pulse (BVP), Galvanic Skin Response (GSR), Skin Temperature (ST) and 
Pupillary Dilation (PD) signals, both singly and in combination. Following a 
similar experimental design to our previous work [23], we selected sixteen videos 
from the 2014 Audio-Visual Emotion Challenge (AVEC 2014) dataset as stimuli 
[25] in which individuals with four depression severities read aloud a paragraph in 
German. We recruited 12 participants as observers to watch the video stimuli, 
while we recorded their BVP, GSR, ST, and PD. We also collected observers’ 
conscious subjective depression prediction of the individuals in the videos via a 
survey. A schematic diagram of the equipment setup is provided in Figure 1. 
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Figure 1 

A schematic diagram of the equipment setup 

2.1 Stimuli 

We used videos from the Northwind category of the AVEC 2014 dataset [25]. The 
Northwind category consists of 150 webcam video recordings of 4 categories of 
participants individually reading aloud a paragraph in German. Each recording 
was labelled with a single depression level derived from involved participants 
self-reported depression level indicated by the Beck Depression Inventory – II 
(BDI-II) [6]. This index gives depression scores ranging from 0 to 63 and groups 
the scores into four depression categories: 

 0 - 13 Indicates no or minimal depression 

 14 - 19 Mild depression 

 20 - 28 Moderate depression 

 29 - 63 Severe depression 

We chose 16 videos (see Table 1) with similar durations, from 36 s to 50 s (Ave = 
41.2, Standard Deviation = 3.8), evenly across the four depression categories. 

Table 1 

Stimuli videos selected from the testing set of Northwind tasks in AVEC 2014 

Video name 
Duration 

(sec) 
Depression level Category 

210_2, 249_1, 341_1, 
240_3 

43, 42, 39, 41 1, 4, 7, 11 no 

220_3, 242_1, 315_3, 
214_3 

39, 42, 40 43 15, 16, 17, 18 mild 

245_3, 218_3, 325_2. 
250_1 

40, 39, 39, 41 21 moderate 

226_2, 359_1. 315_2, 
237_1 

41, 45, 58, 47 30 severe 
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2.2 Participants 

Fourteen students who do not understand German and do not have prior training in 
depression recognition took part in the experiment. They were recruited to watch 
German-language depression videos as §2.4 Procedure below describes. Ethics 
Approval was obtained from the Australian National University Human Research 
Ethics Committee. Two subjects were excluded based on the predefined exclusion 
criteria for having a history of cardiovascular disease or technical failures of the 
sensors. The final sample consisted of 12 participants, six males, and six females, 
from 18 to 27 years in age (mean = 21.1, standard deviation = 2.8) with normal or 
corrected-to-normal vision and hearing. This sample size of participants is normal 
for publications as a preliminary study in medicine [26]. 

2.3 Measures and Sensors 

2.3.1 Blood Volume Pulse (BVP) 

Blood Volume Pulse (BVP) indicates the volume of blood running through the 
vessels over time [27]. It can be measured by a photoplethysmographic (PPG) 
sensor using infra-red light through the skin surface and measures the reflected 
light. With every beat, the heart pushes a volume 
of blood causing a wave which travels from the 
heart, and returns to the heart. As the surge of 
blood dissipates, the signal falls. The direct pulse 
wave then bounces back from the lower body, 
causing a secondary wave, which appears as a 
second rise in the signal. The signal then drops 
until the next heartbeat. A typical BVP signal is 
illustrated in Figure 2, which consists of the 
systolic peak (Figure 2-I), dicrotic notch (2-II), 
diastolic peak (2-III) and diastolic point (2-IV). 

BVP can provide information on changes in SNS 
activation, which are influenced by emotional context. For example, BVP is 
negatively correlated with stress and positively correlated with sadness [28]. We 
can derive other cardiovascular measures from BVP, such as heart rate (HR) and 
heart rate variability (HRV). HR is a useful predictor of emotional valence and 
can distinguish between positive and negative emotions [29]. HRV refers to the 
temporal, beat-to-beat variations, in the consecutive heartbeats, and can indicate 
mental effort and emotions [28]. 

We placed an Empatica E4 wristband on the wrist of the non-dominant hand of 
observers [30], which recorded BVP with a sampling rate of 64 Hz [31]. 

 

Figure 2 

A typical BVP waveform 
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2.3.2 Galvanic Skin Response (GSR) 

Galvanic Skin Response (GSR) measures electrical conductivity of the skin, 
which varies due to the amount of sweat [32]. Stress or danger stimulates glands 
to produce salty sweat, which increases skin conductivity [33]. GSR is composed 
of two separate electro dermal activities: the tonic component is slow-moving and 
shows the general activity of the perspiratory glands caused by body or external 
temperature, while the phasic component is a faster distinctive waveform in the 
signal, and is considered to be linearly correlated with the intensity of arousal in 
mental state [11]. In this study, we recorded participants’ wrist GSR using an 
Empatica E4 wristband with a sampling rate of 4 Hz [31]. 

2.3.3 Skin Temperature (ST) 

Skin Temperature (ST) fluctuates due to vasodilatation of peripheral blood vessels 
induced by increased activity of the SNS. It is negatively correlated with 
unpleasant emotions such as stress [34] and fear [35] because blood is redirected 
to vital organs as a protection measure. In this study, we recorded participants’ 
wrist ST using an Empatica E4 wristband with a sampling rate of 4 Hz [31]. 

2.3.4 Pupillary Dilation (PD) 

Pupillary Dilation (PD) provides indications of changes in mental states and of 
mental activities [36]. Pupil size was found to respond to emotionally stimuli. The 
pupil is significantly bigger after positively or negatively arousing stimuli than 
after neutral stimuli [37]. We used The EyeTribe, an affordable, non-intrusive and 
precise eye tracker [38], to record pupil size at 60 Hz. Python code was written to 
analyse data collected by the EyeTribe SDK software [39]. 

2.4 Procedure 

The experiment was conducted with each participant in the same quiet experiment 
room. Participants were given a written set of instructions and guidance from the 
experiment instructor before they provided written informed consent. An 
Empatica E4 sensor [31] was attached to the wrist of each participant’s non-
dominant hand [30], and eye gaze calibration for the eye tracker was performed. 

Participants then filled in a questionnaire to collect demographic and health 
characteristics that may affect cardiovascular and pupillary responses. Each 
participant then watched 16 videos and was asked at the end of each video to 
respond to a question of “How would you like to rank the patient’s depression 
level?” on a four-item scale of “None, Mild, Moderate, Severe” that matches with 
the BDI-II [6] scale. A five-second gap was provided between videos. The videos 
were presented in an order balanced way to avoid the effects of presentation order. 
At the end of the experiment, participants filled in the BDI-II [6] survey assessing 
their depression level. In total, the experiment took approximately forty minutes. 
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3 Methodology 

Following our previous work methodology [23], we first pre-processed the 
physiological responses of observers to remove noise and individual bias. We then 
computed features for the four recorded physiological signals before we trained 
neural networks with the most significant features selected by a genetic algorithm. 
An overall structure of our depression recognition system is illustrated in Figure 3. 

 

Figure 3 

An overall structure of our depression recognition system 

3.1 Pre-processing 

For all four physiological signals, we first extracted the raw signal for all 
observers when they were watching the full set of 16 videos, removing the noise 
caused by the movement of observers, which mostly happened at the beginning 
and the end of the recording when they were filling in the demographic 
questionnaire and post-experiment survey. We then applied a cubic spline 
interpolation to the missing pupil size data caused by occasional eye blinks. This 
procedure was employed on the left and the right pupil data separately. 

To reduce the between-participant differences, we then separately normalised 
BVP, GSR, ST, left and right PD to the range between 0 and 1 with a min-max 
normalisation scaler as shown in (1): 𝑆𝑛𝑜𝑟𝑚𝑎𝑙𝑖𝑠𝑒𝑑 = 𝑆 − min(𝑆)max(𝑆) − min(𝑆) (1) 

Where 𝑆𝑛𝑜𝑟𝑚𝑎𝑙𝑖𝑠𝑒𝑑  is the min-max scaled data of signal 𝑆 , and max(𝑆)  and min(𝑆) are the maximum and minimum value of signal 𝑆. 

After normalisation, to remove noise artefacts, we applied a lowpass Butterworth 
filter to BVP, GSR and ST with an order of 6 and a cut-off frequency of 0.5 Hz, 
0.2 Hz [13] and 0.3 Hz [40] to form the Low Pass (LP) BVP, LP GSR, and LP ST 
data, respectively. We also filtered the left and right PD data with a 10-point Hann 
moving window. The average pupillary size of the normalised left and right pupil 
data was then calculated. 
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Following this, we further segmented both the normalised and filtered signals by 
each video watching session, so that each segmented physiological data set 
corresponds to one observer’s physiological state invoked by his or her experience 
of watching one video. 

3.2 Feature Extraction 

After pre-processing the raw signals, we generated time- and frequency-domain 
features that characterise the changes in the physiological signals over the time 
observer participants spent on watching each video. 

3.2.1 Blood Volume Pulse (BVP) Features 

According to the literature of using BVP for emotion recognition [41], we first 
calculated the following six time-domain features from the LP BVP. 

1) Minimum 4) Standard deviation 

2) Maximum  5) Variance 

3) Mean  6) Root mean square 

Let Ri be the ith systolic peak, RRi be the interval between peak Ri+1 and Ri, and RRdiff 𝑖 be the differences between intervals RRi+1 and RRi (as Figure 4 shows). 
Heartbeats defined as the systolic peaks of the LP BVP as illustrated as Rn in 
Figure 4 were then identified adapting a peak detection technique devised by Van 
Gent et al [42]. We calculated a moving average using a window of 0.8 seconds 
before and after each data point. Regions of Interest (ROI) are then marked 
between two diastolic points where the amplitude of the signal is larger than the 
moving average. Systolic peaks were detected at the maximum of each ROI. 

 

Figure 4 

BVP signal with systolic peaks, peak intervals and differences between intervals annotated 

To extract time-domain heart rate features, or heart rate variability, we computed 
the following 8 time-domain features that were previously shown to be correlated 
with external stimuli and mental states [43]–[45]. 

Inter beats interval (IBI)  𝐼𝐵𝐼 =  𝑅𝑅 (2) 
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Ave. beats per min (BPM) BPM =  (60 × Sampling Rate)/ 𝐼𝐵𝐼 (3) 

Standard deviation of intervals between heart beats (SDNN) 

𝑆𝐷𝑁𝑁 = √∑ (𝑅𝑅𝑖 − 𝑅𝑅)𝑁𝑛=1 𝑁 − 1  (4) 

Standard deviation of differences of adjacent R-R intervals (SDSD) 

𝑆𝐷𝑆𝐷 = √∑ (𝑅𝑅𝑑𝑖𝑓𝑓𝑖 − 𝑅𝑅𝑑𝑖𝑓𝑓)2𝑁𝑛=1 𝑁 − 1      (4) 

Root mean square of differences of adjacent R-R intervals (rMSSD) 

𝑟𝑀𝑀𝑆𝑆𝐷 = √∑ (𝑅𝑅𝑑𝑖𝑓𝑓𝑖)2𝑁𝑛=1𝑁 − 1      (5) 

Percentage of the differences greater than 20 ms (pNN20) 

Percentage of the differences greater than 50 ms (pNN50) 

Proportion of differences greater than 50 ms / 20 ms (pNN50/pNN20) 

As indicated in [46], the spectral features of heart rate signal are more robust for 
short time durations and less sensitive to missing heartbeats, so we also included 5 
frequency-domain features after we performed a Fast Fourier Transform (FFT) 
over the peak intervals to convert the signal into the frequency domain. 

High frequency power (HFP): ranging from 0.15 to 0.5 Hz 

Low frequency power (LFP): in a range between 0.04 and 0.15 Hz 

Very low frequency power (VLFP) in a range between 0.003 and 0.04 Hz 

LF/HF ratio (LFHF): the ratio of LFP over HFP 

Respiratory Rate (RSP): max power in frequency range of 0.1-0.25 Hz 

3.2.2 Galvanic Skin Response (GSR) Features 

Sixteen time-domain features were calculated from both the normalised GSR and 
LP GSR separately, based on the following statistical methods: 

a) Minimum e) Variance 

b) Maximum  f) Root mean square 

c) Mean  g) Mean of absolute values of first difference 

d) Standard deviation  h) Mean of absolute values of second difference 
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GSR consists of a tonic component (also called DC level) and a phasic component 
(also called the skin conductance response, SCR) [11]. DC level shows the long-
term slow variation in the signal, indicating general activity of perspiratory glands 
caused by body or external temperature, while SCR reflects relatively faster 
responses to external stimuli. To extract the DC level component, we used a very 
low pass Butterworth filter with a cut-off frequency of 0.08 Hz to obtain the Very 
Low Pass signal (VLP). We further acquired a detrended SCR signal without DC 
component by removing continuous piecewise linear trend in both LP and VLP 
signal. Afterward, we calculated the following frequency-domain features: 

 Number of SCR occurrences for VLP, LP and normalised GSR 

 Mean of amplitudes of SCRs for VLP, LP and normalised GSR 

 Ratio of SCR occurrences in VLP to occurrences in LP 

3.2.3 Skin Temperature (ST) Features 

For ST, we used a similar feature extraction approach as for the GSR signal. We 
calculated 16 time-domain features which include the minimum, maximum, mean, 
standard deviation, variance, root mean square, means of the absolute values of 
the first and second difference of the normalised and LP ST signal. Subsequently, 
we applied a very low pass Butterworth filter with a cut-off frequency of 0.08 Hz 
to the normalised ST signal to form the VLP ST signal. We finally calculated the 
numbers and amplitudes of peak occurrences for VLP and LP ST signals as well 
as the ratio of peak occurrences in VLP to those in LP as features. 

3.2.4 Pupillary Dilation (PD) Features 

Similar to the GSR and ST signals, for PD, we first calculated the following 8 
features from the normalised left PD, normalised right PD, and average PD 
separately: minimum, maximum, mean, standard deviation, variance, root mean 
square, means of the absolute values of the first difference and means of the 
absolute values of the second difference. We then applied a very low pass 
Butterworth filter with a cut-off frequency of 0.08 Hz to the normalised left, right 
and average PD signal to form the left VLP PD, right VLP PD, and average VLP 
PD. Numbers and amplitudes of peak occurrences for left, right and average VLP 
and LP PD signals, as well as the ratio of peak occurrences in VLP to those in LP 
for the left, right and average signals, were subsequently extracted as 
features. Thus, we collected a total of 104 features from the four physiological 
signals: 19 (BVP) + 23 (GSR) + 23 (ST) + 39 (PD). 

3.3 Feature Selection 

Our previous work [23] indicated that neural networks (NNs) trained with subsets 
of features selected by Genetic Algorithm (GA) [47] perform better at depression 
prediction than without feature selection. A full set of features may include 
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redundant / irrelevant features that outweigh more useful features. To make a 
direct comparison to our prior work, we used a GA feature selection method. 

The initial population for the GA was set to use all features. A candidate 
chromosome was defined as a binary string where the index for a bit represented a 
feature, and the bit value indicated whether the feature was used for classification. 

The presence (1) or absence (0) of every possible feature was determined based on 
a fitness function, which is the depression recognition performance of an NN. An 
example of such representation is demonstrated in Figure 5. All settings for the 
GA used in the hybrid classification system can be found in Table 2. 

 

 Vector of best features 
selected by GA 1 0 1 1 … 

       × Vector of derived features 0.2 0.3 0.5 0.1 … 

      

 
Vector for best features 

selected by GA 0.2 0 0.5 0.1 … 

Figure 5 

GA representation of features 

Table 2 

GA settings 

GA Parameter Value 

Population size 100 

Crossover rate 0.8 

Mutation rate 1/(length of the chromosome) 

Crossover type Uniform crossover 

Mutation type Uniform mutation 

Selection type Stochastic uniform selection 

3.4 Neural Network Classifiers 

In this study, we were interested in determining the depression recognition 
capability achieved by a combination of BVP, GSR, ST, and PD measurements as 
monitored signals. Assessment of overall usefulness of signals is also important as 
fewer sensors are required if only a single signal is needed to achieve similar 
recognition capability. Thus, we trained five NN classifiers with the following five 
conditions: 1) BVP+GSR+ST+PD: using a subset of features selected by GA from 
all features extracted from all four signals; 2-5) each of BVP/GSR/ST/PD singly: 
using a subset of features selected by GA from features extracted from the 



X. Zhu et al. Visceral versus Verbal: Can We See Depression? 

 – 124 – 

BVP/GSR/ST/PD signal. We note that when each physiological signal was used, 
the classifier was retrained and retested using the same validation scheme. 

All five NNs performed a 4-class classification indicating 4 depression severities 
using 4 output neurons. The first NN was set to have a sigmoid hidden layer of 
100 neurons after we tested the first NN with different hidden neuron size from 10 
to 200 and found 100 to be optimal. With a similar approach, the other four NNs 
use 50 neurons. All NNs were trained with a commonly used optimizer, the Adam 
optimizer [48] using backpropagation with the Cross-Entropy loss function. 

As noted in [23], that in the context of continuous physiological data, training a 
classifier on random splits of data is not appropriate, we used the leave-one-
participant-out validation method. For each run, we took physiological features 
from one observer as the testing set, and those from the remaining participants as 
the training set. We repeated this process for all observers, each time leaving out 
physiological features from a different observer as the testing set. We averaged the 
performance as the final results reported. 

3.5 Evaluation Measures 

To validate the effectiveness of our models, we used precision, recall, and F1-

score as evaluation measures. For a specific depression level L, precision is 
defined as the proportion of individuals that are correctly predicted with 
depression level L and actually have that level of depression; recall is the 
percentage of depressed individuals that are correctly predicted with depression 
level L among all individuals labelled with depression level L; and F1-score takes 

the harmonic mean of precision and recall defined as 2 × PrecisionL×𝑅𝑒𝑐𝑎𝑙𝑙𝐿𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝐿+ 𝑅𝑒𝑐𝑎𝑙𝑙𝐿. 

As multiclass depression labels were also predicted by our models, we calculated 
the average precision, recall, and F1 score for all depression levels as a whole, to 
give a view on the general prediction performance. Also, we computed the overall 
accuracy, which is the number of individuals correctly predicted with their 
corresponding depression levels by the model over total number of individuals. 

4 Results and Discussion 

4.1 Observers Subjective Prediction 

As Table 3 shows, observers are not good at consciously identifying the 
depression severity of other individuals in videos. The overall accuracy was 27%, 
which is slightly over the prima-facie chance level of 25% since there were four 
options for observers over balanced numbers of video stimuli. This is consistent 
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with earlier findings about the accuracy of people’s conscious judgments on the 
veracity of smiles [49], anger [50] and deceiving behaviours [51], which are all 
only marginally higher than chance level. Thus a prediction barely over chance in 
general is not surprising. However, the low recognition accuracy could be 
exacerbated by our observer participants being recruited from a naïve population 
who had not previously received any training regarding depression diagnosis. 
Future research should explore the accuracy of conscious judgments from 
psychologists who are trained to diagnose depression patients. 

Table 3 

Results of depression prediction from observers’ subjective verbal responses 

Depression level 
Subjective Prediction 

Precision Recall F1 score 

None 0.31 0.33 0.32 
Mild 0.18 0.21 0.19 

Moderate 0.23 0.25 0.24 
Severe 0.42 0.29 0.35 

Average 0.29 0.27 0.28 

Overall Accuracy 0.27 

The average ratios of consciously identifying healthy individuals and severely 
depressed individuals correctly were 33% and 29% respectively, higher than those 
of identifying depressed individuals in the middle ranges, at 21% and 25%. This 
could imply that people are better at identifying healthy individuals and depressed 
patients with severe symptoms, but worse at differentiating depression levels. 

4.2 Classification based on All Physiological Signals 

All features derived from observers’ BVP, GSR, ST, and PD signals were 
provided to NNs with GA for feature selection. Performance of the classifications 
was calculated based on the average results of 10 runs and shown in Table 4. 

Table 4 

Results of depression prediction from NN trained with BVP, GSR, ST, and PD features selected by GA 

compared with our previous study trained with GSR, ST and PD features selected by GA 

Depression level 
Our previous study [23] This study 

Precision Recall F1 score Precision Recall F1 score 

None 0.92 0.95 0.94 0.90 0.98 0.94 
Mild 0.93 0.89 0.91 0.94 0.92 0.93 

Moderate 0.88 0.90 0.89 0.95 0.92 0.93 
Severe 0.95 0.95 0.95 0.98 0.96 0.97 

Average 0.92 0.92 0.92 0.94 0.94 0.94 

Overall Accuracy 0.92 0.94 
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As can be seen above, the overall prediction accuracy across all four depression 
levels was much higher than observers’ conscious judgments, at 94%. Statistical 
analysis was conducted on the results using the Student’s t-test since models 
trained with different physiological features share normality and equality of 
variances across comparison groups. In accordance with the Student’s t-test, the 
model trained with BVP, GSR, ST, and PD features produced significantly better 
depression recognition rates than the conscious evaluation of observers (p < 
0.005). This could indicate that although humans are not good at consciously 
detecting the depression severity of others, they can emotionally sense depression 
in others. Their physiological changes provoked by depression from others can be 
effectively detected by computational classifiers such as neural networks. The 
superior detecting ability of human unconscious physiological responses over 
conscious judgments is also found in other research in which the realness of two 
basic emotions are examined [22] [23]. Taken together, it could suggest that 
unconscious responses from instinctive human ability, which has been adaptively 
evolved by natural selection, can make effective use of cues to identify depressed 
individuals without being influenced by conscious biases. 

Compared to our previous work, where only three physiological signals, GSR, ST, 
and PD were examined, our improved model received a statistically significantly 
better overall accuracy (p < 0.01). Our improved model also outperformed in 
recognising depression at mild, moderate, and severe levels with higher F1 scores 
(p < 0.01). This may imply that BVP and associated HR and HRV signals improve 
identifying depression severity of depressed individuals when combined with 
other physiological signals. 

However, this model obtained a slightly less precision rate when the video 
individuals do not have depression, meaning that fewer video individuals with no 
depression were correctly identified with no depression and thus more video 
individuals with no depression were overestimated to have some levels of 
depression. It could indicate that while BVP improves the recognition rate of 
depressed individuals, it may also over-recognise depression in healthy 
individuals. This should be investigated and overcome for clinical applications. 

Further, similar to clinical depression diagnosis where the middle levels of 
depression are harder to correctly identify [52], our model performed slightly 
worse in predicting depression levels of individuals with mild and moderate 
depression severity than those with none and severe depression level, reflected by 
the lower F1-scores of mild and moderate depression level. This result is also 
found in observers’ subjective predictions and our previous work [23] [53], 
indicating the difficulty of accurately recognising middle levels of depression. 
Future research can consider exploring the feasibility of analysing more complex 
physiological signals, such as brain activity tracking with electroencephalogram 
(EEG) [54]–[56] or functional near-infrared spectroscopy (fNIRS) [52], to detect 
more subtle cues in observed stimuli. 
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4.3 Classification based on Individual Physiological Signal 

To evaluate the classification capability of models with fewer physiological 
signals, features derived from individual physiological signals were provided to 
the NN model with GA feature selection. Performance of the classifications were 
calculated based on the average results of 10 runs and presented in Table 5. 

Table 5 

Results of depression prediction from NN trained with single physiological signal with GA 

Depressio

n level 

BVP GSR ST PD 

Prec

isio

n 

Rec

all 

F1 

scor

e 

Prec

isio

n 

Rec
all 

F1 
scor

e 

Prec

isio

n 

Rec
all 

F1 
scor

e 

Prec

isio

n 

Rec

all 

F1 

scor

e 

None 0.90 0.81 0.85 0.92 0.94 0.93 0.87 0.83 0.85 0.91 0.92 0.91 

Mild 0.84 0.92 0.88 0.89 0.81 0.85 0.84 0.83 0.84 0.92 0.91 0.91 

Moderate 0.90 0.95 0.92 0.87 0.87 0.87 0.80 0.81 0.81 0.93 0.92 0.92 

Severe 0.90 0.86 0.88 0.87 0.93 0.90 0.84 0.86 0.85 0.95 0.92 0.94 

Average 0.89 0.89 0.88 0.89 0.89 0.89 0.84 0.83 0.84 0.93 0.92 0.93 

Overall 
Accuracy 

0.89 0.89 0.84 0.93 

When features from only one physiological signal were available, depression 
patterns were best recognised from PD features, with an average F1 score and an 
overall accuracy of 93%. These results were ≥4% higher than models trained with 
other individual signals. BVP features and GSR features contributed similarly to 
depression recognition in general, while ST features were less accurate. We also 
performed statistical analyses on the average F1 score and the overall accuracy of 
each pair of models trained with different single physiological signals separately. 
The Student’s t-test has shown a significant difference between models trained 
with PD and models trained with BVP, GSR, or ST (p < 0.01). This is consistent 
with the literature [57] where pupil size was prominent among other signals in 
detecting stress, revealing some physiological signals convey more informative 
features to classifiers. It also indicated that models trained with ST features were 
significantly less likely to predict depression level (p < 0.01). No significance was 
found between models trained with BVP and GSR features (p > 0.1). 

The contribution of each signal to the prediction of each depression level can also 
be seen in Table 5 based on the precision, recall, and F1 score of each depression 
level. PD was the best in recognising all depression levels except the “None” 
category, achieved by having the highest precision and F1 score (p<0.005). On the 
other hand, when identifying individuals with no depression levels, GSR obtained 
the best result across precision, recall, and F1 score (p<0.05). Taken together, it 
possibly shows that while PD is a valid indicator of other individuals’ depression 
state, GSR is more useful to recognise healthy individuals. 

Although models trained with PD-only features obtained an acceptable 
recognition performance, when compared with the models trained with a hybrid of 
four physiological signals, BVP, GSR, ST and PD, it performed slightly worse, 
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reflected by lower precision rates, recall rates and F1 scores across all four 
depression levels. Statistical significance was found for recognition performances 
of mild, moderate, and severe depression between PD and a hybrid of 4 signals (p 
< 0.05) but no significance was found when observed individuals were healthy. 
This phenomenon also happened in [58] [59] where a combination of multiple 
signals outperforms models trained with individual signals separately. It is 
probably because we as human beings use a combination of different modalities in 
our body to express emotions and thus our physiological signals have been 
evolving and favoured by natural selection to function as a whole [60]. 

6 Limitations, Future Work and Conclusions 

Observers in this study are naïve individuals who do not have depression 
diagnosis experience and do not understand German, which is the language 
spoken by the individual in the videos. Future research should recruit clinicians 
who are skilled in diagnosing depression and German speakers to evaluate the 
effect of domain knowledge and language understanding on depression prediction. 
Stronger conclusions could be drawn in subsequent studies, with more observers 
involved. Different neural network settings and structures could also be explored. 
Other directions for future work include studying how generalizable our results 
are in more realistic environments such as in daily social interactions. Finally, use 
of more complex physiological signals, such as, brain activity tracking, with EEG 
and fNIRS, could also be investigated, to perform better recognition. 

Conclusions 

In this article, we explored the use of physiological signals from observers, to 
detect depression severity, of other individuals. We investigated the utility of 
BVP, GSR, ST, and PD from observers (singly and in combination) to predict the 
depression level of individuals they observed in videos. The results show that the 
combination of these four signals achieved an NN classification accuracy of 94%, 
outperforming models trained in our previous work, which did not include BVP 
and associated HR and HRV signals and models trained using individual signals 
separately. We also identified PD as the most promising physiological source for 
depression recognition, as well as, the potential of GSR for recognising healthy 
individuals among depressed patients. Future research and implementation of the 
findings in this area are likely to be beneficial in assisting with more objective and 
earlier depression diagnosis, which combined with the use of known effective 
treatments, could decrease the burden of depression for individuals and society. 
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†Doctoral School of Applied Informatics and Applied Mathematics,
⋆University Research, Innovation and Service Center,

Antal Bejczy Center for Intelligent Robotics (ABC iRob),
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Abstract: Based on the observation that it is very difficult to combine the mathematical frame-

works of the prevailing Lyapunov function-based adaptive controllers and the traditional,

optimal control-based “Model Predictive Controllers (MPC)”, a novel adaptive solution was

introduced to improve the operation of the “Receding Horizon Controllers (RHC)”. Because

at the local optima the gradient of the auxiliary function is zero, Lagrange’s original “Re-

duced Gradient Method (RGM)” was replaced by a “Fixed Point Iteration (FPI)”-based

algorithm that directly drove this gradient toward zero. According to “Banach’s Fixed Point

Theorem” the convergence of the method was guaranteed by a contractive function that gen-

erated the iterative sequence. The greatest modeling burden in this approach was the need

for the calculation of the Jacobian of the problem, i.e. the gradient of the gradient of the

auxiliary function. In the first simulations only a single “Degree of Freedom (DoF)” 2nd

order nonlinear system, a van der Pol oscillator was investigated. The attempts that were

made to evade the calculation of the Jacobian were finished with the conclusion that at least

a rough numerical approximation of this Jacobian generally must be utilized. Though the

MPC approach allows the use a great variety of cost functions and dynamical models, math-

ematically well established results are available only for quadratic cost functions and “Lin-

ear Time-invariant (LTI)” models. For other cost functions and models careful numerical

analysis is needed. In this paper the use of non-quadratic cost functions is numerically in-

vestigated in the FPI-based adaptive RHC control of 2 DoF 2nd order nonlinear system that

consists of two, nonlinearly coupled van der Pol oscillators, is considered. To guarantee lucid

calculations simple functions are introduced that map the active parts of the horizon under

consideration to the elements of the gradient of the auxiliary function that are calculated an-

alytically. For the calculation of the Jacobian only a rough numerical estimation is applied.

The simulation results reveal certain limitations of the suggested method.

Keywords: Optimal Control; Model Predictive Control; Receding Horizon Control; Adaptive

Control; Fixed Point Iteration-based Adaptive Control; Banach Space; van der Pol Oscillator
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1 Introduction

The “Optimal Controllers (OC)” mathematically can be formulated in strict anal-

ogy with finding the local extremum of the action functional in Classical Mechan-

ics. The implementation of the variational calculus leads to the Hamilton – Jacobi

– Bellman equations, that numerically can be carried out by “Dynamic Program-

ming (DP)” introduced by Bellman in the fifties of the past century [1, 2]. Though

the computational power of the computers has been tremendously increased by our

days, for control applications this approach means a great computational burden,

so alternative methods are in use, too. The most popular one is the heuristic RHC

introduced in the late seventies of the past century [3] in which the time domain is

approximated by a discrete grid, the optimization process is limited to consecutive

finite fragments of this grid that are referred to as “horizons”, and it is carried out by

Lagrange’s RGM method he invented for the use in Classical Mechanics about 1811

[4]. This approach is often referred to as “Nonlinear Programming (NP)”. It allows

the use of various cost functions and dynamic models e.g. in chemistry [5, 6], and

for its realization for “limited size problems” the professional “Solver” package of

Microsoft’s Excel is generally available. While its use in economic calculations is

very popular (e.g. [7, 8, 9]), in optimal control problems it is less frequent (e.g. [10]

also related to economic and educational issues). Based on these antecedents in [11]

the dynamic control of a 1st order single variable hypothetical system, and in [12]

its possible use in the model-based treatment of the illness type 1 diabetes mellitus

was investigated.

It was observed in the past century [13, 14] that in the case of LTI dynamic models

and quadratic cost functions considerable mathematical simplifications are gener-

ally available. In the so introduced “Linear Quadratic Regulator (LQR)” instead of

the original RGM either the differential or the algebraic form of the Riccati equation

has to be solved. (This special form can be achieved by seeking the solution of the

problem in a special product form so “decoupling” two variables in the first step.) In

1724 Riccati realized that the solution of a special scalar quadratic differential equa-

tion can be obtained by solving a linear one [15]. In the case of matrix equations

similar possibilities are available by the use of the method of “Schur complements”

introduced by Haynsworth in 1968 [16]. The solution of these linear matrix equa-

tions can be tackled by the method of “Linear Matrix Inequalities (LMI)” for the

realization of which efficient software packages are available [17]. For more com-

plicated cases “state-dependent Riccati equations” are in use (e.g. [18]). The LQR

method is widely used in nonlinear dynamic systems in which the available non-

linear models are often linearized for the sake of the use of this special formalism.

Furthermore, the quadratic structure of the cost functions also means significant

limitations.

Since it is a special variant of the “Model Predictive Control (MPC)”, the applica-

bility of the RHC also depends on the reliability of the available system models.
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Kinematic Block

rDes

Adaptive Deformation

Delay1

Controlled System

Delay2

∫ t
t0

dξ . . . . . .

q realized

qN nominal

r realized response

rDe f

Approximate Model

Q control force

Figure 1

Schematic structure of the “Fixed Point Transformation-based Adaptive Controller” after [19] (the adap-

tive deformation can be realized by the use of various fixed point transformations, and the system’s re-

sponse r can be an arbitrary order time-derivative of the generalized coordinates of the controlled system)

The general difficulties of this approach consist in the lack of reliable system mod-

els, and limited possibilities for state observation. Illustrative examples related to

various subject areas as robotics (e.g. [20, 21]), turbojet engine modeling (i.e.

[22, 23, 24, 25]), life sciences as modeling the glucose-insulin system (e.g. [26,

27, 28, 29]), anaesthesia control (e.g. [30, 31, 32, 33, 34, 35]) can be mentioned.

To compensate the effect of modeling imprecisions a possibility is the application

of structurally precisely known analytical models with unknown parameters that

can be tuned via observations by “Adaptive Controllers (AC)”. All the prevailing

approaches are based on Lyapunov’s dissertation on the stability of motion he de-

fended in 1892 [36, 37] and appeared in the adaptive control in the nineties of the

past century (e.g. [38, 39]). It does not seem to be easy to combine the mathematical

framework of the Lyapunov function-based adaptive controllers with that of the cost

function-based optimal controllers.

An alternative approach to adaptive control design was suggested in 2009 in [40]

outlined in Fig. 1 where the controlled system’s response r(t) ≡ q(n)(t), n ∈ N,

i.e. it is an order n time-derivative of its generalized coordinate q, that is the state

variable consists of the components {q, q̇, q̈, . . . ,q(n−1)}. On the basis of purely

kinetic/kinematic considerations a “Desired Response” rDes(t) ≡ q(n)
Des

(t) can be

calculated that is able to drive the tracking error, i.e. the difference between the

“Nominal Trajectory” qN(t) and the realized trajectory q(t) to 0 as t → ∞ if it is

precisely realized. Such a strategy can be formulated e.g. by the use of the “Inte-

grated Tracking Error” with a positive constant Λ as in (1), in which t0 denotes the

starting time of the control:

eInt(t)
de f
=
∫ t

t0

[

qN(ξ )−q(ξ )
]

dξ , (1a)

(

d

dt
+Λ

)n+1

eInt(t)≡ 0 ⇒ (1b)

q(n)
Des

(t) = qN(n)
(t)+

n+1

∑
ℓ=1

(

(n+1)!

ℓ!(n+1− ℓ)!

)

Λℓ

(

d

dt

)n+1−ℓ

eInt(t) . (1c)

In the special case of n = 2 (1) corresponds to a PID-type error-feedback with the
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proportional coefficient KP = 3Λ2, integral coefficient KI = Λ3, and derivative co-

efficient KD = 3Λ. By feeding back the integrated error, if it is precisely realized,

(1) makes the tracking error asymptotically converge to 0. However, if it is only

approximately realized, the integrated tracking error can diverge. In this case the

generalization of the PD-type feedback is more successful as defined in (2) as

e(t)
de f
= qN(t)−q(t) , (2a)

(

d

dt
+Λ

)n

e(t)≡ 0 ⇒ (2b)

q(n)
Des

(t) = qN(n)
(t)+

n

∑
ℓ=1

(

n!

ℓ!(n− ℓ)!

)

Λℓ

(

d

dt

)n−ℓ

e(t) . (2c)

According to [41, 42] this feedback strategy was successfully applied for the control

of ships in the first half of the past century. In the “Kinematic Block” of the FPI-

based adaptive controller described in Fig. 1 a combined application of (1) and (2)

can be successful: at the beginning, when the tracking error is still big, the controller

can use (2), and later it can turn to (1) when the use of the integrated term causes

more precise tracking instead of divergence.

Returning back to the scheme in Fig. 1, to compensate the effects of the modeling er-

rors, before using the available “Approximate Model” for the calculation of the force

or the other appropriate control signal that is necessary for producing q(n)
Des

(t), its

“deformed version” q(n)
De f

(t) is calculated in the block “Adaptive Deformation”.

In the case of digital controllers this calculation happens in discrete control cy-

cles, and the two “Delay” blocks correspond to a single control cycle: in the given

cycle the system “learns” from the deformed signal applied, and the system’s re-

sponse obtained in the previous cycle. It is important to see that in the case of an

order n physical system q(n) can have very fast variation because it is directly set

by the control force Q(t), but the “desired” value q(n)
Des

(t) varies only slowly for

moderate qN(n)
(t) because it is constructed of the integrated tracking error, and the

order {0,1, . . . ,n−1} time-derivatives of the tracking error. In the block “Adaptive

Deformation” a function of the form q
(n)De f

i+1 = G
(

q
(n)De f

i ,q
(n)
i ,q

(n)Des

i+1

)

is applied

(q
(n)De f

i is fed back at the input on the top) so that for constant q(n)
Des

it could gener-

ate a sequence of deformed signals as {q
(n)De f

1 ,q
(n)De f

2 = Φ
(

q
(n)De f

1

)

, . . . ,q
(n)De f

i+1 =

Φ
(

q
(n)De f

i

)

, . . .} since in a given state the controlled system’s response depends on

q(n)
De f

. With other words, during a digital control step only one step of the itera-

tion can be realized. The possible convergence of the iteration was investigated on

the basis of Banach’s “Fixed Point Theorem” [43] according to which in a linear,

normed, complete metric space a contractive map generates a sequence that con-

verges to the unique fixed point of this map. For this purpose the contractivity of

the function Φ
(

q(n)
De f
)

must be guaranteed. In [40, 44, 45] various solutions were

suggested for the function G.
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It must be emphasized that this approach may provide satisfactory results if the gen-

erated sequence has fast convergence and the slowly varying “desired” value q(n)
Des

“pulls with itself” the limit point of the convergence. The applicability of this ap-

proach in each particular case needs preliminary investigations via simulation be-

fore trying any real application. For instance, in the adaptive control of a brushless

electric DC motor the method was found to be successful via simulations and exper-

imental investigations [46]. In the case of an inverted pendulum-type electric cart

via simulations it was found that this approach may be successful for controlling the

tilting angle, but in the control of its linear displacement it could cause not tolerable,

tremendous spinning up [47].

Returning to the question of adaptive MPC or adaptive RHC in [11] a simple propo-

sition was done. While in the original version of the RHC the problem of the mod-

eling errors is tackled by the application of the available approximate system model

for the calculation of the control signals, and normally only a small part of the calcu-

lated horizon is actually utilized, furthermore, the control is frequently redesigned

by the introduction of novel horizons in the beginning of which the actually mea-

sured system variables are used as initial conditions, in [11] the following idea was

suggested: instead using the control forces generated by the RHC controller, the

controller can adaptively track the “optimized trajectory”. In this approach the math-

ematical frameworks of the optimal and the adaptive controllers can be integrated

without any technical difficulty.

A further step towards the FPI-based adaptive RHC was based on the observation

that Lagrange’s RGM may be replaced by a fixed point iteration in the optimization

phase of the calculations [48, 49]. The idea was generated by considering analogies

with the problem of solving the inverse kinematic task for redundant robot arms.

The prevalent literature in robotics applies an augmented Jacobian for obstacle

avoidance (e.g. [50, 51]) and uses the Moore-Penrose pseudoinverse [52, 53] for

the disambiguation of the otherwise ambiguous solution of this task. To utilize the

advantages of the ambiguity of the solution to this special choice some elements

of the null space of the Jacobian are added later (e.g. [54, 55, 56]) that makes the

problem of the continuity of the so obtained solution arise. Furthermore, this pseu-

doinverse is calculated by the utilization of the traditional inverse of a quadratic

matrix that is not invertible in the singular configurations, and is ill conditioned in

their vicinity. To treat this problem the singular matrix is completed by an adden-

dum that makes it invertible, that corresponds to a “deformation” of the original

task: “Damped Least Squares (DLS)” [57, 58]. Desperate attempts were invented

in the early nineties of the past century to tackle the problem of singularities as con-

sidering 2nd order differential inverse kinematics [59] or the complex extension of

the real generalizes coordinates in [60]. In [61] D. Drexler suggested a witty idea of

“action point transformation” for the regularization of the Jacobian, and in [62] an

implicit 2nd order integration was suggested.

Realizing the fact that the Moore-Penrose pseudoinverse can simply be generalized

by the use of different weights for the quadratic cost function contributions that play

similar role as the “joint activation factors” when certain elements of the null space
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of the Jacobian are mixed into the solution after computing the pseudoinverse, a

matrix inversion-free, FPI-based solution of the inverse kinematic task was proposed

by Csanádi et al. in [63]. The forward kinematic task is expressed by the function

f : Rn 7→ R
m in which n, m ∈ N, and n > m. The “initial position” xini = f (qini) is

known, and a function of the scalar variable t ∈ R, q(t) has to be found for which

x(t) = f (q(t)), x(tini) = xini, and q(tini) = qini. The differential form of this task is

ẋ(t) =
∂x(q(t))

∂q
q̇(t)≡ J(q(t))q̇(t) . (3)

Instead of computing the generalized inverse of J(q), Csanádi introduced a finite

time grid with the resolution ∆t, considered a given configuration at time i as x(ti),q(ti),
computed the next position as x(ti +∆t), and commenced an “internal iteration” be-

tween the neighboring grid points as

q(ti +∆t,s+1) = G(q(ti +∆t,s), f (q(ti +∆t,s)) ,x(ti +∆t)) ,

q(ti +∆t,1) = q(ti)
(4)

that is inserted the task of finding the differential solution into the FPI-based adap-

tive control scheme depicted in Fig. 1. It soon became clear that a common Jacobian

generally will not produce convergent sequence, so the task was modified as

JT (q(t))x(t) = JT (q(t)) f (q(t)) , or on the grid (5a)

JT (q(ti))x(ti+1)≈ JT (q(ti))

[

f (q(ti))+
∂ f

∂q

∣

∣

∣

∣

q(ti)

(q(t)−q(ti))

]

, (5b)

in which a 1st order Taylor series approximation of function f (q) was taken in q(ti).
This task corresponds to the iteration

JT (q(ti)) [x(ti+1)− f (q(ti))]≈ JT (q(ti))J(q(ti))(q−q(ti)) . (6)

In a nonsingular configuration the positive definiteness of the matrix JT (q(ti))J(q(ti))
guaranteed the convergence of the internal iteration, while in and in the vicinity of

the singular configurations it automatically caused the “stagnation” of the appro-

priate axles until the vicinity of the singularity was left. That is, this approach

automatically treated the problem of the singular configurations without the use of

any complementary trick or task deformation, and it yielded nice solutions without

risking the application of big joint coordinate time-derivatives.

If the same task is tackled on the basis of Lagrange’s RGM method, the optimization

under constraints can be formulated in (7)

Φ
de f
= ∑

i

Piq̇
2
i = extremum under the constraints (7a)

ẋk −∑
ℓ

Jkℓ(q)q̇ℓ = 0 ∀k , (7b)
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in which the weights Pi > 0 express the “penalty” for rotating the axle i in the solu-

tion. As is well known, the auxiliary function of the above problem is

Ψ(q̇,λ ) = ∑
i

Piq̇
2
i +∑

k

λk

(

ẋk −∑
ℓ

Jkℓq̇ℓ

)

, (8)

in which the symbols λk denote the Lagrange multipliers, and in the local optima

∀i, j it holds that ∂Ψ
∂ q̇i

= 0 and ∂Ψ
∂λ j

= 0.

In [48, 49] it was recognized that driving the array ∇Ψ toward 0 is a task very similar

to that formulated in (4) and (5). It was also recognized that for the validity of this

structure it is not necessary to have quadratic contributions in the cost function. The

question that ∇Ψ = 0 in both the local minima and maxima of the cost function was

evaded by the following argumentations:

1. In the calculation of the Moore-Penrose generalized inverse, as well as in the

case of the modified version in (7), immediately matrix equations are provided

after computing ∇Ψ. These equations can be solved without minding if the

solution belongs to a local minimum or maximum of Φ. However, it is known

that the global minimum of Φ is zero that belongs to q̇ = 0 that generally does

not satisfy the constraint equations in (7b). Also, it is clear that Φ does not

have local maximum, it can diverge to ∞ for infinitely large q̇ components.

Therefore the iteration that is commenced from a low ∥q̇∥ will increase this

norm until the reduced gradient of the problem, i.e. ∇Ψ achieves 0.

2. In Classical Thermodynamics (e.g. [64]) in the state of the thermal equi-

librium the entropy of an isolated system must have its maximum under the

constraint of fixed internal energy, and all the other constraints determined

by the internal thermodynamic walls that partly isolate the subsystems of the

big isolated system under consideration (the “Entropy Maximum Principle”).

The entropy is monotonic increasing, unbounded function of the internal en-

ergy. Again, in finding the thermal equilibrium the zero value of the appro-

priate ∇Ψ is found, in which the Lagrange multipliers have definite physical

interpretation.

3. Again, in Classical Thermodynamics, the “Energy Minimum Principle” states

that in the state of thermal equilibrium the internal energy of the big isolated

system takes its minimum value under the main constraint of the fixed entropy

and all the other constraints determined by the internal thermodynamic walls

that partly isolate the subsystems of the big isolated system under considera-

tion. Again, the fixed entropy does not allow to reach the absolute minimum

of the energy that in principle is allowed by Classical Physics. The internal

energy does not have upper bound. In the solution the Lagrange multipliers

have definite physical interpretation, and if a certain subsystem behaves as a

reservoir, i.e. it keeps the values of certain Lagrange multipliers constant, in

the formalism automatically appear the appropriate Legendre transform of the

internal energy that offers the introduction of the thermodynamic potentials

as the enthalpy, the Helmholtz or the Gibbs potentials. Again, the question of

local minima or maxima generally is not pondered.
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In the field of Optimal Control the tracking errors at the internal points of the hori-

zon, and at the last point of the horizon, the control force components, and the

constraint equations that express the dynamic properties of the controlled system

together with the Lagrange multipliers provide the components of the gradient of

the appropriate auxiliary function. The norm of the tracking error does not have

theoretical upper bound, but it has the value 0 as the theoretical lower limit. In

principle the control force components can have infinite values, so the situation is

similar to that of the above considered general examples.

In [48, 49] the components of ∇Ψ and that of the Jacobian, i.e. ∇∇Ψ were analyt-

ically computed for single DoF systems that was found to be a great programming

burden. In [65] an attempt was made to evade the calculation of the Jacobian but it

lead to the conclusion that at least some numerical estimation of this matrix practi-

cally is needed to achieve convergence.

In the present paper the method is further investigated by numerical simulations for

a strongly nonlinear, 2nd order, 2 DoF dynamical system and non-quadratic cost

functions. Only the components of ∇Ψ are analytically calculated, the Jacobian is

obtained by rough numerical approximations, due to the complexity of the program-

ming task. In the sequel the dynamic model of the controlled system, the generation

of the nominal trajectory, the cost functions, and the FPI-based adaptive RHC are

investigated via numerical simulations.

2 The Dynamic Model of the Two Coupled van der Pol
Oscillators

The model of the van der Pol oscillator [66] originally was developed to describe

the nonlinear oscillations of an externally excited triode in 1927. For the sake of

simplicity in this paper it is interpreted as a “mechanical system” with the equations

of motion given in (9)

q̈1 = (−k1(q1 −L10)−b1((q1 −L10)
2 −a2

1)q̇1 + k12 g(q1,q2)+F1)/m1 , (9a)

q̈2 = (−k2(q2 −L20)−b2((q2 −L20)
2 −a2

2)q̇2 − k12 g(q1,q2)+F2)/m2 , (9b)

g(q1,q2) = |q2 −q1 −L12|σ sign(q2 −q1 −L12) , (9c)

with the parameter values given in Table 1. The generalized coordinates are q1 [m]
and q2 [m], and F1 [N] and F2 [N] denote the control forces. The different signs of

the coupling forces in (9a) and (9b) expresses the fact that they are each other’s

reaction forces. The “excitation/damping separator” parameters separate from each

other the excited and the damped regions. If no interaction occurs between the

oscillators (i.e. k12 = 0) the q1 = L10, q2 = L20, q̇1 = 0, and q̇2 = 0 state corresponds

to an unstable equilibrium point of these oscillators. Even an infinitesimally small

perturbation that kicks the system out of this equilibrium point causes nonlinear

oscillations that are bounded because for too big amplitudes the excitation terms

turn into damping factors. The motion of the free oscillators is depicted in Figs. 2
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and 3. In the control simulation the trajectory depicted in Fig. 2 was in use as the

“Nominal Trajectory”.

Table 1

The applied exact and approximate model parameters

Parameter Exact Approximate

m1 [kg] mass 1.0 0.5 ·m1

m2 [kg] mass 2.0 1.2 ·m2

k1

[

N ·m−1
]

spring constant 10.0 1.2 · k1

k2

[

N ·m−1
]

spring constant 15.0 0.8 · k2

L10 [m] zero force position −5.0 1.3 ·L10

L20 [m] zero force position 3.0 0.9 ·L20

b1

[

N · s ·m−1
]

viscous damping/excitation coeff. 1.2 1.2 ·b1

b2

[

N · s ·m−1
]

viscous damping/excitation coeff. 1.3 1.2 ·b2

a1 [m] excitation/damping separator
√

0.4 0.5 ·a1

a2 [m] excitation/damping separator
√

0.5 1.2 ·a2

σ [nondim.] nonlinearity exponent 1.2 1.2 ·σ
k12 [N ·m−σ ] nonlinear stiffness 16.0 1.1 · k12
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Figure 2

The trajectories of the free motion (F1 ≡ F2 ≡ 0)) of the decoupled oscillators (i.e. the k12 = 0 case)

(LHS) and that of the coupled one obtained by Euler integration of (9) using the “Exact” parameters and

a fixed time-step δ t = 10−3 [s]

3 The Adaptive RHC Controller

In the numerical simulations in a horizon 6 grid points were applied of which the

1st and the 2nd one determined the initial conditions of the 2nd order dynamical

system. The constraints within the horizon were formulated by the approxima-

tion as (qH(i+2)−2qH(i+1)+qH(i))/δ t2 − q̈H(i) = 0, i.e. the optimization task
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The phase trajectories of the free motion (F1 ≡ F2 ≡ 0)) of the decoupled (LHS) and the coupled (RHS)

oscillators (i.e. when k12 takes the “Exact” value in Table 1) obtained by Euler integration of (9) using

the “Exact” parameters and a fixed time-step δ t = 10−3 [s]

had 24 variables within a horizon as from x1 to x4 as qH1(3), . . . ,qH1(6), from x5

to x8 as qH2(3), . . . ,qH2(6), from x9 to x12 as FH1(1), . . . ,FH1(4), from x13 to x16

as FH2(1), . . . ,FH2(4), from x17 to x20 as λH1(1), . . . ,λH1(4), and finally from x21

to x24 as λH2(1), . . . ,λH2(4). For feeding the input of the model in (9) the nu-

merical differentiator functions as der1(qH(i+1),qH(i)) = (qH(i+1)−qH(i))/δ t

were introduced in a Julia [67] code. The cost functions were defined for the hori-

zon points i = 3,4,5 as C(qN ,qO) = log
(

1+M

∣

∣

∣

qN−qO

AC

∣

∣

∣

αC
)

, for the terminal point

i = 6 as T (qN ,qO) = log
(

1+M

∣

∣

∣

qN−qO

AT

∣

∣

∣

αT
)

(the superscript N denotes the nominal

trajectory, while O belongs to the optimized trajectory), and for the control force

components for i = 1,2,3,4 the cost function is P(FO) = Bu log
(

1+M

∣

∣

∣

FO

AF

∣

∣

∣

αF
)

in

which the parameters have lucid geometric interpretations as AC is responsible for

the “strictness” of tracking: if αC > 1 the penalty is small for |qN −qO|< AC, and

strongly increases for |qN − qO| > AC. The parameter αC determines the “sharp-

ness” of the increase of the penalty function. Similar interpretation can be given

to the parameters that limit the applicable control force components. The role of

parameter M > 0 is “softening” the penalty function for the too big error or force

components within the function log(·).

In the simulations different adaptive deformation functions were applied in the ap-

propriate block of Fig. 1. Both versions were introduced by Dineva in [44, 45] as

F : R 7→ R defined as F(x) = atanh(tanh(x+Dad)/2) ,

F(x⋆) = x⋆ , hn
de f
= rn − rDes

n+1 ,

r
De f
n+1 = (F(x⋆+Ac∥hn∥)− x⋆)

hn

∥hn∥+ ε
+ rDe f

n

(10)
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that was used for the optimization of the horizon, and a similar one in which in the

role of the scalar function F(x) = x
2
+Dad was applied for the adaptive tracking.

In both functions Dad = 0.3 was set. For the optimization, a very cautious value

Ac = −10−3, and for the adaptive trajectory tracking Ac = −1.0 was chosen. The

role of the small parameter ε = 10−10 was the evasion of division by zero in the

calculation of the unit vector in (10). In the sequel simulation results are presented.

The Jacobian was approximated by separately increasing the components of x with

δx = 10−10 and the partial derivatives were estimated accordingly. The last two

points of a given horizon were used as the first two initial points of the next horizon.

In the optimization process the Lagrange multipliers and the control forces started

from the 0 values, and the optimized trajectories were initiated with the nominal

ones.

4 Simulation Results

In the 1st step it is investigated that how the cost functions can cooperate with the

finite element approximation of the constraints, i.e. the dynamic model of the con-

trolled system. The tracking parameters were AC = AT = 10−2, αC = αT = 6.0, the

penalization of the control forces was switched off by Bu = 0, the “Approximate”

model parameters were identical with the “Exact” ones an in both of them k12 = 0

was set. Only one step was made in the internal iteration, and the adaptive dy-

namic tracking was switched off. In the cost functions M = 10−1 taming parameter

was used. In this case it was expected that the tracking of the nominal trajectory

could be possible. The tracking results in Fig. 4 reveal that an accumulated delay

was produced in the tracking of the nominal trajectory that partly might be caused

by the finite element approximation of the 2nd time-derivatives in the constraints,

and partly by the taming parameter in the cost function. Following the removal of

“cost function taming” (i.e. directly using the form C(qN ,qO) =
∣

∣

∣

qN−qO

AC

∣

∣

∣

αC

) prac-

tically the same result were obtained. This fact reveals a significant weak point of

the RHC-based approach in the case of higher order dynamical systems, because it

roots in the finite element approximation of the higher order time-derivatives.

Observing that the “optimized” trajectories remain in the vicinity of the “realized

ones” since the optimization is initiated from the actual initial values, in the adap-

tive tracking control instead of the “optimized” ones the trajectories estimated by

the dynamic model of the optimization (denoted in the figures as qRealEst) can be

adaptively tracked. These signals are far smoother than the “optimized” trajectory.

The effect of adaptivity in the dynamic trajectory tracking is revealed by Fig. 5. In

this case the “Approximate Model Values” were restored, as well as the exact and

approximate values of k12. (It has to be remarked that in the beginning a PD-type

tracking defined in (2) was applied that later was switched to a PID-type tracking

defined in (1) with Λ = 6.0
[

s−1
]

, because in the initial part the PID-type strategy

always caused divergence.) The significance of the coupling force and the modeling

errors as well as that of the adaptive dynamic tracking are well illustrated by these

figures. Figure 6 shows that the iteration reduced the norm of ∥∇Ψ∥, and quite con-
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siderable difference can be revealed between the “optimized” and the “adaptively

set” control forces.
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The test trajectory tracking for the decoupled oscillators with (LHS) and without (RHS) showing the

optimized trajectory
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Tracking of the trajectories estimated by the dynamic model of the optimization without (LHS) and with

(RHS) adaptivity

In Fig. 7 simulation results are given for Bu = 104, AF = 1.0, αF = 6.0, and 100 steps

in the internal iteration (in which after 10 steps the Jacobian was re-estimated). It

can well be seen that the adaptive RHC controller’s parameters behave according

to the qualitative expectations. Figure 8 testifies that the adaptive deformation of

the 2nd time-derivatives worked correctly, and that the eigenvalues of the estimated

JT J matrix vary over a huge range that results in slow convergence for the smaller

eigenvalues.

Finally the adaptive tracking with the modified parameters AC = 10−3, αC = 8.0,
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The “optimized” and the adaptively set control forces (LHS), and ∥∇Ψ∥ before and after the optimizing

iteration
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The “optimized” and the adaptively set control forces (LHS), and ∥∇Ψ∥ before and after 100 steps of the

optimizing iteration

AT = 10−3, αT = 8.0, AF = 102, αF = 6.0, Bu = 104 and 21 internal steps in the

iteration were investigated. Figure 9 reveals that ∥∇Ψ∥ can be reduced essentially

during 21 steps, and good adaptive tracking can be achieved. Figure 10 provides

information on the Lagrange multipliers, the “optimized” and the adaptive force

components.

Conclusions

In this paper the operation of a novel, fixed point iteration-based adaptive RHC was

investigated for a 2 DoF 2nd order dynamical system consisting of two, nonlinearly

coupled van der Pol oscillators. The method uses essentially the same iteration (with
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The 2nd time-derivatives of the adaptive tracking (LHS), and the 24 eigenvalues of the estimated JT J

matrix
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Adaptive trajectory tracking (LHS), and ∥∇Ψ∥ before and after 21 steps of the optimizing iteration

different parameters) for the calculation of the “optimized” trajectory and for the

adaptive tracking of the trajectory that was calculated by the approximate dynamic

model also used in the optimization.

In the simulations only the gradient of the auxiliary function of the problem was

analytically calculated by the use of simple internal functions that map the active

(i.e. variable) quantities of the horizon to the elements of this gradient and vice

versa. To evade programming complications the Jacobian of the problem was only

“roughly”, numerically estimated.

It was found via simulations that the main limitation of the present approach roots

in the finite element approximation of the 2nd time-derivatives of the optimized tra-
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The Lagrange multipliers of the adaptive trajectory tracking (LHS), and the control forces (RHS) using

21 steps in the optimizing iteration

jectory used in the constraint terms of the optimization. With the exception of this

problem the simulations supported the qualitative expectations based on the mathe-

matical structure of the suggested method.

The present simulations were restricted to a relatively “short” horizon consisting

of 6 grid points of which only 4 points were “active”. It can be assumed that by

increasing the horizon length the optimization gets more possibility for improving

the “delay” caused by the applied numerical tackling of the constraints. The method

deserves more numerical investigations.
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[22] L. Madarász, R. Andoga, L. Főző, and T. Lázár. Situational control, model-

ing and diagnostics of large scale systems, In I. Rudas, J. Fodor, J. Kacprzyk

(eds.) Towards Intelligent Engineering and Information Technology pp. 153-

164. Springer Verlag, Heidelberg, 2009.
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Abstract: Complex digital systems usually demand some kind of a multiprocessing 

architecture. The requirements to be fulfilled (energy and communication efficiency, speed, 

pipelining, parallelism, the number of component processors, cost, etc.) and their definable 

priority order may cause conflicts. Therefore, the best choice of the component processors 

(beside general-purpose CPUs also DSPs, GPUs, FPGAs and other custom hardware) is 

very important. Such resulting architectures are called heterogeneous multiprocessing 

architectures (HMA). The system-level synthesis (SLS) methodology can be applied 

beneficially in designing the HMAs. In this way, the design procedure can get rid of the 

most intuitive trial and error steps including also the partly reusing of existing structures. 

Therefore, the SLS methods help to optimize HMAs by reducing the intuitive steps. A high 

degree of similarity can be observed between HMAs and modern distributed industrial 

process control systems (DCS). This paper illustrates the procedure of adapting and 

applying an SLS tool in redesigning of an existing DCS as a benchmark for analyzing, 

evaluating and comparing the results. Through this adaptation, all such SLS functions 

become executable on the traditional and standardized documentation form of a DCS. 

Keywords: system-level synthesis; high-level synthesis; heterogeneous multiprocessing 

system; industrial process control 

1 Introduction 

Multiprocessing can be considered the most characteristic common property of 
complex digital systems. Due to the more and more complex tasks to be solved for 
fulfilling often conflicting requirements (cost, speed, energy and communication 
efficiency, pipelining, parallelism, the number of component processors, etc.), the 
so called heterogeneous multiprocessing architectures (HMA) have become 
unavoidable. The component processors of such systems may be not only general 
purpose CPUs or cores, but also, DSPs, GPUs, FPGAs and other custom 
hardware. A subtask must be defined for each component processor depending on 
the requirements and their desired priority order [1]. Prioritizing in fulfilling the 
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requirements becomes critical at the highest abstraction level in the design 
process. [2] Thus, it is important to predict the consequences of such decisions 
already on the highest abstraction level before executing the rest of the design 
process. 

The cost and performance of the whole system is strongly influenced by the 
definition of the subtasks, i.e. the decomposition of the task. Systematic 
algorithms are very helpful to the designer in comparing and evaluating the effects 
of different decompositions into subtasks in order to approach the optimal 
decisions already in the system-level synthesis phase. Existing solutions are often 
extended and reused intuitively in HMA design in order to shorten design time 
even though this usually does not guarantee advantageous results. Such 
evaluations of intuitive solutions generally cannot deliver unambiguous directions 
for the necessary changes in the architecture and trial-and-error experiments could 
not be avoided. This practice usually results in unnecessarily expensive and 
redundant system architectures. 

In contrast, the system-level synthesis methods may be able to support the 
designer in finding, optimizing and evaluating the proper HMAs. Meanwhile, the 
intuitive steps in the synthesis procedure can be eliminated in a great extent. By 
variously allocating subtasks to different component processors, the system-level 
synthesis methods of HMAs may result in several different but acceptable 
solutions. Thus, efficiency checking, evaluating and comparing these different 
solutions are also supported by SLS methods already on the system-level 
abstraction. 

Industrial Distributed Control Systems can be considered as a special case of 
HMA, where the component processors and the communication buses might be 
limited to certain types. Therefore, the existing SLS methods can also be adapted 
to help in the design of such systems as well. The aim of this paper is to propose 
such an adaptation. 

2 Related System-Level Synthesis Tools 

Most commercial SLS tools [3] can only be considered as high-level synthesis 
(HLS) tools, because they are only capable to convert a high level language 
(usually C) description into a hardware description and/or machine codes for 
several predefined architectures, usually for FPGAs or FPGA and CPU based SoC 
(System on Chip) platforms. 

The recognized commercial tools are, for example, the Mentor Graphics Catapult 
HLS [4] and the Xilinx Vivado Suite [5]. There are other free and open source 
tools, in contrast to the commercial ones. These are mostly created for academic 
and research purposes with applicable documentations. Some of them have 
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capabilities the same as or even better than the commercial ones. LegUp [6] for 
example is one of the most well-known free tools. Besides being an HLS tool, it is 
capable to synthesize heterogeneous architectures as well. However, it can only do 
so by using predefined templates and by considering the communication time only 
between components based on those templates. Most commercial HLS tools 
support only a restricted subset of the given high level language. However, LegUp 
supports all ANSI C syntax elements including pointers, structures and global 
variables, the only exceptions being recursion and dynamic memory allocation. 
The final result of LegUp is a synthesizable Verilog code for several Altera 
FPGAs and one specific Altera SoC module. 

The SLS methods may apply several different HLS tools and algorithms [3, 7] 
supporting also the design of pipeline systems. Such tools usually start from a task 
description formalized by a dataflow-like graph or by a high level programming 
language [3] [4]. These algorithms can also be utilized after suitable modifications 
for HMA design and in case of hardware-software co-design [8]. The latter 
problem can also be considered as a special case of decomposition [8]. 

Table 1 summarizes some properties of several SLS tools. 

Table 1 
Overview of several SLS tools 

Tool Input 
format 

Applies 
preliminary 

decomposition 

Exchangeable 
algorithms 

Considers 
communication time 

between components 

Priority order 
of requirements 

is variable? 

PIPE [7] 
Dataflow 

graph 
NO 

YES (multiple 
schedulers 
selectable) 

YES NO 

XILINX Vivado 
suite [5] 

C, C++, 
SystemC 

NO NO 
NO, communication 
is only a calculated 

parameter 

YES, either the 
latency or the 

restart time can 

be prioritized. 

SYLVA [9] 
Dataflow 

graph YES NO 
NO, communication 
is only a calculated 

parameter 
NO 

LEGUP [6] C, C++ NO NO NO NO 

Mentor Graphics 
Catapult HLS 
[4] 

C, C++, 
SystemC 

NO NO 
NO, communication 
is only a calculated 

parameter 

YES, area, 
restart time, 

power 
consumption 

can be 

prioritized. 

Microsemi 
Synphony 
Model Compiler 
[10] 

MATLAB NO NO NO NO 

DECHLS [2] 
C, 

Dataflow 
graph 

YES YES YES 

YES, restart 
time, bus 

communication 
time and cost 

can be 

prioritized. 
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2.1 Motivation of Choosing the SLS Tool DECHLS 

Based on Table 1 the DECHLS can be considered as the most suitable tool for 
adaptation because it accepts dataflow graphs as its input, already includes a 
preliminary decomposition phase, its algorithms are accessible as well as variable 
and the priority order of the various requirements in its cost function is also 
variable. In the field of industrial control, the communication time between 
components can be similar of even longer than the execution time of some 
operations. Therefore, it is also required to consider the communication time 
which is not considered in the case of e.g. [6]. Modification is usually not allowed 
for commercial products such as [4, 5, 10]. Availability and potential modifiability 
of the DECHLS are the most important aspects to choose it. Also a motivation for 
choosing DECHLS is that it has been developed at the department of the authors. 

The chosen SLS tool provides the results in form of XML files or dataflow graphs 
that suit the highest abstraction level. At the same time, the chosen application 
field (industrial process control) demands several special requirements also in the 
lower abstraction levels. Therefore, special adaptation and modification 
procedures are required in order to utilize the given results. Besides, the 
application field has its special widespread traditional, even standardized 
description and design methodology. In industrial process control, the component 
processors may be placed in large distances from each other. Therefore, the 
communication time between them can be significant and must not be neglected at 
adapting the SLS tool. 

3 Adapting the DECHLS Tool 

3.1 Industrial Process Control Systems as Special Cases of 

HMA 

Modern industrial Distributed Process Control Systems (DCS) usually consist of 
many different intelligent modules. The modules of a DCS are usually connected 
by hierarchical and standardized bus systems. A DCS system performs a well-
defined set of subfunctions distributed between several special programmable 
modules (often called programmable logic controllers, PLCs). Multiprocessing is 
a characteristic property of these systems, because the PLCs perform their 
functions concurrently with each other’s and repeatedly at prescribed cycle times. 

A noticeable similarity exists between the DCSs and general HMA systems as 
shown in Fig. 1. 
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Figure 1 

The general architecture of a HMA system (left) and that of a typical DCS (right) 

The most problematic phase of a DCS’s design process is the task decomposition. 
An additional special difficulty may arise, if the number of component processors 
is also prescribed. However, the DECHLS tool can be utilized in an adapted form 
to automate and optimize the design process of the DCS. The application strategy 
of the DECHLS-DCS adaptation is shown in Fig. 2. 

 Industrial control 
documentation 

(task description) 

 

DECHLS-DCS 

Implementation details: 
 grouping of operations 
 scheduling tasks 
 applied IO and CPU modules 
 connection of inputs and outputs 

Evaluation data: 
  Utilization of CPUs 
 Utilization of busses 
 Feasibility of the schedule 

Modified industrial control 
documentation for more 

beneficial implementation  

Figure 2 
Strategy of adapting DECHLS for DCS design 

3.2 Special Requirements of DCS 

In an industrial process control project, many designer specialists usually must 
work together (e.g. architects, mechanical technologists, power engineers and 
control engineers) [11]. The complete documentation of the project must be 
understandable and unambiguous to all participants. Therefore, a traditional 
documentation form is already in use and it is standardized as IEC 61131 [11]. 

A new SLS approach to the DCS design must be adapted to this documentation 
form. This task description standard basically contains all inputs and outputs of 
the designed system and a formal description of the control algorithms to be 
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implemented. These control algorithms can also be designed by various graph-
based methods. For example, [12] is based on a CP-graph model. Usually the 
control algorithm itself is already available as a dataflow-like graph. According to 
the [11] standard, the control algorithms are implemented by visual programming 
languages such as the Sequential Function Chart (SFC) or the Functional Block 
Diagram (FBD) [13]. Neither of these programming languages can be directly 
applied in the existing SLS tools. In order to adapt the DECHLS, a new dataflow 
graph model has been developed that is able to contain all information required by 
the standard description and it is also usable in DECHLS. 

This new Functional Dataflow Graph (FDFG) can be summarized as follows: 

},,{ FEVFDFG   (1) 

where V is the set of nodes, E is the set of directed edges and F is the set of 
subfunctions. 

Every node in V represents an operation in the task description and a tuple of 
natural numbers is assigned to each node as: 

},{, iiii mtvVv   (2) 

where ti means the execution time of vi and mi is the required redundancy of vi. 

Every directed edge of the graph must have a source and a destination node and 
also must have a natural number assigned to it: 

NcceVvvvveEe iiibabaii  ,,,},,{,  (3) 

where ci is the number of data bits used in the communication between the two 
nodes belonging to the edge. The value of ci can also be 0, in this case there is no 
data communication, only timing dependency between vs and vd. 

Set F consists of fi sets, each of them representing a subfunction. These fis are 
disjoint sets of nodes: 

},...,,{ 21 nfffF   (4) 

 where 

FfVvvf ijji  ,,...},{...,  (5) 

 and  

),(, iiii PTfFf   (6) 

where Ti is a natural number that means the maximum possible execution time 
limit of fi. If this subfunction does not have a defined maximum execution time, 
then Ti should be 0. The Pi is a Boolean value; it is true if all parts of this 
subfunction must be allocated to the same processor. 
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3.3 Transforming the Task Description 

As it is mentioned earlier, the FBD and SFC are not directly suitable as FDFG for 
DECHLS because of two problems. The first problem is with the order of the 
variable reads and writes. The second problem is that these graphs may have 
invalid execution orders or contain loops. These problems, however, can be solved 
by two simple algorithms as follows. 

3.3.1 Handling Variable Reads and Writes 

The PLC programs may contain variable reads and writes as elementary 
operations. These operations are used to access either actual data in temporary 
memory, or the physical inputs and outputs of the controller hardware. These read 
and write operations must be included into the resulting FDFG as part of the 
transformation process. The general rule of PLC software execution is that the 
program runs in a cycle. This must begin by reading all the input variables, then 
following by executing all the operations of the program. Finally, the modified 
variables should be written back. According to the IEC 61131-3 standard [11], 
variables should not be modified during a program unit’s execution. The reason of 
this is to prevent execution hazards. It also means that variable reads and writes 
must be handled separately. In this way, operations writing and then reading the 
same variable cannot be connected in the dataflow graph representation. This 
means that read operations never have inputs and they must be source nodes in the 
FDFG. Likewise, writes never have outputs and they must be destination nodes in 
the FDFG. 

If more than one operation within a subfunction writes to the same variable, then 
only the latest write will be valid. Since the order of the writes is known already at 
the transformation stage, the invalid writes must be removed from the resulting 
FDFG. Therefore, the occurrence of such invalid writes can be considered as a 
possible error in the task description, and the transformation algorithm should 
warn the designer about this fact. Most commercial PLC development 
environments also perform this check and issue a warning. However, in case of 
alternative data paths and conditional execution of operations, the order of writes 
is determined by input data at runtime and cannot be determined during the 
transformation step. In these cases, the transformation algorithm should preserve 
all write operations. 

3.3.2 Handling Prescribed Execution Sequence 

An FDFG can have multiple valid and unambiguous execution orders. The rule to 
create an unambiguous execution order is that operations can only be executed if 
all their input data are present. In other words, after all the nodes having a directed 
path to this node are already executed. This rule allows for many different 
execution sequences considered valid ones. The output data yielded by any valid 
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execution sequence are the same. Therefore, both the designer, both the 
scheduling algorithm can freely choose each such valid sequence. It is easy to 
prove that an FDFG containing a cycle must not have any valid execution 
sequence. 

An FBD program always prescribes the execution order of function blocks (i.e. 
the elementary operations). After transforming the FBD into an FDFG, at least 
one of the valid execution orders in the FDFG must be the same as the prescribed 
execution order of the FBD. 

If this prescribed execution sequence is also valid in the FDFG, then the graph 
needs not be modified further. However, if the prescribed execution sequence is 
not valid, then the FDFG must be modified into a form that makes the prescribed 
execution sequence also valid. 

The following simple algorithm can be used to perform the aforementioned 
modification on the FDFG, as illustrated in Fig. 3: 

1) Find an edge ei = (vs  vd), where vd precedes vs according to the 
execution order. 

2) Create a new temporary variable. 

3) Create a write operation for the new variable and create an edge leading 
from vs to this operation. 

4) Create a read operation for the new variable and create an edge from vd to 
this operation. 

5) Delete edge ei 

6) Continue with step 1 until all the problematic edges have been tested. 
 

Vs 

2. Vd 
1. 

TMPei 

TMPei 

X 

2. 

3. 

4. 

5. 

 
Figure 3 

Illustration of the steps needed to enforce the prescribed execution order 

This algorithm can also be applied to solve the problem of cycles in the FBD. It is 
easy to prove that cycles in the FDFG will always contain at least one edge that 
will be found by the aforementioned algorithm. By performing the algorithm, this 
edge will be eliminated and the cycle will cease to exist. The effect of execution 
order on the resulting FDFG is illustrated in Fig. 4, where the FBD on the left and 
the FBD on the right differs only in the execution sequence order of the TO_IN 
and the TO_RE function blocks. The FDFG resulted from this valid execution 
order is seen on the left. 
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It can be observed that the execution sequence on the right means that the FDFG 
has two disjoint parts connected only by variables. Therefore, the TO_RE 
operation uses the previous output of the TO_IN operation that was saved from 
the previous cycle. It must be noted that this transformation also introduces one 
cycle of intentional signal delay between the affected blocks. 

Fig. 5 illustrates the extended DECHLS flowchart adapted to DCS design. 

 

Figure 4 

Effect of execution order of the FBD on the FDFG 

3.4 The Adaptation Algorithm 

The proposed adaptation algorithm consists of the following phases: 

 Transformation phase, that produces the FDFG from the standard 
task description formalism of the DCS (given in SFC or FBD 
languages). [14] 

 Preliminary Functional Decomposition phase (PFD) prevents 
separating the user-defined logically coherent functions, in contrast 
to usual decomposition [15] algorithms. 

 Multirate Function Scheduler phase (MFS) can enforce different 
cycle times (latency times) for some subfunctions in the FDFG [16]. 



P. Arató et al. Application of a System-Level Synthesis Tool in Industrial Process Control Design 

 – 164 – 

 Extended Allocation phase (EA) that is also capable to handle 
additional replication constraints arising after the decomposition. 
The aim of this step is to ensure safety-critical redundancy and 
availability, if any. 

 

Node: operation 
Edge: data dependency 
Sets of nodes can have 
additional properties 

 Constraints and user requirements     Description of the task for the system
     

SFC and FBD programming language 
implementation of the control system 

Transformation to 
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Finding parallelization possibilities, ensuring required 
execution cycle time limits are met (Scheduling algorithm) 
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Figure 5 

Flowchart of the extended DECHLS tool adapted to DCS design 

3.4.1 The Decomposition Phase 

The main goal of the original preliminary decomposition in DECHLS is to reduce 
the number of elementary operations for the scheduler and allocation phases. In 
this way, the performance of those may be improved [2]. An additional benefit of 
the primary decomposition is that some special requirements can be taken into 
account with a higher priority. In case of DCS, the main goal of the decomposition 
is to distribute the workload uniformly along with also minimizing 
communication between segments. Segments will be treated as atomic in the 
scheduler. This means that operations assigned to the same segment will not be 
overlapping in time and cannot be allocated between multiple component 
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processors. Therefore, the decomposition can easily ensure that elementary 
operations of those subfunctions that must be allocated together due to the 
serviceability constraint (Pi = true) should never overlap in time. Each of such 
elementary operation will form a separate segment, independently of the other 
segments. 

There can be more decomposition algorithms used in DECHLS. The spectral 
clustering based algorithm has proved to be the most suitable for industrial control 
system tasks because it is capable to a simpler parameterization [14, 2]. 

3.4.2 The Scheduling Phase 

The scheduler algorithm used in DECHLS is a modified force directed one [7]. 
The scheduler can be simplified because pipeline execution in DCS systems is 
usually not allowed. 

In this case, the scheduler only needs to determine the starting time of the 
segments created already in the decomposition step. This starting time of most 
segments can range up to the maximum cycle time (the latency time, L), which is 
an input parameter to the scheduler. A minimum latency (Lmin) can also be 
determined based on the shortest execution path in the FDFG. The scheduler 
cannot find a valid solution when L<Lmin, therefore it must stop in this case. Such 
minimum latencies also exist for each subfunction (subgraph) of the FDFG. 

Some functions (segments) must be completed faster than L, because their 
prescribed cycle time is Ti<L. The force directed algorithm should be modified to 
take into account the Ti of each subfunction by implementing a multi-rate 
scheduler as in [16]. 

The multi-rate scheduler has different queues for different operation groups as 
seen in Fig. 6. Operations belonging to subfunctions without a defined execution 
time limit will be scheduled in the general queue. Subfunctions, having longer or 
equal execution time limits than the given latency, are also scheduled in this 
general queue because their execution time limits will be trivially met. 
Subfunctions having a smaller time limit than L must be handled in different 
queues. The queue of function fi with time limit Ti will have a multi-rate latency 
of Li, where 

i

i
k

L
L 

              










i

i
T

L
k

 (7) 

All the separate queues will have the same force function, and operations 
potentially overlapping in any queues will increase the force. Because of this, the 
scheduler will attempt to prohibit overlapping operations as long as possible in 
order to reduce the required number of processors. There is one more important 
task of the scheduler. If any subfunctions’ minimum latency (Lmin,i) defined by its 
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FDFG is smaller than its specified Ti, then the scheduler must report an error and 
stop. In this case, the execution time constraints are too strict and cannot be met 
by this algorithm. 

 

v1 
General queue: 

v2 v3 v6 v7 

L 

fi queue: v4 v5 v4 v5 v4 v5 

Li Li Li 

Ti 

 
Figure 6 

Multi-rate scheduler 

3.4.3 The Allocation Phase 

The allocation phase is the simplest among the modifications. It should be able to 
allocate mi copies of every operation. These multiple copies must be allocated into 
different processors, irrespective of their timings. This can be done even before 
the actual allocation phase as a previous step, or by slightly modifying an existing 
allocation algorithm. In case of the graph-coloring based algorithm in DECHLS, 
this modification can be done in the following way. 

The existing allocation algorithm builds a conflict graph, based on the scheduled 
dataflow graph. The nodes of this conflict graph represent the nodes of the 
scheduled dataflow graph, but the edges in the conflict graph represent the time 
overlapping between nodes. If two operations are overlapping in time, they cannot 
be executed by the same component processor. In this sense, the allocation 
basically means the coloring of the conflict graph, by the least amount of colors. 
Thus, any two adjacent nodes are colored differently. 

In case of DCS, the redundancy criteria may require the replication of certain 
nodes. Those nodes are already replicated before scheduling and they will appear 
as two separate nodes in the scheduled dataflow graph. Since multiple copies of 
the same logical node are scheduled independently, it may happen that they are 
not overlapping. However, they are not allowed to be allocated into the same 
processing unit because their multiplication would not result a real redundancy. 

Such a scenario is seen in Fig. 7, where nodes 5, 6 and 7 are replicated (5’, 6’ and 
7’). The scheduler placed some of the replicated nodes into different time slots for 
minimizing the resource usage. In this way, only 3 processors will be required. 
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Figure 7 

An example for a scheduled dataflow graph with replicated nodes 

In order to solve the problem, additional edges are needed in the conflict graph 
between redundant copies of the same node. In Fig. 8 these edges are marked as 
double lines for easy identification. Otherwise in the remaining steps of the graph 
coloring algorithm, these additional edges are treated the same as regular edges. 

This way, the redundancy can be safely handled, by the allocation algorithm. 
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Figure 8 

A conflict graph with the additional edges and a possible coloring 
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4 Benchmark Results 

The chosen benchmark application is an existing DCS that was programmed in the 
FBD language by using the ABB Freelance development environment [17]. The 
benchmark consists of 29 program blocks. Each of the program blocks are 
logically coherent functions. Some blocks are scheduled to operate with 1000 ms, 
while others with 500 ms cycle times. The program blocks are distributed between 
two separate ABB AC800F3 PLCs. There are two special functions that 
redundantly implement the same safety critical function (burner control). These 
two tasks must never be allocated to the same PLC for safety reasons. This is the 
main reason why two PLCs were needed in this implementation. 

The first step is the transformation of the existing FBD task description into FDFG 
form. Only an essential part of the original description (one subfunction) and the 
resulting FDFG is illustrated in Fig. 9 and Fig. 10. 

The FDFG was then given to the preliminary decomposition phase and the 
algorithm divided it into 97 subfunctions instead of the original 29. For example, 
the #27 subfunction was divided into 6 parts as illustrated in Fig. 11. Increasing 
the number of subfunctions provides more freedom in the later phases, namely the 
scheduling and the allocation. 

The purpose of Figs. 9, 10 and 11 is only to illustrate the structures of the original 
and the transformed graphs, the text fields in the blocks are not important in this 
sense. 

After the decomposition, the scheduler and allocation phases of the experimental 
DECHLS-DCS tool have determined the required number of PLCs. The average 
utilization of PLCs as well as the average communication bus utilization at several 
different cycle times were also computed and these are shown in Fig. 12. 

The cycle times indicated in the Fig. 12 are the longest ones in each case, some 
functions have shorter cycle times. The reason of this is the fixed 500 ms cycle 
time of the critical functions in the original implementation. For the rest of the 
functions, there are no cycle time prescriptions. If the actual cycle time is shorter 
than the prescribed one, the whole system runs at the actual cycle time. If the 
actual cycle time is longer, then the critical functions must still run at least as fast 
as the prescribed cycle time. The diagram has markers at specific cycle time 
values to show where practical solutions are obtained. Between 400 ms and 450 
ms there are many markers, because the tool was restarted many times in this 
interval in order to find the shortest possible cycle time allowing the task to be 
solved by only 2 processors. 
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Figure 9 

FBD form of subfunction #27 in the benchmark 

 

Figure 10 

FDFG form of subfunction #27 in the benchmark 
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Figure 11 

The 6 new subfunctions resulted from subfunction #27 
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Figure 12 

The resulted number of PLCs and their utilization levels at different cycle times 

Fig. 12 shows in the left axis that only 2 PLCs are required at 450 ms cycle time 
(blue line). In this case, the average utilization (purple line) is only about 80%, as 
seen on the right axis. All functions are still able to run at this speed. Less than 2 
PLCs are never enough to solve the task, because of the redundancy constraint. It 
can be observed that prescribing 1000 ms cycle time was not necessary in the 
existing implementation. 

The DECHLS-DCS also shows that the average utilization of CPUs and 
communication busses in the existing system were only around 37% and 11%. 
The official ABB Freelance development tool cannot deliver such estimations 
without completely building the system, followed by downloading, running and 
profiling the whole software. 
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Summarizing above simulation results: 

 A 450 ms cycle time could be achieved safely by utilizing the same 
number of CPUs 

 79% CPU utilization was achieved instead of 37% 

 22% communication bus utilization was achieved instead of 11% 

Conclusions 

This paper has illustrated how an SLS tool (DECHLS) can be adapted, modified 
and utilized in designing a specific form of HMA (an industrial process control 
system). For this proper adaptation, DECHLS have been modified in order to be 
capable to handle the application-specific standardized task input graph 
descriptions (SFC or FBD). A converting algorithm has been presented for this 
extension. The additional necessary extensions for adaptation have been also 
presented in the paper: a special decomposition algorithm, a multirate function 
scheduler algorithm, an extended allocation algorithm handling safety-critical 
redundancy. By these modifications and extensions, DECHLS became a capable 
tool for providing various resulting designs to compare and evaluate them already 
on the SLS level without any lower level implementations. 

The benchmark presented in the paper illustrates on comparing with existing 
solutions that the preliminary decomposition in DECHLS increased the number of 
subfunctions. Hereby, more freedom remains for the scheduling and allocation 
phases. It can also be observed that a proper systematic scheduling could lead to 
higher processor utilization even at high communication times between 
processors. 

Consequently, such an adaptation of the DECHLS tool, helps to compare and 
evaluate various resulting HMAs exclusively on the SLS level, without 
implementing the whole system. 
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Abstract: Laparoscopic surgery has revolutionized medicine, yet it requires specific skills 

not traditionally taught to surgeons. Early in training, surgical trainees frequently use low-

fidelity “box-trainers” to increase their skills. Evaluation of performance, however, is 

crude, frequently focusing on speed alone or subjective observations. There is a research 

collaboration between the Department of Electrical and Computer Engineering and the 

Department of Surgery, of the Homer Stryker M.D. Medical School, at WMU. The objective 

of this research is to develop an intelligent box-trainer system which incorporates sensory 

devices and high definition digital video cameras along with a fuzzy logic-based 

performance assessment system. Two of the key research problems of this work are the 

implementation of the tool tip tracking task and the associated performance assessment 

method. This system will more consistently evaluate trainees and their performance in real 

time without needing the presence of an independent observer. Using fuzzy logic to capture 

expert knowledge and fusing it with sensory data for performance assessment purposes is a 

new approach in the area of laparoscopic surgery training. 

Keywords: Intelligent Laparoscopic Surgical Box-Trainer; Laparoscopic Surgical Tool Tip 

Tracking; Fuzzy Logic-Based Performance Assessment System 
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1 Introduction 

Laparoscopic surgery, one form of minimally invasive surgery, is performed 
through a series of small incisions, through which, plastic ports are placed, 
allowing the introduction of a camera and specially designed instruments. The 
avoidance of a single large incision, reduces pain and recovery time. The 
surgeon’s interface occurs through a video monitor that displays images from the 
camera inside the abdomen. Early training for laparoscopic surgery is more 
complex than for more traditional (open) surgery, leading to a more specified 
training curriculum known as Fundamentals of Laparoscopic Surgery (FLS). The 
FLS program (SAGES/ACS, FLS Program, Los Angeles, CA, USA) [1] [2] 
consists of five basic laparoscopic tasks that are non-procedure specific and are 
performed and tested on a surgical box-trainer, a low cost in vitro system that uses 
laparoscopic instruments in a laboratory, bench-top setting [3]. These tasks 
emphasize ambidexterity, depth perception, eye-hand coordination and controlled 
instrument movement. The development of excellent eye-hand coordination and 
cognitive capabilities are crucial for the safe execution of laparoscopic procedures. 

When measuring surgical skills during simulation, the users’ performance is, 
generally speaking, assessed by monitoring the precision and the speed of the 
execution of the tasks. One major disadvantage when using the universally 
accepted and standard FLS Box-Trainer device [4] [5] is that, outside of crude 
time to task completion, neither qualitative nor quantitative performance data are 
measured and recorded electronically. As a consequence, the test results are not 
easily available for the users in a format which can be reviewed by computer or 
teaching faculty, who, instead, must depend on subjective assessments performed 
in real time. 

Several attempts have been made to objectively measure and record performance 
during laparoscopic training exercises (reviewed by Reily et al. [6]). Oropesa et al. 
[7] proposed an EVA (Endoscopic Video Analysis) tracking system for extracting 
the motion of laparoscopic instruments based on non-obtrusive video tracking. 
The feasibility of using EVA in laparoscopic settings has been tested in a box 
trainer setup. EVA makes use of an algorithm that employs information of the 
laparoscopic instrument's shaft edges in the image, the instrument's insertion point 
and the camera's optical center to track the three-dimensional position of the 
instrument tip. A validation study of EVA comprised a comparison of the 
measurements achieved with EVA and the TrEndo tracking system. EVA was 
successfully validated in a BT setup showing the potential of endoscopic video 
analysis to assess laparoscopic psychomotor skills. 

Horeman et al. [8] investigated the added value of force parameters with respect to 
commonly used motion and time parameters such as path length, motion volume, 
and task time. Two new dynamic bimanual positioning tasks were developed that 
not only require adequate motion control but also appropriate force control during 
simulated tissue manipulation. Their study concluded that it is possible to 
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distinguish the skill levels of a novice versus an expert with an accuracy up to 
100%. The results indicated that the manipulation forces applied by novices often 
exceeded the established threshold value set for producing tissue damage. This 
means that a student’s focus on task time and instrument motion alone during a 
skills training exercise may have a negative influence on tissue handling skills. 
The relatively high forces used by the intermediates in combination with the 
apparent lack of correlation between force and motion parameters argues for the 
inclusion of specific training in and assessment of force application in tissue 
handling in laparoscopic skills training programs. 

Although progress has been made in terms of objectively quantifying laparoscopic 
surgical proficiency, a fair amount of assessment still depends on subjective 
evaluations by experienced surgeons. To this end, the introduction of fuzzy logic 
to skills evaluation may help lessen variability in testing. Grantner et al. [9] 
proposed a fuzzy logic based intelligent decision support system for children, in a 
similar context. Further, Grantner et al. [10] proposed an intelligent box-trainer 
system that is enhanced by adding several sensors and high definition digital video 
cameras along with a fuzzy logic-based performance assessment system. Thus, the 
combination of technologically advanced measurement of instrument control with 
fuzzy logic evaluation of performance must be considered a promising new area in 
the field of surgical skill evaluation. 

One challenge to producing objective evaluations based on imaging is the fact that 
modern imaging systems can generate a massive amount of data in a short time 
span defined by the frame rate. In order to provide real-time intelligent assessment 
capabilities, the dynamic performance of the fuzzy logic-based system must be 
able to maintain a pace that matches that of image data generation. We, therefore, 
propose a hardware accelerator framework for fuzzy logic edge detection. 

This paper is organized as follows: Section II describes the concepts of tool tip 
tracking for the FLS BT tests. Section III presents the fuzzy logic knowledge base 
for the tool tip tracking system. Section IV reports on the software design and its 
implementation. Section V outlines simulation and live test results. Section VI 
lays out a proposed framework for developing a hardware accelerator for edge 
detection. Conclusions and plans for further research are given in Section VII. 

2 Tool Tip Tracking System for FLS Box-Trainer 
Tests 

The following tasks should be carried out during the FLS tests: Peg Transfer, 
Precision Cutting, Endoloop, Extracorporeal Suture and Intracorporeal Suture [1]. 
For assessment purposes, in all five of them, it is very important that the surgical 
tool tips exhibit smooth movements in a limited three-dimensional space. The 
simplified block diagram of the tool tip tracking section and the test execution 
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monitoring section of the Intelligent Box-Trainer System [10] is depicted in Fig. 
1. The capacitive force sensors mounted on the graspers along with their interface 
electronics, the START/STOP push button and the microcontroller system which 
sends the force measurement data and the execution time to the Main PC are 
omitted. 

 

Figure 1 

Tool tip tracking system 

The tool tip tracking system encompasses two image sensors, a computer system 
and specific laparoscopic surgical tools suited for a particular FLS test. Currently, 
each image sensor is a 5-megapixel USB 2.0 camera with a variable-focus lens. 
The cameras are positioned perpendicularly inside the BT to facilitate a three-
dimensional tracking of the tool tips movements. The center of each camera lens 
is calibrated to point to the center of the actual test platform inside the BT. The 
cameras are configured to produce a video stream at the rate of approximately 30 
frames per seconds with resolution of 1028x720 pixels per frame. The BT is 
retrofitted with extra LED strips for better lighting conditions. The back side of 
the BT is closed with a white piece of plastic to avoid any outlier tracking of 
objects outside the BT. During the tests the video streams produced by Cameras 1 
and 2 are recorded. 
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Camera 3 along with the Raspberry Pi 3 (RPi3) microcomputer provide visual 
feedback for the test taker on the HD monitor. This video stream is not recorded. 
The tablet is used by the supervising medical personnel to register the user for the 
test and to select the type of test to be taken as well as the skill level. During the 
test the tablet displays the results of the performance assessment system in real 
time. Those results are created by programs running on the Main PC. The wireless 
communications between the tablet and the Main PC are implemented through the 
Router. At the conclusion of the test, the supervisor may accept, or reject, the 
assessment outcome by the intelligent system and, in addition, may add comments 
by using the tablet. Those comments will be included in the text file in which the 
assessment results are stored. 

3 Knowledge Base for Tool Tip Tracking System 

The concept to track and assess the movements of the tool tips during laparoscopic 
surgery skill tests using a BT is new. At present time there is no other, published, 
comparable intelligent BT system available than that which is presented in this 
paper. As a consequence, no public data sets are available to work with. However, 
there is expert surgeon knowledge about the desirable tool tip movements. Using 
camera images, there are various algorithms and software tools available to track 
the tool tip movements. In this research the color tracking feature has been chosen 
because it is less computationally intensive than other approaches and the 
objective of this project is to provide real-time skill assessment capabilities. The 
tracking is carried out in pixel space but the results can be converted into distance 
measurements in a coordinate system. 

Fuzzy set theory provides a mathematical framework, in which, expert knowledge 
can be fused with measured data in an uncertain environment. Even in the case of 
non-existent experimental data sets by interviewing domain experts a fuzzy 
knowledge base can be created. 

The discussion which follows is based upon the Peg Transfer test. The right-hand 
grasper tool tip is painted red while the left-hand grasper tool tip is painted yellow 
for object movement tracking. To make the color tracking more robust the red 
color may be replaced by a more composite one, like cyan or magenta, in the 
future. A crucial aspect of executing a laparoscopic surgery procedure is that tool 
tip movements should be confined into a three-dimensional (3D) space which 
should be of limited size. If the tips were moving without imposed 3D constraints, 
they might cause unintended damage to internal organs near to the target of the 
procedure. The idea for creating a fuzzy model for tool trip tacking is illustrated in 
Fig. 2. The test platform is surrounded by three virtual 3D boxes. The physical 
sizes of these boxes depend upon the chosen skill level of the user and are decided 
by expert surgeons. The actual sizes are subject of further research and will be 
fine-tuned for each skill level category to reflect the opinions of expert surgeons. 
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The coordinate system is set up as follows: X stands for horizontal movements, Y 
stands for vertical movements and Z stands for depth movements (away from the 
test platform), respectively. The origin of the virtual coordinate system is fixed to 
the geometric center of the test platform. 

The virtual 3D spaces are divided into symmetrical left and right sub-spaces. The 
input and output fuzzy sets for tool tip tracking are depicted in Figs. 3a-3c. Both 
the recorded left-hand and the right-hand tool tip movements are fuzzified in the 
same way. The membership functions for the X and Y movements have the same 
properties for the linguistic labels Excellent, Good and Bad, respectively. The 
labels for the Z movements are defined in a somewhat different fashion. 

 
Figure 2 

Virtual 3D spaces for tool trip tracking 

 
Figure 3a 

Membership functions for X movements 
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The membership functions for performance assessment using letter grades are 
shown in Fig. 4. A stands for the top grade and E stands for the failing grade. The 
fuzzy IF-THEN rules for the tool-tip tracking performance assessment system are 
given in the form of Fuzzy Associate Memory (FAM) matrices which are depicted 
in Table 1. 

 

 

Figure 3b 

Membership functions for Y movements 

 

Figure 3c 

Membership functions for Z movements 
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Figure 4 

Membership functions for performance assessment 

The membership functions and the fuzzy knowledge base have been devised by 
collecting data from peg transfer tests executed by first year residents and also by 
interviewing expert surgery faculty about their perceptions on the residents’ 
performance. Hence, the membership functions and the FAM matrices included in 
this paper reflect the current status of the research project. As more test data, 
along with expert surgeons’ performance assessment, becomes available, the 
membership functions and the FAM matrices will be fine-tuned to improve the 
quality of the assessment system. In addition, fuzzy membership functions and 
associated FAM matrices will be developed for users of other skill levels as well, 
like novices, second and third year residents and expert surgeons. 

The research work will continue to extend the intelligent assessment system to 
support all five standard tests which are established in the FLS program. 

Table 1 

FAM Matrices for tool-trip tracking performance assessment 

Input Output 

X Y Z Assessment 

Bad Bad Bad E 

Bad Bad Good E 

Bad Bad Excellent E 

Bad Good Bad E 

Bad Good Good D 

Bad Good Excellent D 

Bad Excellent Bad E 

Bad Excellent Good D 

Bad Excellent Excellent C 
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Input Output 

X Y Z Assessment 

Good Bad Bad E 

Good Bad Good E 

Good Bad Excellent C 

Good Good Bad D 

Good Good Good C 

Good Good Excellent C 

Good Excellent Bad D 

Good Excellent Good B 

Good Excellent Excellent B 

Input Output 

X Y Z Assessment 

Excellent Bad Bad E 

Excellent Bad Good D 

Excellent Bad Excellent C 

Excellent Good Bad D 

Excellent Good Good C 

Excellent Good Excellent B 

Excellent Excellent Bad C 

Excellent Excellent Good B 

Excellent Excellent Excellent A 

4 Software Design and Implementation 

The software running on the main PC workstation consists of three major modules 
as follows: data acquisition and recording, data processing and decision making. 
The data acquisition and recording software module connects to the two USB HD 
video cameras and records the two video feeds by using the open source C# 
library Aforge.net [11]. 

The video cameras run at the rate of approximately 30fps with the resolution of 
1028x720 pixels per frame. The format mpeg4 is used to record the video streams 
with .avi file extension. 

Tracking the movements of the laparoscopic tool tips in the defined virtual 3D 
spaces is the main task to be carried out by the data processing module. The 
Euclidean color filtering algorithm [12] is employed for tool tip tracking. The 
actual color tracking is implemented by properly setting up RGB filters in the 
relevant Aforge.net function calls. 
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The tool tip tracking program is implemented as a multi-thread environment. The 
main, or parent thread is the one where all other threads are created and 
maintained while the system is running. Each time a camera has sent a new frame 
an event-based thread is launched. In this thread, the new frame is placed in a 
waiting queue for processing. There are two waiting queues in the system, each of 
them is assigned to one particular camera. 

Two similar threads are tasked to process the frames for identifying the tool tip 
positions, one for each camera. The thread is designed to implement the functions 
as follows: check the status of the waiting queue for a new frame to process, 
execute the algorithm to find the dedicated tool tip position (either right or left, 
respectively) in the 3D spaces and save the result in a queue. After the completion 
of these functions, the thread is scheduled to go into sleep mode for 10 ms. After 
that it executes the same algorithm again, all the time. 

A third thread is designed to check the status of the queues holding the tool tip 
position results and feed the tool tip position data as crisp inputs to the fuzzy 
logic-based assessment system. The fuzzy logic-based assessment system carries 
out the fuzzification task for those inputs, performs Mamdani-type [13] inference 
operations using the fuzzy knowledge base, executes the Center of Gravity 
defuzzification algorithm and, finally, generates crisp assessment output values in 
the form of a percentage scale. 

There are additional supporting threads as well. Those threads implement utility 
functions as follows: recoding the video feeds to the PC hard-drives, controlling 
the communications between the main PC and the supervisor tablet and providing 
console information for the supervisor medical personal on the system status. The 
block diagram of these threads are shown in Fig. 5. 

The supervisor tablet software is also based upon the multi-thread paradigm. Its 
main thread controls a set of threads such as the Graphical User Interface (GUI) 
update thread, wireless communication with the main PC thread and the 
performance assessment results archiving on the main PC thread. 
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Figure 5 

Software threads 

5 Simulations and Live Test Results 

The fuzzy logic-based tool tip movement assessment system was simulated using 
MATLAB. The multiple-input-single-output (MISO) system consists of three 
fuzzy inputs, a type-1 Mamdani [13] fuzzy inference system, and a single output. 
The knowledge base in the fuzzy inference system was represented by 27 fuzzy 
IF-THEN rules. The MATLAB system simulation architecture using the Fuzzy 
Logic Toolbox is shown in Fig. 6. 
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Figure 6 

MATLAB simulations architecture 

The intelligent BT system in a laboratory environment is depicted in Fig. 7. It is 
shown in preparation for a live experiment. During a test, a snapshot of the real 
time assessment results are displayed on the supervisor tablet in Fig. 8. After a test 
session has been completed the assessment results are stored in a text file as given 
in Fig. 9. RHTA and LHTA stand for Right Hand Tool Assessment and Left Hand 
Tool Assessment, respectively. In addition, the recorded video streams by both 
cameras are also made available for review. A monitor screenshot of the Camera 1 
replay is shown in Fig. 10. 

Regarding the tool tip tracking assessment capability provided by the intelligent 
BT system, Department of Surgery faculty are very much satisfied by the 
performance of the new intelligent BT device. The test outcome assessments are 
basically in agreement with their own. Since no similar device is available for use 
at this point, the results delivered by the intelligent assessment system cannot be 
compared with anything else. The fact that the system allows the recording (both 
camera video streams and also the fuzzy assessment results in a text file) of the 
performance of the residents during their tests opens a new chapter in teaching 
laparoscopic surgery skills. If requested, the residents could be provided with the 
recorded session results on a flash drive. That will allow them to study the tests’ 
outcomes, by reviewing the records on their own computers. As an expected 
result, the quality of the laparoscopic surgery training program will significantly 
improve. That should benefit surgery patients and the society for the long run. 

In addition, the approach to develop a fuzzy logic-based performance assessment 
support system will allow another major benefit. As more test data and experts’ 
opinions will have been collected over time, the assessment results will become 
more consistent and more objective. It will represent a great improvement over the 
current, potentially subjective assessment methods. 
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Figure 7 

Intelligent BT system 
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Figure 8 

Real time display of assessment results during a test 
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Figure 9 

BT session report 
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Figure 10 

Replay of recorded video stream by Camera 1 

6 Hardware Accelerator Design for Fuzzy Logic 
Based Edge Detection 

Another possible approach for tool tip tracking, is based upon the edge detection 
method. The proposed fuzzy logic edge detection system is based upon a 
Mamdani-type MISO fuzzy system [13]. The system has four fuzzy inputs and 
one crisp output. The fuzzy knowledge base is made up of seven IF-THEN rules. 
Inputs one and two are the gradients regarding the X-axis and the Y-axis out of a 
kernel of 3×3 pixels. The respective fuzzy sets are denoted as GX, and GY. 
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𝐺𝑋 = ∑ ∑ [−1 0 1−2 0 2−1 0 1] ⋅ 𝐼(𝑥, 𝑦)3𝑦=13𝑥=1              (1) 

 𝐺𝑌 = ∑ ∑ [−1 −2 −10 0 01 2 1 ] ⋅ 𝐼(𝑥, 𝑦)3𝑦=13𝑥=1          (2) 

 𝐿𝑃 = ∑ ∑ [1 1 11 1 11 1 1] ⋅ 19 ⋅ 𝐼(𝑥, 𝑦)3𝑦=13𝑥=1              (3) 

 𝐻𝑃 = ∑ ∑ [−1 −1 −1−1 8 −1−1 −1 −1] ⋅ 19 ⋅ 𝐼(𝑥, 𝑦)3𝑦=13𝑥=1       (4) 

 

 

Figure 11 

MATLAB simulations architecture for edge detection 
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Input three to the system is the output of a low-pass filter. The associated fuzzy set 
is denoted as LP. Input four to the system is the output of a high-pass filter and the 
associated fuzzy set is denoted as HP. The preprocessing system calculates GX, 
GY, LP and HP, respectively, using Equations (1) to (4). The performance of this 
system was simulated using the MATLAB Fuzzy Logic toolbox, shown in Fig. 11. 

The proposed hardware accelerator architecture for this system consists of four 
modules as follows: preprocessing subsystem where raw grayscale values of the 
input pixels pass through four different linear spatial filters, fuzzification 
subsystem in which four fuzzy input variables are created by a fuzzification 
algorithm, fuzzy inference subsystem and defuzzification subsystem by which a 
single crisp output is generated. The knowledge base is implemented using seven 
IF-THEN rules. Various, different defuzzification methods were experimented 
with to assess the performance of the system. 

The proposed pipelined hardware accelerator was designed and implemented on a 
number of Xilinx 7000-series Field Programmable Gate Array (FPGA) devices 
using the Xilinx Vivado Design Suite. For speedup, the architecture is made up of 
seven pipeline stages. The preprocessor subsystem is implemented by the first 
three stages, the inference subsystem utilizes two stages and the fuzzification and 
defuzzification subsystems, respectively, take just one each. Each stage requires 
just one clock cycle of execution time. The dynamic performance of the system 
was simulated using various Xilinx 7 Series FPGA devices. 

Simulation results using 11 ns clock cycle time (i.e., the clock rate is slightly 
lower than the nominal maximum external clock frequency of 100 MHz) showed 
that the system needs 77 ns (7 cycles) to fill up the pipeline and after that it takes 
just 11 ns of execution time to process a pixel. For a pure software performance 
comparison, a MATLAB program-based implementation was running on a PC 
with an Intel Core i7 processor and 8 GB of memory. The software tests required 
1.3178 millisecond execution time per pixel. 

Conclusions and Future Research 

The concepts of the tool tip tracking section of an intelligent, fuzzy logic-based 
performance assessment support system for the FLS BT device are presented. We 
propose tracking of the tool tip movements over the various test platforms in three 
dimensional virtual spaces of constrained sizes. By taking this approach the 
performance of surgery residents executing the certified FLS tests can be assessed 
in a quantifiable, objective and consistent way. The system provides files of 
recorded video clips from both cameras and also measured and processed sensory 
data. By using those files, the residents may review their performance which will 
help them to improve their laparoscopic surgery skills. 

The quality of the assessment results can be improved by fine-tuning the 
membership functions and the fuzzy logic rule base, with the help of more test 
data and expert surgeon opinions. The plan is that in a research collaboration with 
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the Department of Surgical Research and Techniques, of Semmelweis University 
(SU), and the Antal Bejczy Center for Intelligent Robotics, of Obuda University, a 
fully equipped Intelligent BT System will be rented to SU. SU has a large number 
of residents in their surgery program and that will help in collecting large amount 
of data in a relatively short amount of time. 

In the continuation of this project, we will be working on adding the Pattern 
Cutting Test and the three Suturing Tests, to the intelligent performance 
assessment system. The latter will be a very challenging project. Also in future 
research, hardware accelerators based on System-on-Chip (SoC) devices [14] will 
be investigated to potentially replace the main PC which is currently being used to 
perform the computationally extensive functions of the system. Using an SoC 
based system would facilitate the implementation of more complex and custom 
algorithms, at much higher processing rates. 
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Abstract: In our increasingly connected and open World, randomness has become an 

endangered species. We may soon not have anything private, all out communication, 

interaction with others becomes publicly available. The only method to secure 

(temporarily) communication is mixing it with randomness – encoding it with random keys. 

But massive reuse of the same sources of randomness and rapid development of technology 

often reveals that used sources were not perfectly random. The Internet security is top-

down, based on higher-level certificates, but we can never be quite certain with 'given from 

above' products in their quality – in order to beat each other producers are 'cutting 

corners' and even the high-level security certificates are available on Internet dark 

markets. This clearly shows in tremendous increase of all kind of security accidents, so 

there is an urgent need for new, independent sources of randomness. Mathematical 

treatment of randomness is based on infinite concepts, thus useless in practice with devices 

with finite memory (humans, computers, Internet Of Things). Here is introduced a 

definition for randomness based on devices with finite memory – k-randomness; it is 

shown, how this allows to create new randomness in computer games; numerous tests 

show, that this source is quite on par with established sources of randomness. Besides 

algorithmically-generated randomness is in computer games present also human-generated 

randomness - when competing players try to beat each other they invent new moves and 

tactics, i.e. introduce new randomness. This randomness appears in the sequence of players 

moves and when combined with the sequences of moves of other players can be used for 

generating secret keys for symmetric encryption in multi-player game communication 

system. The method does not use public-key step for creation of shared secret (the key), 

thus the encryption system does not need any upper-level security authorities. 

Keywords: entropy; randomness; encryption; digital games; finite-state machines; human 

behavior; cyclic order; k-random sequences; player’s actions combination 
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1 Introduction 

Traditional fields of human activity – agriculture, manufacturing and construction 
are currently producing only 35% of all values consumed by humanity [1], the rest 
is produced in mental/information sphere, where the input for production of new 
values is data. Most important source of new data are we self and all producers are 
trying to capture as much as possible data concerning us. 

Thus, it is becoming increasingly important to safeguard our privacy, our 'self', 
our data and our communication and for this we need randomness. Randomness 
has become a commercial product, several countries are introducing new random 
number generators [2] and with rapid increase of communication and data we 
have growing need for new randomness for encryption. Encryption ciphers are 
based on modifying messages using random data. But encryption is only 
temporary measure - when some encryption method/cypher is broken it becomes 
worthless and the randomness used in it also becomes worthless. Data breaches 
are increasing by more than 20 percent in a year [3], they have become the most 
worrying feature of Internet [4] and every breach is decreasing the value of 
randomness used. Growth of ’big data’ inevitably increases amount of randomness 
needed to establish ownership for these ‘big data’ items. Thus, we constantly need 
new sources of randomness. New computing environments - Internet of Things 
(IoT), virtual/cloud servers etc. all increase the need for randomness. 

To satisfy this continually growing need for randomness there are emerging 
dedicated services to serve random data [5]. For delivering this data was proposed 
a special new protocol 'Entropy as a Service' [6]. But for delivery this data also 
should be encrypted, thus it is a new source needing 'fresh' entropy. So it is not 
clear, whether this kind of ‘top-down’ service will reduce the need for entropy or 
contrary, increase it. 

Trust in the current top-down security practices, based on higher-level security 
authorities issuing and controlling security certificates is decreasing – the high-
level certificates are on sale on ‘Dark Web’ for $260 … $1,600 [7]. Security 
should be ‘bottom-up’ (Neighborhood Security) and entropy/randomness created 
just where it is needed (like in blockchain). Everything is simpler and safer if the 
entropy/randomness is generated where it is used. 

Randomness is quite an infeasible concept. Mathematical treatment of randomness 
is based on infinite concepts, thus not applicable in real-world practice, where all 
information is handled by devices with limited memory - humans, computers, 
devices in IoT. Here is introduced a definition of k-randomness applicable to 
devices with finite memory and shown, how this can be used to produce with 
games of chance random integer sequences; tests show, that the created 
randomness is quite on level with established sources of randomness. As a 
practical use of generated with game randomness is introduced herein a method to 
create secure encryption keys for symmetric encryption. 
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2 Types of Randomness 

It is impossible to generate random values using a computer's basic operations – 
binary operations conjunction &  (AND), disjunction   (OR) and the unary 
negation   (NOT) – all combinations of these connectives return single 
determined value (if not, then the computer is broken). John von Neumann 
commented on this: "Anyone who attempts to generate random numbers by 
deterministic means is, of course, living in a state of sin". But he did not elaborate: 
“why?” “what are the ‘non-sinful means’ of creating randomness?” and what 
actually is randomness 

Computers are deterministic, orderly; randomness is the opposite of order, the 
absence of any pattern. The current understanding is that 'true' randomness can be 
extracted only from physical processes, which have rich deep inner structure – 
entropy, e.g. thermal fluctuations in processor, pixels found by mouse sensor 
when user makes some rapid random strokes, atmospheric disturbances [8] etc. 
These sources are 'Pure Randomness Generators' (PRG), but they are often not 
rich enough e.g. for network servers which do not have external devices. 

Operating systems send ‘new-born’ messages, thus should have means for 
securing them with ‘new-born’ randomness/entropy and for this all operating 
systems maintain an entropy pool. The first versions of Linux kernel created 
entropy from the third derivative of differences in timings of user actions; this 
information is stored in two files /dev/random and /dev/urandom. This method 
turned out to be too slow and currently uselow-order bits (lest significant, i.e. 
changing most rapidly) from timing of user actions on keyboard, mouse 
movements, IDE requests; extracting entropy from audio [9] and video [10] data is 
also studied. 

Programming language's compilers need methods to create random values [11], 
[12]. All compilers work under an Operation System (OS) and get their 
randomness from OS, e.g. in Windows environment randomness to all 
programming languages comes from the same source as to the Microsoft C/C++ 
compiler (and the Intel compiler [13] or newer [14]) - they use the random values 
generated in Common Language Runtime [15], using the entropy produced by 
processor. But there have been found several problems for Intel processors [16], 
[17] thus specialists distrust randomness produced by Intel processors [18], e.g. in 
Linux kernel it is only one of many inputs into the random pool. Research has 
shown that even processors built-in functions (PRG-s) for generating random 
values can be compromised [19] and processors and microchips may have built-in 
hardware rojans [20] which can leak information leading to successful key 
recovery attacks. After the NSA (U.S. National Security Agency) leaks by Edward 
Snowden, many engineers have lost faith in hardware randomness [21]. 

The hardware entropy pool decrease every time random numbers are generated 
from it Requesting many random numbers may starve them; this is a practical 
issue on servers without input devices. Other PRG sources also decrease, e.g. the 



J. Henno et al. Creating Randomness with Games 

 – 196 – 

online source of randomness Random.org [22] limits its daily available amount of 
free random bytes (currently 610  bits). Thus PRG sources do not suffice, for 
random number generation are needed also computer algorithms. 

Computers are finite devices and after a while 'fall into loop', start to repeat 
computed values. Thus 'calculated randomness' is pseudo-randomness produced 
by pseudo-random number generators (PRNG). All PRNG-s are loops, which after 
their period repeat produced values. 

The first value in the loop is created using a random seed, i.e. comes from other, 
usually PRG source. The next value is calculated from the previous one by some 
recurrent function; common method is to use linear (for speed) recurrent functions 
with reduction by modulus. For these Congruential Generators (CG) is the period 
(length of the loop) the most important measure of security of such a generator. 

For the C language it should be at least 32
2 32767  [23] - a rather small number 

for current CPU-s and its use (installing the Microsoft or GNU suite of compilers) 
requires decent computer skills. A 'high-end' PRNG–s have much bigger period, 

e.g. period of the 'mersenne twister' is the Mersenne prime 19937

2 1, but use of 
these requires good computer skills and good hardware. 

Many PRNG-s which at their introduction were considered 'good enough' have 
later become obsolete. For example, John von Neumann used for generation of 
random numbers the 'middle-square' method [24] – for the recurrence step earlier 
produced number was squared and then the middle digits were sliced out. This 
mix of number's semantics (squaring) and syntax (use only middle digits) was 
used already in 13th century [25] and seems good, since un-computability results 
(e.g. the Rice theorem [26]) indicate, that most semantic properties are 
undecidable from syntax. However, research revealed that with n-bit seed the 

length of generated cycle is 8
n  and with many seeds even much shorter, e.g. 

     2 2 2 2
3792 79 6241 24 0576 57 3249 24  - a cycle. 

Many PRNG-s have similar fate. The RC4 (Rivest Cipher 4) was used in several 
commercial encryption protocols and standards (e.g. in the TLS - Transport Layer 
Security – the base of all traffic in WWW), but is currently prohibited; widely 
known was periodicity in the random function of Microsoft PHP translator. 
Already in 1999 were presented general methods for prediction of CG-s [27], [28]. 

For assessment of quality of new PRNG-s have been constructed several suites of 
statistical tests – the NIST (the U.S. National Institute of Standards and 
Technology) suite [29], the Dieharder (Marsaglia) suite [30], ENT [31] etc. These 
tests check presented samples for some common regularities in everyday data, e.g. 
the Dieharder 3.20 implements 26 tests. 

We tested with the ENT suite several established sources: 

1. The first 7 KB part of the 2.1 GB file /dev/urandom from Ubuntu 16.04.3 
(a three months old installation, used mainly for making music) 
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2. 10000 decimal digits downloaded from the Random.org (randomness from 
atmosphere); 

3. 10000 decimal digits created using the function 
window.crypto.getRandomValues(); 

4. 10000 decimal digits created by Wolfram Mathworld with function 
RandomInteger[] using the default method Rule30CA 

In the following table are shown three characteristics from the test with the ENT 
suite of statistical tests: entropy (bits per bit), possible compression (randomness 
can't be compressed) and serial correlation coefficient. 

Table 1.  

Some characteristics of established sources of randomness 

 Entropy Compression Correlation 

/dev/urandom 0.988577 1% 0.035161 

Random.org 0.919040 8% 0.060193 

Windows 0.974450 2% -0.010378 

Wolfram 0.974448 2% -0.010948 

The results are rather similar except a bit weaker performance of atmosphere 
processes – the random sequence downloaded from the site Random.org. 

However, statistical tests cannot guarantee randomness and the results of these 
tests do not tell the whole truth. Although the randomness from Linux performed 
best, visual inspection (the 'Statistics' tool from the free hex editor HxD) reveals, 
that distribution of frequencies in /dev/urandom contains a surprising peak. 

 

Figure 1.  

Distribution of frequencies of bytes in the first 7 KB from the /dev/urandom file from Ubuntu 16.04.3; 

the sharp peak in the middle is the code for the € (Euro) symbol 

Thus, statistical tests are also uncertain method for evaluation of randomness 
sources. There could be surprising dependencies in data - the above peak in € 
symbol code come from computer, which is rather new (in use only for several 
months) and was never used for any kind of financial data handling. 
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3 Randomness from Games 

Randomness is an essential ingredient in most games and for utilizing this source 
have been proposed different methods [32] [33]. In [34] authors presented a 
method for producing on-line in real playtime binary random strings from simple 
repeated games; here the principles of the proposed method are applied to produce 
from gameplay m-ary ( 2m  ) random sequences. 

In the (economics - based) texts on games the game decision mechanism is usually 
not detailed – it is determined by unpredictable markets. In video games decisions 
are deterministic, thus we follow computer science tradition (see e.g. [35]) and use 
for the decision mechanism finite automaton. Games considered here are 'games 
of luck', where both players have equal chance to win and the best strategy (the 
Nash equilibrium) for both players is total randomness, i.e. in the game payoff 
matrix (economics-based format) the sums of all rows and columns are equal, 
such games are e.g. the rock-paper-scissors and odd-even. 

If one player is human or some established source of randomness and the other – 
the computer algorithm, then the (statistical) result of numerous repeated plays is 
also an assessment for the quality of computer-created randomness. The length of 
all considered here random sequences/plays is 10000, following the suggestion: 
"A reasonable estimate (for humanly interesting cases) reckons that some 10,000 
digits would suffice" [36] 

Thus in the following game is a structure 1 2, , , ,M R G P P A= , where 

 1 2,  P P  are (two) players; 

{0,1,..., 1}M m  , 2m   - the set of legal moves (actions) of players (the 

same set for both players); in every round both players apply simultaneously one 
action which initiates some change in automaton A  

 1 2[ , ]R r r  - player's utilities (points); at the start 1 2 0r r   

 A  - a finite automaton, deciding the output (move) and payoffs to players. Here 
are considered simultaneous (synchronous) games, where players produce their 
actions (moves) simultaneously at the same time, thus the input for the automaton 

A  are pairs 1 2( , )i im m , where 1im  is the i move the first player, 2im  - i move 

second player; denote 1
1 2 2 1( , ) ( , )
i i i i

m m m m
  - actions of players switched. 

Automaton's (possible) outputs are "1" (player 1P  won, 1  1r   ), "-1" (player 2P  

won, 2  1r    ), "0" – draw. Thus, the automaton has four distinguished states: 
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Figure 2.  

Game automaton with distinguished states: a0  – the start state, a1  – first player won, a2  – second 

player won, ad – draw 

Here 0a  is the game start state, 1a  - here automaton outputs, that the first player 

won, 2a  - the second player won, da  - draw; in any other state (not shown) 

automaton does not produce output; 1 2{ , , }dF a a a  is the set of final states 

Automaton does not have cycles, thus the graph of the automaton is a tree (with 
possible loops with limited length at some nodes) and all rounds are finite. The 
length ( )D A  of the longest round (the depth of the tree) is the depth of the 

game. Game is repeated and after some fixed number (here 10000) of moves 
automaton announces if the result of the game is draw or who won. 

Automaton is deterministic, i.e. in any state aA , a F  and for any move 

( , )
i j

m m  there is a single transition 0( , ) {\ }
i j

a m m a a A  

Transitions are in natural way extended to words from 
2 ( )

11 21 1 2
{( , )} {( )...( ),  ( )}D

i j t t
M m m m m m m t D

  A A   

11 21 12 22 1t 2 t

11 21 12 22 1t 2 t

(( , )( , )...( , ))

( ( , ))(( , )...( , ))

a m m m m m m

a m m m m m m


 

Action of words on states of automaton A  creates partition of the set 2 ( )D
M

A  of 
words into three sub-languages: 

1 0 1{ | } w a w aL =  

2 0 2{ | } w a w a=L  

0{ | } 
d d

w a w aL =  

Call all words 2 ( )D
w M A  plays. 
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4 Symmetry-based Non-Learnable Games 

In games of chance, nobody wants to have worst chances by design of the game 
and all actions of players should be significant, i.e. could change the result, thus 
these games obey the following symmetry principle: 

in any move ( , )
i j

m m  from any play both players have equal chances, i.e. if all 

other moves in the play remain the same they can change their action so that 
expectation of outcomes 1 2,a a  is the same, i.e. 0.5. 

Since there are 2
m  possibly moves it follows that if m  is odd, the set 0L  can't be 

empty – otherwise 1 2| |   | |L L  is impossible. 

Therefore the games with A( ) 1D  (one round, i.e. every single state of the 
automaton) should satisfy the following conditions. 

1. All games are zero-sum, i.e. the involution 
1: ( , ) ( ( , ), )

i j j ijim m m m mm    produces an automorphism of the 

automaton A , i.e. 1 2 2 1( ) , ( ) , ( )    
d d

L L L L L L . 

2. Any substitution 

1 1

0 1 0 1:{ ,..., } { ,..., }


 
k k

m m m m  

of actions produces automorphism of automaton A , which does not break the 
partition 1 2{ ,  ,  }

d
L L L . 

3. The sublanguage 
d

L  contains all words ( , ),  
i i i

m m m M  and is minimal – it 

should not contain words which could be moved into 1L  or 2L  without breaking 

conditions 1,2. 

Proposition. Conditions 1-3 define for given m  unique (up to isomorphism) 
game payoff function. 

Proof. Consider the set 1 1 1{( , ), \{ }} 
i i

m m m M mM , i.e. moves, where the first 

player selects action 1m . From the condition 3. it follows, that the set 
d

L  can 

contain at most one of them, otherwise we could pairwise move them one to 1L , 

another to 2L  without breaking conditions 1.-2. 

From the condition 2. it follows, that there should be equal number of elements 
from the set 1M  inside sets 1 2,  L L . If these sets were of different size then 

substitutions which keep 1m  fixed, but move other actions will break the 

condition 2. 
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According to condition 2. actions inside 1L  could be re-arranged so that 

1 2 1 3 1 1 1( , ),( , ),...,( , )
k

m m m m m m L , 1 / 2k m    . Using the substitution 

1: 
i i k

m m  and the property 2. we get that all sets 

1 2 1{( , ),( , ),...,( , )}  i i i i i i k
m m m m m m  should belong to 1L . If m  is odd, then all 

moves are now evenly divided between sets 1L  and 2L . If m  is even, then from 

the above discussion it follows that the moves /2( , )i i k
m m  should belong both to 

2L  and 1L , i.e. they should be moved to set 
d

L . 

Thus, a game with properties 1.-3.- has an unique (up to involution  ) payoff 
function, based on cyclic order [37] on moves: if moves of players are 

1 2( ) ,  ( )
i j

m m m m P P , then output from the automaton A  is: 

sgn(( )mod / 2)
i j

m m m m    

Table 2.  

Decision table of cyclic 5-ary order; e.g. 
1

(0, 2), (1, 2)L , but 
2

(0,3), (2,1)L  

 0 1 2 3 4 

0 0 1 1 -1 -1 

1 -1 0 1 1 -1 

2 -1 -1 0 1 1 

3 1 -1 -1 0 1 

4 1 1 -1 -1 0 

In case 3m   this is isomorphic to the well-known game rock-paper-scissors, 
which appeared in China at the beginning of Current Era. Apparently, Chinese 
know how to use symmetry groups for inventing amusing games. 

There are variants of this game with greater cycle length e.g. movements of 
fighters can be punch, kick, grab, push (the next one stronger than the previous), 
in some games even more than ten with non-linear order [38]. The pay-offs could 
be any (increasing) sequence of numbers, e.g. in the above 5-ary game the payoffs 

(ordinals) could be integers [-2,-1,0,1,2] calculated by 1 2( )modm m m m  . 

Table 3. 
Payoff table for the first player in a cyclic 5-ary game (payoffs for the second player – multiply by -1 – 

game is zero-sum) 

 0 1 2 3 4 

0 0 -1 -2 2 1 

1 1 0 -1 -2 2 

2 2 1 0 -1 -2 

3 -2 2 1 0 -1 

4 -1 -2 2 1 0 
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5 Randomness for Finite Devices – k-randomness 

Games where all actions produce similar reward (payoff) are non-learnable even 
for Tensorflow [39]. Nevertheless there are professional players of rock-paper-
scissors [40], in USA is a league of professional players of the "Rock, Paper, 
Scissors" game [41], regular tournaments [42] and programming competition [43]. 
These professionals win their opponents not since they have learned the game 
(impossible!), but they have learned to learn their human opponents, i.e. create 
better randomness than their opponents. 

Randomness is an evasive concept to define. The widely accepted definition is the 
Kolmogorov- Martin-Löf definitions: [44] [45] 

 sequence is random if it can't be compressed - expressed by any algorithm or 

device which can be described using less symbols than what are in the sequence. 

This definition and other consequent definitions, e.g. [46] are using infinite 
concepts ('any algorithm') and apply to infinite sequences, thus useless in practice 
for evaluating quality of a source of randomness, where all actors/devices are 
finite (have finite memory) and produce finite sequences. All deterministic 
devices inevitably go to cycle after enough time (they do not have any new states 

and have to repeat already used states). Thus if deterministic devices 1 2,     

with finite memory (humans or computers) interact, the deciding factor (who can 
predict/learn whom or contrary, cannot learn/predict and concludes, that the other 
produces random output) depends on available memory of these interacting 

devices [47], [48]. If 1  has (sufficiently) more memory than 2  so that it can 

remember the whole cycle produced by 2 , then when 2  goes into cycle 1  

can always predict the next response of 2  ( 1  has learned, ‘pwnd’ 2 ), but 

since 2 cannot store in its smaller memory the whole cycle produced by 1 , it 

has to conclude, that 1  is creating random output. This insight is the base for the 

following definition: 

a finite sequence of integers is k-random if its length > k and it can't be created as 

the sequence of outputs by any deterministic finite automaton with less than k 

states. 

This definition can be expressed also in terms of the Zif-Lempel compression [49] 
thus this is a (particular case) of the Kolmogorov’s definition: 

 a finite sequence of length > k is k-random if it can't be compressed using 

dictionary with item length < k. 

When k   this definition yields the presented above definition. All PRNG-s 
are interactive (input is the seed) deterministic finite automata – with the same 
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seed they produce the same output and a PRNG with cycle length k produces 
(maximally) a k-random sequence. 

6 The Cycle Disruption Algorithm 

The k-randomness of a sequence (with length > k) actually means, that the 
sequence does not have a loop at its end. Any finite deterministic automaton with 
k states and m input symbols produces a periodic sequence [50], i.e. 'goes into 
loop', if the length of its input is longer than k m  - there are no new possibilities 
for the pair (state, input), thus a deterministic automaton produces the same 
subsequence which already occurred when it first arrived at (state, input). The 
evolutionary game theory of bounded rationality [51] of human players also 
predicts cyclic patterns in playing behavior [52]. Thus for successful play one has 
to find when the loop begins, i.e. automaton repeats its moves and then disrupt the 
loop. This is the idea of the loop disruption algorithm for creating random 
sequences: 

scan the sequence of stored moves (input-output pairs) and when you find a 

situation similar to the current one (see that the sequence of last moves already 

appeared earlier) make the move that in the previous situation would be winning. 

Suppose the sequence of moves in a game up to now is 

0 11 21 12 22 1 2 1k 2k 1k 1 2k 1

1 2 1k 2k

( , )( , ),..., ( , ),...( , )( , )...,

( , ),...( , )
n n

n n

a m m m m m m m m m m

m m m m

   

 and 1 2 1 2( , ),..., ( , )
n n k k

m m m m  is the longest repeated subsequence of moves 

(looking from the current state backwards). Then algorithm should select the 
move which wins in the state 1 1 2 1( , )

k k
m m  . 

For instance, in the following situation from a real play of 3-ary game (moves 
follow in pairs, first human then computer, e.g. on the second move human played 
'1', computer – '2') computer discovered a repeated sequence (underlined), thus its 
next move will be '2': 

1, 1, 1, 2, 2, 2, 0, 1, 0, 1, 1, 1, 1, 0, 1, 1, 0, 2, 2, 2, 2, 1, 0, 0, 1, 1, 0, 2, 0, 0, 2, 2, 1, 1, 2, 2, 2, 

1, 1, 1, 2, 2, 2, 0, 2, 2, 0, 1, 1, 1, 1, 2, 0, 0, 2, 2, 2, 2, 1, 1, 0, 0, 1, 2, 1, 0, 0, 2, 2, 0, 2, 0, 2, 0, 

0, 0, 0, 2, 0, 0, 2, 0, 1, 0, 0, 2, 2, 0, 2, 0 

The above sequence shows 45 moves (there are 90 symbols); length of the 
repeated subsequence is 4 moves; thus, the all sequence is 41-random. 

The algorithm has been implemented in several browser games [53]. 



J. Henno et al. Creating Randomness with Games 

 – 204 – 

7 Tests 

We tested the algorithm using it as the computer opponent in several games of 
luck (odd-even, rock-paper-scissors etc.) in many plays. Against human players 
(students from the Tallinn University of Technology and others) computer was in 
most cases already winning if the length of the game was >30. Humans are not 
sufficiently random to beat computer, especially if the memory requirements 
(length of the game) grows; it seems that here works the famous human short-term 
memory size principle – human memory is also finite [54]. 

As opponent players for testing were used several well-established sources of 
randomness: JavaScript’s functions Math.random() and 
window.crypto.getRandomValues(), random numbers produced by Wolfram's 
Mathematica and a table of 10000 random integers downloaded from 
https://www.random.org/. 

Tests indicated that the algorithm plays quite well against all these common 
sources of 'computed' randomness, i.e. its own randomness is on the same level. 
Below is a table of results from three tests, each a 10 series of plays, each play 
10000 rounds with 3m  . Player 1P  is in the first test random numbers produced 

by the JavaScript function Math.random(), in the second – random numbers 
produced by the function RandomInteger[] of Wolfram's Mathematica (using the 
default rule Rule30CA in Mathematica for creating pseudorandom sequences) and 
in the third – random numbers produced by function 
window.crypto.getRandomValues(); player 2P  is our algorithm; L  was the length 

of the longest cycle in the sequence of player’s moves (i.e. the repeated sequence 
in above example). The last row indicates how many times each player won and 
length of the longest repeated sequence. 

Table 4. 

Results of tests 

         

3350 3365 16 3403 3289 16 3356 3287 18 

3396 3237 16 3369 3242 20 3277 3285 16 

3328 3332 16 3392 3286 16 3281 3351 18 

3428 3209 18 3392 3317 18 3342 3305 18 

3310 3377 16 3512 3163 16 3299 3405 16 

3369 3365 16 3424 3278 18 3366 3259 16 

3360 3345 16 3440 3316 18 3367 3263 16 

3315 3402 16 3355 3265 18 3283 3446 20 

3322 3412 18 3409 3301 19 3383 3354 16 

3294 3364 16 3330 3453 16 3324 3314 16 

4 6 18 9 1 20 6 4 20 

1P 2P L 1P 2P L 1P 2P L
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These results show, that used in tests sequences were (at least) 9980-random 
according to the above definition – they did not contain repeated sequences longer 
than 20 moves. 

In the following table are discretized results (showing not actual results, but 
showing how many times player was better than the opponent) from 10 10000  
series of tests against random numbers table from Random.org (the first column in 
all three sub-partitions), JavaScript function Math.Random() (the second column 
in all three sub-partitions) and the function window.crypto.getRandomValues() 
(the third column); the last row is the summary of results. 

Table 5. 

Discretized results of tests 

Better 1P  Better 2P  Draw 

4 7 2 4 3 8 2 0 0 

6 4 7 4 3 3 0 3 0 

5 7 1 3 2 9 2 1 0 

6 3 1 3 7 9 1 0 0 

2 5 2 7 4 8 1 1 0 

3 4 4 5 5 5 2 1 1 

4 6 4 4 4 6 2 0 0 

4 4 3 5 5 7 1 1 0 

7 4 3 3 2 7 0 4 0 

4 4 4 4 4 3 2 2 3 

85 100 75 88 74 115 27 26 10 

As seen from this table, our algorithm was nearly on the same level against 
Math.Random(), slightly outperformed the randomness from Random.org and 
slightly lost to window.crypto.getRandomValues(). 

As output (new randomness) could be used two sequences – the sequence of 'full' 
moves (pairs of moves from player and computer) or the sequence of only 
computer-generated moves (twice shorter). We tested both as the source of 
random sequence against our computer's algorithm. In the following table are 
results from 10 series of plays, each 10000 rounds with 3m  ; player 1P  is in the 

first series (the first three columns of the table) generated in a previous game 
(10000 moves against JavaScript Random()) sequence of full moves (pairs), in the 
second (the last three columns) – sequence of computer moves; player 2P  is our 

algorithm. 

According to Table 6 the created in the game randomness already mostly 
outperformed our algorithm, its results are better than that of commonly 
established sources. When the generation process was iterated, i.e. generated 
randomness was used as input for the next play, it become more difficult to predict 
and our algorithm started to loose. 
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Table 6.  

Tests against randomness, created in game 

1P  2P  L  1P  2P  L  

3298 3344 16 3403 3275 16 

3377 3351 16 3328 3337 16 

3439 3303 16 3391 3342 16 

3419 3284 16 3375 3297 18 

3328 3376 16 3490 3272 18 

3471 3212 16 3408 3273 18 

3360 3294 20 3379 3343 20 

3367 3314 16 3342 3370 16 

3513 3250 16 3376 3288 16 

3416 3362 16 3362 3316 18 

7 3 20 8 2 20 

In the following table are results of play against randomness, created on third 
iteration, i.e. after three rounds of 10x50000 moves; player 1P  is in the first 

column the table of full moves (pairs), in the second – sequence of computer-
generated moves. 

Table 7. 
Tests with iterated randomness 

1P  2P  L  1P  2P  L  

16811 16740 22 16617 16834 24 

16840 16550 18 16636 16759 18 

16785 16599 20 16729 16592 20 

16779 16701 18 16703 16641 20 

16777 16412 18 16601 16720 18 

16928 16672 18 16801 16682 20 

16904 16610 20 16757 16589 20 

16902 16599 18 16787 16547 22 

17017 16445 22 16581 16702 20 

16680 16655 20 16458 16854 18 

10 0 22 5 5 20 

8 Use in Practice - Creating Encryption Keys with 
the Move Sequences Combination 

Participants of online multiuser communities (multiplayer games, social networks) 
often want to establish also a direct communication with fellow players (chat). 
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This communication/chat system should not burden the game server, thus has to 
be implemented as a separate sub-process. 

 

Figure 3.  

Information flows in a multiplayer game with communication (chat system) for players 

To ensure security of game and players communication (this may involve 
exchange of substantial game values) the communication system should be ’sand-
boxed’, should be encrypted and should not reveal any information to 
outside/Internet. This makes undesirable the commonly used first phase of 
encryption key creation – use of public-key encrypted communication, which 
requires security certificates from outside. 

 

Figure 4.  

Security surfaces of information flows in a multiplayer game with communication (chat system) 

Statement “Players of games create randomness” is similar to many other non-
provable statements. Faith in its correctness comes from long history of game-
playing – nobody would play games where everything is pre-determined, just 
randomness makes games enjoyable. We play them more and more, thus in 
gameplay is created randomness and this randomness could be utilized. 

A multiplayer game is a communication system where players constantly generate 
new randomness with their moves, thus for key generation could be used 
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randomness from player’s moves; for greater security could be added also a 
computer-directed player, who for its play uses the algorithm presented above. 

The server records sequence of player’s moves, e.g. for a game with two players 
Alice and Bob this sequence of their moves could be 

11 21 12 22 1 2 1 2,..., ,...,t t l lm m m m m m m m ; here 1 2,t tm m  are respectively moves of 

Alice and Bob in gameplay move/moment t. 

To generate a key server sends to players the sequence of all moves from which 
the player’s own moves are removed, e.g. server sends to Alice the sequence 

21 22 2 2* * ,...,* ,...,*t lm m m m  - this information with holes does not give to an 

eavesdropper any information (it is assumed, that the game server communication 
with players is secure;, here is the only time when the game communication is 
used for the chat system). When players replace holes in the received sequences 
with their own moves they all get the same random sequence which could be used 
as the secure random key for symmetric encryption. 

 

Figure 5.  

Key generation combining a sequence with holes from server with sequence of player moves 

This ’move sequences combination method’ for symmetric key generation could 
be applied in any multiplayer game where players send their moves to game server 
(it is not essential, that moves alternate as in the above example). It has many 
desirable properties: key may be created for any subset of players (for any pair of 
them or for the whole player’s community), after the first (secure) communication 
players could easily switch to a new key (without announcing the server) just with 
message „From now on use moves from time moment 0t  to 1t  “ etc. To increase 
security of the key server could use some filters, e.g. remove all moves certain 
properties (produced certain result); to speed up the game could be used multi-
moves, i.e. participants send in every move a fixed-length sequence of moves etc.; 
several test applications are in implementation. 
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Conclusions 

This work analyzed the concept of randomness (k-randomness), applicable for use 
in devices with finite memory humans orcomputers. A method was presented (the 
loop disruption algorithm) for creating random sequences in gameplay; the quality 
of the created randomness was tested in a series of plays against established 
sources of randomness. Tests show, that the randomness is quite on a par with 
established sources of random numbers. As a practical use of game-created 
randomness is shown how this could be used for generating secure encryption 
keys for symmetric encryption without using the open-key procedure, typically 
used for creating common random sequence; the introduced ’moves combination 
method’ is currently under implementation. Using a generated in game 
randomness for symmetric encryption makes such a communication systems very 
secure – they do not depend on any ’upper-level’ security principals or certificates 
for key creation. 
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Abstract: The learning habits among students in higher education, has radically changed in 

the last 20 years, partially due to the features of the information and digital society, wide 

scale broadband internet access, proliferation of smart devices and consequently, available 

online mobile applications. As a result, the use of eLearning systems, in higher education, 

is a must in the 21st Century. As hardware and software developments periodically foster 

each other’s progression, the technological developments, including more and more 

sophisticated eLearning platforms and available mobile applications, triggers a 

multiplicative, radical change in educational practices and methodologies. This paper 

presents an extended version of the Technology Acceptance Model (xTAM), applying 

Structural Equation Modeling (SEM) with the AMOS program. It focuses on the motivation 

and usage intention of eLearning systems, among early Z generation students, in higher 

education and highlights the digital learning aspects and smart tool usages in the 

Hungarian environment. The evaluation of the above external factors illustrates the 

behavior of students, when using eLearning systems. 

Keywords: IT security awareness; xTAM; SEM; eLearning systems; digital learning; Z 

generation; smart tools 

1 Introduction 

Modern digital technologies shift educational practices and methodologies toward 
collaborative, online and offline computer-supported learning. A radical teaching-
learning methodological change is still underway in the higher educational 
practice in Hungary. Universities and higher educational institutions are revising 
their teaching practices and integrate more and more offline and online eLearning 
possibilities, furthermore, they strive to involve students’ digital skills gained by 
internet and smart device usages. The extensive use of smart phones and mobile 
devices, the transition in the methodology, methods and ways of learning from a 
traditional form through blended learning to a digital form, as well as, the shift of 
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learning from offline to online platforms is unquestionable not only in case of 
individual learning but within organizational frameworks as well. Students as well 
as adults in higher education turn to a great extent to massive online educational 
platforms and utilize self-directed learning using their own smart and mobile 
devices. 

The turn of the century brought about the digital information society, in which, the 
acceleration of economic and digital development originating from the 20th 
Century further changes and speeds up the life of individuals. As a result, the 
requirements in the job market, the lifelong learning phenomenon, the tuition fees 
and expenses of university studies all require students to have a job parallel to 
their studies as well as continuously improve their skills and gain novel 
knowledge to become successful in the job market. Consequently, the time spent 
on studying shortens, students require such forms of learning that gives the 
freedom of time and space and, at the same time, creates such a framework that 
enables more concentrated way of learning. Students find the way to use up their 
idle time frames, for instance time spent on travelling, queuing or waiting. The 
integration of smart devices as tools for eLearning boosts the process even further 
since smart devices are always at hand and, by now, broadband internet access on 
smart devices is taken for granted. According to Toffler [1] the third wave rhythm 
changes the concept and perception of time the X and Y generations’ approach to 
time consumption differs. “But time itself has changed in the “real world,” and 
along with it we have changed the ground rules that once governed us.” [1] The 
value of time is of high importance. As a response, universities and colleges are 
determined to offer a wide scale of eLearning possibilities being standalone 
eLearning courses or in the form of blended learning, integrating these courses 
into existing curriculums thus transforming the structure of teaching and lecturing. 

A detailed survey was conducted among university students of Óbuda University 
and the Budapest Business School to explore the students’ eLearning usage 
motivation, acceptance and attitude [2, 3, 4, 5]. The research has introduced an 
extended Technology Acceptance model (xTAM) using the Structure Equation 
Modeling (SEM) with the AMOS program. The research gathered a total of more 
than 600 responses. After the regular data management processes, data cleansing 
and transformation, more than 500 questionnaires were used for evaluation [2]. 
After the determination of the exogenous and the endogenous factors, the ones 
that are highly significant, regarding the features of the digital environment, i.e. 
digital learning (DL), as well as, IT security awareness (IT) and smart tools (ST) 
were analyzed separately. In addition, in case of the questions about digital 
learning gender was also taken into account. 

On the one hand, this paper presents the conclusive findings of the overall 
research made on the use and acceptance of eLearning systems among the early Z 
generation-born students in higher education in Hungarian environment. On the 
other hand, the paper explores two external factors of the model that are related to 
the digital environment, namely DL and ST. These factors are of crucial 
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importance in the transformation of the learning process, since digitalization and 
available internet access revolutionize the practice of studying. The evaluation of 
these factors reveals the behavior and attitude of students, when using eLearning 
systems. 

2 The Extended TAM Model 

The Technology Acceptance Method (TAM) originates from the 80s [6] and 
throughout time it evolved by separating the external variables to more specialized 
influencing variables. The model used in the research was compared to other 
TAM models applied in international and Hungarian environment in [4]. The 
model is still applicable for technology acceptance and it is used for eLearning 
usage and acceptance in the research in question. The model is justified by the 
Structural Equation Modeling (SEM) using the AMOS program. 

2.1 Exogenous and Endogenous Variables in xTAM 

The extended Technology Acceptance Model (xTAM) includes the following 
exogenous variables: IT security Awareness (IT), Digital Learning (DL), Smart 
Tools (ST), System Access (SA), eLearning Anxiety (ANX), Traditional 
Education (TE) and Social/Cultural Factor (SF) (Figure 1). 

 

Figure 1 

The extended TAM model - xTAM 

The use of these external factors for the early Z generation in higher education in 
Hungary were justified in [2] and [3]. The endogenous variables in the model are 
the Perceived Usefulness (PU), Perceived Ease of Use (PE), and the Motivation 
and Usage Intention (MUI) as justified also in [3]. The complex research has 
allowed the evaluation of the existing influencing effects and the relationships of 
the xTAM exogenous and the endogenous variables as introduced in [3]. Due to 
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the criteria for model building, model fit and reliability, some of the questions 
were excluded from the entire model, however they were included when the 
factors were analyzed separately. The xTAM has not presumed strong influencing 
effects between the external factors, which, however, proved to be a significant 
phenomenon in the research. Previous results [3] showed the relationships of the 
input factors, however, the strength and nature of the relationships of the 
exogenous factors in the model seemed to justify the grouping of these factors to 
digital and human factors. This paper focuses on the group of digital variables (IT, 
ST, DL and SA). 

 

Figure 2 

The relationship of the exogenous variables IT, DL, ST and SA of the digital environment 

In the course of the evaluation, the exogenous variables related to the digital 
environment -IT, ST, DL and SA- proved to be in a relatively strong correlation 
with each other, therefore the analysis of their relationship is also valuable for the 
research (Figure 2). 

3 xTAM Evaluation Results 

This chapter presents the results of the evaluation of the extended TAM model 
that was confirmed with SEM using the AMOS program. The Structure Equation 
Modeling uses regression-based multivariable technique which is combined with 
path analysis [3]. The model shows the influencing effect of the external variables 
and makes direct and indirect effects visible. 

3.1 Reliability 

Previous studies by the author [3, 4, 5] presented the requirements and criteria for 
using factorization method and the TAM with the SEM model, the reliability 
applying the Cronbach’s alpha and the Composite Reliability measures. Due to the 
very low reliability of Traditional Education (TE), it was excluded from the entire 
model. TE proved to be a poor factor, it turned out that the factor had no impact 
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on the model itself, which can be explained by the fact that traditional way of 
education seldom applies eLearning methods and ICT tools. The evaluated model 
with 56.52% explanatory level had Cronbach’s α=0.691, KMO=0.911 and Bartlett 
test p=0.000. The factor reliabilities were presented in [4]. Excluding the TE 
slightly worsened model reliability, Cronbach’s α did not change at all. 

3.2 Evaluation of the Input Factors’ Interactions in xTAM 

In the course of model verification all the external factors themselves showed 
correlation with each other, some of them being positive while others negative. 
Table 1 summarizes the hypotheses and the conclusions about the interactions 
amid the external variables. The first column lists the factors; the null hypothesis 
supposes no interaction between the two factors in question while the alternate 
hypothesis supposes the existence of the interaction. 

Table 1 

Interaction evaluation of the exogenous factors 

Analysis of external factors 
Factor 1 ↔ Factor2 C S.E. z test P r hypothesis evaluation 

SA ↔ ST 0.948 0.117 8.135 *** 0.438  

IT ↔ SA 0.642 0.102 6.308 *** 0.36  

DL ↔ ST 0.726 0.115 6.298 *** 0.331  

DL ↔ IT 0.563 0.102 5.499 *** 0.312  

IT ↔ ST 0.529 0.095 5.564 *** 0.308  

DL ↔ SA 0.623 0.118 5.293 ***a 0.275  

SF ↔ ANX 0.504 0.093 5.414 *** 0.283  

SF ↔ SA -0.223 0.11 -2.02 0.043 -0.1  

SF ↔ ST -0.281 0.106 -2.644 0.008 -0.131  

ANX ↔ ST -0.355 0.086 -4.136 *** -0.206  

SA ↔ ANX -0.374 0.09 -4.17 *** -0.209  

SF ↔ DL -0.593 0.119 -4.996 *** -0.262  

DL ↔ ANX 0.025 0.09 0.277 0.782 0.014 not significant 

SF ↔ IT -0.023 0.092 -0.248 0.804 -0.013 not significant 

IT ↔ ANX -0.068 0.073 -0.935 0.35 -0.048 not significant 

      a *** p<0.001 

Taking the digital factors into account the following can be concluded from the 
nature of the relationships between the factors. Highlighting the influencing size 
of the digital factors, all these factors have positive effect on each other, the 
relationship between ST and SA being the strongest one. This relationship 
confirms the idea that developing mobile applications for eLearning possibilities 
on smart device platforms for students in higher education must be in focus. The 
second strongest relationship in this case is between SA and IT security awareness 
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(IT), which also justifies the hypothesis that university students are sensitive to IT 
security issues in case of eLearning system usage and their IT security awareness 
must be raised. The third strongest relationship exists between DL and ST that 
proves the concept of providing learning options for the so-called “idle” time that 
can be used up for learning. Short videos, fast and quickly solvable tasks on 
mobile platforms help students cover some topics while waiting, travelling or 
queuing. Students prefer self-study, like eLearning courses and they prefer solving 
extra tasks and cover extra topics if the application is available on smart tools. IT 
is also in positive correlation with ST, however, this effect is weaker than in case 
of SA. System Access questions referred to university computers that form a more 
robust wired environment. Students usually expect these systems be supervised by 
university IT staff thus they should rather concentrate on their smart devices’ 
security problems. 

In addition, the above table shows that only eLearning anxiety (ANX) has no 
interaction with DL and IT security awareness, it is in negative correlation with 
SA and ST while in positive correlation with SF. Obviously, anxiety implies 
forbearance from technological solutions, some lack of digital literacy, less 
confidence in internet usage might result in turning to personal face-to-face 
contact. 

One can draw a parallel between eLearning Anxiety and a Technophobes attitude, 
who think that some technologies are not for them and tend to ignore 
technological trends. These type of students do not utilize the benefits of digital 
learning, do not improve their digital skills and, as a result, “negatively affect their 
own brand” in the digital society. In parallel, SA has a positive interaction with 
the digital factors (DL, ST, IT) and a negative interaction with personal/human 
aspects like Social Factor (SF). 

3.3 Confirmative Factor Analysis with the AMOS Program 

As a first step the factors were created with Principal Axis Extraction with Promax 
Rotation. The averages of the factor loadings were over 0.6 and none of them 
were under 0.3. There was no stronger than 0.7 correlation in the correlation 
matrix. The question DL4 dropped out in the Pattern matrix, but proved to be 
strong enough in the structure matrix, thus it was considered in the course of 
evaluation. No strong cross-loadings were allowed during factorization. Figure 3 
shows the graph pattern of the model, including the correlation between the 
exogenous factors and some error terms (exclusively within a factor). 

In the course of model building SEM had to be modified several times. In the first 
step of the fit test, the covariance matrix showed that the exogenous variables are 
in correlation, thus these relationships were added to the model. These 
relationships allowed further hypotheses to be formulated, the evaluation of most 
of these hypotheses are in [3]. The additional correlations in the model improved 
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on the model’s fit test (the degree of freedom increased by 15 and CHI2 dropped 
from 3118 to 2788, the difference is 330, which is significantly more than the 
double of 15 (the difference between the two degrees of freedom). Consequently, 
the addition of the correlation among the external factors is justified. However, 
further improvement on the model was still necessary. The factor loadings were 
under the expected 0.7 in some cases, however, these factor loadings were kept in 
the course of the original factor analysis, better factor loadings could not be 
achieved [4]. 

 

Figure 3 

The xTAM model evaluation using SEM with AMOS 

The model required even further modifications, which were conducted until the 
model fitted well to the original data. Certain error terms had to be joined in order 
to improve the model even more. These are all correlations between individual 
variances within a single factor, there were no cross-correlations. The result model 
met the requirement of several fit tests, CHI2 was still significant 
(CHI2=2346.408, and the degree of freedom further dropped by 9), and the other 
indicators showed a well fitted model. In the end, the model proved to be reliable 
and fitted to the actual data well. The applied fit test measures with the results and 
the recommended significance levels are shown in Table 2. 
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Table 2 

Fit measures during SEM 

Fit measure Values Recommended value 

CHI2 2346.408 (p=0.000) p>0.05 

RMSEA 0.05 <0.10 

CFI 0.905 >0.9 

IFI 0.906 >0.9 

3.4 Explanatory Levels and Significance of Exogenous 

Variables on PU, PE and MUI 

The explanatory ratio of the Structural Equation Modeling (SEM) is given by R2. 
Considering the three output factors MUI is explained by 71.7% by the factors – 
which is a strong explanatory ratio - while PE and PU are explained by 40.4% and 
43.8%, respectively, which is a relatively strong explanatory ratio. In the two 
latter cases there exist some other explanatory factors, the exploration of them will 
be subject to a future research. Conclusively, in case of the three endogenous 
factors the model has a good explanatory effect. 

Upon analyzing the effect size, which shows the predictive capabilities of the 
model to the MUI factor, it can be seen that if the values determined in [7] is taken 
(0.02 means small, 0.15 moderate and 0.35 strong effect size), then in almost each 
case there is a direct moderate or strong effect, precisely, Digital Learning (0.412), 
Perceived Usage (0.38) and Perceived Ease of Use (0.277) have strong positive 
effect size while ANX (-0.291) has a strong negative effect on MUI (Table 3). The 
strongest positive direct effect is PE → PU (0.42) while the strongest negative 
effect is ANX → PE (-0.388) (Table 3). It implies that the easier students feel the 
use of an eLearning system, the more often they will use it while the more 
frustrated they feel about the eLearning system the more cumbersome they will 
find its usage. The social factor (SF) has a weak direct effect on PE and PU, even 
the direct effect is not significant on the MUI. It implies that human factor and the 
cultural norm in “the third wave” [1] is less dominant in the motivation and usage 
intention than the digital factors. 

Table 3 

Effect size between the exogenous and the endogenous factors 

 
ST ANX SA DL SF PE PU 

PE 
 

-0.388 0.291 0.22 0.13 
 

 

PU 0.211 -0.31 
 

0.293 0.154 0.42  

MUI 0.27 -0.291 0.206 0.412 
 

0.277 0.38 

Table 4 summarizes the individual null and alternate hypotheses, the null stating 
that there is no interaction between the factors, the alternate stating the existence 
of the relationship. In the model 8 factors were influencing MUI, out of which 
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Perceived Usefulness (0.324) boosts MUI the most, followed by DL (0.247) and 
ST (0.172). 

In case of PE, System Access has the strongest positive influence (0.254) followed 
by DL (0.189). PE boosts PU positively the most (0.515), the use of DL and ST 
moderately, but significantly influence PU (0.211 and 0.204 respectively). ANX 
proved to worsen all the above three factors – MUI, PE and PU –, which can be 
explained by the fact that if the use of eLearning systems causes frustration, 
students will not find it easy to use, will not be motivated and will not have the 
desire to use the system. 

Table 4 

Hypothesis evaluation of the interaction of the factors 

Evaluation of the model – the strength and significance of the interactions 

Factor1←Factor2  Coefficient S.E. z test P r hypothesis 
evaluation 

MUI ← PU 0.324 0.036 8.878 ***a 0.38  

MUI ← DL 0.247 0.037 6.704 *** 0.275  

MUI ← ST 0.172 0.035 4.882 *** 0.183  

MUI ← SA 0.13 0.035 3.674 *** 0.143  
MUI ← PE 0.122 0.045 2.706 0.007 0.117  
MUI ← ANX -0.146 0.044 -3.318 *** -0.128  
PE ← SA 0.254 0.042 6.015 *** 0.291  
PE ← DL 0.189 0.041 4.571 *** 0.22  
PE ← SF 0.114 0.038 2.963 0.003 0.13  
PE ← ANX -0.424 0.051 -8.321 *** -0.388  

PU ← PE 0.515 0.064 8.073 *** 0.42  

PU ← DL 0.211 0.051 4.117 *** 0.201  

PU ← ST 0.204 0.051 4.037 *** 0.185  

PU ← SF 0.107 0.047 2.281 0.023 0.1  

PU ← ANX -0.197 0.064 -3.071 0.002 -0.147  

MUI ← IT 0.007 0.042 0.166 0.868 0.006 not significant 

MUI ← SF 0.005 0.032 0.143 0.887 0.005 not significant 

PE ← IT 0.084 0.051 1.638 0.102 0.077 not significant 

PE ← ST 0.057 0.042 1.357 0.175 0.063 not significant 

PU ← IT 0.062 0.062 0.997 0.319 0.046 not significant 

PU ← SA -0.05 0.052 -0.962 0.336 -0.047 not significant 

      a *** p<0.001 

In summary, it can be stated that the two extra digital factors in xTAM (DL and 
ST) positively strengthen MUI, PE and PU (except ST → PE), i.e. the more 
students use the digital form of learning and their smart tools, the more motivated 
they will be to use such courses and systems, the easier to use and more useful 
they find the systems. Six hypotheses cannot be supported. IT security awareness 
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is not in direct relation with MUI, PE and PU. IT security awareness, as proved in 
the previous chapter has direct relation with DL, ST and SA, the nature of the 
indirect relation of IT to the endogenous factors will also be explored in a future 
research. Presumably, IT security awareness should be indirectly related to MUI, 
PE and PU. At the same time neither SA nor ST influence significantly PU, 
furthermore, ST does not have an impact on PE. The latter might be surprising, 
since in the digital age it would be expected to have mobile eLearning apps 
developed for smart tools that boost the perceived ease of use. Supposedly, 
eLearning mobile apps are still not up to the expectations, challenging higher 
educational institutions to develop user friendly, easy access eLearning 
educational platforms for mobile and smart devices. 

The influence of Social Factors on MUI gave a non-significant result, which 
strengthens the raison d’etre of blended learning, since preferring personal, face-
to-face consultations and learning does not strengthen or weaken the motivation to 
use eLearning systems, especially amid the members of the early Z generation - a 
transitional generation between digital migrants and digital natives [8], who bear 
the characteristics of the Y generation as being technology savvy, trend followers, 
receptive to innovations, having social presence and falling into the cluster of 
Millennials as defined in [7]. 

Digital learning intensifies perceived usefulness, perceived ease of use as well as 
motivation. The early Z generation, being almost digital natives, uses e-learning 
systems with pleasure. According to the results the social factor – personal, face-
to-face learning, learning socialization – also gives a positive impulse to 
eLearning system usefulness and ease, which also affirms the standing existence 
of blended learning. In this case the lecturer’s persuasive talent could contribute to 
a great extent to the use of eLearning systems. The significant positive relation 
between SA, PU and MUI was expected as was proved in a previous study [9]. 

4 Aspects of Digital Factors – DL and ST 

The analysis of the entire xTAM model proved that the digital factors (IT, DL, ST, 
SA) had a higher influencing effect on MUI, PE and PU than the human factors 
(ANX, SF). Furthermore, the analysis has shown that there is a direct relationship 
between these factors as well. Therefore, the separate analysis of the digital 
factors is justified. The following chapter highlights some aspects of the two 
digital factors, namely, Digital Learning (DL) and Smart Tools (ST) in terms of 
the behavior and preference of students in the Hungarian environment. 

The classification of the students based on IT Security Awareness and the detailed 
analysis of the factor IT security awareness was conducted in [4] and [10]. The 
classification in [4] and [10] showed that students of the early Z generation in 
higher education in the Hungarian environment could be grouped into 
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“Negligents”, “IT aware” and “Sceptics” requiring different type of training and 
IT security education. A cardinal point was for students to know whom to turn to 
in case of hacking or any system problems. 

This chapter highlights some aspects of DL and ST, exploring gender differences 
and clustering in case of DL and a path preference in case of ST. 

4.1 Digital Learning 

The survey originally included nine questions that dealt with digital type learning 
(Figure 4). In the course of factorization, some of these questions dropped out 
because mostly the questions related to eLearning preference had factor loadings 
over 0.5. However, a separate analysis of the responses focusing on the first two 
questions in Figure 4 was worthy of consideration. In order to represent the 
behavior of the students the responses, given use of the 1…7 Likert scale, they 
were grouped into answer categories: “non-typical”, “indifferent” and “typical”. 
Figure 4 shows how students perceive digital learning and how they behave. 

 

Figure 4 

Student behavior regarding Digital Learning 

The answers reveal that students of the early Z generation are not fully prepared 
for digital learning since 73% of them have not finished exclusively eLearning 
courses yet, 53% of them still do not like doing self-study eLearning courses, 66% 
of them do not complete extra eLearning courses related to the topic learnt and 
only 33% of them think that self-paced, individual learning is more efficient. On 
the other hand, students participating in the research showed that they were in 
favor of digital learning, they bear the characteristics of digital learners, namely 
they like short videos and quickly solvable tasks – the basic characteristic of 
MOOC (Massive Open Online Courses). 52% of them like short videos and 
quickly solvable tasks and half of them like short educational videos, short 
exercises, that they can gain with their “scattered brain”. According to [11] the 
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members of the digital natives become shallow-brained, their brain plasticity, 
cognition and concentration change. Their brain becomes as fragmented as the 
pieces of information on the Net. The long and deep concentration on one topic 
ceased and students’ focus skips from one bit of information to another within a 
few seconds. These features appear in the course of eLearning, long videos, long 
texts and sequential tasks cannot engross the students’ attention [12]. Their way of 
studying and learning is continuously getting scattered, padded with hyperlinks. 

4.1.1 Exploring Preferences by Gender 

The correlation between DL questions determined their participation in the model.  
In case of DL6 there seemed to be the strongest and significant relationship 
(r=0.306, p=.000) with DL7, which could underlie the phenomenon of the 
“scattered brain” and “scattered attention” in the digital age. The analysis used 
DL6 as a grouping factor and DL7 as dependent because each measure showed a 
stronger influence in this order. Using directional and symmetric measures for 
concordant and discordant pairs in the data set it turns out that all the relevant 
measures are significant (p=0.000) and show a positive value, i.e. the pairs of 
answers are rather similar (Table 5). 

Table 5 

Directional measures of DL6 and DL7 

Somer’s d Total Male Female Approx. Sign. 

Symmetric .255 .235 .266 ,000 

DL7 Independent, I prefer only the short 
and quickly solvable tasks. Dependent 

.248 .230 .258 .000 

DL6 Independent, I do not like watching 
videos longer than 3-5 minutes. 

Dependent 
.262 .241 .275 .000 

The symmetric Somer’s d value equals 0.255, which represents a moderate but 
significant relationship. The Kendall τb is also 0.255 meaning that there are more 
concordant, similar pairs than discordant ones. At the same time γ=0.306 which 
underlines that there is a moderate but significant relationship. In summary, the 
more students prefer short and quickly solvable tasks, the more they prefer short 
videos. With higher probability, students who prefer short and quickly solvable 
tasks, will not prefer longer than 3-5 minute-long videos to watch. Pearson’s R 
showed a bit stronger relationship (r=0.324). This phenomenon raises two 
questions, and challenges educational practices in higher education. On the one 
hand, it might mean that early Z generation students’ concentration on and 
attention to a topic for a longer time is shallow and superficial, which would 
hinder deep learning and completing more complex tasks. This phenomenon 
would support the idea stated by Carr [11] of the existence of the “scattered brain” 
and “scattered attention”. On the other hand, it is a challenge not only for 
eLearning developments but also for lecturers in the course of face-to-face 



Acta Polytechnica Hungarica Vol. 16, No. 9, 2019 

 – 225 – 

teaching to maintain student attention and concentration for the whole lecture or 
seminar. Students need and require extra impulse, extra activities and “games” 
during lectures and seminars, newer and newer information impulse must be 
inserted. A shift to a more informal e-enabled learning environment is emerging. 
Gamification has become a significant trend in education, the personal ownership 
of small on hand smart devices with access to online learning apps require all 
learning-related activities at lectures and seminars to become e-enabled, boosting 
less tutor-led approach and creating an informal, more social atmosphere [13]. 
When students watch educational videos it is easy to stop it, forward and rewind 
it, it is easy to skip and jump on to another short video but a lecture or seminar is 
not hyperlinked. 

The exploration of student digital learning behavior became more differentiated 
when splitting the responses by gender. The different behavior of male and female 
students became visible implying that gender could be a well separating factor. As 
a result, it is proved that there is a difference how male and female students turn to 
digital learning including e.g. MOOC. In the research 35% of the surveyed were 
females and 65% were males. In case of female students all the relevant 
association measures showed stronger relationship than without separating males 
and females (Somer’s dF=0.266, τbF=0.266, γF=0.318 and rF=0.310). This can 
strengthen the trend, that with, the same preference of short and quickly solved 
tasks female students are getting more and more conscious about their carrier 
earlier than males, they try to focus more on the content and try to be more 
success-oriented as well as try to fill in the time spent on learning more and more 
efficiently. Female students are willing to spend less time on specific educational 
videos. However, it might mean that male students spend more time on the same 
topic, deep learning is more characteristic in their case. (Figure 5) 

 

Figure 5 

Estimated marginal means of DL7 in respect of DL6 separated by gender 

Figure 5 plots that the effect of DL6 on DL7 depends on gender and causes a non-
ordinal and non-crossing interaction. At each but level three female students’ 
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resistance to longer educational videos is stronger than of male students. Upon 
Multiway Analysis of Variance with DL6 and Gender as grouping factors and 
DL7 as dependent the means are higher for females. Despite the fact that using 
DL7 as a grouping factor and DL6 as dependent gave a non-ordinal crossing 
interaction, which is stronger in nature, the above order was evaluated based on 
figures in Table 5. Despite Levene’s test of Equality of Variance being non-
significant, the results were evaluated since the Analysis of Variance is robust 
enough [14]. Table 6 shows that DL6 and gender significantly influence DL7 
separately, but their interaction has no effect. 

Table 6 

Effects of the grouping factors on DL7 

Tests of Between-Subjects Effects 

Dependent Variable:   DL7 [I do not like watching videos longer than 3-5 minutes.]   

Source 
Type III 
Sum of 
Squares 

Df 
Mean 
Square F Sig. 

Partial 
Eta 

Squared 

Corr. Model 297.827a 13 22.910 6.571 .000 .137 

Intercept 5200.586 1 5200.586 1491.746 .000 .735 

Gender 39.040 1 39.040 11.198 .001 .020 

DL6 199.911 6 33.319 9.557 .000 .096 

Gender * DL7 14.834 6 2.472 .709 .642 .008 

Error 1879.084 539 3.486    

Total 10969.000 553     

Corr. Total 2176.911 552     

a. R Squared = .137 (Adjusted R Squared = .116) 

Based on partial η2 it can be stated that there are several other factors influencing 
DL7 since gender and DL6 explain the behavior by 2% and 9.6% respectively and 
the model explains only 13.7%. Other factors could be the level of digital skills, 
internet knowledge, cognitive behavior, different learning strategies, level of 
concentration etc., or even the time slot available for the actual task or video. It 
might occur that the skill of multitasking is also reflected in the learning behavior 
by gender. Figure 5 also shows a consequent positive relationship, a continuously 
growing curve for males as well as for females, i.e. the quicker students aim to 
finish the task, the shorter videos they are willing to watch. 

4.1.2 Classification of Students on Digital Learning 

For the classification of students regarding digital learning, correlation between 
the questions were evaluated first. Using the individual questions of the survey 
relatively weak but significant correlations were found between the individual 
questions regarding digital learning except DL2 (Table 7). 
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Table 7 
Correlation of DL questions without DL2 

 
DL6 DL7 DL8 DL1 DL9 DL3 DL5 DL4 

DL6 1 
       

DL7 .306 1 
      

DL8 .107 .181 1 
     

DL1 0.080 .132 .350 1 
    

DL9 .166 .113 .127 .190 1 
   

DL3 0.026 .102 .357 .531 .157 1 
  

DL5 0.070 .134 .326 .430 0.063 .646 1 
 

DL4 .136 0.054 .163 .254 .141 .343 .291 1 

The correlation in case of DL2 was non-significant with all the other questions, 
therefore it was excluded from the entire model. The relatively weak but 
significant correlations of the other variables allowed a further cluster analysis so 
as to determine the behavioral pattern of students of the early Z generation 
studying in higher education. The extreme values determined by the Mahalanobis 
distance were excluded from the analysis as well (the sample was reduced to 403 
responses). Meanwhile in case of some non-significant individual correlations the 
questions were left in the cluster analysis due to the importance of the question 

[15]. 

Two clustering methods were applied (Ward method and K-Means) [10, 16] 
which was confirmed with discriminant analysis that suggested three separate 
clusters to be determined. Hierarchical and non-hierarchical methods were 
applied, but the K-Means cluster gave a better explanatory effect so the clusters 
determined by the non-hierarchical method was used for further analysis. The 
linear relationship among the questions proved to be significant (F-test p=0.0000). 
For the graphical representation of the groups and to determine the discriminant 
dimensions, discriminant analysis was also carried out. Due to normal distribution 
and homoscedasticity problems, logistic regression was also used, however, the 
results were very similar thus the results of the discriminant analysis is presented 
in the paper. 

As a result, students could be clustered into three groups based on the questions on 
Digital Learning and the questions proved to be good separating variables. Two 
discriminating functions could be determined (Eigenvalue1=1.893, Canonical 
Correlation1=0.809, Variance1=59.5%, Eigenvalue2=1.288, Canonical 
Correlation2=0.750, Variance2=40.5%). The groups significantly differ from each 
other along the two dimensions (Wilks’ λ1 through2=0.151, Wilks’ λ2=0.437, 
sig=0.000). The first dimension (DL5, DL3, DL1 and DL4) could be determined 
as “e-Self study exploration” and the second dimension (DL7, DL8, DL6 an DL9) 
as “digital minimalism”. Table 8 presents the Group Centroids, Table 9 the 
structure matrix with the strongest separating variable while Figure 6 displays the 
groups in the dimensions. 
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Table 8 

Functions at Group Centroids of the clusters 

Functions at Group Centroids 
Cluster Number of Case Function 1 Function 2 

1 -.205 -1.566 

2 1.697 .665 

3 -1.663 .964 

Unstandardized canonical discriminant functions evaluated at group means 

Table 9 

Effects of the grouping factors on DL7 

Structure Matrix  Functions 1 2 

DL5  .698* .307 

DL3  .661* .320 

DL1  .605* .348 

DL4  .226* .037 

DL7  -.214 .922* 

DL8  .268 .374* 

DL6  -.108 .292* 

DL9  .087 .155* 

*Largest absolute correlation between each variable and any discriminant function 

 

 
Figure 6 

Student behavior based on Digital Learning 
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The “hard-working ants” are willing to explore eLearning possibilities, complete 
extra eLearning courses and they like more complex tasks and longer educational 
videos. These students gain knowledge with patience and hard work. The “lazy 

crickets” like playing around extra courses and explore eLearning possibilities but 
they are not patient enough and are not hard-workers enough to complete more 
complex tasks and watch longer than 3-5 minute videos. The “easy riders” are the 
students who would like to have all the tasks finished as quickly as possible, they 
are not willing to add any extra effort to their studies in the digital environment. 

4.2 Smart Tools 

The digital factor Smart Tools was also analyzed. Smart devices become more and 
more popular to use for learning processes. The results imply that eLearning 
system software or online course developers must focus on mobile app 
developments, because a significant shift can be noticed from desktops and tablets 
to smart phone usages in case of such courses among Hungarian students in higher 
education. Based on the survey responses most of the students (79%) reach the 
eLearning system on their laptops while almost 70% use the eLearning platforms 
on smart phones, and surprisingly only 17% of the students use tablets for online 
learning. Students could mark more than one device [2]. 

A considerable relationship could be detected among the questions on Smart 
Tools. Based on the answers on the use of eLearning systems on smart phones and 
devices (independent) there is a direct positive influence on students’ belief on 
mobile learning apps (dependent) in the Hungarian environment. The positive 
relationship supposes well designed and developed eLearning applications. In 
Figure 7 the direct relationship is depicted by chords, where a chord connecting to 
another rating means that rating have changed from one rating to another. The 
darkness of the chord indicates which rating is more dominate, while if a chord 
connects back to itself, it shows that there was no change in the rating. It can be 
seen that in each case there is a better rating in favor of the dependent question. 

 

Figure 7 
Influence of ‘I use eLearning type…” on “Applications on smart tools ….” 
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Figure 8 plots the relationship by individual rating and it can be seen that in each 
case the higher rating is more dominant, that is if students use eLearning systems 
and applications on their smart phones, presumably they experience faster 
learning, and they actually learn faster. 

 

Figure 8 

The direct relationship between eLearning usage on smart device and the belief of the learning 

speeding up with mobile applications 

Consequently, mobile apps help students study more efficiently, in an 
individualized, flexible way, where “Third Wave, brings with it personalized, 
instead of universal schedules” [1]. Figure 8 also shows that there is no 
deterioration in the answers, in each case, the dependent variable is the more 
dominant, i.e. more concordant, than discordant pairs can be found. 

Conclusions 

This paper focused on the evaluation of an xTAM model, related to eLearning 
systems, with SEM using the AMOS program while highlighting the digital 
factors, namely IT security awareness, digital learning and smart tools including 
their relationship. The extended TAM model included such external variables that 
might have an impact on the motivation, intention to use, perceived usefulness and 
perceived ease of use of the eLearning systems due to a high scale digitalization 
and the boom of smart devices. 

The newly introduced external factors, well represent the influence on the usage 
and motivation behavior of students in the Hungarian environment towards 
eLearning systems and the rate of influence of the exogenous factors on the 
endogenous factors in the xTAM could be well quantified. 

Upon the evaluation of the xTAM, all newly introduced external factors except TE 
had a direct positive or negative effect on PE, PU and MUI. DL and ANX, a 
digital and a personal dimension, became the strongest factors. These factors 
proved to have a correlation with all three output factors, for instance, ANX i.e. 
anxiety negatively influences the above factors, so if a student is not confident, 
then they will prefer not use an eLearning system. 
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The motivation and intention to use and the perceived usefulness of eLearning 
systems, do not depend on IT security awareness, which might raise some 
concerns, provided there are IT negligent and/or IT sceptic sources. 

The paper initially analyzed the relationship of the digital factors, then, separately 
Dl and ST, as these factors are important in the 21st Century, when digitalization is 
in focus, in business, industry, as well as, in education. IT security awareness as 
the first digital factor rather has direct influence on the other digital factors like 
DL, ST and SA but does not influence the personal involvement, ANX and SF. 
The motivation and intention to use, the perceived usefulness and the perceived 
ease of use of eLearning systems are all personal dimensions, thus it can be 
accepted that IT security awareness has no direct relation with them. 

IT security awareness boosts DL and ST, meaning that students who are more IT 
security conscious, will use digital learning and will be more motivated to learn 
using smart tools. Furthermore, students who prefer DL and use ST realize they 
have to pay attention to IT security. The IT-ST significant correlation supports 
that the (online) eLearning systems are used in an IT security conscious way. DL 
and ST are also in positive correlation, which supports the phenomenon that 
digital natives – even the members of the early Z generation, who form a 
transitional generation as stated in [2], are always online, with their smart phones 
and other mobile devices, they even study with the help of these devices, instead 
of desktop computers. 

Digital Learning also allowed the classification of “hard-working ants”, “lazy 
crickets” and “easy riders” could be identified determined by the preference of 
eLearning courses and extra tasks and digital minimalism. Furthermore, two 
questions referred to short and quickly solvable tasks and short videos, a 
significant difference could be detected depending on gender. The cognitive and 
learning processes differ by gender, males and females react differently to the 
digital learning process. 

Consequently, it can be stated, that more attention must be paid to IT security 
awareness trainings and courses for the students of the Z generation within 
Hungarian higher education. In the course of the elaboration of the University 
eLearning strategy, it must be noted that these students turn more and more 
towards digital learning, mainly using smart tools but, at the same time, require an 
occasional, personal, face-to-face contact. 

In summary, digitalization and the usage of smart tools can help students be more 
motivated to use eLearning systems and the usage of these systems, can be easier 
when system access is easy and the necessary developments are carried out. 
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Abstract: Self-driving technologies introduced new challenges to the control engineering

community. Autonomous vehicles with limited automation capabilities require constant

human supervision, and human drivers have to be able to take back control at any time,

which is called handover. This is a critical process in terms of safety, thus appropriate

handover modeling is fundamental in design, simulation and education related to self-

driving cars. This article reviews the literature of handover processes, situation awareness

and control-oriented human driver models. It unifies the psychological and physiological

control theory models to create a parameterized engineering tool to quantify the handover

processes.

Keywords: autonomous vehicle safety; situation awareness; control-oriented model;
takeover; hands-off control

1 Introduction

The versatile autonomous functions of vehicles require different knowledge and

control approach from the users (i.e., the human driver). This can be charac-

terized in various ways, broken down to categories from the technical point of

view, e.g., Parasuraman et al. provide a well decomposed automation classifica-

tion with 10 levels of automation [1]. However, the most commonly used au-

tomation level classification was created by the Society of Automotive Engineers

(SAE), defining five levels of autonomy [2], which has been widely adopted, even

by different domains [3, 4]:

L0 no autonomous capability;

L1 driver assistance: specific functions may be under computer control;

L2 partial automation: combined function automation (e.g., Adaptive Cruise

Control (ACC));
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L3 conditional automation: automation of all critical functions with limita-

tions (limited self-driving), the driver shall be ready to take control all

times;

L4 high automation: vehicle can perform all driving tasks under certain con-

ditions; driver may take control;

L5 full automation: vehicle performs all driving tasks under all conditions;

driver may not be able to take control.

The safety considerations of cars with partial and conditional automation (L2–

L3) are critical, because constant attention of the driver is required due to the

limited capabilities of the car; albeit, due to the relatively large portion of fun-

damental (and comfortable) functions being automated, the driver can easily be-

come distracted and bored, and start to look for other, non-driving related activ-

ities. As shown by Stanton et al., this is mainly due to the fact that humans are

not efficient in long inactive monitoring tasks, and drivers usually over-trust the

system [5]. The problem becomes critical and potentially fatal when the auto-

mated system faces a situation that is beyond its functional capabilities, and the

human driver has to take back the control from the system, when the driver is not

prepared to do so [6].

The situation when the human driver takes back control from the automated sys-

tem is called both handover and takeover. In Morgan at al., the term handover is

used to define the process when the automated system transfers the control to the

human driver, while the term takeover refers to the time instant when the driver

had taken full control of the vehicle [7], which has been adopted in many papers.

This terminology will be used as well. The time between the handover signal and

when the human driver has full control of the vehicle is called takeover time. The

terminology of handover is reviewed in Section 2.

The safety of autonomous vehicles below L4 is critical in real-life applications.

according to Stanton et al, car manufacturers should proceed to L4, or L2 and L3

should be modified such that the driver shall always be responsible for one control

input modality, e.g., for handling the steering wheel or the pedals, thus the human

would be forced to pay attention during the whole driving process [5], which is a

well-established protocol in aviation industry. The first suggestion (i.e., jumping

to L4) is not available yet due to technical limitations, while the second sugges-

tion means that the vehicle practically becomes an L1 system. Banks at al. an-

alyzed the fatal Tesla crash happened May 7, 2016, using the Perceptual Cycle

Model [6]. Although the investigations showed that the accident was caused by

driver error, the authors suggested that ”design error” was also part of the cause,

which resulted in the over-boosted trust of the driver in the autonomous system.

The human trust and situation awareness are critical components in the safety of

L2–L3 systems, which are reviewed in Section 3. The connection of handover

situations and situation awareness is analyzed in Section 4.

Human driver models and models of the closed-loop system based on a control

theory (e.g., [8–10]) approach have been considered in [11]. A human model

based on fractional order calculus has also been presented [12]. A recent review
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of pilot models based on control theory, physiology and soft computing tech-

niques can be found in [13]. Control and system theoretic models are useful

for simulation and analysis purposes, however, they do not provide sufficient in-

sight into the underlying phenomena. The crucial elements in the models are the

time delay parts that determine the stability and performance of the closed-loop

system. The control oriented models are briefly reviewed in Section 5.

Takeover times in non-critical handover situations are reviewed in [14]. Under

noncritical conditions, drivers needed 1.9 to 25.7 seconds to take back control.

These data were derived from measurements in non-critical scenarios, however,

these takeover times are dangerously high for critical situations (i.e., when the

driver has to take back control to possibly avoid an accident). The large takeover

time is the main weakness of L2–L3 systems from the safety point of view. The

value of the time delay can be approximated by the model of Gold et al., who cre-

ated an algebraic equation based on regression to calculate the time delay based

on selected data (traffic density, time before the accident, age of the driver, the

current lane, the number of times the driver has faced similar situations before,

and the non-driving related activity of the driver during the handover) [15]. Mod-

els for time delays in handover situations are discussed in Section 6. Based on

the findings of the literature review, a human driver model is suggested in Section

7, that combines control oriented models with models of situation awareness.

2 Handover Situations
The process of handover, i.e., the process when control is shifted from autonomous

to manual, can be a result of various situations; based on the conditions, there are

various classifications in the literature. Here, they are considered, the first one is

based on the way of handover [16], the other one is categorized by the cause of

handover [17].

Based on the way of the handover, four types of handover situations are given

in [16]:

• Immediate handover, when the control is shifted immediately, e.g., the

driver grasps the steering wheel;

• Step-wise handover, when the control is shifted step-by-step, e.g., first lon-

gitudinal control, then lateral control;

• Driver monitored handover, when the driver monitors the system behavior

(e.g., force feedback in steering wheel). The control is handed over after a

certain period of time (e.g., there is a countdown);

• System monitored handover, when the system monitors the inputs of the

driver for a certain period of time after the handover, and the system can

adjust the inputs if it considers the driver input unsafe.

Based on the cause of the handover, five types of handover situations can be

given [17]:
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• Scheduled handover, when the driver is notified in advance of the handover

situation, and has time to prepare;

• Non-scheduled system initiated handover, when the driver is not notified in

advance, the system realizes that the driver must take control immediately

because in the current situation the system would need to operate beyond

its functional limits; the driver may not expect this situation;

• Non-scheduled user initiated handover: the driver decides to take control

while there is no specific need to do so;

• Non-scheduled user initiated emergency handover: the user spots a poten-

tial risk that was not recognized by the system, and the user takes immedi-

ate control;

• Non-scheduled system initiated emergency: the system can no longer op-

erate (the cause of this emergency is internal system failure), and notifies

the driver.

The handover situations that are non-scheduled and system initiated are also

called self-deactivation processes. An important difference between L2 and L3

systems is that an L3 system must always be able to realize if a situation is beyond

the limits and initiate handover. In this paper, we are interested in immediate han-

dover situations, i.e., the whole control is turned to manual control immediately,

caused by self-deactivation, when the handover situations are non-scheduled and

initiated by the system. We will also call these handover situations immediate

self-deactivation. Important to note that handovers could possibly be initiated by

cyber-security attacks as well [18].

3 Situation Awareness

Situation Awareness (SA) is used to describe the perception and the understand-

ing of the human driver about the situation. The critical point of L2–L3 systems

is when the driver loses SA. Regaining SA during handover is crucial in terms of

safety, since SA is indispensable for the driver to find a solution to the problem

arose during the handover situation. Thus, designing systems that help drivers

regain SA is fundamental in handover management.

3.1 Defining Situation Awareness

Human perception capabilities are modeled by SA, which is a key component in

handover processes. SA of the driver is the dynamic understanding of “what is

going on” [19]. SA was divided to three levels by Endsley [20]:

• Level 1: perception of the elements in the environment that are relevant to

the task;
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• Level 2: comprehension of the meaning of these elements relative to the

task;

• Level 3: projection of their future states after particular actions.

SA was formally defined as “the perception of the elements in the environment

within a volume of time and space, the comprehension of their meaning, and the

projection of their status in the near future” [21].

Automation of SA was investigated in [22], SA with semi-autonomous agricul-

tural vehicles was analyzed in [23], where they showed that at higher level of

automation, the driver has lower SA. The authors used the Situational Awareness

Rating Technique (SART) developed by Taylor, which is a self-rating post trial

technique [24].

3.2 Measuring Situation Awareness

There are numerous metrics to quantify SA. Stanton at al. compared more than

30 measures of SA [25], which can be categorized into six groups [19, 26]:

1. Freeze probe techniques;

2. Real-time probe techniques;

3. Self-rating techniques;

4. Observer rating techniques;

5. Performance measures;

6. Process indices.

Freeze probe techniques are based on freezing the simulation, and asking ques-

tions from the participant right afterwards. Having answered the questions, the

simulation continues. The simulation is stopped (frozen) typically randomly, and

questions are asked about the tasks performed. The answers are evaluated after

the simulation. A popular freeze probe technique measuring the SA along the

three levels was proposed by Endsley, and is called Situation Awareness Global

Assessment Technique (SAGAT) [27].

3.2.1 Real-time probe techniques

Real-time probe techniques are similar to the above with the difference that dur-

ing real-time probing, the simulation is not frozen, thus they ask questions from

the participants online during the simulation without stopping it. A typical real-

time probe technique is the Situation Present Assessment Method (SPAM), de-

veloped for air traffic controllers’ SA measurement [28].

3.2.2 Self-rating techniques

Self-rating techniques are carried out by the participants, who rate themselves

typically after the trial. One such technique is the SART by Taylor [24], which

uses ten dimensions to measure the participant’s SA. The participant gives a score
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to each dimension between 1 and 7, and the result is a subjective measure of the

SA.

3.2.3 Observer rating techniques

Observer rating techniques involve experts who observe the participants during

task execution, and evaluate their SA. The advantage of this method is that it does

not disturb the task execution of the participants, and observer bias is reduced.

A typical observer rating technique is the Situation Awareness Behavioral Rat-

ing Scale (SABARS), which has been used to asses infantry’s SA during field

training [29].

3.2.4 Performance measures

Performance measures provide indirect measures of SA by recording some quan-

tities during task performance. For example, Gugerty measured crash avoidance,

blocking car detection and hazard detection for driver SA [30]. Process indices

involve the recording of certain functions and behaviors that are related to the SA

of the participant, e.g., eye-movement is tracked in the study of Smolensky [31].

According to a thorough review that compared these measurement techniques [26],

the most typically used are the SAGAT and SART to assess individual or team

SA. It was found that the SAGAT technique had the most significant correlation

with the task performance [19].

3.3 Losing and Regaining Situation Awareness

During automated cruising, the driver can become inattentive, and start to par-

ticipate in non-driving related activities, not paying attention to the traffic. This

is called Driving Without Attention Mode (DWAM), and was formalized in [32]

(also known as Driving Without Awareness (DWA) [17]). In this mode, the driver

behaves as a conventional passenger, which is only in line with the SA mode of

L4+ cars. For cars under L4, if the driver is in DWAM, wneh a handover request

occurs, then the takeover time increases dramatically.

During handover, the driver has to regain SA from DWAM. Assistant systems that

help the driver to regain SA may help reducing reaction times and increase safety.

In order to understand this process, it is desirable to decompose SA. Matthews et

al. describe the following components of SA [33]:

• Spatial awareness: knowledge of the location of all relevant objects in the

environment;

• Identity awareness: knowledge of salient items;

• Temporal awareness: knowledge of the change of location of the surround-

ings;

• Goal awareness: knowledge of the navigational plan, trajectory tracking,

maneuvering the vehicle in traffic;
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• System awareness: knowing the relevant information about the driving en-

vironment.

Regaining full SA means regaining all three SA levels. Driver assistant systems

may be characterized and specialized based on the component of SA they help

to regain and the level of awareness that can be reached by the assistant system.

For example, the car’s dashboard can help to regain system awareness, more

advanced Human–Machine Interface (HMI) can increase other components of

awareness.

Augmented Reality (AR) was used by Lorenz et al. to improve takeover perfor-

mance of the driver, as described in Section 7 [34]. This experiment showed that

an assistance system that helps regaining SA improves takeover performance.

3.4 Critical Performance Assessment

The quantitative assessment of SA, based on the level of autonomy, is crucial for

the development of safe and efficient automated driving systems. Until today,

there is no widely accepted metrics to quantitatively describe SA indicators, both

on global and component levels. Henceforth, new autonomous features are pre-

dominantly deployed into driver assistance systems without taking into account

the quantitative requirements that the human driver needs to adhere to. In order to

address this issue, a systematic assessment method is proposed. Employing this

method could enhance the establishment of baseline metrics, and the definition

of essential performance for deployment standards.

We call for an assessment method for critical handover performance, to quan-

titatively define the required level and components of SA with respect to the

autonomous functionalities present. To improve system safety, driver assistance

systems and automated driving functionalities shall be collected and organized in

a hierarchical way, along with the two criteria of SA presented, as a standardized

risk assessment protocol:

• Level of SA, based on state of the environment;

• Components of SA, based on knowledge.

Fig. 1 defines SA blocks in autonomous driving, and outlines their hierarchy in

accordance to the level of autonomy and SA. As the level increases, i.e., new

autonomous features are added incrementally, the required number of SA com-

ponents decreases for the human driver, as critical driving tasks are temporally

or permanently taken over by the system. This representation is in line with the

SAE definition of level of autonomy, and can be interpreted as follows:

• L2 ADAS systems require the human driver to remain in control and stay

fully aware of the driving situation, possessing all levels and components

of SA.

• As a transition from L2 to L3 automated systems, the driver is allowed

not to fulfill all the quantitative awareness criteria to the highest level of

SA, and an increasing number of components for SA are overseen by the
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Figure 1

Hierarchical representation of SA blocks in autonomous driving. For each level of autonomy,

quantitative requirements shall be defined. E.g., the block highlighted in red corresponds to the SA

metrics for L3 autonomy for the comprehension of dynamic states, while the blue block represents

the ability of the human driver understanding the spatial structure of the environment, while

engaging an L2 driver assistance feature.

system (e.g., state of the traffic participants, expected behavior). However,

some components need to stay active on the driver’s side, such as handling

unexpected behaviour or understanding the driving goals/trajectories.

• Transitioning from L3 to L4 automated driving, the driver is required to

perceive the current state of the environment only related to his driving

task. However, on the component level, system knowledge is interpreted as

the knowledge of whether the system can solve critical driving tasks in the

current driving environment, i.e., whether the user is educated about the

capabilities of the used features.

Each block in Fig. 1 represents a quantitative criteria, which corresponds to the

acceptance threshold for the integration of the new functionality into the sys-

tem. The blocks incorporate metrics in terms of perception (object recognition

distance, static and dynamic object state, road topology, actor movement proba-

bility and trajectories etc.), time factors (time to collision, takeover time, length

of takeover action) and takeover ability (access to driving controls, pose of driver,

environmental conditions). The measurement of these quantitative criteria is cru-

cial, however, due to the complexity of the driving task and the human factors of

the HMI, it can only be set empirically. The development of the testing frame-

work related to this objective is part of our research, aiming to create a baseline

for the definition of upcoming automotive standards.
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3.5 Human Trust in Autonomous Systems

A potential safety problem of L2–L3 cars is that human drivers tend to overtrust

the system, and as a consequence, they do not pay attention to critical situa-

tions [5]. On the other hand, some drivers do not trust autonomous systems at

all, and thus do not want to rely on automated functions, even when those would

boost their performance [35]. Human automation interaction systems and trust in

automation was reviewed recently [36], where the authors pointed out the impor-

tance of trust when a human interacts with the autonomous systems. The effect

of augmented SA on semi-autonomous car driving is analyzed in [37].

The way the driver treats the autonomous system and reacts to a handover situ-

ation can be considered as a problem of Human–Automation Interaction (HAI),

which has a rich literature [1, 36, 38, 39]. Trust in Automation (TiA) is found to

be a critical component of HAI systems, since TiA effects the decision of the hu-

man which leads to the interaction [36]. TiA is usually divided into two domains:

compliance and reliance [40]. The advantage of using reliance and compliance

is that they can be measured through observable behavior. The disadvantage of

using only reliance and compliance is that they can not characterize TiA uniquely.

The tendency of accepting the lack of alarm or a warning is called reliance. If the

reliance of the driver is large, then he or she believes that there is no problem as

long as there is no alarm signal generated by the system, thus the autonomous sys-

tem needs no supervision. If the driver has low reliance, then he or she believes

that there may be errors or critical situation that are neglected by the autonomous

system, thus they constantly supervise the functions. In general, the reliance of

the driver should be high, however, too high reliance leads to overtrust, while too

low reliance renders the autonomous functions idle. The reliance of the driver

can change over time, e.g., if the system fails to generate alarms, the reliance of

the driver decreases [41]. Since L2–L3 systems need constant supervision of the

driver, these systems are unique in the sense that lower reliance is desirable.

The tendency of accepting and carrying out the recommendation from the au-

tonomous system is called compliance. Ideally, the compliance of the driver is

high, however, too high compliance means overtrust, and accepting all sugges-

tions of the system without checking their validity. False alarms generated by the

system decrease compliance, however, if the systems fails to generate an alarm,

it has no effect on compliance [40].

Reliance and compliance can not completely characterize trust, since there are

other factors that may affect decisions. One such factor is the workload of the

driver, i.e., if the driver is kept busy, then they tend to accept the recommenda-

tions of the autonomous system, even if their compliance is low. Drnec et al. sug-

gested to model trust as a decision process, since decision making can be objec-

tively measured [36]. However, since decision measurement in their research is

done by fMRI (functional magnetic resonance imaging), this measurement can

hardly be carried out in a simulated driving environment.
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Table 1

The critical SA components of non-scheduled handover situations and their effect on trust

Handover situation Critical SA compo-

nent

Effect on trust

non-scheduled system initiated spatial awareness reliance and compliance is increased

(true positive alarms) or decreased (false

positive alarms)

non-scheduled user initiated spatial awareness reliance is reduced

non-scheduled user initiated emer-

gency

system awareness reliance is reduced

non-scheduled system initiated

emergency

system awareness reliance and compliance is increased

(true positive alarms) or decreased (false

positive alarms)

4 Handover Situations and Situation Awareness

Handover situations are called automation to human hands-off in [42], where

scheduled handovers are called structured hands-off, and non-scheduled han-

dovers are referred to as unstructured hands-off. The term takeover event is also

used to refer to a handover situation. Non-scheduled, system initiated handovers

are also called self-deactivation processes.

Following the terminology from McCall et al. [17], we collected the non-scheduled

handover types, and identified the critical SA components during handover, and

the effect of the handover situation on the trust of the driver (Table 1).

4.1 Safety Critical Issues During Handover Process Manage-
ment

In HAI systems, reliance is considered to be an important component, which

should be kept high. However, overtrust can be fatal, since the driver fails to

monitor the traffic situation, and may not be able to react in time. Moreover, if

the system fails to detect the critical situation or detects the situation too late (e.g.,

right before the accident), then the driver has no chance to avoid that [43]. As

a consequence, for L2–L3 systems, lower reliance is more desirable. Although

low reliance implies that the driver has to monitor the system frequently, which is

considered to be infeasible for HAI systems, this frequent monitoring is desirable

for L2–L3 systems. Based on Table 1, reliance is decreased by non-scheduled

user initiated handovers or false positive system initiated alarms. The latter also

decreases compliance.

A critical component of handover management systems is the detection system

that initiates handover. This system must be able to predict the critical situation

as soon as possible, in order to alert the driver in time. If the system fails to alarm

the driver in time, and the driver does not pay attention (due to high reliance), the

consequences can be fatal. However, detection systems are not perfect, and can

make mistakes [44]. Typical question in design is whether false positive or false

negative alarms are less desirable. In handover situations, false negative alarms
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can be fatal if the driver has large reliance, while false positive alarms decrease

reliance as shown in Table 1. Overall, the detection system must be created

such that false negative alarms are minimized, while the amount of false positive

alarms can be larger.

Too much false positive alarms can lead to significant drop of reliance and com-

pliance, which is good for safety, since it forces the driver to pay attention con-

stantly, however, it is bad for the technology, since drivers will be wary of these

systems. In Autonomous Emergency Braking (AEB) systems, false positive de-

tection is avoided by removing stationary objects from radar sensor data, and by

treating an object as an obstacle only if it is in the way of the vehicle, which is cal-

culated based on the steering angle [44]. The performance of detection systems

will likely improve in the future due to the improvement in artificial intelligence

algorithms, like deep neural networks [45] and their training algorithms [46].

Using augmented/virtual reality and advanced HMI can help to improve the per-

formance of the drivers during handover by increasing the SA of the driver, and

helping to regain the SA. However, this will only work if the driver trusts the sys-

tem, and believes that the information given by the HMI is valid, i.e., the driver

has high compliance. False positive alarms decrease compliance, and as a result,

the trust of the drivers will decrease, and the performance increase due to the

advanced HMI may deteriorate as well. To the authors best knowledge, other

factors, such as the behavior of drivers when the information of the HMI is not

valid has not been researched yet.

5 Control-oriented Driver Models
Control-oriented driver models date back to the ’70s. In the work of Kleinman

et al., the control-oriented model of the human driver system described human

behaviour as a time delay, an equalizer block and a neuro-motor dynamics block,

shown in Fig. 2 [47]. The equalizer block contains an observer to estimate the

states of the vehicle, and an inverse dynamics block for state estimation. Klein-

man and Curry also used a control-oriented approach to predict human operator’s

performance [48].

Human decision making is modeled as a process based on probabilities in [49,

50]. Gai and Curry modeled human decision making using switches and time

delays [51]. Limits of human path tracking capabilities were explored in [52].

Eskandari et al. used a control-oriented framework to model the system under

shared control, i.e., the control system with an automated system and the human

operator are both presented in the loop [53], shown in Fig. 3. SA is present in

the human operator model, along with decision making and acting. The authors

modeled SA and regaining SA using dynamical systems in [54]. This model uni-

fied the control-oriented approach with the psychological approach characterized

by SA [33].

Control-oriented driver modeling was used by Wang et al. to create a control
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law for a steering system [55]. Human models were used to evaluate system

reliability using simulations in [56].

Driving state recognition is an important component of future autonomous cars.

Machine learning was used to learn personalized driving state employing on-

board sensor measurements in [57]. Clustering-aided regression is used to pre-

dict the driver workload in [58]. Mental workload dynamics was modeled in [59],

where linear identification techniques are used to identify the nonlinear model on-

line and show robust performance. Workload adaptive cruise control was created

in [60], where the adaptive cruise control system is adapted to the current work-

load of the human driver in order to tailor the level of assistance to the needs of

the driver. Tests in driving simulators showed that this workload adaptive cruise

control enables safer driving experience.

6 Critical Components of a Handover Process

Human attention diversion is a critical issue in driving, many studies showed that

mental workload has critical effect on the safety of driving [59, 60]. Neverthe-

less, the study of Gold et al. showed that traffic density has a major effect on

takeover performance, while answering questionnaires during the driving pro-

cess was found to have no significant effect [61]. Identifying large traffic density

as a potential danger source in takeover performance leads to the conclusion that

for systems under L4 automation, the driver should always pay attention when

the traffic is heavy, e.g., by turning automated cruising off. This should not mean

that the automated cruising shall be turned off in traffic situations with large

density but low velocity, (i.e., traffic jams), which could be safely managed by

autonomous vehicles under L4. A possible solution for this situation takes ve-

locity information into account, which can be easily incorporated via on-board

sensors. This way, automated cruising can be allowed in large traffic density with

low velocity, and remain inaccessible with large traffic density and high velocity.

The U.S. National Highway Traffic Safety Administration (NHTSA) released an

Figure 2

The human driver block, modelled fot the control theory aspect by Kleinman et al., neglecting the

noises and disturbances [47].
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Figure 3

The block of the closed-loop system under shared control by Eskandari et al. [53].

updated policy A Vision for Safety in 2017 [62]: it encourages regularization enti-

ties on the definition and documentation of Operational Design Domains (ODD)

for each automated driving system of the vehicle. An ODD should describe spe-

cific conditions under which the given features are intended to function for au-

tomated vehicles. The minimal information required for the definition of ODD

for a given functionality includes roadway type, geographic area, speed range

and environmental conditions. Pre-defined ODDs could aid the assessment of

the required level of SA in the case of automated systems under L4.

6.1 Time Delay

Time delays are critical components of takeover performance. The takeover time

during highway cruising is modeled by a polynomial in [15] which depends on

the time budget, defined as the time between the takeover time and the system

limit (the latest time instant when the driver must take control), the traffic density

measured in cars/kilometer, the lane (right, middle or left), non-driving related

task, repetition (the number of times the driver has faced similar situations be-

fore) and the age of the driver. The t takeover time is given as:

t = 2.068+0.329TimeBudget −0.147(Lane−1.936)2

−0.0056(Tra f f icDensity−15.667)

−0.571ln(Repetition) (1)

+2.121 ·10−4(Age−46.245)2
.

This model implies that traffic density decreases takeover time, and has the least

decreasing effect for medium traffic density, and largest effect for small and large

traffic density. The non-driving related task had no effect, similarly to the study

carried out by Gold et al. [61]. However, it should be emphasized that the same

20-question-long form was used in both experiments. The age and lane did not

affect the results significantly, but the repetition (which is related to the expe-
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Figure 4

The model of the human driver included closed-loop control system. The driver block is divided into

3 levels based on SA, representing different decision and action blocks accordingly.

rience of the driver), the time budget (which is related to how early the system

warns the driver) and the traffic density did.

6.2 Transient Quality

Improvement of takeover performance can be achieved through improving tran-

sient quality. Workload-adaptive cruise control does not necessarily reduce reac-

tion time, but it contributes to the improvement of transient quality, e.g., partici-

pants started to break at the same time but the deceleration was lower, as reported

by Hajek et al. [60].

Hence, SA also has an effect on the dynamics of the human model, along with

the time delay. This effect can be incorporated into the human model through the

neuromuscular level, i.e., different transfer functions describing the neuromus-

cular system for different stress levels. As the stress level increases, the settling

time of the transfer function decreases, but other quality factors, such as damping

are most likely to decrease as well.

Creating appropriate warning systems and prediction algorithms do not neces-

sarily improve takeover performance by improving the takeover time, but by im-

proving the reaction quality. This can be modeled through the dynamics of the

human driver, and not the time delay. The importance of this observation lies in

that most of the literature focuses on the time delay effect, and neglects the effect

of dynamics. To incorporate these effects in the model, a combined approach is

presented in the next Section, which is the main contribution of this paper.
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7 Human Driver Model with SA

A new model is proposed by combining the model of the classical control theory

block diagram of Kleinman et al. [47] with the SA-based block diagram of Es-

kandari et al. [53], as shown in Fig. 4. The vehicle block contains the controller

block, being responsible for the automation, intelligence of the vehicle, actua-

tors, vehicle model, sensors and finally the handover management block, which,

in the trivial case, can be a system that overwrites the decision of the automation

with the input signals generated by the human driver.

The human driver block is composed of three levels:

• The first level (Level 1 SA) is comprised of perception, decision and action;

• The second level (Level 2 SA) is responsible for the comprehension of the

perceived signal and the corresponding decision and action;

• The third and largest level (Level 3 SA) projects the perceived information

on the future, and carries out the corresponding decision and action.

The level of the driver’s behavior is specified by the time available for the driver

(the time budget by the terminology of Gold et al. [15]). If the time for decision

and acting is low, only Level 1 SA is attained, and the driver will use the decision

and action corresponding to Level 1 SA. If there is plenty of time, the driver can

attain Level 3 SA, and act according to this level, i.e., use the Level 3 decision

and action.

The action block contains the neuro-muscular dynamics and the inverse dynam-

ics of the vehicle. The inverse dynamics is the same for all levels, since this block

depends on the driver’s knowledge of the car dynamics. Note that this statement

does not hold if the car is in an extreme situation with unknown dynamics to the

driver (e.g., the car slips on ice). The inverse dynamics here is not related to rep-

etition in the model of Gold et al. [15] in (1), since the repetition refers to how

many times the driver has faced the critical situation before, and not the knowl-

edge of the car dynamics. While, the possibility of correlation is not excluded, it

is not discussed in this work.

The neuro-muscular dynamics can be modeled with the transfer function [13]:

WNM =
e−sτNM

s2T 2 +2ξ T s+1
, (2)

with time constant T , damping coefficient ξ and time delay τNM . As the level of

SA increases, the damping ξ increases, and the time constant T decreases. This

way, the quality of the transient improves, as it has been observed [60]. From

control theory point of view, decreased time constant would mean decrease in

the performance, however, in the current application, decreased time constant

results in decreased absolute value of the acceleration. This gives larger comfort

to the passenger. This decrease in the acceleration is considered beneficial as

long as the value of acceleration is large enough to avoid a possible accident,

while it may present some discomfort to the driver and the passengers.
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The various levels of SA (perception, comprehension and projection) can be

modeled with different time delays with transfer functions:

WSA = e−sτSA
. (3)

As the level of SA increases, so does the time delay τSA. The modeling of the

time delay in the decision block is straightforward.

The model in Fig. 4 gives insight into the process of driver assistance system

from a different perspective. For example, Lorenz et al. showed in their study

that using augmented reality improves takeover performance [34]. If a green cor-

ridor was projected on the path that could be used to avoid the accident, drivers

tended to steer the vehicle into that direction, while in the case red corridor was

projected onto the path that should have been avoided, the drivers started to brake

intensively. This phenomenon could be explained by the decrease in time delays,

as shown in [63]. The model presented in Fig. 4 can be used as an explana-

tion, as the augmented reality helps the drivers to attain higher level of SA in

a shorter time. Drivers can achieve comprehension through the presented so-

lution (but this comprehension is highly affected by the information shown by

the augmented reality), and thus they can achieve Level 2 behavior sooner. This

observation can aid the development advanced systems that would improve the

safety of autonomous cars.

Conclusions

A complete literature review was provided about the handover processes of au-

tonomous cars. Various terminology can be found in the literature related to

handover process, we built on the most common and clarified terms. SA was

identified as a fundamental human driver related component in handover situa-

tions. We provided a short review about the quantification methods of SA, and

established the relationship between SA and handover processes.

Control-oriented human driver modes were reviewed, and the models were ex-

tended to incorporate the model of SA. Control-oriented driver models are im-

portant to carry out simulations and to specify quantitative measures for human

driver performance. Incorporating SA into control-oriented models enforces the

fusion of physiological and psychological human models, which have greater

modeling power and could enhance the developments aimed at improving han-

dover performance. Out future plan is to build a complete simulator with this

knowledge in order to asses SA more efficiently.
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