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Abstract: A new robot type is proposed herein, which is named, General Triangle Parallel 

Robot (GTPR). This robot differs from the widely used Delta robots (Clavel Delta robot) in 

the respect that it’s basic triangle (and the similar working triangle) may be any general 

triangle. The method of generation of GTPR is given in the present paper. The general 

method of determination of inverse transformation problem for GTPR is outlined. So, any 

working process may easily be realized, by any GTPR. Because GTPR covers a much wider 

class of devices, as the special case the Delta robot, GTPR may yield a number of 

advantages. This robot type may be advantageous from the point of view of simplicity and 

effectiveness of constructions realizing different applications (for example stepping). It is a 

nice feature that the solution of kinematics problems is extremely simple. For these robots, 

the drive allocations may be solved very effectively. It is possible to construct such 

triangles, which are advantageous, from the point of view of static forces, Etc. Sometimes 

these robots are referred as GTP(S)R, where (S) indicates the author (Somlo). 

Keywords: Parallel robots; Delta robots; Clavel; General triangle parallel (Somlo) robot; 

Inverse transformation; Direct transformation; Stepping robots 

1 Introduction 

Parallel robots are more and more promising, in the solution of recent application 
problems of robotics technology. One of the fields, where these robot types may 
promise a breakthrough, are the stepping robots. 

In the present paper, we propose a new type of parallel robots which is, in fact, the 
generalization of the well-known Clavel robot (see later). 

We name the new robot type, General Triangle Parallel (Somlo) Robot. 

Parallel robots own several outstanding features which make them suitable for the 
solution of a number of applications, over the use of serial robots. These features 
are: 
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 They are cheap compared with serial robots of the same class 

 The motors moving the parallel arms can be allocated together, on the 
same platforms, close to each other in preferable places, leaving space 
for gear trains, etc. 

 The kinematics problems may easily be solved and applied to the 
solution of motion planning problems 

 The forces on the arms are distributed. That is three components are 
present instead of one in the case of serial robots. Accordingly, rather 
favourable proportions of arm masses to other masses may be realized.  

 Sometimes, parallel robots promise better solution for special tasks than 
the serial ones. These kind of tasks are for example, the solution of 
stepping motions. 

1.1 History Basics 

The history of parallel robots was considered including several authors, Bonev [3] 
is one of the most spanning. The recent development of the parallel robots (Delta 
robots) is based on the pioneering work of professor R. Clavel [1, 2]. The Delta 
robot idea and construction, belonging to him, is the most popular direction. 

Monography of J.-P. Merlet [4] is a summary of most important results. 

A picture of the wide choice of parallel robots can be obtained from the material 
provided by ParalleMIC (the Parallel Mechanism Information Center). Recently, 
more than 26 companies are producing parallel robots (source: 
www.parallemic.org / WhosWho/  Comp Robo.html). 

The construction variants of parallel robots are very wide. But the dominant 
variant is the Delta robot of the Clavel-type. This robot uses DC or AC servos 
rotating the thing-rods and shin parallelograms (or Kardan mechanisms) moving a 
point of the work triangles (see below). 

The development of Delta robots began its story at the end of 80s. The solution of 
the inverse and direct kinematics problems was necessary for the work and was 
solved. A number of publications are available on this topic. New, rather 
sophisticated results were obtained by Zsombor Murray [5, 6]. Based on these 
results, software for direct and inverse problem solutions were developed which 
are widely available [7]. 

Parallel robots are more and more promising in the solution of recent application 
problems of robotics technology. 

A huge number of homemade devices have been developed. LEGO parallel robots 
can be made, too. At the cheapest end, there is the Novint Falcon which is a 3D 
joystick. But, in fact, this is a perfect Delta robot for as little as, 250 Euros. 

http://www.parallemic.org/
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The construction variants of parallel robots are diverse. But the dominant variant 
is the Delta robot. This robot uses DC or AC servos driven motors rotating the 
thing-rods and shin parallelograms (or Kardan mechanisms) moving a point of the 
work triangles. 

The software developments were restricted to Delta type robots. Delta type robots 
have equilateral triangles as basis and work triangles. These are special cases of 
general triangles parallel robots discussed in the recent article. The software 
developments, until now, where developed for equilateral cases because of no 
need for other cases. 

The practical applications, until now, are mostly solved by Delta type robots. The 
research work dealing with other types are sparse. The robots Tripteron and 
Quadrupteron were proposed by the Laboratoire de robotique Laval (Quebec, 
Canada). These are different than the general triangle parallel robots discussed 
below. 

GTPR promises great advantages, in many fields of robot applications. It is 
especially true, for example, for stepping devices, based on parallel robots. The 
advantages are from better opportunities of manipulation of work spaces. 

Zsombor Murrey in works [5, 6] solved the inverse and direct kinematics problem 
of Delta robots. These results are not restricted to Delta robots. The authors of the 
above papers emphasized that his results are rather general, but did not indicate 
the way of extended use. The present paper solves this task and propose and some 
practical methodologies for the inverse and direct kinematics determination, for 
general triangle parallel robots. 

2 Delta Robot (Clavel-Type) 

On Figure 1 a Delta robot construction is given. This is very similar to the 
construction given in R. Clavel’s US Patent description [1] 
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Figure 1 

A Delta robot structure 

Here: 

1- upper platform (basic triangle) 

2- driving arm axis 

3- driving arm 

4- parallelogram 

5- driving arm, parallelogram joint 

6- parallelogram, lower platform (working triangle) connecting joint 

7- lower (working) platform 

The simplest imagination of the working of these devices is: 

There are 3 arms rotating in vertical plane. The centre points of their rotation are 
in the edges of an equilateral triangle in x, y plane. 

The end points of the arms are coupled with the coupling elements of the 
parallelogram mechanism. The construction provides that the working point (for 
example, the centre of the working triangle) moves in a plane parallel with the 
basic triangle. The motion is activated by the rotation of the arms. Because the 
arms are coupled with working parallelogram units which are coupled with the 
working triangle in a special way at the motion of the arms the lower end of the 
parallelograms may only move in a parallel with the basic triangle plane. 

When the arms are moving the working triangle edges move but the working 
triangle stay similar (and the sides parallel) with the basic triangle (see: Figure 2). 
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2.1 Inverse Transformation 

Let us consider a Delta robot. In Figure 2 the upper view is given, as it can be 
seen, from the direction of z axis. 

 

Figure 2 

The basic and working triangles 

The parameter values are as indicated in Figure 2. 

The driving arms move the working point through the motions of points B1, B2, 
B3, which are the results of rotation in vertical plane as it is demonstrated in Fig. 
3. On this figure the motion of the 1st arm is shown. 

Let first consider a point when the first driving arm is in horizontal position. Let at 
this point q1= φ1=0 
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Figure 3 

Rotation of the 1. arm 

Changing φ1 we have for the B1 point: 

 B1(x) =0 

 B1(y) =-a1- b1cos φ1 

 B1(z) =-b1sin φ1  

For point C1: 

 C1(x) =x  

 C1(y) =y-d1 

 C1(z) =z 

The distance of B1C1 is c1. That is: 

 c12=x2+ [a1-b1cosφ1-y+d1]2 +[-b1sinφ1-z]2                              

From this: 

 2(-a1+d1-y).b1.cosφ1+2.b1.z.sinφ1+ x2 –c12 +b12 +z2+(-a1+d+y)2=0 (1) 

Equation (1) contains φ1 which is the solution of inverse transformation for the 
first arm.              

Williams [9] discusses the solution of equation (1) in the form 

 Eicosφi+Fisinφi+Gi=0                                                                             (2) 
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In this case: 

 Ei =2(-a1+d1-y).b1 

 Fi =2.b1.z 

 Gi =x2 –c12 +b12 +z2+(a1+d-y)2   

In [9] the tangent half-angle substitution is used and closed formulas are 

obtained for determination of the φ1 value. For the determination of φ2, φ3 
values transformation of the x, y, z quantities are necessary. 

Solving the equations for any x, y, z value we get the proper 

φ1, φ2, φ3 values, that is the results of the inverse transformations. 

The proper motion of the parallel robot may be realized if for given x, y, z values 
the φ1, then similarly the φ2, φ3 values are determined and input as the proper 
command for the driving motors. 

For the inverse transformation, in the literature, together with the above, a number 
of other methods is also outlined. Computer programs for the solution are 
available, too [7]. 

One of the possible solutions is based on the following fact. 

Point B1 moves on a circle in the yz plane. A sphere with radius “c1” and with 
centre in point x, y-d1 and z intersects the yz plane in a circle with radius √𝑐12−𝑥2. The common point (points) of the two circles give the solution of the 
inverse problem. 

This solution may be named the “Two Circle Intersection” method [12]. 

3 General Triangle Parallel Robot (GTPR) 

In the present paper we propose a new type of parallel robots. 

The difference of this from Delta robot (Clavel type) is that the basic triangle 

and accordingly the similar working triangle is any general triangle. 

So, the Delta robot is only a special case of the GTPR when the triangle is an 
equilateral one. 

At the general triangle parallel robots, we restrict our attention to a construction 
variant of parallel robots where (as in most of the applied in practice robots) 
rotating driving arms and special parallelogram mechanism moved by them 

are applied and the rotation of the arms result the working triangle motion in 

parallel with the basic triangle plane. The working triangles are similar to the 

basic triangles. The working points may be the centre of the working triangle 

or any other point of the working triangle. 
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Figure 4 

Generation of GTPR 

On Figure 4 we show how a GTPR is generated. 

Point “O” is the centre of the coordinates system x, y, z. 

The 1st arm of the robot is rotating in a vertical plane. (Vertical plane is 
perpendicular to x, y plane.) The plane of rotation goes through “O”. The angle of 
the rotation plane is α1. The arm rotation centre distance from “O” is s1. The 
rotation arm length is r1. 

The 2nd and 3rd arms have similar structure as it is shown in Figure 4. The 
corresponding angles are α2 and α3. 

The triangles A1A2A3 and C1C2C3 are similar. Any corresponding geometrical 
elements of these has proportional length. 

We use the D(N,M) operator to indicate lengths. For example: 

D(O,A1)= s1 the distance to the first rotation axis from the centre point O. 

Other examples are: 

D(W,C1)= p.D(O,A1);     D(C1,C2)=p.D(A1,A2); etc. 

As it was mentioned, the basic and working triangles are similar. 

The value “p” is the coefficient of proportion. 

Any GTPR may be determined by giving the following data: 

 α , α2, α3, s1, s2, s3, r1, r2, r3, g1, g2, g3, p 

Where g1, g2, g3 are the lengths of the parallelograms. (lengths of the central 
rods). 
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For example, for the Delta robot analysed above: 

α1=0, α2=120𝑜 , α3=240𝑜 

s1=s2=s3=(√3/3).H                    (H is the side of the equilateral triangle) 

r1=r2=r3=r 

c1=g1=g2=g3=g 

h=p.H 

d1=p.a1 

p is the given value of proportion coefficient. 

3.1 Determination and Symbol of the GTPR 

According to the above, a GTPR may be determined as follow: 

Let us allocate in xy plane a general (basic) triangle with edges in points A1, 

A2, A3. Let in the vertical plane including the O,A1; O,A2; O,A3 sections, 

around points A1, A2, A3 arms with the proper lengths rotate. 

The arm is joined with parallelogram mechanism in proper way. The other 

“end” of the parallelogram has it joint axis on the working triangle. The 
working triangle is similar to the basic triangle. The parallelogram 

mechanism provides that the corresponding sides of basic and working 

triangles stay parallel during the motion of the working point. 

 

Figure 5 

The symbol of GTPR 

To symbolize the GTPR we use a pattern given in Figure 5. 
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3.2 Inverse Transformation for the GTPR 

For the inverse transformation of GTPR the same approach can be used as for 
Delta robot above. 

Let us analyse the basic features of GTPRs. 

The goal of the actions is to change the working point positions as required. 

This is given by the coordinates of vector W. 

The components of these vectors are: 

Wx=x; Wy=y; Wz=z 

The coordinate system origin is O. 

That is:  Ox=Oy=Oz=0 

At the given arrangement we consider motions where the z coordinates of motions 
are negative. That is, we consider motions in the lover half space. 

Aj, Bj (j=1, 2, 3) are points on the driving arms. The j indicates the proper arm. 

C1, C2, C3 are the edge points of the working triangle. 

Aj, Bj, C1, C2, C3 are vectors is x, y, z space 

We use for the coordinates of these vectors: 

Ajx, Ajy, Ajz, Bjx, Bjy, Bjz, (j=1, 2, 3). 

C1x, C1y, C1z; C2x, C2y, C2z; C3x, C3y, C3z 

As it was mentioned: 

r1, r2, r3, s1, s2, s3 for given GTPR are given, as well as, 

the parallel mechanism bar lengths g1, g2, g3. 

The determination of the robots also includes the 

α1, α2, α3 values. 

Using the distance operator, we have: 

D(B1,C1)=g1 

D(B2,C2)=g2 

D(B3,C3)=g3 

Figure 6 shows how an arm moves. It is shown how a rotating centre point A1 is 
allocated. We consider it as a point of the basic triangle. 



Acta Polytechnica Hungarica Vol. 16, No. 5, 2019 

 – 17 – 

 

Figure 6 

Rotation of an arm 

The arms rotate in vertical plane. So we have: 

Bjx= (sj+rj.cosφj).sinαj 
Bjy=-(sj+rj.cosφj).cosαj. 
Bjz=rj.sinφj 

For points on the working triangle we have: 

C1x= x+ps1sinα1 

  C1y= y-ps1cosα1 

  C1z=z 

Similarly: 

C2x=x+ps2sinα2 

C2y=y-ps2cosα2 

 C2z=z 
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and 

 C3x=x+ps3sinα3 

 C3y=y-ps3cosα3 

 C3z=z 

According to the above we have: 

 D(Bj,Cj)=gj          (j=1, 2, 3) 

That is 

 gj2=[(sj+rjcosφj).sinαj-( x+psisinαj)]2+[-(sj+rjcosφj)sinαj- 
 -(y-p.s1cosαj)]2+(rjsinφj-z)2                                                                     (3) 

Rearranging Equation (3) we get: 

 [Uj+rjsinαjcosφj]2+[Vj+rjcosαjcosφj]2+(rjsinφj-z)2=gj2                    (4) 

Where: 

 Uj=sjsinαj-x-psjsinαj 
 Vj=-sjcosαj-y-psjcosαj 

Performing the operation, we get: 

  Uj2 +Vj2 +z2 + (2Ujsinαj+2Vjcosαj)cosφj-2rjzsinφj+rj2 cos2 αjcos2 φj+ 

 +rj2 sin2 φj=gj2                                                                                                                                        (5) 

 j=1, 2, 3 

Equation (5) may be solved with suitable nonlinear problem solving methods and 
software. 

The obtained results give the inverse transformation and make possible to realize 
the required motions. 

In the given case a simpler way is possible, too. 

The allocation of robots in world coordinate systems is free. So, it is always 
possible to choose α1=0. 

This causes that the second order terms of trigonometrical functions in Equation 
(5) are eliminated, instead of second order trigonometrical expressions in the 
equation, rj2 term appear. 

In this case 

Uj=-x 

Vj=-sj-y-psj=-y+(1+p)sj 

Equation (5) becomes: 

 2Vjcosφj-rjzsinφj+Vj2 +z2 +rj2 –gj2 =0                                            (6) 
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Equation (6) can be solved as Williams [9] proposed (see: Equation (2)) 

In Equation (2) 

Ei =2Vj 

Fi =-rjz 

Gi =Vj2 +z2 +rj2 –gj2 

Transforming input values to get φ2 and φ3 

Solving Equation (6) we get the inverse transformation values for arm 1. 

This is φ1. 

Now, let us outline how the solutions for the other 2 arm may be obtained. 

Let us consider Figure 7. It is very easy to recognize that for an arm allocated in a 
plane having α2, α3 allocation angle the only difference in determining φ2, φ3 is 
that the relative position of x, y, z is different than for the first arm. 

Let the task is to realize: 

x= x0, y=y0, z=z0 

Let us consider Figure 7. Perform the following transformations for the second 
arm: 

 

Figure 7 

Input values transformations 
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x = x1 = x0cosα2 +y0 sinα2 

y = y1 = y0cosα2 -x0 sinα2                                                               (7) 

z = z1 =z0     

Substituting (7), solving (6) we can determine φ2 exactly in the way as it was in 
the case of α1. 

The same is valid when α3 figures instead of α2. 

In this way we have got a model for the determination of φ2. φ3. 

The inverse transformation problem is solved. 

3.2 Direct Transformation for the GTPR 

The solution of inverse transformation is the basic task for working actions 
realization for any robot. For GTPR it may be solved as outlined above. 

Sometimes, for example, in analyse of force relations direct transformation, is 
needed, too. 

Solving the direct transformation task the following idea may be used. 

Let us consider Figure 8. This Figure is for Delta robot but exactly the same 
approach is possible for GTPR. We determine so called virtual spheres centre 
points in the following way. From vectors B1, B2, B3. we extract vectors parallel 
with C1,OW; C2,OW; C3,OW of the same length. We got the central points of 
virtual spheres (B1v, B2v, B3v). Spheres with radiuses g1,g2, g3 with centres in 
B1v,B2v, B3v meet in one point. This is x, y, z. 

For any φ1,φ 2, φ3 point from the equations of the three spheres the unique x, y, z 
value can be determined. This is the solution of the direct kinematics problem. 

More about the solution of tree sphere intersection problem may be found in [9]. 

We determine the so-called virtual spheres centre points in the following way. 

Formalizing the above, we introduce in point Bj (j=1, 2, 3) vectors parallel with 
OWC1, OWC2, OWC3 respectively. 

Bjvx=(sj+rjcosφj-psj)sinαj 

Bjvy=((sj+rjcosφj-psj)cosαj                                                   (8) 

Bjvz=rjsinφj 

Having this centre points three spheres equations can be described: 

(x-Bjvx)2 +(y-Bjvy)2 +(z-Bjvz)2 =gj2                                        (9) 

j=1, 2, 3 
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Figure 8 

Virtual points for direct transformation 

 

At given φ1, φ2, φ3 values the terms in Equations (9) are given quantities. The 
three spheres meet only in one x, y, z point. 

The determination of this point gives the solution of the inverse 

transformation problem. 

Sometimes this problem is named “The Three Spheres Intersection” problem. 

The solution for this is proposed, for example, in Williams [9]. 
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4 Application Examples 

4.1 Increase of the Working Space in Different Directions and 

Grasping Oriented Robots 

In Figure 9 (a) we show a triangle which results in the increase of the working 
space in the y direction. These robots have increased workspace in the given 
directions compared with Delta robots. In Figure 9 (b) we show basic triangle 
which can be very favourable when grasping tasks are to be solved. 

 
Figure 9a Figure 9b 

Extended in y direction work space and grasping tasks solving robots 

 
Figure 10 

Stepping robot application 
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Figure 11 

Stepping robot 

4.2 Stepping Purpose GTPR 

In Figure 10 a GTPR schema is given, which can be very useful in stepping robot 
applications. In Figure 11 a stepping robot is shown realized, using the GTPR 
shown in Figure 10. 

It would be possible to go on with the application examples, but the benefit of 

introducing GTPR is that instead of only equilateral triangles it opens a very wide 

horizon, for different applications, with different requirements. The possible 

variants of these schemas is very high and diverse. 
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Abstract: Investment funds (FIO) as collective investment institutions, place their funds in 

the stock exchange, thus, participate in financing enterprises. It is true that this share is at 

the level of several percentage points, but asset transfers at this level can significantly 

affect the valuation of assets. On the other hand, through the valuation of assets, the stock 

exchange may also affect the value of participation units of the funds investing in shares. 

Therefore, the relationship between investment funds and the stock exchange becomes bi-

directional. The main aim of the analysis herein is to examine the interaction between the 

valuation of participation units of selected FIO and the capital market. The analysis 

includes the share funds existing since 2003. The reference point is the Warsaw Stock 

Exchange (four main indices: WIG, WIG20, mWIG40 and sWIG80), where these funds 

invest their cash. The presented analysis is carried out in two stages. The first, an 

assessment of the interaction between changes in the valuation of fund units and changes in 

the quotations of the four main WSE indices in Warsaw: WIG, WIG20, mWIG40 and 

sWIG80. The Granger causality test is used for this purpose. In the second stage, the funds 

were classified, considering the results of the causality test and portfolio structure. For the 

clustering, we applied k-means methods. The obtained results indicate two main findings. 

First, the vast majority of funds, in relation to WIG (whole market index) and WIG20 (blue-

chip index) are characterized by causality, which can be described as bilateral 

(IndexFIO). In turn, the FIO relationship with the mWIG40 (medium companies index) 

and sWIG80 (small companies index) can be described as one-sided (IndexFIO). Such a 

situation is undoubtedly the outcome of the fact that the blue-chip equities have a 
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significant share in the funds' portfolios. Second, the results of cluster analysis point, were 

that obtained clusters of funds are more diversified because of the structure of the 

portfolios than the interactions with the main stock exchange indices. 

Keywords: open-end mutual funds; stock exchange; short-term relationships; Granger 

causality 

1 Introduction 

Investment funds, as collective investment institutions, placing their funds on the 
stock exchange, thus participate in financing enterprises. It is true that this share is 
at the level of several percent, but asset transfers at this level significantly affect 
the valuation of assets. On the other hand, through the valuation of assets, the 
stock exchange may also affect the value of participation units of funds investing 
in shares. Therefore, the relationship between investment funds and the stock 
exchange becomes reciprocal. 

The purpose of the conducted analysis was, therefore, to check the interaction 
between the valuation of participation units of selected FIO and the capital market. 
The analysis includes the Share Funds existing since 2003. The reference point is 
the Warsaw Stock Exchange, where these Funds invest. 

The influence of the behavior of the stock exchange on the valuation of joint-stock 
units of investment funds is undisputed. As mentioned earlier, the funds invest 
their funds mainly on the Polish stock exchange, therefore the valuation of the 
fund units is strictly dependent on the quotations of the assets included in the 
portfolio. The analyzed funds invest primarily in assets that are taken into account 
in the construction of major indices (WIG20, mWIG40 and sWIG80). This leads 
to changes in the indices expressed in changes in indices that will affect the price 
of participation units. 

The relationships between the valuation of FIOs and index quotes are complex. As 
mentioned earlier, it is not one-way. The influence of the valuation of units on the 
quotation of indices can be explained in several ways. In a synthetic way, it was 
taken by [4]. She points out that the influence of funds on the stock exchange can 
be explained on the basis of such phenomena as: immediate impact, institutional 
herding or long-term trends. Investment funds have an immediate impact on the 
price of shares due to the ability to sell significant blocks of shares. Such 
dependencies were examined, among others [34, 41] or [19]. Institutional herding 
takes place when one fund buys some value, it is very likely that they will imitate 
it. This phenomenon was examined, among others [25, 43] or [14].              
Investment funds affect stock prices in the long term due to the use of a passive 
strategy or a gradual increase in their assets. He even mentions a report by the 
Deutsche Bundesbank [8]. 
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2 Review of the Literature 

Relations between financial time series (to which undoubtedly belong both 
indexes and series with the valuation of investment fund units) are considered in 
the field of both short-term and long-term changes. A review of analyzes related 
to relations for capital markets was presented, inter alia, in the works of: [3] [24]. 

Long-term relations are largely analyzed in relation to the concept of cointegration 
[17, 11, 12]. This type of analysis has been widely used since the early nineties of 
the last century, and its importance has been emphasized, among others, at work 
[22]. A review of literature in this field is presented, for example, in the works of: 
[13] and [39]. The concept of cointegration in the analysis of the relationship 
between "funds" and the capital market was used, among others, in works: [1, 5, 
18, 35] or [2]. 

As a complement to the cointegration analysis, the short-term compounds are 
tested using the Granger causality test. One of the possibilities is to run this test 
based on the Vector Error Correction Model (VECM) [21]. The existence of such 
relations between the "funds" and the local stock market was demonstrated, inter 
alia, in the works [35] or [1]. Short-term dependencies are also analyzed using 
fixed-line financial series, such rates of return or in terms of volatility [26]. 
Testing causality between the returns on exchange indices and aggregate mutual 
funds flow is presented, among others, in the works [44] for monthly data and 
exchanges in Hong Kong and Singapore, [17] quarterly data and the Portuguese 
exchange and [20] for quarterly data and the S&P500 index. In turn, analysis for 
data daily was presented in the paper [33], where the authors showed a relation 
between the funds flow and the Indian exchange. The study of relationships in the 
field of variability is presented in the paper [6]. 

The relationship between the inflow of capital to investment funds and the rates of 
return from the market has been explained in the literature, among others using 
feedback trading hypothesis. Investors invest their financial surpluses in funds 
when stock prices rise, which delays the rise in asset prices. Research for the US 
market was conducted, among others [42] (using monthly data from 1984-1993) 
or [37]. Using a similar methodology, they did not observe return relationships 
between the flows of investment funds and share prices. Completely different 
results were obtained by [36] [9], who used the monthly rate of return of funds to 
test the Granger causality test. Dependencies for other markets were indicated by 
[1] (for the Greek market) or [34] (for the Korean market). 

In Polish literature, there are few papers describing the relationship between the 
value of fund assets and changes in stock market indices. The analysis of the 
dynamics of the value of assets can be found in Satoły's work [38]. It focuses on 
the period from June 2006 to March 2010 analyzing capital flows both at the end 
of the month and in the quarter. Satoła concludes that the development of the 
investment funds market is one of the factors of the development of the financial 
market. The upturn in the stock market attracts capital to investment funds, and 
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this has a positive impact on the development of the entire market. The rise in the 
value of assets in 2007 according to Satoła was influenced by both the bull market 
and psychological factors. The decisions made at that time were a reaction to 
changes in stock market indices. 

3 Investment Fund Markets in Poland 

The first open-end investment fund was established in Poland in 1992 (the First 
Polish American Trust Fund Pioneer), and another one only three years later. 
From 20 funds in 1997, the number of funds in 2004 increased more than seven 
times. The development of the investment funds market was influenced by further 
legal regulations and an increase in investment awareness of Poles. 

The Act on Trust Funds of August 28, 1997 changed the nomenclature of funds 
(the trust fund was changed into an open-end investment fund) and gave the fund 
legal personality. In 1999, the first closed fund was created. The amendment of 
the Act in 2000 enabled the sale of fund units outside brokerage houses and 
through individuals. In this year, funds were created that invest outside of Poland 
and global funds (investing in Poland and abroad). In 2001, the bond and money 
market markets developed. 

The entry into force of the Act on investment funds in 2004 had a major impact on 
the current shape of the investment fund market. The adaptation of Polish law to 
the regulations in force in the European Union unified the principles of fund 
management, information obligations of open funds and the rules for selling 
shares by foreign funds based in the EU. In 2004, the Management Board of 
Funds and Assets was also set up to carry out activities related to the operation of 
the funds and the standards of their operation. 

At the end of 2004, the net assets of investment funds amounted to 37.43 (PLN 
bn), and at the end of December, the net asset value of the share-based funds alone 
was 29.63 (PLN bn). 

Comparing the Polish and European Fund Markets, the share of fund assets 
registered in Poland in European Fund assets is small (around 0.5%). Assets of 
funds are constantly growing, their share in relation to GDP increases, and the 
structure of the market from the point of view of their division into shares, bonds, 
money market, etc. reflects the structure of the European market [45]. 

One of the classification of funds is the division behind the Chamber of Fund and 
Asset Management, which lists the following types [30, 31, 32]: absolute return 
funds, equity funds, private equity funds, debt funds, cash and cash funds, mixed 
funds, real estate, capital protection, raw material market and securitization. In this 
structure, equity funds are in fourth place, having approximately 11-12% share in 
the investment fund market. This percentage gives net asset value at the level of 
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PLN 33.17 billion as at the end of December 2017, even with a negative balance 
of sales (Table 1). A similar share of equity funds in the entire market does not 
mean that the net asset value remains unchanged. On the contrary, this value is 
gradually growing, except during the financial crisis, and the development of other 
types of funds gives a stable position of equity funds against the market. 

Table 1 

Net asset value of particular types of funds (as at the end of December 20017 and 2016) 

Net asset value of individual types 
of funds (PLN million) 

December 2016 December 2017 

absolute return funds 14999 15060 

equity funds 28234 33166 

non-public asset funds 103628 100597 

debt funds 43487 47566 

cash and cash funds 32185 41186 

mixed funds 24651 32544 

real estate funds 2265 2418 

capital protection funds 2442 no data 

raw materials market funds 1082 1060 

securitization funds 5951 5382 

together 258922 278979 
Source: own study 

4 Analyzed Fund Characteristics 

The subject of the research was 15 equity funds operating in Poland since 2003. 
13 of them belong to Universal Funds, while 2 are funds investing in shares of 
small and medium-sized companies (Investor Top 25 Malych Spółek, Rockbridge 
Akcji Dynamiczne Spółek). 

Table 2 lists the names of the funds covered by the study and the Company that 
manages them. 

Table 2 
Funds accepted for the study 

LP Name of the fund TFI Sign 

1 
Arka BZ WBK Akcji 
Polskich 

BZ WBK Towarzystwo Funduszy 
Inwestycyjnych S.A. 

Arka 

2 
Aviva Investors 
Polskich Akcji 

Aviva Investors Poland Towarzystwo 
Funduszy Inwestycyjnych S.A. 

Aviva 

3 Esaliens Akcji 
Esaliens Towarzystwo Funduszy 
Inwestycyjnych S.A. (dawniej Legg 
Mason TFI S.A.) 

Esaliens 
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Source: Authors' own 

When analyzing funds in terms of net assets (Figure 1), one can notice a large 
difference in value. The funds with the largest market shares can be: NN Akcji, 
Arka BZW BK Akcji Polskich, Esaliens Akcji, Aviva Investors Polskich Akcji or 
PZU Akcji Krakowiak. The lowest net asset value is represented by Novo Akcji, 
Rockbridge Akcji Dynamicznych Spółek, Rockbridge Akcji and Investor Akcji 
Spółek Dywidendowych, which have a nearly nine times smaller share of net 
assets than the largest funds. 

The type of fund, in accordance with the Act on investment funds of May 27, 
2004, already imposes certain restrictions on the manner of investing. In addition, 
the funds in their prospectuses specify this in more detail, giving the upper or 
lower percentage of investing funds in shares. As of June 2017, it is shown in 
Figure 2. 

4 Investor Akcji 
Investors Towarzystwo Funduszy 
Inwestycyjnych S.A. 

Investor1 

5 
Investor Akcji Spółek 
Dywidendowych 

Investors Towarzystwo Funduszy 
Inwestycyjnych S.A. 

Investor2 

6 
Investor Top 25 
Małych Spółek 

Investors Towarzystwo Funduszy 
Inwestycyjnych S.A. 

InvestorT 

7 Millennium Akcji 
Millennium Towarzystwo Funduszy 
Inwestycyjnych S.A. 

Millennium 

8 NN Akcji 
NN Investment Partners Towarzystwo 
Funduszy Inwestycyjnych S.A. 

NN 

9 Novo Akcji 
OPERA Towarzystwo Funduszy 
Inwestycyjnych S.A. 

Novo 

10 Pioneer Akcji Polskich 
Pioneer Pekao Towarzystwo Funduszy 
Inwestycyjnych S.A. 

Pioneer 

11 PZU Akcji Krakowiak 
Towarzystwo Funduszy 
Inwestycyjnych PZU S.A. 

PZU 

12 Rockbridge Akcji 
Rockbridge Towarzystwo Funduszy 
Inwestycyjnych S.A. 

Rockbridge1 

13 
Rockbridge Akcji 
Dynamicznych Spółek 

Rockbridge Towarzystwo Funduszy 
Inwestycyjnych S.A. 

Rockbridge2 

14 Skarbiec Akcja 
Skarbiec Towarzystwo Funduszy 
Inwestycyjnych S.A. 

Skarbiec 

15 UniKorona Akcje 
Union Investment Towarzystwo 
Funduszy Inwestycyjnych S.A. 

UniKorona 
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Figure 1 

Net asset value in PLN million (as of January 2018) 

Source: own study 

 

 

Figure 2 

Asset Class (as at June 2017) 

Source: own study 
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Funds from 70.94% (in the case of the Novo Akcji fund) to 98.64% (in the case of 
the Investor Akcji fund) invest their assets in shares. Only five funds (Novo Akcji, 
Rockbridge Akcji, Pzu Akcji Krakowiak, Arka BZ WBK Akcji Polskich, Aviva 
Investors Polskich Akcji) had debt securities in their portfolios. They constituted 
from 1.41% in the case of Aviva Investors Polskich Akcji up to 17.2% for Novo 
Akcji. The Novo Akcji fund was the only one that held debt securities in its 
portfolio. The last component of the portfolio was other assets, i.e. deposits, 
derivatives, currencies and cash. Their share ranged from 1.36% to 11.35%. 

Focusing on the shares that accounted for the largest share in the portfolio, it can 
be seen that large funds invested primarily a significant part of their equity assets 
in large companies included in the WIG20 index (Figure 3). The share for the 
Arka BZW BK Akcji Polskich fund was 52.11%. A small share in the portfolio of 
companies included in the WIG20 occurred, which is understandable, for the 
Rockbridge Akcji Dynamicznych Spólek (1.82%) and Investor Top 25 Małych 
Spółek (1.15%) funds. However, the situation was similar in the case of the 
Investor Akcji fund (companies from WIG20 constituted only 3.16% of the share 
assets). In addition to investing in large companies, the fund portfolio also 
includes medium-sized companies (from 9.41% to 39.99%) and small (from 
4.34% to 24.91%). In addition, the portfolios of funds consist of shares that are 
not part of the listed indices. The share of such assets in the portfolio is from 
12.47% to 58.57% in the case of the Investor Akcji fund. 

 

Figure 3 

Structure of assets (as at June 2017) 

Source: own study 
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5 Description and Methodology of the Test 

The presented analysis consisted of two stages. The first was an assessment of the 
interaction between changes in the valuation of fund units and changes in the 
quotations of the four main WSE indices in Warsaw: WIG, WIG20, mWIG40 and 
sWIG80. The causality test in the Granger sense was used for this purpose. In the 
second stage, the funds were classified taking into account the results of the 
causality test and portfolio structure. 

Granger causality is defined in following way [16] [7]: 

If MSE( Ῠt | Ut-1 ) < MSE( Ῠt | Ut-1 \ Xt-1)  then to   X  Y   

where: Ut-1 – set of previous information that is available at the moment t, Xt – set 
of previous information that is available at the moment t, Xt is a subset of Ut: 
Xt  Ut, Yt – present value of the variable Y (Yt  Ut), Ῠt  – unbiased forecast of 
variable Y, MSE – mean square error of ex post forecast. 

In other words, we can have interpreted it that changes of variable X „cause” the 
changes of variable Y when we can better predict Y using X. Such situation we 
mark it further as XY, where arrow points to the direction of causality. The 
reverse relation is defined in an analogous way YX. 

When both relations occur simultaneously, i.e. XY and YX, feedback or 
mutual causality is referred to and denotes as: XY. 

The parameters of the two models are estimated in the first step. First is the 
unrestricted model in the form: 

𝑦𝑡 = 𝛼0 +∑𝛼𝑖𝑦𝑡−𝑖𝑝
𝑖=1 +∑𝛽𝑗𝑥𝑡−𝑗𝑞

𝑖=1 + 𝜀𝑡 (1) 

and the second, restricted model (with assumption that parameters j are equal 
zero) is as follows: 

𝑦𝑡 = 𝛼0 +∑𝛼𝑖𝑦𝑡−𝑖𝑝
𝑖=1 + 𝜀𝑡 (2) 

where: xt- value of variable X in period t; yt - value of variable Y in period t; α0, αi, 
βj - parameters of the regressions. 

The presented version of the test concerns stationary time series, therefore the rate 
of return of the analyzed series is used in the study: 𝑦𝑡 = ln 𝑌𝑡𝑌𝑡−1  and  𝑥𝑡 = ln 𝑋𝑡𝑋𝑡−1   (3) 

In the causal relationship WIGFIO for the variable Yt, we accept the valuation 
of one investment fund and the variable Xt for the quotation of one of the indices. 
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On the other hand, for the FIO  WIG relationship, the variable Yt accepts the 
quotations of one of the indices and for the variable Xt, the valuation of one 
investment fund. 

The set of hypotheses is formulated in this test as follows: 

H0: j = 0 for j = 1, 2, ..., q, changes in the X process do not cause changes in the Y 
process (short indication:  XY) 

H1: j  0 for j = 1, 2, ..., q, changes in the X process cause changes in the Y 
process (XY) 

When we have a large number of observation the test statistics is as follows (see 
[28], p. 177-178): 𝑊𝐺 = 𝑅𝑅𝑆𝑆 − 𝑈𝑅𝑆𝑆𝑈𝑅𝑆𝑆 ∙ 𝑇 (4) 

where: URSS - residual sum of squares from the unrestricted equation (1); RRSS - 
residual sum of squares from the restricted equation (2). 

The causality test is carried out for a different number of p lags from 1 to 10, with 
the assumption that the maximum delay of the variables xt and yt,: p and q are 
equal (p=q). The rejection of the null hypothesis for a major numbers of lags will 
be interpreted as a situation where the changes in the quotation of one asset (X) 
contribute more to changes in the quotation of the second asset (Y), which in short 
we will consider as a stronger "causality effect", stronger reaction of the Y 
processes for changes in the X processes. 

For the clustering was applied k-means method [29] [15]) and STATISTICA 
software. In turn, the procedure for conducting cluster analysis were taken from 
the work of [40]. Data was standardized and as a distance measure it was applied 
Euclidean distance. The k-means method is one of the most widely applied 
methods for data clustering. It consists of dividing the analyzed sample of objects 
into predefined number of cluster. This method consists in dividing the analyzed 
group of objects into predefined number of classes. In the first phase of analysis, 
objects (states) were divided into different number of clusters: groups: from 2 to 
12 (k = 2, 3, ..., 7). Then, based on silhouette index (SI, see [23]), the best 
divisions were selected. Walesiak reports that values over 0.5 designated that 
reasonable structure has been found. then the number of clusters is acceptable. 

Diagnostic variables: 

Z1i - the number of rejections H0 in the Granger causality test, when the 
FIOWIG relationship is tested (in the case of the i th fund); 

Z2i - the number of rejections H0 in the Granger causality test, when the 
FIOWIG20 relationship is tested (in the case of the i th fund); 

Z3i - the number of rejections H0 in the Granger causality test, when the 
FIOmWIG40 relationship is tested (in the case of the i th fund); 
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Z4i - the number of rejections H0 in the Granger causality test, when the 
FIOsWIG80 relationship is tested (in the case of the i th fund); 

Z5i - share in the portfolio of i th fund of securities other than companies listed on 
the WSE; 

Z6i - share in the portfolio of the i th fund of companies listed in the WIG20 index; 

Z7i - share in the portfolio of the i
 th fund of companies listed in the mWIG40 

index; 

Z8i - share in the portfolio of the i th  equity fund companies in the sWIG80 index; 

Z9i - share in the portfolio of the i th fund of companies listed on the GPG but not 
included in the WIG20 or mWIG40 or sWIG80 indexes. 

Z1i-Z4i variables can have values from 0 to 10, and Z5i-Z9i variables from 0% to 
100%. To simplify the analysis, we adopted the composition of the portfolio for 
June 2017. 

6 Results 

The results of the Granger causality test (see Table 3) indicate that the changes in 
the values of the stock exchange indices cause changes in the valuation of 
investment fund units. What is the expected fact? Because, as mentioned earlier, 
the valuation of the fund depends, among other things, on the value of the assets 
included in the investment portfolio of the fund. On the other hand, the analyzed 
portfolios include companies that are listed within stock indices to a great extent. 
In addition, attention should be paid to the fact that the valuation of units is also 
affected by the interest in their purchase or sale, and this largely depends on the 
situation on the stock exchange. In other words, the bull market on the stock 
exchange contributes to an increase in interest in the investing in the FIOs and the 
bear market will cause a decrease in such interest. 

Table 3 

Results of the Granger causality test: lags (p) for which H0 is rejected at the significance level of 0.05 
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Arka 9;10 1-10 5-10 1-10   1-10 2;5 1-10 

Inwestor1 3-5;7-9 1-10 1-9 1-10   1-10 1-4;8-10 1-10 

NN 3;4 1-10 3-10 1-10   1-10 1-3;5-7 1-10 

Novo   1-10 9 1-10 1-4 1-10 1-10 1-10 

PZU 1;3;4;6 1-10 1-10 1-10 4;6-8 1-10 6;10; 1-10 

Skarbiec 4 1-10 2;4;6;8-10 1-10 5;7;8 1-10 1;2;6;8 1-10 
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UniKorona   1-10 3;5;6;8-10 1-10 1-4;10 1-10 1-10 1-10 

Aviva 2;5-10 1-10 2-10 1-10   1-10   1-10 

InvestorT 2-10 1-10 1-10 1-10 2;6;7 1-10 1-3;5;10 1-10 

Esaliens 3;5-10 1-10 2-10 1-10 3-8 1-10 4;9;10 1-10 

Inwestor2   1-10 1-10 1-10   1-10 1;2;5-8 1-10 

Millenium 2;5-8 1-10 1-10 1-10 1;3;4 1-10 4;6 1-10 

Rockbridge1 3;8;10 1-10 1-3;6;8;10 1-10 3 1-10 2;3;6;7 1-10 

Rockbridge2 1-9 1-7 1-4;8 1;5-8 2;5 1-10   1-10 

Pioneer 2-10 1-10 1-10 1-10 1;4-6 1-10 5;6 1-10 

Source: own study 

The IndexFIO designation indicates the results of the causality test where the changes in the index 

prices were the reason (in the Granger sense) of changes in the valuation of FIOs. 

The FIOIndex designation indicates the results of the causality test where changes in the valuation of 

FIOs were the cause (in the Granger sense) of changes in the index prices. 

The presented results indicate that changes in the values of the analyzed funds 
units may also be the cause (in the Granger sense) for changes in the index prices. 
The maximum number of rejections H0 (10 times) is obtained for three funds: 
Pioneer, InvestorT and Rockbridge2, and for two others (Millenium and Aviva) 9 
rejections in the case of the FIO impact on the WIG index., The results indicate a 
significant stronger impact of changes in the value of FIO units on WIG20 index 
quotations in comparison to the other indices. There are at least 9 H0 rejections for 
13 funds out of 15 (9 rejections for Investor1, Arka, NN, Skarbiec, Millenium, 
Inwestor2 and Rockbridge2 and 10 rejections for Esaliens, Pioneer, PZU, Aviva, 
InvestorT and Rockbridge2). UniKorona and Novo are funds for which we 
diagnose with a lack of causality with respect to the mWIG40 and sWIG80 
indexes which at least 9 H0 rejections. Interestingly, in the case of these funds, we 
have at most two H0 rejections in the FIOWIG20 relationship and no H0 
rejections in the FIOWIG relationship. UniKorona and Novo are the only funds 
which do not affect changes in the WIG index. 

It is worth noting that for the major FIOs (8 out of 15) the rejection of the null 
hypothesis FIOWIG20 takes place already for the first lag (p=1) in the case of 
the WIG20 index. They are mainly funds with small capitalization, less than 300 
million PLN (Millenium, InvestorT Inwestor1, Inwestor2, Rockbridge1, 
Rockbridge2). The other two (PZU and Pioneer) can be defined as medium-sized 
funds (with the portfolio value above 600 million PLN, but not exceeding 1000 
million PLN). However, it should be noted that the shares of managing authorities 
of these portfolios (PZU and PEKAO SA) constitute a significant share in the 
composition of the WIG20 index. In turn, for the three largest funds (with the 
portfolio value above 1000 million PLN) the impact of the FIO valuation on the 
index quotation is visible only after at least two periods. This phenomenon is 
explained by the fact that money management in the smaller funds is more flexible 
(i.e. it is easier to withdraw them from the market) than in the case of large funds. 
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On the other hand, in the case of PZU and Pioneer funds, we expect that their 
valuation is strongly related to the valuation of shares in the managing institutions 
of these funds. In turn, they have a large share in the WIG20 index, therefore the 
companies price of these institutions is closely related to the WIG20 index. Such 
an interpretation may be a research hypothesis for the next study. 

The last stage of the analysis is funds clustering applying the k-means method. 
The results are presented in the Table 4. The best division is found in 5 groups. 
The values of the silhouette index in this case is 0.768, which indicates a very 
good division (with the so-called strong class structure). We obtain three one-
object clusters (Unikorona in group 1, Investor1 in group 2 and Novo in group 4). 
Two clusters include six funds each of them. There are such funds as Arka, NN, 
Skarbiec, Esaliens, Millenium and Pioneer in group 3. This group is characterized 
by a significant number of H0 rejections in the FIOWIG20 relation (about 9 
rejections on average) and in the FIOWIG relation (about 7 rejections on 
average). On the other hand, in the FIOmWIG40 relation we notice a low 
number of rejections (the average is 0.3). H0 is rejected 3 times on average in the 
FIOsWIG80 relation. This group was characterized by a fairly high share of 
WIG20 companies (48.3% on average) and a relatively low share of companies 
not listed in the main WSE indices (18.6% on average) in comparison to other 
clusters. Group 5 includes following funds: PZU, Aviva, InvestorT, Inwestor2, 
Rockbridge1, Rockbridge2. In this group, we observe a significant number of H0 
rejections in the FIOWIG and FIOWIG20 relations (7.2 and 9.7 on average 
respectively). 
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UniKorona 1 0 1 9 10 8.0% 45.2% 26.2% 11.2% 17.5% 
Inwestor1 2 2 9 0 7 1.4% 3.2% 22.5% 15.7% 58.6% 
Arka, NN 
Skarbiec, 
Esaliens, 
Millenium, 
Pioneer 

3 7 9.3 0.3 2.7 7.6% 48.3% 23.9% 9.3% 18.6% 

Novo 4 0 2 10 10 29.1% 43.6% 9.4% 4.3% 42.6% 
PZU, Aviva,  
InvestorT, 
Inwestor2 
Rockbridge1, 
Rockbridge2 

5 7.2 9.7 1.3 1.3 12.9% 18.4% 30.3% 19.4% 32.0% 

Source: Own Study 
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Conclusions 

The presented results indicate that Fund Groups significantly differentiate more 
because of the structure of the Fund's portfolios, than the relationships and the 
interactions with the main stock exchange indices. The vast majority of Funds in 
relation to WIG and WIG20 indexes are characterized by causality, which can be 
described as bilateral (Index↔FIO). The influence of the changes in the values of 
the stock exchange indices on the valuation of investment fund (Index→FIO) 
units is evident. Primarily, because of the fact that the valuation of the Fund 
depends on the value of the assets included in the investment portfolio of the 
Fund, among other things. In turn, we also diagnosed the reverse relation 
(FIO→Index). Such situations can be explained by several factors, i.e.: immediate 
impact, institutional herding or long-term trends. It is almost worthless, that the 
analyzed FIO's portfolios include companies that are listed within stock indices, to 
a great extent and cannot remain inconsequential. On the other hand, the FIO 
relationship with the mWIG40 and sWIG80 indexes can be described as, one-
sided (Index→FIO). While changes in index prices affect changes in the valuation 
of Funds, the reverse relation is observed to a limited extent. Such situations can 
be explained by the policies pursued by the Funds. They adjust to the whole 
market (stock exchange) trends as described by major indices, in our analysis, 
they are WIG and WIG20. 
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Abstract: In today's competitive environment, the strategic goal of most organizations, is 

not only to survive, but also to move forward. It is therefore important to examine business 

processes and minimize waste. Anything that does not add value and contributes to 

unnecessarily spent funds can be considered to be a waste, so the goal of each community 

should be to get rid of activities that negatively affect its effective functioning. The aim of 

the paper is to highlight the possibilities of using Lean principles in the automotive 

industry. The purpose of using lean manufacturing methods is to eliminate identified 

shortcomings and wastage, to ensure smoother production and to meet customer 

requirements, and to reduce business costs and increase its competitiveness on the market. 

The article describes selected industrial engineering methods that deal with waste 

elimination (time, transport, waiting, movement, inventory), followed by an example of a 

specific application of Value Stream Mapping (Yamazummi chart) in automotive 

companies in Slovakia. This example gives space for discussion on the next direction of 

Lean principles usage in practice and potential benefits for the future. 

Keywords: Lean Management; Lean Principles; Values Stream Mapping; Yamazumi Chart 

1 Introduction 

Today’s global and turbulent environment is characterized by rapidly changing 
conditions. Businesses are thinking deeply about how to innovate their production 
processes, looking for more efficiency and quality, but they often lack specific 
projects and strategies to put these requirements into practice. Balog and Straka 
[1] notes that businesses focus its efforts on the future development of the 
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company, have business strategy prepared, which should be focused on the unique 
production or the services with high added value. 

One of the possibilities is the lean manufacturing strategy. Lean manufacturing 
aims to reduce costs by removing value-added activities. Based on the Toyota 
manufacturing system, many lean manufacturing tools (e.g. just in time, value 
stream mapping, etc.) are widely used in industrial manufacturing, including the 
automotive industry [2]. 

2 Theoretical Background – Lean Management and 

Lean Factory 

Basics of Lean we first observed in the 50s and 60s of the 20th Century in the 
management of the Japanese automaker, Toyota. The founder and owner of a 
comprehensive methodology is considered to be James P. Womack with his 
publication (from 1990) The Machine That Changed the World: The story of Lean 

Production. It is precisely J. Womack, who is considered to be the author who 
introduced the concept of Lean, as Toyota's production system [3]. 

The notion of lean has also expanded to business management as the term “Lean 
Management”. In the literary sources we can meet with multiple definitions for 
lean management. 

Bosenberg and Metzen [4] defines Lean Management as "complex system that 

includes the entire enterprise. Human is staged to the middle of the business. Its 

elements consist of funded spiritual principles, working principles with new 

insights into organization, integrating strategies for solving the core business 

problems, scientific-engineering methods, as well as a number of pragmatic 

working tools." 

According to Chauhan et al., [5] lean manufacturing is a systematic method for the 
elimination of waste ("Muda"), wastes created through overburden ("Muri") and 
wastes created through unevenness in workloads ("Mura") within a manufacturing 
process. 

According to Svozilová [6] Lean is a combination of principles and methods 
aimed at identifying and eliminating activities which do not bring any value in the 
process of product or service creation. These activities ultimately are waste 
products or waste. 

The concept of lean is based on the production of a flexible response to customer 
and demand. Every employee has a great responsibility for the quality and 
production process. Decision-making competencies are decentralized in the lean 
manufacturing system so every worker has the right to interrupt production in the 
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production process. Lean production management is heavily focused on 
maximizing customer satisfaction, which is in direct contradiction with traditional 
"Taylor" principles of mass production [7]. 

Košturiak and Frolík [8], say: "The business's sophistication means doing just the 

things that are needed, doing it right now, doing it faster than others, and 

spending less money at the same time. Lean is about increasing the company's 

performance by producing more than our competitors on a given site, adding a 

higher added value to a given number of people and devices than others, that we 

are making more orders at a given time, that we need less time for each business 

process. The lean principle of the company is to do exactly what our customer 

wants with a minimum number of activities that do not increase the price of the 

product or service. Being lean means making more money, earning it faster and 

making less effort." 

The authors Sundar et al. [9] in their article write: Lean Manufacturing is 
considered to be a waste reduction technique as suggested by many authors, but in 
practice lean manufacturing maximize the value of the product through 
minimization of waste. Lean principles define the value of the product/service as 
perceived by the customer and then making the flow in-line with the customer pull 
and striving for perfection through continuous improvement to eliminate waste by 
sorting out Value Added activity (VA) and Non-Value Added activity (NVA). 
The sources for the NVA activity wastes are Transportation, Inventory, Motion 
Waiting, Overproduction, Over processing and Defects. 

The above definitions show that the foundation of Lean Enterprise is the 
elimination of waste, thus losses that do not add value for the customer. 

If an enterprise wants to live a lean philosophy, it cannot understand it in a limited 
way, it has to connect it to other sectors of its activities, starting with product 
development, logistics, production, as well as the slim administration itself and the 
overall slim understanding of the business itself. Basic elements of Lean 
Enterprise are shown on Figure 1. 

 

Figure 1 

Basic elements of Lean Enterprise [10] 
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The basic principles of lean, include [11]: 

1. Understanding the concept of value from a customer perspective – it is 
necessary to know what is really the value for the final customer and that is 
important for the organization. 

2. Value flow analysis – as we suddenly understand the value as understood by 
the customer, it is important to define correctly the value flows in the 
production process (again from the customer's point of view). It is necessary 
to determine the steps that add value and which do not need to be eliminated. 

3. Fluent flow – wherever possible, a smooth flow of material is required 
without unnecessary buffers and w.i.p. production. 

4. Pull system application – the organization does not produce to warehouse; 
production is conditional to customer requirements. 

5. Perfection – it is necessary to reduce or completely eliminate wastage, the 
creation of value for the final customer should be the same or higher than its 
expectations. 

1.1 Lean Production Methods 

Lean manufacturing methods are the cornerstone of success for lean 
manufacturing in enterprises. There are several methods of lean manufacturing, 
the company can utilize their full range - in general, the given methods can also be 
understood as management or process development methods. However, it is 
necessary to realize that the actual implementation of individual instruments does 
not necessarily have to bring the desired effect to the company, as long as they do 
not absorb the lean manufacturing philosophy itself. It consists in the active 
participation of top management, on-site production management, active 
involvement of all employees in the enterprise in continuous improvement 
processes, not only at their workplace, but wherever appropriate. Lean 
manufacturing can be introduced with a large number of instruments, but it is 
important to remember that these tools are only helping tools of a sophisticated 
philosophy. The power of used tools in this way is a combination of their use. 

1.1.1 Value Stream Mapping 

Value Stream Mapping (VSM) or Value Stream Analysis is an analytical technique 
that is one of the basic methods of lean manufacturing philosophy. Based on 
Abdulmalek and Rajgopal [2] this map is used to identify sources of waste and to 
identify lean tools for reducing the waste. 

Value flow is a complex package of activities that is ultimately added to the end 
value for the customer in the process of transforming materials to products. 
However, it includes activities that add and not add value to the final product [12]. 
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VSM serves to describe processes that add and add value to both manufacturing, 
service, and administrative structures. This methodology is based on the 
preparation of a physical map so that all team members are directly involved in 
the process. Creation can be compared to a controlled brainstorming where the 
structure of work is defined by product flow through production and by 
identifying all the significant factors affecting its final form and condition [13]. 

There are 2 basic flows within the transformation process: 1) information flow – 
orders against the value flow (from customer to receipt of input material) and so 
on, 2) material flow – products flowing in the value flow direction (from input 
material to product delivery to the customer) [13]. 

To compile the value flow map, it is necessary to measure times and steps 
individually and do not rely on standard times. The best solution is when the 
recorder observes all the steps and writes all the data, as well as the delays that 
may occur. 

The information obtained then serves to build the map itself (Figure 2), which is 
divided into three parts: 

 The top of the map is used for information flow 

 The middle of the map is used for material flow 

 The bottom of the map is used for process time recording 

 

Figure 2 
Value Stream Mapping (source: own processing based on [10] [14]) 
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The information we receive is then written to the bottom of the map in the time 
zone that tells us how much time the material has been on the road and how long it 
has been processed. 

Value stream mapping helps to identify possible losses bottlenecks, weaknesses 
and reasons for inefficient flows anywhere in the enterprise. 

1.1.2 Takt Time and Cycle Time 

To achieve a customer driven value stream it is important to design the production 
or manufacturing system to be consistent with the pace at which the customer is 
demanding a part or product. This pace is often referred to as the “Takt Time” 
[15]. 

Takt time or clock time is the basic indicator of lean manufacturing. Indicates the 
speed (tempo) that the parts are to be manufactured to meet the order. The purpose 
of the clock time is to precisely match production with demand. Takt time (TT) is 
calculated as the share of available production time and the number of pieces the 
customer requests [16]. 

Cycle time is a theoretical value. The real time value that each operator (factory 
worker) or machine needs to complete is a cycle time. The actual process is 
slowed down by ineffective actions and abnormalities that prolong our time or 
cycle time. The basic idea of a lean production is to approach the cycle time to the 
tact time so that we can "captivate to produce." The cycle time must be less than 
the cycle time [16]. 

Yamazumi chart is a Japanese method designed to visualize the time data of 
activities identified in the analyzed process. The data is displayed in the form of a 
bar graph with a color resolution of activities based on their inclusion in the 
identified categories. 

According to Semjon & Evin [17], the Yamazumi chart is: “a folded column 
graph showing the balance of the load cycle time between several operators on 

the assembly line. It may be made for one or more assembly line products.” 
Sabadka et al., [18] characterize Yamazumi chart as a bar chart that shows the 
total cycle time for each operator when performing their process in the production 
flow. 

In order to plan and solve the problems and then make Yamazumi, the company 
needs to know the assembly process in detail. It is not enough to know only the 
important mounting details, but they need to know the storage length of the 
component or how long does it take to take it out of the shelf. Also, be aware of 
the long way for the component. It is necessary to record how many seconds are 
needed to achieve the tool, such as the working times of presses, screwdrivers, 
welders, laminators, and the like. You should also be aware that the employee is 
following the work process or not. It is very important to understand the details of 
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the work before it can improve the process while creating a Yamazumi chart. It 
allows you to create seamless, safe and efficient processes. Visualizes the current 
situation and highlights the critical points on the assembly operations. Helps solve 
problems and improves current conditions. [17] 

 

Figure 3 

Yamazumi Chart Preview [17] 

In practice, the Yamazumi chart can be applied on magnetic boards that are 
accessible and located near assembly lines. It is very important to have customer 
audits where it is possible to see the whole assembly process and follow it in 
successive sequences. Yamazumi presents a certain overview of the assembly 
sequence, where each part of the step is color-rendered. The graph is shown in 
Figure 3. 

The Yamazumi graph defines and color-differentiates the type of work [17]: 

Green designation – Value added work, changing form, properties and value of 
the product. 

Orange labeling – work required, work without added value, but necessary to 
change shape, properties and value of the product. 

Red labeling – work without added value, does not change the form, properties 
and value of the product. 

Yellow labeling – optional work is not performed on each product and depends on 
the specifications – product type distinction. 

Blue labeling – Various work is performed on each product, but its range and 
duration depend on the specifications. 
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1.1.3 Lean Layout 

Layout, as the layout of production, non-production and storage capacities in the 
company is undoubtedly one of the most important tasks because it has a direct 
impact not only on the company economy but also affects safety at work and 
social environment of the company [19]. 

Lean Layout is applying the concepts and principles of Lean to something larger 
than one process. Lean layout is a method of building a space-saving workplace 
with smooth material flows and productive production. 

We consider the layout as the way the process factors are organized in the 
production process, and how they are redistributed into the individual process 
activities. Inappropriate layout can lead to too long, confusing and unpredictable 
flow, customer waiting, long process time, inflexible activity and high cost [20]. 

With a wrong arrangement of the layout we can observe the different kinds of 
waste, such as unnecessary handling and shipping, mistakes in production 
planning, stockpiling, and high rate of w.i.p., long lead time, uneven flow of semi-
finished products, low standardization [21]. 

The economy of work movements requires the observance of principles such as 
the use of the shortest distances; to logically place the material, tools, controls and 
the like in the functional area of the worker; the most used and heaviest objects are 
placed at the height of the work surface; the material should be stored to allow 
quick and easy grip. [8] 

According to [20], the most important features of the lean layout to be taken into 
account when forming it are: 

 Own security – All processes which are potentially dangerous to the customer 
or employee must be secure. 

 The length of the flow of material, information or customers should be 
proportionate action. This usually means minimizing the distance that must 
pass. However, this is not always the case, for example in a supermarket. 

 Flow transparency – Every material and customer flow should be well 
marked, clear and obvious to every employee and customer. 

 Conditions of employees – Employees should be placed away from the noisy 
and unpleasant parts of the plant. 

 Management coordination – Supervision and communication can help staff to 
be deployed and use appropriate communication facilities. 

 Accessibility of maintenance – All machinery and equipment should be 
accessible for cleaning and maintenance. 



Acta Polytechnica Hungarica Vol. 16, No. 5, 2019 

 – 51 – 

 Usage of space – Space should be used appropriately. This usually means 
minimizing space. However, for example, luxury hotels need to create a sense 
of importance and luxury. 

 Long-term flexibility - the layout needs to be changed periodically. A good 
layout is designed to flexibly change with future needs. 

1.1.4 Lean Controlling 

Management activities in corporate governance are derived from strategy 
definition (in the form of a strategic plan), followed by operational plans 
(marketing, sales, finance, human resources, innovation, manufacturing etc.) 
control future deviations from the stated objectives is the responsibility of 
controlling bodies (sometimes as part of financial department), which are usually 
responsible for the management of the risks arising from the deviations found in 
the small and medium-sized firm as well. Since each plan (strategic and 
operational) must have defined goals, controlling is also focused on the detection 
and subsequent management of specific strategic and operational objectives. [22] 

Many companies in the manufacturing and process industry have fully embraced 
the lean management philosophy; their finance and controlling departments, 
however, are still stuck in a 1920s approach to standard cost calculation. Outdated 
structures and systems need to adapt to changing requirements and reflect new 
challenges in production control. 

Lean Controlling increases transparency while reducing complexity at the same 
time. It is based on the following premises [23]: 

 Cost optimization with a focus on customer benefit 

 More efficient and robust processes with a higher degree of automation  

 Leveraging of information that is truly relevant to the steering and controlling 
process 

 A holistic approach to control the value chain based on flow metrics 

Lean controlling means transmitting ideas and fundamental elements of lean 
manufacturing to controlling. These include, in particular, the realization of kaizen 
thinking, the reduction of the depth of production (Outsourcing), the closer 
relations with the suppliers as well as the strong process orientation of the 
company. 

New controlling objects are processes at different hierarchical levels (e.g., major 
or partial processes) and should also become subject(s) of planning and 
management activities. Implementation of Kaizen also affects the content of 
controlling. Instead of deviations, the prevention of waste or the assessment of 
continuous improvement in the production process will be the focus of controlling 
activities [24]. 
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In the context of lean controlling, controlling efficiency is basically the 
relationship between controlling outputs and the objectively spent time and cost 
involved. Lean controlling creates transparency through Lean Produktion & Lean 
Office. The main task of lean controlling is to highlight the "Black Hole" costs of 
waste and non-value creation activities, as well as to improve through lean 
methods [25]. 

The most important change must be in thinking: Englishmen call it "mindset 
change". The intent of Lean controlling is to ask: is the statistics, records or report 
required by us, or we add value to it? If so, we will do our best, if not, to prevent 
this requirement from arising in the future, so that we can concentrate on a real 
role: to uncover sources of losses and eliminate them through controlling tools 
[26]. 

Benefits resulting from the application of lean controlling methods for individual 
business areas [23]: 

 For accounting – optimize cash flows 

 For operational controlling – full transparency in the calculation of materials 
and production costs 

 For strategic controlling – embed strategy within budgeting and forecasting 
processes 

 For lean transformation – drive organizational change towards a culture of 
continuous improvement 

2 Data and Research Methodology 

In terms of lean manufacturing, we have mentioned some of the lean 
manufacturing methods used in automotive companies in Slovakia in previous 
chapters. The results presented are based on the research tasks carried out in 
industrial enterprises belonging to the automotive segment and their supply 
chains. The survey was conducted on a sample of 17 enterprises selected by 
random selection. The goal of the questionnaire was to determine the level of 
knowledge and use of lean methods in order to make production processes more 
efficient. With respect to uniform standards and standards used in automotive, we 
consider the differences in the application of these methods to be negligible. 

The results are shown in Figure 4. We approached this insight based on the long-
term analysis and experience from industrial organizations within cooperation and 
based on a survey conducted in the framework of the research projects. 
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Figure 4 

Lean manufacturing methods usage in Automotive (source: own processing based on several surveys) 

For each method, we stated value of 1-5, the values mean: 

5  It is used throughout the company on a regular basis 

4  It is used regularly in the selected department 

3  Used in part, insufficiently, without planning or evaluation 

2  Used in the past, but no longer 

1  Not used at all and never used 

From the graph (Figure 4) we have shown that methods such as Ishikawa 
Diagram, Pareto Analysis, 5W, 8D, FMEA Visual Management, Just in Time and 
Kanban are used in the automotive industry sufficiently, which may either be their 
simplicity of application, or relation to the requirements of standards that are 
obligatory on the automotive industry. Method Heijunka the surveyed enterprises 
due to its nature, is not used. Method 5S and its related Standardization is used in 
enterprises, but in some cases only in selected workplaces. The VSM method is 
poorly utilized in the enterprises surveyed. 

In the next part of the case study, we point out the importance and need for 
applying this method in enterprises, as this method serves to map the value flow 
and makes it possible to identify the causes of unnecessary waste of resources 
(time, human labor, material, information or financial). VSM helps to identify 
possible losses, bottlenecks, and inefficient flows anywhere in the business. 
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3 Application of Lean Manufacturing Methods – 

Company Case Study 

No production is 100% fluent and does not work without downtime. It means 
waiting, that is, waste in production, which can lead to failure to meet the required 
supply of manufactured pieces and stop production at the customer. This part of 
the paper will deal with the analysis of the use of lean manufacturing methods for 
component manufacturing - characterized as assembly. Analyzed production can 
be characterized as manual - without the use of machinery. The analysis was 
processed using the VSM method, with a map of the current material and 
information flow of production shown in Figure 5. 

The map (see on Figure 5) shows the production process at individual assembly 
stations on two parallel lines, where two components are made, forming one unit 
after their subsequent assembly. For each station, the following basic parameters 
are selected: TT (Target Cycle Time), CT (Cycle Time), Utilization, Shifts and 
WIP (Work in progress - processed production, pieces). TT and TCT are given by 
calculation, Cycle time represents the real time of the operation calculated using a 
predetermined time method (MOST + tracking time on lines). These data provide 
an overview of the difference between Target Operating Time (TCT) and Real 
Time on Line (CT). 

These data inform about what are the time losses and differences between the 
different assembly station. Percentage utilization of operators on the line shows 
how real workloads are performed by operators at the station concerned. 

Results from VSM have revealed areas of production that cause losses and waste 
and which need to be further targeted. These are the following: 

 The high proportion of non-value adding (NVA) time for the assembly 
process - the linearity difference (TCT) and the real time of operation (CT) is 
high. 

 This also means low / too high percentage of operators on the line.  

 Stocks of finished components are high - the second line has no inventory.  

 



Acta Polytechnica Hungarica Vol. 16, No. 5, 2019 

 – 55 – 

 
Figure 5 

Value Stream Mapping – original state (source: own processing based on company internal materials) 
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In particular, we focused directly on the lines, i.e. to identify the cause of the high 
difference CT versus TCT. Due to the difference in times, it is necessary to 
analyze the possibility of balancing operations between stations, consequently the 
need to re-evaluate the number of operators on both lines, their operational 
utilization, and also the type of activities performed by the operators in the 
operation. 

A detailed timing analysis of activities at individual stations was transferred to the 
graphical form - the Yamazumi chart (Figure 6). This chart shows all the times of 
the operations performed within the operation, redistributed between components 
"60" and "40" (when two operators are working on the station). By cumulating the 
individual activity times, we receive the cycling time of the entire operation (CT). 
The individual activities are color-coded (NVA activities - red, VA activities - 
green and necessary work, but no added value - yellow). 

 

Figure 6 

Yamazumi chart of production line A – original state (source: own processing based on company 

internal materials) 

The chart provides an overview of adding value activities and activities that do not 
add value to the assembled component. The chart and individual actions show that 
the station operator A1 takes a lot of time walking the material and scanning 
material - NVA activities. At station A2, operators do not perform any NVA 
activities. It is necessary to review this operation and see if it is possible to 
prosecute it to perform only one operator on both components. The A4 station is 
the Bottleneck station (the longest installation station, heavy duty). Several sub-
activities are carried out on it, as on station A5, which has a certain time-off 
against the production cycle. 
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On-site observation confirmed that at station A1, operators must walk longer 
distances during assembly time, especially for parts. The station A2 are compared 
to the operators of the completed operation in advance, and are waiting to 
complete the cycle. A detailed analysis of operations and tracking on the line 
allowed us to identify the activities that need to be focused on streamlining the 
production process (e.g. walking on material), as well as potential options for 
better unbalance of individual line A operations (in particular A2 and A4 
operations). By analyzing the individual activities, we identified the potential 
improvement points that are shown in the new, optimized VSM diagram (see 
Figure 7). The changes listed below lead to the elimination of ineffective and non-
creasing time values and to better utilization of the operators' workforce on the 
line. 

Optimization of time on line A will not be done without changing the original 
layout of the production line, due to the shortening of operator walks, the 
demanding translation of parts and the saving of human work. The change of 
layout is based on the deficiencies and wastage found on the A1 station, which 
was needed outside the line - as an offline station. For this reason, assembly from 
station A2 has moved to station A1. As a result, station A2 became empty station 
and was omitted from the new layout. A FIFO stack for individual parts was 
placed between the A1 OFF and A1 stations. 

Following the optimized VSM, a modified Yamazumi chart (Figure 8) has been 
developed to illustrate the time structure of all operations in the structure of times 
of effective operations (green color), times of required operations without added 
value (yellow color) and times of ineffective actions (red color). 

It is clear from the graph that after the proposed reorganization of the work of the 
individual workplaces, the use of the operators' work is increased, in addition, the 
inefficient times for the assembly of individual parts have been significantly 
reduced, leading to an increase in the overall efficiency of production on line A. 

The proposed new status brings benefits not only in reducing NVA times and 
achieve standard use of the work of operators, but also in reducing the number of 
operators required to achieve the production volume. At A1 Station OFF, 
unnecessary walking was reduced and the time required for installation was saved. 
Due to the time saved at this station, a time reserve for the line tact time was 
created. 
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Figure 7 

Value Stream Mapping – proposed state (source: own processing based on company internal materials) 
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Figure 8 

Yamazumi chart of production line A – proposed state (source: own processing based on company 
internal materials) 

4 Results and Discussion 

The main objective of the overall design of streamlining is to eliminate identified 
shortcomings and waste, to ensure smoother production and meet customer 
requirements, and to reduce the business costs of all 7 basic types of waste, the 
proposed solutions reduce unnecessary movements, handling, unnecessary 
processes, and excess inventory. In addition, the solution proposal has been able to 
unbalance the use of operators' working hours at individual stations of assembly 
lines. The result is the most balanced utilization of individual operators to the 
required values (85-95%). 

In general, the benefits of lean manufacturing are reduced inventory, less process 
waste, less rework, reduced lead time, financial saving and increase process 
understanding. 

The main benefits of the proposal for making the layout more efficient are the 
follows: 

 Reduction of unnecessary walking and manipulation at the current assembly 
stations of both lines 
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 Reduction of surplus stocks of finished products 

 Improving ergonomic conditions when performing operations on stations A1 
and A5.  

The proposed layout streamlining is a change that leads to a reduction in the time 
that does not add value to the resulting product, to ensuring that the standard 
values of the operator's percentage usage are achieved, and to reducing the number 
of operators and reducing the production time. 

Conclusion 

The implementation of Lean Manufacturing, in business, is a strategic decision of 
the company’s Top Management. Management makes this decision based on 
certain expectations of this type of change. Lean production is not just a set of 
methods and tools, it offers much more. Lean manufacturing has to be understood 
as a philosophy and discipline that must be rooted in every employee, from senior 
management to the manufacturing workers on the line. This idea is based on 
continuous improvement (Kaizen) - the company should constantly strive to make 
production more efficient, improve processes, improve working conditions and all 
activities that lead to the enhancement and achievement of better lean production. 
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1 Introduction

Let Jν and Iν denote the Bessel and modified Bessel functions of the first kind.

Motivated by their appearance as eigenvalues in the clamped plate problem for the

ball, Ashbaugh and Benguria have conjectured that the positive zeros of the function

z 7→ Φν(z) = Jν(z)I
′
ν(z)− J′ν(z)Iν(z)

increase with ν on
[

− 1
2
,∞
)

. Lorch [5] verified this conjecture and presented some

other properties of the zeros of the above cross-product of Bessel and modified

Bessel functions. His result has been used in [2] by Ashbaugh and Benguria re-

lated to Rayleigh’s conjecture for the clamped plate and its generalization to three

dimensions. In [1] the authors extended the above result of Lorch and proved that

in fact the positive zeros of the above cross-product or Wronskian increase with ν
on (0,∞). Motivated by the above results, in this note we make a further contribu-

tion to the subject and our aim is to present two new integral representations for the

cross-product of Bessel and modified Bessel functions of the first kind. Moreover,

we point out that this cross-product is the solution of a Bessel-type fourth order dif-

ferential equation and its asymptotic expansion for large arguments can be obtained
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from known results on hypergeometric functions. Finally, we present an alternative

proof of an inequality by Ashbaugh and Benguria [2] as well as of Ashbaugh and

Laugesen [3], involving the cross-product of Bessel functions, by using the classical

method of Lagrange multipliers.

2 Integral representations of the cross-product
of Bessel functions

By using the known recurrence relations

zJ′ν(z)−νJν(z) =−zJν+1(z)

and

zI′ν(z)−νIν(z) = zIν+1(z),

the cross-product Jν(z)I
′
ν(z)− J′ν(z)Iν(z) actually can be written as

Φν(z) = Jν+1(z)Iν(z)+ Jν(z)Iν+1(z).

It has been shown that the cross–product Φν(z) possesses the series form [1, p. 821,

Lemma 2]

Φν(z) = 2 ∑
n≥0

(−1)n
(

z
2

)2ν+4n+1

n!Γ(ν +n+1)Γ(ν +2n+2)
, ν >−1, z ∈ C . (2.1)

However, by the Legendre duplication formula

Γ(2w) =
22w−1

√
π

Γ(w)Γ
(

w+ 1
2

)

, ℜ(w)> 0,

transforming the denominator in (2.1) we get

Φν(z) = 2 ∑
n≥0

(−1)n
(

z
2

)2ν+4n+1

n!Γ(ν +n+1)Γ(ν +2n+2)

=

√
πz2ν+1

23ν+1Γ(ν +1)Γ
(

ν
2
+1
)

Γ
(

ν
2
+ 3

2

) ∑
n≥0

(

− z4

64

)n

n!(ν +1)n

(

ν
2
+1
)

n

(

ν
2
+ 3

2

)

n

=
z2ν+1

22ν Γ(ν +1)Γ(ν +2)
0F3

(

ν

2
+1,

ν

2
+

3

2
,ν +1;− z4

64

)

, (2.2)

where the multiplicative constant in front of the generalized hypergeometric term

we infer by another use of Legendre’s formula.

Next, consider the line integral form of the generalized hypergeometric function [6,

16.5.1], adopted to our situation:

0F3

(

ν

2
+1,

ν

2
+

3

2
,ν +1;− z4

64

)

=
Γ(ν +1)Γ(ν +2)

2ν+1i
√

π

∫

L

Γ(−s)

(

z4

64

)s

ds

Γ(ν +1+ s)Γ
(

ν
2
+1+ s

)

Γ
(

ν
2
+ 3

2
+ s
) ,
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where L is a contour that starts at infinity on a line parallel to the positive real

axis, encircles the nonnegative integers in the negative sense, and ends at infinity on

another line parallel to the positive real axis. After some routine transformations we

arrive at

Theorem 1. For all ν >−1,z 6= 0 there holds the integral representation

Φν(z) =
1

i
√

π

z2ν+1

23ν+1

∫

L

Γ(−s)

(

z4

64

)s

ds

Γ(ν +1+ s)Γ
(

ν
2
+1+ s

)

Γ
(

ν
2
+ 3

2
+ s
) . (2.3)

In turn, having in mind the Hankel loop-integral formula for the reciprocal Gamma

function [6, 5.9.2]

1

Γ(z)
=

1

2πi

∫ (0+)

−∞
ett−zdt, z ∈ C,

where the integration path starts at infinity on the real axis, encircling 0 in a positive

sense, and returning to infinity along the real axis, respecting the cut along the pos-

itive real axis. In turn, this formula is equivalent with the Bromwich–Wagner type

complex line integral

1

Γ(z)
=

1

2πi

∫ c+i∞

c−i∞
ess−zds, c > 0. (2.4)

Indeed, consider the Fourier–integral

ec

2π

∫

R

(c+ it)−zeitdt, c > 0.

The integrand has one branch point t = ic in the upper half–plane. Taking the branch

cut B= [ic, i∞) we deform the contour of integration so that it runs counterclockwise

from i∞ to i∞ around B. Combined with the definition of the Gamma function,

this will give an expression proportional to Γ(1− z)sin(πz). The Euler’s reflection

formula and the change of variable s 7→ c+ it finishes the derivation of (2.4).

Theorem 2. For all ν >−1, c > 0 and z ∈ C, we have

Φν(z) =
z

2πi

∫ c+i∞

c−i∞
ett−2Jν

(

z2

2t

)

dt . (2.5)

To prove this, inserting 1/Γ(ν +2n+2) expressed via (2.4) into Φν(z), we get

Φν(z) =
1

πi
∑
n≥0

(−1)n
( z

2

)2ν+4n+1

n!Γ(ν +n+1)

∫ c+i∞

c−i∞
ett−ν−2n−2dt

=
1

πi

∫ c+i∞

c−i∞
ett−ν−2 ∑

n≥0

(−1)n
( z

2

)2ν+4n+1

n!Γ(ν +n+1)t2n
dt

=
1

πi

( z

2

)2ν+1
∫ c+i∞

c−i∞
ett−ν−2 ∑

n≥0

(

− z4

16t2

)n

n!Γ(ν +n+1)
dt,
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which is equivalent to the assertion, since the rest is obvious.

3 A fourth-order Bessel-type differential equation

The Bessel function of the first kind Jν is a particular solution of the second-order

linear homogeneous Bessel differential equation, while the modified Bessel function

of the first kind Iν is a particular solution of the second-order linear homogeneous

modified Bessel differential equation. In this section we would like to point out that

their Wronskian, that is, the cross-product Jν(z)I
′
ν(z)− J′ν(z)Iν(z) is a particular

solution of the following fourth-order linear homogeneous Bessel-type differential

equation

z4w′′′′(z)+4z3w′′′(z)+(1−4ν2)(z2w′′(z)+ zw′(z))+(4ν2 −1+4z4)w(z) = 0.

(3.1)

This can be verified by using the fact that Jν and Iν are solutions of Bessel and

modified Bessel differential equations or we can use the method of Frobenius and

seek the solution of (3.1) in form of a power series and arrive to (2.2). If we write

the equation (3.1) in the form

w′′′′(z)+
4

z
w′′′(z)+(1−4ν2)

(

w′′(z)
z2

+
w′(z)

z3

)

+

(

4ν2 −1

z4
+4

)

w(z) = 0, (3.2)

then this equation has a regular singularity at the origin and an irregular singularity

at the point at infinity, all other points of the complex plane are regular or ordi-

nary points for the differential equation. Note that the classical Bessel and modified

Bessel differential equations have the same classification. A calculation shows that

the Frobenius indicial roots for the regular singularity of the differential equation

(3.2) at the origin 0 are {−1,1,1− 2ν ,1+ 2ν}. The application of the Frobenius

power series method yields four linearly independent series solutions of (3.2), each

with infinite radius of convergence in the complex plane. If we use the transforma-

tion q(z) =
√

zw(z), then (3.1) will become

z4q′′′′(z)+2z3q′′′(z)−
(

4ν2 +
1

2

)

z2q′′(z)+
3

2
zq′(z)+

(

4z4 +
21

16

)

q(z) = 0,

which according to the Wolfram Alpha software has the general solution

qν(z) =c1 · z−
1
2 0F3

(

1

2
,

1

2
− ν

2
,

ν

2
+

1

2
;− z4

64

)

+ c2 · z
3
2 0F3

(

3

2
,1− ν

2
,

ν

2
+1;− z4

64

)

+ c3 · z
3
2−2ν

0F3

(

1−ν ,1− ν

2
,

3

2
− ν

2
;− z4

64

)

+ c4 · z
3
2+2ν

0F3

(

ν

2
+1,

ν

2
+

3

2
,ν +1;− z4

64

)

.
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We can see that this is in agreement with our knowledge on equation (3.1). More

precisely, the powers of z in the above general solution, that is,

{

−1

2
,

3

2
,

3

2
−2ν ,

3

2
+2ν

}

correspond exactly to Frobenius indices, that is, they are

1

2
+{−1,1,1−2ν ,1+2ν} .

In view of (2.2), this shows that indeed the cross-product Φν(z) is a particular solu-

tion of the fourth-order linear homogeneous Bessel-type differential equation (3.1).

Asymptotic series expansion for large arguments for the cross-product Φν(z) can

be obtained by using the well-known asymptotic series of Jν(z), J′ν(z), Iν(z) and

I′ν(z) for large arguments. However, because of the 0F3 representation of the cross-

product Φν(z), it is more convenient to use the asymptotic expansion of hypergeo-

metric functions. Since for |z| → ∞

0F3(a,b,c;z) =
Γ(a)Γ(b)Γ(c)

4
√

2π
√

π
e4 4

√
zz

1
4 (

3
2−a−b−c)

(

1+O

(

1
4
√

z

))

,

in view of (2.2) we get for |z| → ∞

Φν(z) =
ez
√

2i

2ν+ 3
2 π2

(

z
√

i

2
√

2

)2−2ν
(

1+O

(

1

z
√

2i

))

.

4 An inequality by Ashbaugh and Benguria for the
cross-product of Bessel functions

Let

fν(x) = x2ν+1

(

Jν+1(x)

Jν(x)
+

Iν+1(x)

Iν(x)

)

and consider the expression Fν(a) = fν(kν ,1a)+ fν(kν ,1b), where an +bn = 1, ν =
n/2− 1 and kν ,1 denotes the first positive zero of fν , that is, of Φν . Ashbaugh and

Benguria [2] proved that for n ∈ {2,3}, an + bn = 1 and jν ,1/kν ,1 < b < 1, where

jν ,1 is the first positive zero of Jν , the inequality

Fν(a) = fν(kν ,1a)+ fν(kν ,1b)< 0 (4.1)

is valid. In this section our aim is to show the following result.

Theorem 3. The inequality (4.1) holds true for n ≥ 4, an +bn = 1 and a,b ∈ (0,1).

For this, we consider the function

Lν(a,b,λ ) = fν(kν ,1a)+ fν(kν ,1b)+λ (1−an −bn)
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and employ the classical method of Lagrange multipliers to find the critical value of

Fν(a). The system























∂Lν(a,b,λ )

∂a
= kν ,1 f ′ν(kν ,1a)−nλan−1 = 0

∂Lν(a,b,λ )

∂b
= kν ,1 f ′ν(kν ,1b)−nλbn−1 = 0

∂Lν(a,b,λ )

∂λ
= 1−an −bn = 0

gives the stationary points of the Lagrange function Lν(a,b,λ ). Combining the first

two equations we get
f ′ν(a)
an−1

=
f ′ν(b)
bn−1

.

On the other hand, by using the Mittag-Leffler expansions for Bessel and modified

Bessel functions of the first kind, we have that the function

x 7→ f ′ν(x)
x2ν+1

= 2+
J2

ν+1(x)

J2
ν(x)

− I2
ν+1(x)

I2
ν(x)

= 2+

(

∑
n≥1

2x

j2
ν ,n − x2

)2

−
(

∑
n≥1

2x

j2
ν ,n + x2

)2

is increasing on (0, jν ,1) since

(

∑
n≥1

2x

j2
ν ,n − x2

)2

−
(

∑
n≥1

2x

j2
ν ,n + x2

)2

= ∑
n≥1

4 j2
ν ,nx

j4
ν ,n − x4 ∑

n≥1

4x3

j4
ν ,n − x4

increases with x on (0, jν ,1) as a product of two increasing and positive functions of

x. Here jν ,n denotes the nth positive zero of Jν . Therefore, whenever a,b ∈ (0,1)⊂
(0, jν ,1), they should be equal and then a = b = 2−1/n.

Now, in view of the infinite product representation (see [1, 4]) of Φν(x) as well as

of Πν(x) = Jν(x)Iν(x) we get

fν(x) =
x2ν+2

ν +1
∏
n≥1

γ2
ν ,n − x4

j4
ν ,n − x4

j4
ν ,n

γ2
ν ,n

,

where γν ,n denotes the nth positive zero of Φν(
√

x). According to [4, Theorem 1]

all the zeros of Φν(
√

x) are real and thus if we consider the value fν(kν ,12−1/n),

then its sign depends only on the difference ∆ = j4
ν ,1 − k4

ν ,1 · 2−4/n, since the other

members of the infinite product are all positive. But, ∆ is negative, since according

to [3] we have 21/n jν ,1 < kν ,1 for n ≥ 4. This implies that

fν(kν ,12−1/n)< 0

for n ≥ 4.

On the other hand, Fν can be estimated from above by the maximum of its crit-

ical values and its two marginal values. In our particular case, see the Lagrange

multipliers, it follows that for all a ∈ [0,1] we get

Fν(a)≤ max
{

Fν(0),Fν(1),Fν

(

2−1/n
)}

.
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Note that Fν(0) = Fν(1) = 0 and due to the fact that fν(kν ,12−1/n) < 0 for n ≥
4, it follows that Fν(a) ≤ 0 for all a ∈ [0,1]. If there is an a0 ∈ (0,2−1/n] such

that Fν(a0) = 0, by the last relation (and again by Lagrange multipliers) we have

necessarily that Fν is identically zero on [0,a0], which is not possible.

Thus, indeed Fν(a)< 0 for n ≥ 4, an +bn = 1 and a,b ∈ (0,1). Moreover, since fν

is increasing on (0, jν ,1) for each ν > 0, it follows that for n ≥ 4, an + bn = 1 and

a,b ∈ (0,1) we have that fν(2
1/n jν ,1a) < fν(kν ,1a) and fν(2

1/n jν ,1b) < fν(kν ,1b)
and in view of (4.1) this in turn implies the following result.

Theorem 4. The inequality

fν(2
1/n jν ,1a)+ fν(2

1/n jν ,1b)< 0 (4.2)

holds true for each n ≥ 4, an +bn = 1 and a,b ∈ (0,1).

Note that inequality (4.2) was proved by Ashbaugh and Laugesen [3, eq. (5.3)] in

the case when n ≥ 4, an +bn = 1 and 0 < a < 2−1/n.
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Abstract: In the course of transmission through networks a particular packet, like a Storm

tuple or a performance/fault management (PM/FM) report in XML format of an Operation

Support System (OSS) application, data loss/out of order arrival/duplication phenomena may

cause the packet not to arrive at the destination, arrive exactly once or to arrive in several

copies. These anomalies have to be handled both on the lower and higher level network or

application layers to an extent depending on the later usage. The efficiency of handling de-

pends on the applied data structures.

To detect packet loss and duplication, a special, tree-like data structure was proposed earlier,

the Interval Merging Binary Tree (IMBT). We analyzed IMBT from several perspectives and

we compared its performance with other well-known tree variants, under various circum-

stances. However, in contrast to a completely balanced binary search tree, it is impossible

to associate to the newly developed data structure a one dimensional function, dependent on

the number of input keys, to determine for instance the average cost of an operation. Never-

theless, for further development, it is essential in case of any data structure, to determine the

actual boundaries of its applicability.

In this contribution we explore the state space of IMBT in order to be able to classify the data

structure regarding the input pattern during the later performance analysis. We used in the

modeling Fibonacci sequences, bipartite multi-graphs and combination tables.

Keywords: data structure; balanced binary tree; bipartite graph; fibonacci sequence; state

space; combination table;
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Introduction

Performance management is an OSS application in which performance measure-

ment records, generated periodically by network elements, are processed in order to

assess the performance of the network. Each record consists of performance-related

counters (key + value) each describing a specific aspect of the performance within

a period. The periodicity of records makes it possible to associate incremental keys

to the individual counters from the records, where the value is the content of the

counter itself. The percentage of lost records is typically very low, therefore rela-

tively few counters are lost in the transmission. Counters are converted into Key

Performance Indicators (KPI-s) via Extract Transform Load (ETL) functionality for

which we used Storm [2], a stream processing engine. Because of the at-least-once

processing pattern of Storm, duplicated and out-of-order keys might occur. Packet

loss and duplication of raw measurement data will lead to errors when aggregat-

ing counters into KPI-s, conveying a wrong perspective about the performance of

the network, therefore loss and duplication cannot be tolerated in this particular use

case.

In order to decide in real time whether a counter is identified by a key has al-

ready arrived or not and to insert it if not, we need a space-efficient data structure

which is fast searchable and allows fast insertion of keys. After careful consid-

erations, we ruled out a number of alternatives. The examined alternatives were

external databases, Bloom filter [3], Balanced BSTs[4] [5], hash tables [4]. Ex-

ternal databases turned out to be too slow. We ruled out Bloom filters because it

allows false positives: for a key reported to be present we know only with certain

probability its true presence in the data structure. This uncertainty is not allowed

in our case. Balanced BSTs were ruled out due to their linearly increasing space

need, which is proportional with the number of handled keys by them so far. The

proportionally increasing space need was a drawback regarding hash tables as well.

Additionally the need for periodical ’re-hashing’ in an upper-unbound environment

would also significantly decrease the computation performance. Finally we arrived

to proposing an efficient data structure and associated algorithms that we called In-

terval Merging Binary Tree (IMBT)[1].

In the unpublished [6] we have examined several tree layout instances and extreme

scenarios for the arrival pattern of keys. Additionally we have deducted the formu-

las regarding the cost of SEARCH operation, as the basis of other operations, like

INSERT or REMOVE. We have examined both theoretically and experimentally

the performance of IMBT for an exponential distribution of the key arrival pattern

[7]. Until now if only N, the number of IMBT handled keys, was given, we could

not estimate nor even model accurately the state space of IMBT. State space mod-

elling can facilitate the mapping of the statistical distribution-based input patterns

into the IMBT state classes, if these exists at all. In the more general interpreta-

tion of state space we mean an N-dependent numerical value that characterizes the

BST, and with normalization by N a statement can be made regarding the cost of

operations. In case of traditional BSTs if the tree arrangement is given, then we

can easily determine that N-dependent value which is the base of metrics like aver-

age time complexity of SEARCH operation etc. However, in contrast to traditional
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BSTs, the IMBT state space is a multivalued function of N.

Therefore the analysis is divided into the following sections, through which we will

unveil the aspects affecting the N multivalued dependency.

In section Basics of the Interval Merging Binary Tree we briefly introduce the IMBT

data structure. From the description it will be clear that the analysis of the tree can

be split into two independent aspects. In section Interval State Space we will show

the relation between the possible number of arrangements of intervals across the

tree and the Integer Partitions [8]. This is the first aspect.

The second aspect will be introduced in section Traversal Strategy Based Weight

Classes. In this section we will describe the relationship between IMBT and a priv-

ileged tree arrangement, the completely balanced binary search tree. Here we will

highlight the relationship between the Fibonacci sequences [9] and the number of

comparisons required to reach a set of intervals within IMBT. In case of not limiting

the examination to the completely balanced trees, according to Caylay’s theorem

[10] nn−2 different tree arrangements should be considered, where n is the number

of nodes in a tree, which is impractical and turns out not to be needed.

In section Bipartite Graphs and Combination Tables we combine the two approaches

into one model. During the combination we would like to determine the possible

number of different values, which represents in fact the state space. In case when we

just simply multiply the number of integer partitions of N with the different num-

ber of ”step classes”, then we get many duplicate values. That is, the state space

would be highly overestimated. To mitigate this, we will introduce G(I,W ) bipar-

tite graphs as a representation. In the course of matrix representation of the graphs

we will apply a simplification and we can show that the result is nothing else than a

combination table. The degrees of freedom of a combination table is a huge number.

Regarding the enumeration of non-conform combination tables, or G(I,W ) graphs

in our case, there are available results like [11], or [12], but as will be shown in our

case both sides of the table increase deterministically, according to integer partitions

and Fibonacci sequences. In our work we will also apply an additional equal trans-

formation, like in the previous two references, to be able to formulate the criterion

to get such sum of two members multiplications where the duplicates are minimized

or zero. Therefore our result can be considered as an upper bound of the state space

of IMBT in case when N is given.

Basics of the Interval Merging Binary Tree

IMBT is a data structure of disjoint sets, organized into a tree. The speciality of the

sets is that each must contain all the keys between the greatest and the lowest value

of a particular set. Sometimes these type of sets are called integer interval, hence

we named the data structure interval merging binary tree, where merging refers to

the operation of immediate merging 2 disjoint sets that become joint as a result of

an incoming key.

As stated in the Introduction, we assume an input stream of keys where the key is a

sequence number. Keys are arriving mostly ordered respective to the sequence num-

ber. The task is to filter out those entries that arrived already once, meaning that the
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sequence number has had already this value in an earlier key instance. Additional

boundary conditions regarding the arrival pattern apply:

1. upper unbounded range: there is no upper bound of the sequence numbers

apart from the limit of the binary representation of this field,

2. lower unbounded range: at any point in time a new key can arrive to the

system with a sequence number lower than any sequence number encountered

so far,

3. there are long, contiguous intervals of keys with relatively few ’gaps’ (missing

keys) in between,

4. after a while almost all keys arrive,

5. key duplication (i.e. same key arrived at least twice) on the arrival side is

possible due to some reason.

Let’s suppose that keys arrive to IMBT in the following order:

...k0,k−1,k2,k3,k7,k5,k4,k6,k−2, ...

According to a naive approach all elements should be stored in a hash or in a binary

search tree which is easily searchable, but still the binary search tree or the hash

remains an upside-downside open system with infinite storage requirements when

keys can arrive with infinite delay.

The first tweak to the naive approach is to represent the arrived keys as pairs. So,

elements will be stored like the following:

(k0,k0),(k−1,k−1),(k2,k2),(k3,k3),(k7,k7),(k5,k5),(k4,k4),(k6,k6),(k−2,k−2).

At first sight it looks like that we did not win anything, but only doubled the memory

footprint. The second tweak is not to automatically put newly arrived elements at

the end, but rather to organize the elements in an ordered fashion, filtering at the

same time duplicates found during the ordering process. This can be conceptually

a sequence of 3 operations: insert at the end, order by key and a filter to skips the

entry if it is already found:

(k−2,k−2),(k−1,k−1),(k0,k0),(k2,k2),(k3,k3),(k4,k4),(k5,k5),(k6,k6),(k7,k7).

The third tweak is to add an operation that we call interval merging: every pair

of neighbour values is checked and if the values are consecutive, the two pairs are

converted into one, where the first value of the resulting pair is the first value of the

first pair and the second value of the resulting pair is the second value of the second

pair. The skeleton code is available in [1].

In the following we describe the operation of the algorithm for our small data set:

• k0 arrives, our data structure will store the following element:

(k0,k0)
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• k−1 arrives, our data structure will store the following element:

(k−1,k0)

• k2 arrives, our data structure will store the following elements:

(k−1,k0),(k2,k2)

• k3 arrives, our data structure will store the following elements:

(k−1,k0),(k2,k3)

• k7 arrives, our data structure will store the following elements:

(k−1,k0),(k2,k3),(k7,k7)

• k5 arrives, our data structure will store the following elements:

(k−1,k0),(k2,k3),(k5,k5),(k7,k7)

• k4 arrives, our data structure will store the following elements:

(k−1,k0),(k2,k4),(k5,k5),(k7,k7)

Then

(k−1,k0),(k2,k5),(k7,k7)

• k6 arrives, our data structure will store the following elements:

(k−1,k0),(k2,k6),(k7,k7)

Then

(k−1,k0),(k2,k7)

• k−2 arrives, our data structure will store the following element:

(k−2,k0),(k2,k7)

So, at the end storing only two intervals are required to represent 9 arrived keys.

In case of we would organize these intervals into a binary tree then, as mentioned in

the Introduction, the IMBT search operation state space would be influenced from

two different aspects:

– the length of the intervals,

– the steps/comparison required to find that interval, that is the position of the

interval within the tree.

In the following section we will examine the role of the intervals in the state space

analysis of IMBT.
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Interval State Space of IMBT

Fig.1, Fig.2 and Fig.3 indicate various types of evolutions of the tree as a function

of the incoming keys, where in all cases we have 4 input packets.

Figure 1

IMBT interval evolving when no direct neighbour exists.

On the figure N represents the T time as well. By looking to the figure from the right side, the

remaining axes display a histogram of the intervals in different moments.

Figure 2

IMBT interval evolving when the keys are subsequent

As it is visible in case of four keys (N = 4), based on the possible number of neigh-

bours, the following scenarios can be distinguished:

– None of the keys are neighbour of each other, like Fig.1,

– Two of them are neighbours and the other two are not,

– Two of them are neighbours and the remaining ones as well,
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Figure 3

IMBT interval evolving when there are both neighbour and stand alone keys

– Three of them are neighbour and one is not, like Fig.3,

– All the keys are neighbour of each other, like Fig.2.

Therefore we can say that according to Hardy and Ramanujan [8]:

Theorem 1. the number of possible interval states in case of IMBT, at T = N time,

is equal with the number of ways N can be written as a sum of positive integers:

lim
N→∞

p(N)≈ 1

4N
√

3
eπ

√
2N/3 (1)

We can identify the addends of the sum as the individual interval lengths of the nodes

in the IMBT. In this case for the average interval lengths a, considering the list items

above, we get the following values, respectively: 4/1 = 4, 4/2 = 2, 4/2 = 2, 4/3,

4/4 = 1. As it is visible there are two equivalent values: 2. Therefore it is generally

true that the number of integer partitions is a rough upper estimation regarding the

possible number different averages for a given input size N.

Additionally p(N) does not say anything about the weight of the intervals based on

their position in the tree. Since the same decomposition may led to very differently

weighted arrangements it matters if for instance the intervals of 8 is written in e.g..:

1+ 1+ 4+ 1+ 1 or 4+ 1+ 1+ 1+ 1 or 1+ 1+ 1+ 1+ 4 form. Supposing that

the intervals are organized into a balanced binary search tree, the cost of the search

operation in the first case is the most favourable, and in the last case is the least

favourable. To account for these differences, in Traversal Strategy Based Weight

Classes we will factor the transversal strategies in our analysis.

Traversal Strategy Based Weight Classes

In Fig.4 the arrows with number represent the jth comparison during the SEARCH

operations. Here we would like to mention that, for the sake of simplicity, during

the comparisons the less or equal will be considered as one atomic step. The dark
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Figure 4

IMBT weight classes caused by the traversal strategy

background of the number expresses that the result of the comparison can be posi-

tive (that is, the node covers more than one key). In this figure, instead of boundaries

of the intervals, the same information is displayed in the nodes as on the arrows.

As we can see if the key to be searched for is equal with the left hand value of the

root node then exactly one comparison will be performed. If the key to be searched

for is in between the left and right hand values of the root node or equal with the

right hand value then two comparisons will be performed.

If the key is greater than the right hand value of the root node and falls into the

interval of the right hand child’s left and right hand values then three or four com-

parisons are required, depending on the exact value.

If the key is less than the left hand value of the root node and falls into the interval

of the right hand child’s left and right hand values then two or three comparisons

are required, depending on the exact value.

By continuing the examination of the distribution of the different classes of inter-

vals, based on the required number comparisons, we can recognize the following

rules, when the intervals are organized into a completely balanced tree.

Considering the root (first) level there is one such interval where (1,2) compari-

son can occur. In the second level there is one interval where (2,3) and one inter-

val where (3,4) comparison(s) can occur. Finally, in the third level the cumulated

number of intervals where (1,2) and (2,3) comparison(s) can occur is unchanged.

However, the number of (3,4) comparison intervals is increasing from one to two.

Additionally two (4,5) and one (5,6) comparison intervals appear.

By the cumulative number of types, as more and more layers are taken into account,

we will get the pattern described in Table-1. Examining carefully the lists we can

realize that

Theorem 2. the central element of each row composed from cumulative number of

weight types is the Fibonacci sequence itself. The numbers in the lists (lines in this

case), preceding the central elements, are also the evolving Fibonacci sequences

themselves. The rest of the numbers must satisfy the requirement that the sum of

the numbers is equal with 2n −1 in every nth line.

However, another rule also can be recognized there:

Theorem 3. the numbers in a line from Table-2 are equal to the sum of the two

preceding numbers of the previous line.
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Table 1

Distribution of weight classes in case of the IMBT is completely balanced.

The Fig.4 snapshot is marked with bold.

Distance from the root

Total number [number of comparisons

of nodes in IMBT regarding the left hand value]

1 2 3 4 5 6 7 8 9 10 11

1 1

3 1 1 1

7 1 1 2 2 1

151515 111 111 222 333 444 333 111

31 1 1 2 3 5 7 7 4 1

63 1 1 2 3 5 8 12 14 11 5 1

Table 2

Fibonacci sequences in the cumulated weight classes

111

1 111 1

1 1 222 2 1

1 1 2 333 4 3 1

1 1 2 3 555 7 7 4 1

1 1 2 3 5 888 12 14 11 5 1

Until now we have shown that there are two distinct aspects influencing the state

space of IMBT. One is if how many ways the number of keys can be decomposed

into integer partitions.

The second aspect is represented by the weight classes. It is based on the number of

nodes and depends on the associated traversal strategy.

Now, to be able to determine the combined number of input pattern classes some-

how we have to put these components together. In Bipartite Graphs and Combina-

tion Tables on the modeling of IMBT State Space we will present this combination

procedure and the resulting mathematical models.

Bipartite Graphs and Combination Tables on the mod-
eling of IMBT State Space

To be able to start the combined analysis we will perform the following mappings.

Let’s denote the length of the interval belonging to an ni node from the IMBT by

li ∈ L, where L is a multi-set. Then we map the set of same length of intervals onto

i1, i2, ..., ik ∈ I elements. This means that by having the L = {l1, l2, ..., ln} lengths,

where the values of lh = li = ... = l j is equal, then this fact results in one new el-

ement, ip, in the I set. That is the following lh → ip, li → ip, l j → ip surjection is

performed in case of lh = li = l j. Therefore k ≤ n.
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Let’s denote the number of comparisons required to achieve the left hand value of

an arbitrary ni node by si ∈ S, where S is a multi-set. Then let’s map the traver-

sal strategy based identical comparison weight types onto w1,w2, ...,w j ∈ W ele-

ments. This means that by having the S = {s1,s2, ...,sn} lengths, where the values

of sh = si = ... = s j are equal, then this fact results in one new element, wp, in the

W set. That is, the following sh → wp,si → wp,s j → wp surjection is performed in

case of sh = si = s j. Therefore k ≤ n.

Since the newly defined I and W are two disjoint sets we can consider them as the

vertices of a G(I,W ) bipartite (multi-)graph. We will assign degrees to each vertex

in the following manner:

The degree of each ii vertex is equivalent with the number of those particular interval

lengths. According to this in case of lh = li = l j the degree of the associated ii vertex

is d(ii) = 3.

The degree of each wi vertex is equivalent with the number of those particular weight

types in the search tree.

Therefore we can write that

Theorem 4. ∑
j
i=1 d(wi) = ∑

k
i=1 d(ii) = n = |E|, where E = {e1, ...,en} is the set of

the ei edges of G(I,W ).

The fact that the above two sets, I and W , are the independently different classifi-

cations of the same nodes of the IMBT implies that the sum of the degrees of the

vertices in both sets is equal to n. �

Let’s consider an IMBT arrangement/configuration where n = 4, and both I and W

sets contain one-one vertex with degree two, and two additional vertices with degree

one-one. So, d(i1) = d(w1) = 2 and d(i2) = d(i3) = d(w2) = d(w3) = 1. At this

moment regarding N we can only say that N ≥ n.

It is obvious that to get the above I set two of the lengths must be equal, eg. l1 = l2,

and the other must differ from both l1 = l2 6= l3, l1 = l2 6= l4 and l3 6= l4.

Definition: Those L interval length multi-sets are called interval lengths ratio base

classes, denoted by Lb, in which

at least one li exists which is co-prime to all the other l j, such that i 6= j

supposing that li 6= l j, or

if li = l j for all i 6= j, than li = l j = ...= lk = prime number.

That is, L is an Lb if

∃li ∈ L | (∀i 6= j∧ li 6= l j ⇒ gcd(li, l j) = 1) ∨ (∀i 6= j ⇒ li = l j = prime number).

(2)

If L = {l1, l2, l3, l4} is an interval lengths ratio base class, that is L = Lb, then Lb

determines all the N1,N2, ..., which differ from each other by only an integer factor

for a given (Lb,n = |Lb|) pair. This representation/decomposition is unique, except

– 80 –



Acta Polytechnica Hungarica Vol. 16, No. 5, 2019

for the order of the factors:

Nx = (d(i1)× l1 × x) + (d(i2)× l3 × x) + (d(i3)× l4 × x)

= x× (d(i1)× l1 + d(i2)× l3 + d(i3)× l4).
(3)

where x ∈ {1,2,3, ...}. If n is given that is the maximum information we can get

regarding N.

In Fig.5 all the different possible configurations are shown for the above G(I,W ),
where |I|= |W |= 3 and |E|= n = 4. That is, there are three-three vertices on both

sides of the G graph.

Figure 5

G(I,W), where |I|= |W |= 3 and n = 4

At this stage we can claim that N ≥ 4. If we are aware of the l1, l2, l3, l4 ∈ L values,

e.g.: l1 = l2 = 1, l3 = 2 and l4 = 3 and therefore L1 = Lb then we can say that N1 = 7.

However, N2 = 14,N3 = 21, ... and L2,L3 6= Lb.

As it is visible from the Fig.5 there are seven different possible configuration. Re-

garding the number of possible configurations, in case of a given (L,n) pair, till now

we have a mathematical model as G(I,W ) is a bipartite graph. We can formulate

the following

Theorem 5. The simplified adjacency matrix representation of a G(I,W ), which is

derived from an IMBT according to the above process, corresponds to a contingency

table.

Let’s assume an G(I,W ) bipartite graph derived from an IMBT. Let’s prepare the

adjacency matrix of G(I,W ), where parallel edges are allowed, in the following

manner. Since G(I,W ) is a bipartite graph there are no edges between the vertices

belonging to the same vertex set. Then we will apply the following simplification:

instead of enumerating all the points from both sets on the right side and the top of

the adjacency matrix merely the points from I will be displayed with the associated

d(ii) values on the right side. On the top of the matrix only the points from W will

be displayed with the associated d(w j) and values.

The edges appear as numerical entries in the cells of the matrix. The value of a
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particular cell represents the number of edges between the ii and w j points. However

the d(ii) and d(w j) values are constraints regarding the sum of a given i row and j

column.

From Theorem 4 we know that the sum of cells in a row is equivalent with the

degree of that particular vertex. The same is true for all columns. Therefore the

sum of sums of every row is equivalent with the sum of sums of every column.

This feature of the simplified adjacency matrix is corresponding to a contingency or

combination table, which may contain discrete samples of the same multitude from

two different points of view. �

In Fig.6 the simplified adjacency matrix representation of the G(I,W ) graphs from

the Fig.5 is shown. Since the edges do not appear directly, the simplified adjacency

Figure 6

Simplified adjacency matrix of G(I,W)

matrix remains unchanged in case when two different, ek and el edges that are not

sharing on any vertices on any of their ends, are mutually replaced with each other.

This holds also for the case when neighbours edges, sharing on a multi-degree ver-

tex, replace their non-sharing ends with each other.

Therefore from this simplified adjacency matrix like it is still hard to establish the

formal condition of states being different, that is the total weight of the IMBT. The

number of states for a given (I,W) is the different number of total weights of the

IMBT.

Nevertheless, we can apply the following transformation without violating the va-

lidity of the transformed model. During the transformation we are composing so

called domains in the matrix in a way that every row(or column) with value d(ii) (or

d(w j)) will be substituted with d(ii) (or d(w j)) rows(or columns), where the con-

straint value of each row is ’1’. Therefore the 1×1 cells, which are in the cross of

the d(ii) row and the d(w j) column, will be replaced by such a domain that consists

of d(ii)×d(w j) cells.

In Fig.7 the domain composition of the above G(I,W ) is visible, where the domains

are marked/surrounded by dotted lines.

Figure 7

G(I,W) simplified adjacency matrix transformation to domain representation
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In Fig.8 the domain transformed matrix representation of the Fig.5 examples are

shown. The numbers with blue background mark the related G(I,W ) from the ex-

amples. Let’s denote the set of all the G(I,W ) graphs belonging to the same partition

Figure 8

G(I,W) examples with domain representation.

The numbers with blue background marks the related G(I,W) from the above examples.

of N by PN,Li
. From the Interval State Space Section we know that i∈ {1...p(N)}. A

particular Gk(I,W ) ∈ PN,Li
expresses the n members sum of two members products,

where the members of the products are from the Li and W sets respectively. There-

fore the Gk(I,W )∈ PN,Li
determined sum of products can be mapped onto the IMBT

state space. Now we will define the subset of PN,Li
, denoted by Ps

N,Li
, according to

the following.

Ps
N,Li

is the subset of the PN,Li
set that contains the maximum number of Gi(I,W )

graphs from PN,Li
, so that in the G(I,W ) associated transformed matrices the sum

of cells are different for all the (Gi,G j) i 6= j pairs in at least 4 domains.

Theorem 6. |Ps
N,Li

| is an upper bound regarding the possible number of IMBT states

belonging to an N → Li partition.

Let’s consider in the following lengths l1, l2, ...ln and steps s1,s2, ...sn. Let’s addi-

tionally assume that there are i elements from both the l’s and s’s where the as-

sociated lengths and steps are equivalent with each other. Additionally there are

two additional j and k elements from both L and S where the associated values are

the same and i+ j + k ≤ n. Let the associated value of the i elements be vi = 2,

v j = 3 and vk = 4. Then there will be such a G1(I,W ) and G2(I,W ) bipartite

graphs that are identical in every other pairings regarding the member of the prod-

ucts except the G1 → r1 = ...+ li,i × si,i + l j,1 × s j,1 + ...+ l j, j × sk,1 + lk,1 × s j, j and

G2 → r2 = ...+ l j,1×si,i+ li,i×s j,1+ ...+ lk,1×s j, j+ l j, j×sk,1. In this case (G1,G1)
pair satisfies the above condition regarding the sum of domains, however the associ-

ated r1 and r1 results are identical, therefore this represents the same state of IMBT.

�

From the above we can formulate the following
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Theorem 7. The upper bound of the IMBT state-space in case of knowing only N,

and the same n number of lengths are always sorted into the same tree structure no

matter whatever it is:

IMBTStates(N) = |Ps
N,L1

∪Ps
N,L2

∪ ...∪Ps
N,Lp(N)

| ≤
p(N)

∑
i=1

|Ps
N,Li

|. (4)

In case of a completely balanced IMBT the degrees belonging to a particular wi are

equivalent with the corresponding number from the corresponding line of Table-2.

For instance in case of n = 7 we can identify the third line of Table-2. Therefore we

know that the number of different weights is 5. And the seven nodes are sorted into

five classes according to the followings d(w1) = 1,d(w2) = 1,d(w3) = 2,d(w4) =
2,d(w5) = 1.

Conclusions

In this contribution we have introduced a special tree structure, the IMBT. Then we

have pointed out the aspects contributing to the state space of this data structure and

we provided an upper bound for the cardinality of this state space.

Now we have a mathematical model through we can perform measurements and an

assessment of a concrete G(I,W ) representation to which a series of keys tends. This

might be a possible classifier regarding the statistical distribution of the key arrival

process. In the following we plan to determine some correlation/combination tables

for different distributions.
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Abstract: This work presents a novel security information system based on fingerprint 

biometrics. It combines cancelable biometrics, security algorithms such as RSA and AES, 

both synchronous and asynchronous for data encryption. By implementing novel devices 

developed on the Raspberry Pi Platform and wireless communication, 100% accuracy in 

real terms, will be enabled and FAR and FRR will be decreased to a minimum - as it were, 

zero. At the core of the information system are devices and software algorithms 

implemented for biometric identification of maternity, as a dual fingerprint scanner that 

provides data of mother and new born baby fingerprints and in the further process, 

guarantees maternity of a new born baby with 100% accuracy. All this is developed as a 

novel method of identity determination, based on baby fingerprint minutiae, instead of 

current systems that are prone to many errors. This system will prevent any possible 

replacement or identity theft in every maternity ward. 
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1 Introduction 

This paper presents work in the field of advanced security systems, widely used in 
modern society and in protection systems. Biometry is the scientific discipline and 
techniques for measuring and analyzing biological characteristics of people. 

We have solved the issue and societal problem of the timely determination and 
logging of a newborn babies minutiae, thereby protecting them with a crypto 
algorithm enrolled with cancelable biometrics. Our information system prevents 
any possible theft or misplacement of the baby’s identity, providing 100% 
accuracy in its determination and showcases a device which scans, stores the 
encrypted personal data, with one goal - to provide validated parenthood for each 
newborn baby, in a crowded hospital. 

The information system (IS) completely removes the fear that almost every 
mother has during birthing, and it also removes the question “Have I brought 
home my baby… for sure?”. This method presents a new implementation of 
information technology security in the public health system and raises it to a new 
level. 

It also links the patented device for biometric identification of newborn babies 
with two existing software algorithms and the necessary writing procedures, so 
that this new approach can be carried out. Not only does it solve a huge problem - 
possible theft or misplacement a newborn baby’s identity, but it also removes a 
fear that women have, when giving birth. 

This is not just problem in Serbia, it is global problem, baby switching has 
happened in almost every country in the world. According to Brandon Gille, USA 
study, of 4 million new born babies, 28,000 from them had been misplaced! [20] 

There are no similar solutions at this time. There is some attempts to solve this 
kind of problem, with foot prints, in USA, but it is an ink print not digitally 
processed. 

2 Problem Solving 

The information system possesses two main software algorithms that will be 
presented herein and which provide all of the device functionalities. These 
functionalities will be illustrated in figures, which point out how our model was 
built, designed and developed. The paper will present possible advantages and 
benefits that are a qualitative leap in the public health care system, precisely in 
maternity wards all over the world. 



Acta Polytechnica Hungarica Vol. 16, No. 5, 2019 

 – 89 – 

By implementing this new system, it is possible to establish a Wi-Fi 
communication and storage types, for fingerprints scanned from both the mother 
and the baby together at the moment of birth, and to generate a unique identity 
reference which is encrypted and will guarantee parenthood over every newborn 
baby with 100% accuracy. Wi-Fi is required during scan process or a cable 
connection within 30 minutes of scanning, since device has a data store timeout 
for those 30 seconds because of security issues. 

Considering experiment, results have been presented and listed in several 
publications, where most relevant is under SJEE. It contains experiment with 
newly born baby and the scan process of all hand fingers with different type of 
scanners. [5] 

This invention belongs to the field of Applied Information Technology. 
Biometrics systems and device with its functionality is similar and close to a dual 
fingerprint scanner with two fields - first the scanning process takes place (both 
the mother’s and the baby’s fingers), then the device makes a unique reference 
which will be the ID for each mother/baby relationship for every newborn baby in 
the hospital. 

3 Technical Overview 

The main technical problems which are solved by this IS are the following: 

The design and development of a new device based on our patented device [11] 
incorporates a dual fingerprint scanner, for scanning fingers of both the mother 
and the baby at the moment of birth. The device cross view will be similar to the 
current classic fingerprint scanners; therefore, the tablets would have two fields 
for scanning fingers of two different people (the mother and the baby). After this 
process, the device will encrypt and store the data. The device cross view is given 
in the following pictures. 

The real technology improvement and contribution is that the device is highly 
practical and easy to use and control. The maintenance of the device is easy, 
classic and similar to other fingerprint scanners. Beside its common purpose and 
scanning two fingers of different people at the same time, it will provide a unique 
ID reference (like Primary Key PK) which will be the basis for every pair of the 
scanned mother and baby. 

The realized information system (IS) presents the optimal solution for this type of 
work, which defines the strict procedures that need to be followed. The IS will 
also implement the IT technology in the public health system. Current biometric 
devices can scan one or more fingers from one person, then repeat with another, 
but there are no fingerprint scanners which may scan fingers of two different 
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people at the same time on a single device. Especially, there are no devices that 
may make a unique reference while scanning, which will further be connected to 
the record of scanned fingerprints previously stored data. [4] [7] 

This is provided by the Device for biometric identifying of Maternity, in the 

functionality development of which the encrypted data that will carry information 
about two people (the mother and the baby) and the linked unique ID reference 
will be implemented. 

Our device has two fields for scanning fingers of two different people at the same 
time. This is crucial improvement in the technology for solving problems. 

However, the question that may emerge concerns the time-saving feature needed 
for the process scanning of both people and all of the back-end Information 
Technology (IT) in background, of the future system that now is now scanning for 
one person. 

Our device provides improvements in economy and the time spent during the 
process of scanning, enabling the possibility for reduction of costs for each new 
device, with the advantage of less time needed for processing data obtained from 
the image of the finger scanner. The device provides the optimal solution for 
resource usage in the case of processing data acquired during the process of 
fingerprint scanning, primarily considering the memory usage and activity of the 
Central Processing Unit (CPU). Figure 1 presents a completely new information 
system with devices and communication. All devices are synchronized with the 
server and database which stores the data, using cancelable biometrics and using a 
cable or wireless connection. Devices do not communicate one to another. 

 
Figure 1 

Information system and communication between components 
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4 Information System 

The Information System created for this new baby identification method, based on 
the fingerprints, consists of obtaining, encrypting, storing and verifying data. The 
next step follows the procedures that need to be performed. Figure 2 shows the 
Class diagram for this Information System. 

 
Figure 2 

Class diagram of Information system 

4.1 Can Baby Fingerprints Be Obtained? 

The device that we have invented has features, such as, a real time dual biometric 
fingerprint scanner that has two fields for scanning fingerprints of the mother and 
the baby or two and more, at the very moment of birth. The first field is larger, 
with classic scan resolution of 500 dpi; the second field is physically smaller but 
has larger scan resolution – a minimum of 1000 dpi, so it can produce scans of a 
the baby’s fingerprint, that is relatively small. [8] [12] [13] 
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Our research is based on the scientific fact that human fingerprints are formed 
during the prenatal period for every fetus/baby and that they remain constant in 
shape of minutiae during the entire life of the individual. [1] [3] [9] [10] 

The most important fact to mention, is that babies who are born prematurely, 
during the 8th and especially by the end of the 7th month of pregnancy, have 
formed fingerprints on the finger of both hands. This is the starting point of our 
research. [1] [5] [16] [18] 

Considering this scientific fact, which is crucial for our patent and this device, this 
research and this project realization will provide a qualitative jump in gynecology, 
midwifery and nursing in every hospital in the entire world. We need to provide 
100% accuracy and guarantee the maternity over a newborn baby anywhere in the 
world. We achieve this by placing one of the baby’s fingers on the smaller field of 
our device simultaneously with the mother’s finger on the larger field of the 
device and initiating the scans. At this point, the device also generates a unique 
reference for this pair of scanned data-minutiae (mother and baby). Later, after a 
few days, when parents leave the ward, the next step is to check the fingerprint on 
the same device, which should confirm the baby’s identity. This procedure will 
provide new quality and it will prevent any possible misplacements or baby theft. 
[1] [2] [6] 

Figure 3 presents the final results of the empirical test results, made of a new born 
The results presented here are an absolute novelty in fingerprint biometrics. 

 

Figure 3 

Results of research and experiment enrolled per each finger and each scanner type 
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When it comes to other biometrics, such as iris recognition, they did not prove to 
be as useful, since they are unstable on babies. The reason lies in the fact that iris 
and eye pigmentation is not formed until 4 years of age, and it keeps changing in 
shape and in color. Therefore, it cannot be used for this purpose. [5] [11] 

Other body parts, especially palm or other limbs, cannot be used because they 
rapidly change due to the normal process of growing up. This is the reason why 
this excellent, scientific fact concerning fetus fingerprints, their prenatal 
formation, by the end of the 7th month to be precise, in the pregnant mother, and 
their minutiae construction remaining unchanged, is marvelous and useful. [1] [6] 

Mothers-to-be, as well as, medical staff in maternity wards, in health care 
facilities, have many different concerns, during the birthing process. A study that 
was carried out in Australia and New Zealand, by the Woman and Birth Journal, 
in 2009 included 17 different workshops, with more than 700 midwives, over a 
period of 5 years, points out that women had 144 various fears at the moment of 
giving birth. Taking this fact into consideration, our device can prevent a great 
deal of those tremendous fears and perhaps eliminate them in a total number of 
n=43. [6] 

We have to mention that all the data obtained, from the mother and baby, during 
the process of fingerprint scanning, together with the unique ID reference 
encryption and storage in the device memory and/or on a server in the encrypted 
forms never leave the device in vulnerable state, or available to the public. The 
data is only to authorized nurses, doctors and midwifes in the maternity ward. [5] 
[6] 

4.2 Improvements in The New Information System 

The new IS combines device for biometric identification of newborn babies based 
on the fingerprint scan will enable the following: 

 Improvement and evidence of maternity for every newborn baby 

 Exclusion of any possible replacement or identity theft of newborn babies 

 Safety for each parent couple 

 Portability due to the small dimensions and low weight; it is ambient friendly 
and does not pollute environment 

 A good ratio of price/quality 

 A wide range of applications and use 

In order to understand better the functionality and application of the device, as 
well as its practical realization, there are a few pictures that illustrate the device 
and algorithms, long with the cross-section of the patented device. 
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Figure 4 illustrates the device for biometric identification of maternity in a 
completely new view with digital display, a switch and two fields for fingerprint 
scanning. 

Figure 4 contains the following remarks: 

B  Body of the device 

I  Power switch with two positions (on/off) 

D Device display for displaying all the details, such as a unique ID reference 
generated during the process of scanning 

S Set button for starting the scanning process and reading parameters obtained 
by fingerprint scanning 

R  Reset button 

R1 Command button that saves and stores data 

S1 Field for scanning the fingerprint of the baby’s finger, smaller than the field 
for scanning the mother’s fingerprint 

S2 Field for scanning the fingerprint of the mother’s finger, larger field 

 
Figure 4 

Detail description of device functionality 
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5 Acquiring Software Algorithm in Pseudo Code 

The algorithm, in pseudo code, is listed here, in order to illustrate the logic and all 
possible software features that the device possesses, to explain in details how the 
entire system is supposed to accomplish its purpose of providing a completely 
new quality implementing information technology. [11] 

------------------------------------------------------------------------------- 

Line 01   START 

Line 02   BEGIN LOOP 1 TO 3 

Line 03   FIELD-1 SCANN 

Line 04   IF F1 OK  

  THEN GOTO GENERATE UNIQE ID 

                   ELSE IF LOOP < 3 GOTO END 

Line 05   BEGIN LOOP 1 TO 3 

Line 06   FIELD-2 SCANN 

Line 07   IF F2 OK  

   THEN GOTO GENERATE UNIQE ID 

                     ELSE IF LOOP < 3 GOTO END 

Line 08   GENERATE UNIQE ID REFERENCE 

Line 09   GENERATE PIN CODE 

Line 10   ENCRYPT DATA 

Line 11   GENERATE HASH VALUE 

Line 12   STORE AND SAVE DATA 

Line 13   DISPLAY SUCCESS MESSAGE 

Line 14   FINISH 

---------------------------------------------------------------------------- 

Figure 5 represents the device algorithm, that is main software part of our 
innovative device and it can provide the process functionality with the deduction 
process. After the scanning process, it generates unique ID, encrypts those data 
and generates a hash value providing information about a successful scanning 
event. 



K. Lalović et al. Security Information System Based on Fingerprint Biometrics 

 – 96 – 

 

Figure 5 
Device software algorithm for data acquisition 

6 Verification Software Algorithm in Pseudo Code 

This algorithm in pseudo code illustrates the logic and all possible software 
features that the device possesses for the verification of fingerprint minutiae and 
explains how the system uses cancelable biometrics to enable security and private 
data. [11] 

Figure 6 represents the essence of this device algorithm which is a part of our 
innovated device and which provide the process functionality to verify stored data. 
It has a double check to provide total security of its functionalities. It compares 
encrypted data and also check the hash value of a stored data. 
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Figure 6 
Device software algorithm for data verification 

7 Possibilities of Further Development 

The Information System with the device and novel method of implementing the 
new device, with biometric fingerprint identification of maternity and scanning 
each newborn baby can be used as a brand new model, in the public health care 
systems. Considering further development of similar fingerprint biometrics system 
in everyday care, hospitals may solve various problems, regarding moving small 
children and their continuous monitoring. It is necessary to provide further 
development and research based on the patented device, innovation and qualitative 
research that were performed during this study. 

Software algorithms given herein, will improve the device functionality and 
enable it to work faster. They can be used as a part of much larger health care 
system, regarding young children and their pediatric care; they can also provide 
basic data concerning possible allergies and specific health states for each child. 
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Combinations may allow for great improvements in that part of the health care 
system at a global level. 

Conclusion 

This novel device combines the objectives of three parts: the patented device, the 
information system and a safe maternity ward approach. It can improve the level 
of public health in the Republic of Serbia. The system is modular, it can be 
updated and, most importantly, it can be the basis for future developments in 
biometric systems. The device can be applied in a number of countries, to fight the 
organized criminals and help to prevent the theft or misplacement of newborn 
babies, especially in territories with a low IT infrastructure and technological 
development. 

Every kind of biometry is eager to minimize both FAR1 and FRR2 in order to be 
much more accurate and secure. This device has accomplished this, since it 
combines two scanned data and its accuracy grows exponentially. In the modern 
IoT (Internet of things), the majority of countries try to provide a completely new 
quality of health care service, help the staff in maternity wards, make the process 
of giving birth much easier and more relaxed, both for mothers-to-be, 
gynecologists, midwifes and nurses. 
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Abstract: The purpose of this study was to examine the cost efficiency of banking sectors 

within the European Union (EU) counties during the period 2008-2017 and to find out 

which banking sector specific variables and macroeconomic variables influenced cost 

efficiency. We compared cost efficiency estimated by the traditional model of Data 

Envelopment Analysis presented by [15] and new cost efficiency model under different unit 

prices presented by [37] which aimed to make the reader aware of the pros and cons of 

both methods. Our second stage of analysis included estimation of the regression model in 

order to find out the determinants of banking sectors´ cost efficiency. Panel data multiple 

regression was applied to find out the relationship between the depended variable (cost 

efficiency) and independent variables (banking sector specific variables and 

macroeconomic variables). Our results showed that cost efficiency was mainly explained 

by the capitalisation, profitability, loan risk, market structure, conditions of the economy 

and development of inflation. 

Keywords: Data Envelopment Analysis; Cost efficiency; Banking sector; European Union 

countries 

1 Introduction 

Research problem. Under the condition of the European Union (EU) countries 
commercial banks as principal financial intermediaries play an important role in 
capital allocation. The role is to provide financial intermediation and economic 
acceleration by converting deposits into productive investment. The role is not 
only to convert deposits mainly into the loans, but this transformation should be 
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done with minimal cost. Therefore, it is crucial to study cost efficiency by 
comparing the transformation process in different banking sectors with different 
labour costs, interest expenses and other types of costs. In the literature, there are 
three basic methods through which to measure cost efficiency: the ratio analysis, 
the parametric approach and the non-parametric approach. The parametric and 
non-parametric approaches differ primarily in the underlying assumptions applied 
in estimating cost efficient frontiers. The most commonly employed parametric 
procedure is the Stochastic Frontier Approach (SFA) as it allows for the effect of 
statistical noise to be separated from the effect of inefficiency, thereby resulting in 
a stochastic frontier. However, this approach requires a specific functional form 
that presupposes the shape of the cost efficiency frontier and assumes a specific 
probability distribution for the efficiency level. Additionally, if the assumptions 
are incorrectly specified, the estimated cost efficiency will contain errors. The 
non-parametric approach, commonly referred to as Data Envelopment Analysis 
(DEA), avoids this type of specification error because it does not require a priori 
assumptions about the analytical form of the cost function or an assumed 
probability distribution for efficiency. However, it has one major drawback in that 
it does not allow for random errors (e.g. measurement errors, good or bad luck) in 
the optimisation problem and all deviations from the cost efficiency frontier are 
marked as inefficiency. As both parametric and non-parametric approaches have 
their own merits and limitations and as the correct level of cost efficiency is 
unknown, the choice of a suitable efficiency estimation procedure has been quite 
controversial [13]. However, in the banking area, some researchers prefer to use 
parametric method ([40], [17]), while some studies mainly used the non-
parametric approach ([20], [25], [19]). We can also find some studies comparing 
the results of cost efficiency estimated by both methods simultaneously ([41], 
[24]). Most of the mentioned studies apply the traditional cost frontier to measure 
efficiency. In modern literature, we can also find some studies dealing with the 
application of a new cost efficiency function [13], but only a few studies are 
dealing with the application of this method in the condition of Slovak banking 
([32], [42]). 

Aim and motivation. Technology and cost are the wheels that drive modern 
enterprises; some enterprises have an advantage regarding technology and others 
in cost. Hence, the management is eager to how and to what extent their resources 
are being effectively and efficiently utilised, compared to other similar enterprises 
in the same or similar field [10]. Regarding this subject, there are two different 
situations: one with common unit prices and costs for all Decision-Making Units 
(DMUs) and the other with different prices and costs from Decision-Making Unit 
to Decision-Making Unit. Cost efficiency evaluates the ability to produce current 
outputs at minimal cost. The concept of cost efficiency was first introduced by 
[15] and then developed by [16] by using linear programming technologies. In this 
model, it was assumed that input prices are the same across all Decision-Making 
Units. However, the prevailing price and cost assumption is not always valid in 
actual business, and it is demonstrated that efficiency measures based on this 



Acta Polytechnica Hungarica Vol. 16, No. 5, 2019 

 – 103 – 

assumption can be misleading. So we decided to present a new cost efficiency 
related model introduced by [37] and compare results obtained by traditional and 
new cost model. Therefore, in the first stage of the analysis, we applied the DEA 
model under the condition of variable return to scale to compare traditional and 
new cost model and then used the more appropriate model to examine cost 
efficiency within the European Union countries during the period 2008-2017. In 
the second stage, we aim to examine the determinants of cost efficiency and to 
find out the relationship between efficiency and banking sectors specific variables 
and macroeconomic variables. The analysis is realised in a sample of 28 banking 
sectors based on the data available at the web page of the European Central Bank 
and Eurostat. The structure of the paper is the following. Section 2 presents a 
review of the literature on bank efficiency; Section 3 explains the methodology 
and data used in this paper; while Section 4 presents the results of the analysis. 
The last section concludes the paper with a summary of key findings. 

2 Literature Review 

The analysis of determinants of pricing policy at the bank level in the Czech 
Republic was examined in the study of [22]. One of the main aims of the study 
was to evaluate cost efficiency. The authors used DEA and SFA. They pointed to 
the fact, that cost efficiency is one of the most critical factors of bank pricing 
policy. The study identified the crisis impact on the behaviour of the banking 
sector and consequently, on a higher tendency to avoid risk, while the level of 
flexible response to any changes in interest rate decreased. 

During the period 2005-2011 the differences in cost efficiency in six countries of 
Central and Eastern Europe was examined by [30]. The research was based on the 
fact that the cost efficiency of banks is inevitable for their stability. The results 
showed that the macroeconomic stability of a country significantly supported 
efficiency. The bank with a higher risk profile was considered as more inefficient. 
Similarly, the bank with lower liquidity, lower level of solvency and higher credit 
risk were considered more inefficient than a bank that was more conscious in 
taking risks. Until 2008, the potential for efficiency increase was evident in the 
banks of all analysed banking systems. The efficiency decrease was registered in 
Poland, Romania, Russia and Hungary since 2009. However, the banks in 
Bulgaria and the Czech Republic noted efficiency stagnation. During the period 
2002-2010 cost efficiency of Indonesian banks was researched by [3]. The 
tendency was decreasing during the examined period. The following factors 
influenced the cost efficiency of Indonesian banks: bank size, profitability and 
capital. The positive trend of efficiency is related to the lessons to be learnt by 
Indonesian banks from the previous crisis during 1997-1998. An adequate 
environment for management created by the Government of Indonesia resulted in 
positive performance and cost efficiency measured during the realisation of this 
study. Also, the authors positively assessed implementation of various programs 
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that focus on the capital increase in the banks, improvement of competition and 
efficiency that resulted in a higher bank’s stability to the financial crisis’s impacts 
during 2007-2008. The most significant determinants of the cost efficiency were 
the following: inflation rates, the growth rate of the GDP, as well as the 
unemployment rate. The study provided recommendations for the management of 
banks in order to more effectively manage banks themselves, increase banks’ sizes 
regarding assets and capital, manage liquidity and risk, and also provide credits 
for small business to maintain its credit portfolio. The cost efficiency in the 
Western European countries was examined by [28]. Authors emphasised 
numerous changes in the regulatory and competitive environment of banks, 
including elimination or total removal of trade and entry barriers in these 
European markets. Also, the authors focused on the need to use the best 
technologies to create new financial products. The cost efficiency of the European 
banks was considered crucial. The lack of management skills was regarded as the 
primary source of inefficiency. Similarly, the technology gap ratio (TGR) that 
may be interconnected with environmental variables typical of a particular country 
was a subject of the study. TGR and metafrontier cost efficiency showed a gradual 
upward trend during 1996-2000. However, the downward trend followed after this 
period, especially after the subprime mortgage crisis in 2007-2010. The results 
showed that the competitive banking market influenced higher cost efficiency and 
reduction of the technology gap in the member states of the EU during 1996-2000. 
However, international economic integration was accompanied by an influence of 
higher risks. The global recession and also the financial crisis affected the 
evolution of cost efficiency. 

The influence of the financial crisis on the banking efficiency in the Euro Area 
countries was explained by [4]. The result indicated a gradual process of 
efficiency convergence among the banks of core and peripheral countries until 
2008. The financial crisis had an influence on the structure of banking 
performance during the period 2009-2012. In many cases, the efficiency improved 
after the crisis that is also related to actual processes of risk management in the 
banks, processes of lowering costs, and a wide range of monitoring and regulatory 
processes that had been set in the post-crisis period. The authors highlighted the 
fact that positive evaluations may be influenced by the misleading interpretation 
of analytical results about efficiency and may appeal to a necessity of multi-
dimensional assessment of efficiency aspects. The impact of financial partnership 
on efficiency was analysed by [31]. The research focused on Malaysia’s and 
Islamic banks, their efficiency during 1996-2012, as well as determinants that 
influenced it. The authors applied SFA. The banks with allocated financial 
partnership reached higher efficiency than other banks. Similarly, banks with 
lower capital risk and a higher rate of financial partnership tended to be more 
efficient. It is necessary to cautiously interpret these results, especially during the 
period of financial crisis. Governmental authorities agreed that the financial 
partnership of the banks might represent an efficient strategy in increasing their 
efficiencies. It is important to evaluate the capital risk of the banks and the rate of 
their financial partnerships in research and selection of suitable banks for these 
types of partnerships. The study supported an idea that partnership may be used as 
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a strategy for improving efficiency, especially due to low capital risk. The 
competent authorities need to examine the level of partnership as well as capital 
risk in monitoring banks that offer to finance by a partnership [34]. The DEA 
method to research banking sector efficiency was preferred by [5]. The main aim 
was to analyse the efficiency in Turkey and subsequent comparison of 
participation and conventional banks’ efficiencies. The result indicated that the 
efficiency of a participation bank was higher than the efficiency of a conventional 
bank. Both groups of Turkish banks had higher technical efficiency than allocative 
efficiency. The technical efficiency had a higher impact on cost efficiency. In 
conclusion, higher allocative efficiency and effective use of resources may 
increase the cost efficiency in the Turkish banking system. Efficiency and loans 
represented a positive relationship in forming efficiency determinants. On the 
other hand, efficiency and expenses, capital, deposit, non-performing loans, bank 
size, GDP growth and inflation represent a negative relationship especially in the 
case of conventional banks. Both participation and conventional banks and their 
efficiency may be influenced by the same determinants differently. The 
determinants of banking performance about banking indicators, such as ROA, 
ROE and cost efficiency was examined by [11]. In 2005-2009, 12 banks 
participated in this research. The result indicated an increase of ROE by 0.06% 
and improvement of efficiency by 0.09% by increasing an income diversity of 5%. 
The authors deduced that those variables which are connected to government 
intervention had a negative impact on banks’ performance in conventional 
banking model. The market share, indicators of population solvency and net credit 
and total net assets had the most significant influence on ROE. Variables in the 
DEA model were examined by [36] in order to improve the methodology of 
efficiency measurement. The idea emerged from methodological procedures’ 
diversity in measuring banking sector performance. The authors suggested that the 
banks’ loans and deposits should be used as key variables in the DEA model in 
order to measure the efficiency of the Lithuanian banks. The authors used the 
input-oriented DEA model and under the assumption of variable returns to scale. 
They concluded that the securities should not be used as a DEA model’s outcome 
because this variable was not evident as statistically significant in a sample of the 
Latvian banks. The following inputs were used: deposits from customers, total 
administrative expense, balances due to credit institutions, equity, interest 
expense, fees and commission expense, staff expense. The outputs were as 
follows: loans, securities, net interest margin, operating profit, interest income, 
fees and commission income. However, the authors did not take into consideration 
the fact that some variables may be both input and output. In conclusion, the 
authors stated that it is essential to use such variables that reflect business 
specificities of all financial market participants in terms of variables’ selection. 
The determinants of bank efficiency by DEA models during 2006-2011 was 
examined by [1]. The conclusion was that cost efficiency was positively affected 
by market concentration and demand density, while inversely related to branching. 
Also, these results were robust to any sample restriction anchored to the 
distribution of efficiency. Sensitivity analysis highlighted a significant source of 
cost inefficiency that was related to the risk in local markets. The comparative 
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analysis, where the meta-regression analysis was used to compare the results from 
120 papers published during 2000-2014 was prepared by [2]. The conclusions 
were following: banking efficiency is lower when parametric methods were used; 
value-added approach with intermediation method increased banking efficiency, 
while hybrid approach lowered it; quality of studies, number of observations and 
variables determined the level of efficiency; sign and magnitude were different 
between parametric and non-parametric studies. The Nerlovian Revenue 
Inefficiency model was applied in the study of [18]. This model enabled to 
differentiate between technical and allocative inefficiency. As a consequence of 
this fact, the authors also examined if the inefficiency of banks was caused by 
technical or allocative inefficiency. The authors suggested researching the 
influence of the banks’ geographical locations on their total efficiency. The 
efficiency of the European banks before the crisis, during the crisis and also in the 
post-crisis period from a technical and allocative efficiency point of view was 
examined by [39]. The gradual improvement of technical and allocative efficiency 
was evident, while in a majority of countries in the post-crisis period, the trend of 
efficiency decrease was notified. The authors used Bayesian dynamic modelling 
and panel data to analyse the commercial banks that operate in the ‘old’ member 
states of the EU (15) during 2005-2012. In 2008-2012, there was a decrease in 
efficiency in the group of large banks. Also, an influence of the lack of banking 
capital as a consequence of the financial crisis that caused the stagnation of 
banking credit activities was presented. The authors recommend research of 
differences between short-term and long-term banking efficiency within the use of 
dynamic models. The results of [23] are linked to the study mentioned above. 
They examined 74 Chinese commercial banks during 2006-2013. The findings 
showed that banks allocate roughly 59% and 61% of labour and capital, 
respectively, to collect deposits in the first stage and that the average technical 
efficiency scores in both production stages were respectively 68% and 84%. The 
results also support findings that joint-stock banks were the most technically 
efficient, while larger commercial banks, including the big four state-owned 
banks, were the least technically efficient. Similar research ambitions were 
obvious by [13] who examined the consistency of efficiency evaluation results 
that were obtained by using SFA and DEA methods. Authors used panel data of 
the Chinese banks during 1994-2007. The results moderated consistency between 
parametric and non-parametric methods in efficiency rankings, identification of 
best and worst practice banks, the stability of efficiency over time, and the 
correlation between frontier efficiency and accounting-based performance 
measures. The only limitation would be a fact that the Chinese banking sector may 
be subject to important technological and regulatory processes from a long-term 
point of view that was not a part of this analysis. Authors appeal to an inevitability 
of multiple methods’ use at the same time in order to evaluate banking efficiency, 
and a combination of these methods enable cross-check of the results. Thus, it is 
possible to reach a more plausible evaluation of the banking sector efficiency. 

The primary role of commercial banks is to realise the financial intermediation, 
i.e. channell of resources from lenders to borrowers with the view to putting the 
existing assets to best economic use. In European Union countries, a universal 
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banking model is prevalent. A well-developed financial infrastructure helps 
citizens save for the future, helps companies borrow to invest and expand, and 
facilitates the trade of goods and services. The scale of bank´s operations in 
European Union countries in 2008 was striking: banks managed an equivalent of 
144% of EU-27 GDP as loans extended to households and enterprises and held an 
equivalent of 135% GDP in deposits. During the next year, we can see an increase 
in deposits and a decrease in loans. In 2017 the total deposit in the EU countries 
rose to 24.7 trillion EUR, which represents an increase of 6.52% compared to 
2008 (Figure 1). This growth was driven by an increase in deposits from 
households and non-financial corporations. The share of deposit over total assets 
increased in 2017 to 53.4% from 51.3% in 2016, in line with the rising trend since 
2007 when the share of deposit over total assets was 47.3%. That reveals a shift 
towards greater deposit dependency as a source of funding. The total value of 
loans outstanding from the EU decreased by 8.67% in 2017 compared to 2008. It 
was influenced by development between 2008 and 2010 when the total loans 
decreased by 9.77% due to restriction in loan policy as a consequence of the 
global financial crisis. After this year the loans started to increase, and the peak 
was reached in 2015 when the value of total loans in the EU countries was 25.3 
trillion EUR (Figure 1). 

Figure 1 

Development of EU banking 

  
Source: Prepared by the authors 

The downward trend in the number of EU credit institutions, which started in 
2008, continued in all years untill 2017. While in 2008 the number of credit 
institutions was 8525, in 2017 the number of credit institutions drops to 6250. This 
trend includes factors such as mergers in the banking sector to enhance 
profitability. The downward trend can also be seen in case of a number of 
employees in credit institutions. By end-2017 banks in EU countries employed 
about 2.71 million people, compared to 3.28 million people in end-2008. The 
global financial crisis has led to a substantial increase in non-performing loans 
(NPLs) in banks’ balance sheets. This trend has been increasing since 2008 
leading to a maximum NPL ratio of 7.5% in EU countries in 2012 (Figure 1). 
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However, the NPL ratio trajectories show a significant decline across the EU 
countries, which can be attributed to increased bank lending activities in recent 
years. From 2017, the NPL ratio for the EU was only 3.7% suggesting that NPLs 
are no longer a specific problem of European banks. European banks have 
continued to build a strong capital position and strengthen their balance sheets. 
Capital continued to growth, with Tier 1 ratio in EU banks was 13.8% in 2017. All 
banks have met the liquidity coverage ratio above the minimum. Also, the 
leverage and Net stable funding ratio shortfalls continued to decrease. Given that 
the ECB maintains its ultra-low interest rates, profitability remains a key 
challenge facing EU banks. The return on equity (ROE), a key indicator for 
assessing the attractiveness of banking sector for investors is slowly recovering. 
The ROE of EU banks was 5.6% in 2017, which represents only half of the values 
before the outbreak of the financial crisis, but is the highest since 2007 (Figure 1). 
The same tendencies can also be seen in the case of ROA [14]. 

3 Methodology and Data 

Data Envelopment Analysis (DEA) was first developed by [8] under the constant 
return to scale assumption and provides a measure of technical efficiency. 
Following [15] and [16], a sequence of linear programmes was applied to 
construct cost efficiency frontiers, and from these, measures of traditional cost 
efficiency were calculated. The traditional cost efficiency model assumes that the 
unit cost of inputs is identical among Decision-Making Units. According to the 
[32], to be cost-efficient, the Decision-Making Unit must be both technically 
efficient (adopting the best practice technology) and allocative efficient (selecting 
the optimal mix of inputs to minimise the costs for a given output). 

We define 
oy  as the 1s  vector of the o-th production unit´s s outputs 

),...,1( sr  , 
ox  is the 1m  vector of its m inputs ),...,1( mi  , Y is the ns  

matrix of outputs (n denotes the number of DMUs, ),...,1( nj  ), and X is the 

nm  matrix of inputs. Let us consider we have prices associated with inputs. 
Let c =  mcc ,...,1  be the standard unit input-price or unit-cost vector. Then the 

cost efficiency *  of 
oDMU  is defined as the ratio between minimal the cost and 

the actual cost: 

ocx

cx
*

*   
(1) 

Where *
ox  is an optimal solution of the constant return to scale cost minimisation 

DEA model defined in the following terms: 
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Cost  cxcx
x ,

* min  (2) 

Subject to Xx   (3) 

 Yyo  (4) 

 0  (5) 

The solution to this optimisation problem is known to be the point *
x  where the 

isocost line is tangent to the isoquant. This point represents the cost minimising 
vector of input quantities for the evaluated production unit, given the vector of 

input prices 
oc  and output levels 

oy . The isoquant represents all possible 

combinations of inputs amount  21, xx  that are needed to produce the same 

amount of a single output. The point x is a point in the interior of the production 
possibility set representing the activity of a Decision-Making Unit which produces 
this same amount of output but with a more significant amount of both inputs. To 
evaluate the performance of this production unit we can use the common Farrell 
measure of radial efficiency. The result is the measurement of technical efficiency 
which can be calculated as the ratio between the distance from 0 to x~  and 
distance from 0 to x. If the information about the input prices is available, we can 
also define the isocost line whose slope is given by the ratio of input prices. 
Isocost line shows all combinations of inputs which cost the same total amount. 
The relative distance of x̂  and x~  refers to allocative efficiency which can bring 
minimal cost but is connected with the loss of technical efficiency [6]. 

In traditional cost efficiency DEA models, we assume that input prices are the 
same across all decision-making units. However, real markets do not necessarily 
function under perfect competition, and unit input prices might not be identical 
across all Decision-Making Units. Thus, as pointed out by [37] the traditional 
DEA cost efficiency model does not take account of the fact that costs can be 
reduced by reducing the input factor prices. For example, if two production units 
have the same inputs and outputs while the unit input prices for one DMU are 
twice those of the other DMU, then the total costs of the DMU with the higher 
unit input prices will be higher than those of the DMU with the lower unit input 
prices. However, under the traditional DEA model, the cost function is 
homogeneous of degree one in input prices, and the scaling factor cancels out in 
the cost efficiency ratio, and thus, the two DMU will be assigned the same 
measure of cost efficiency irrespective of the fact that they have significantly 
different input prices. It represents a severe drawback for assessing relative 
efficiency levels under the traditional DEA model and is caused by the peculiar 
structure of the DEA model which exclusively focuses on the technical efficiency 
of two DMU and cannot take account of variations in unit input prices between 
the DMUs. Therefore, in order to avoid this shortcoming, [37] proposed a new 
scheme for evaluating cost efficiency under which the production technology is 
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homogeneous of degree one in the total costs as distinct from being homogeneous 
of degree one in the input prices under the traditional DEA model. It means that 
under the new DEA model DMUs with different input prices will return different 
measures of cost efficiency [13]. 

The new cost efficiency model is based on the definition of another cost-based 

production possibility set 
cP  as [10]: 

  0,,,   YyXxyxPc
 (6) 

Where  nxxX ,...,1  with  T
mjmjjjj xcxcx ,...,11  where ),...,1( nj  . Here we 

assume that the matrices X and C are non-negative, and elements of 
    jixcx ijijij , , where ),...,1( mi   and ),...,1( nj  , are denominated in 

similar units in monetary terms (e.g. euro). The new cost efficiency *  is defined 

as [10]: 

o

o

xe

xe
*

*   
(7) 

Where m
Re  is a row vector with elements being equal to 1, and *

ox  is the 

optimal solution of the linear programmes given below: 

New Cost  xexe
x

o ,

* min  (8) 

Subject to Xx   (9) 

 Yyo  
(10) 

 
0  

(11) 

In the new cost efficiency model, the optimal input mix *
ox  that produces the 

output 
oy  can be found independently of the DMU´s current unit price 

oc , 

whereas in the traditional cost efficiency model is keeping the unit cost of DMU j 

fixed at 
oc  we search for optimal input mix *

x  for producing output 
oy . These 

are fundamental differences between the two models. Using traditional cost 
efficiency model we can fail to recognise the existence of other cheaper input 
mixes. In our research, we focused on the evaluation of the cost efficiency of EU 
banking sectors. Banking institutions within the banking sector usually operate 
under the condition of imperfect competition, financial constraints, regulatory 
requirements and other factors that do not allow them to operate at their optimal 
size. For this reason, we used DEA models under the conditions of variable return 
to scale which minimises the impact of mentioned restrictions. We evaluated the 
relative efficiency of 28 banking systems during 2008-2017 based on the data 
available at the website of the European Central Bank (ECB). The term “relative” 
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efficiency refers to the achieved efficiency of the evaluated banking system within 
the group of evaluated banking systems and of the criteria used (input and output 
variables according to the applied approach). We used the intermediation 
approach to evaluate the cost efficiency of the banking sectors. This approach 
views the bank as an intermediary of financial services and assumes that banks 
collect funds (deposits and purchases funds) with the assistance of labour and 
capital and transform them into loans and other assets. For each banking sector in 
the sample, it was necessary to select inputs, outputs and input prices. Total 
deposits and output variables, as well as selected types of costs, are measured in 
thousands of EUR. We consider two inputs, namely, total deposits (x1), and the 
number of employees (x2). Each of these inputs generates costs, referred to total 
interest expenses, and staff costs. Therefore, we can easily calculate prices for 
each input as a ratio of the particular cost to the selected input. The price of 
deposits (c1) can be calculated as the ratio of total interest expenses to total 
deposits, and the price of labour (c2) as the ratio of staff costs to the number of 
employees. On the output side, we consider two types of outputs: total loans (y1) 
and other earning assets (y2), which refer to non-lending activities. We provide 
descriptive statistics of all input, output variables and input prices in selected years 
used to calculate efficiencies in Table 1. The calculations of cost efficiency were 
done using the R software [33]. In the process of calculation of cost efficiency all 
input, output variables, and input prices were put together in one dataset. The 
reason for putting data together is that we would like to eliminate the change of 
efficiency affected by the change due to the technological progress, which could 
lead to the shift of the efficiency frontier. Within the second stage of the analysis, 
in order to examine the internal (banking sector specific variables) and external 
(macroeconomic) factors that affect the cost efficiency of banking sectors in EU 
countries, the following model has been developed: 

it

L

l
itlYl

J

j
itjXjit

CE  






1

,
1

,
 (12) 

CEit is the cost efficiency of the banking sector i at time t, with i = 1,…,N; and t = 
1,…,T; Xj,it is the banking sector specific variables of bank i at time t, with j = 
1,…,J; and Yj,it is the macroeconomic variables with l = 1,…,L; and ɛit is the 
disturbance. To examine the determinants of cost efficiency, we selected the 
independent variables, which has been used in most studies on bank efficiency. 
We can divide the independent variables into two groups: the banking sector 
specific variables and macroeconomic variables. As a banking sector, specific 
variables were used: total equity over the total assets (capitalisation), net interest 
margin, total loans to total assets, and cost to income ratio. We used the ratio of 
total equity to total assets (ETA) to measure the capital strength of the banking 
sector. In general, we assume that a higher capital ratio indicates higher safe in the 
banking sector. To determine a relationship in case of this variable is not entirely 
clear. One point of view is that capital ratio is expected to have a positive sign 
since we assumed that banks are predicted to be rewarded with additional 
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revenues for holding the optimal amount of capital ([27], [20]). The second point 
of view says that capital ratio is expected to have a negative sign since it is 
assumed that banks which hold the higher value of capital cannot provide these 
funds in the form of loans and this way reduces the value of potential interest 
income ([38], [26]). We used the net interest margin (NIM) as the profitability 
indicator. We can expect that more cost-efficient banking sectors can earn a higher 
profit, which should lead to a positive relationship between NIM and cost 
efficiency. The existence of a positive relationship was described for example in 
the work of [32] and [3]. We used the share of total loans over the total assets 
(TLTA) as the indicator of credit risk. As the loans are the primary item on the 
bank´s balance sheet, we can expect that increasing share of loans on the total 
assets indicate a higher probability of clients´ default and this way higher risk of 
bank failure. The higher share of problematic loans can lead to additional cost, and 
therefore we can assume a negative relationship between the TLTA and cost 
efficiency. The existence of a negative relationship was described, for example, in 
the works of [21] and [35]. The cost to income ratio (CI) as the indicator of 
operating efficiency represents the share of operating costs to operating income. 
Decreasing value of this indicator suggests that banks use their resources 
rationally and effectively. Therefore, we expect a negative relationship between 
CI and cost efficiency. 

Table 1 
Descriptive statistics on variables used for efficiency measurement in selected years 

Variable   2008 2011 2014 2017 

Total deposits  
(thousands of EUR)  

Minimum 22529538 16204830 18391566 20990278 
Maximum 4825242292 4365091099 5165173780 4964894562 
Average 828314461 823053108 856281966 882280472 
St.dev. 1247055577 1254404587 1390576096 1431605287 

Number of employees 

Minimum 3872 4026 4426 4920 
Maximum 685550 663800 649900 597319 
Average 117192 110695 101976 96812 
St.dev. 170551 162459 153096 143242 

Price of deposits 

Minimum 0.0291 0.0148 0.0034 0.0026 
Maximum 0.2433 0.0808 0.0462 0.0351 
Average 0.0616 0.0331 0.0189 0.0118 
St.dev. 0.0385 0.0144 0.0088 0.0075 

Price of labour  
(thousands of EUR) 

Minimum 108.54 109.22 121.98 133.83 
Maximum 1606.20 1576.59 1697.62 1937.94 
Average 679.00 705.00 704.71 742.91 
St.dev. 433.27 466.09 487.17 496.59 

Total loans  
(thousands of EUR) 

Minimum 25494424 15165481 16146218 14612609 
Maximum 5109275497 4729262760 4687794919 4286872201 
Average 941490575 885183481 865485292 859829418 
St.dev. 1443001244 1339990410 1346364169 1333638597 

Other earnings assets  
(thousands of EUR) 

Minimum 1499987 988552 1340534 645256 
Maximum 3879104144 5874885874 5364815194 3117402948 
Average 500810288 554052432 505773886 339879781 
St.dev. 1007846235 1243601727 1133071099 705709326 

Cost to income ratio 

Minimum 0.4050 0.3124 0.3695 0.4064 
Maximum 1.8618 0.7213 0.7256 0.7402 
Average 0.6300 0.5624 0.5650 0.5665 
St.dev. 0.2673 0.0934 0.0876 0.0788 



Acta Polytechnica Hungarica Vol. 16, No. 5, 2019 

 – 113 – 

Total equity to total assets 

Minimum 0.0293 -0.0059 0.0411 0.0528 
Maximum 0.1402 0.1945 0.1511 0.1508 
Average 0.0629 0.0738 0.0855 0.0912 
St.dev. 0.0266 0.0405 0.0289 0.0276 

Net interest margin 

Minimum 0.0079 0.0058 0.0067 0.0046 
Maximum 0.0473 0.0477 0.0411 0.0337 
Average 0.0210 0.0217 0.0208 0.0190 
St.dev. 0.0107 0.0116 0.0094 0.0082 

Total loans to total assets 

Minimum 0.4720 0.3573 0.3850 0.4302 
Maximum 0.9634 0.8612 0.7663 0.7648 
Average 0.6970 0.6615 0.6441 0.6493 
St.dev. 0.1193 0.1260 0.0852 0.0794 

Herfindahl-Hirschman index 

Minimum 0.0191 0.0317 0.0300 0.0250 
Maximum 0.3490 0.3880 0.3630 0.2419 
Average 0.1136 0.1112 0.1150 0.1145 
St.dev. 0.0775 0.0758 0.0747 0.0622 

Index of a gross domestic product 

Minimum 102.40 89.40 80.80 81.40 
Maximum 126.90 132.50 141.10 165.20 
Average 111.73 109.26 112.54 124.34 
St.dev. 6.72 8.86 13.19 19.56 

The harmonised index of 
consumer prices 

Minimum 78.33 92.43 98.84 99.45 
Maximum 99.50 102.36 101.57 104.48 
Average 89.75 95.72 100.09 101.90 
St.dev. 3.95 2.20 0.62 1.35 

Source: Prepared by the authors 

In addition to the banking sector, specific variables the analysis included a set of 
macroeconomic variables like an indicator of market structure, real gross domestic 
product, and inflation. The market structure in the banking industry is usually 
measured by the Herfindahl-Hirschman index (HHI). The increasing value of HHI 
indicates that the level of competition in the banking sector decreases and the 
market power is concentrated in the hand of the biggest banks on the market. In 
our study, we expect a positive relationship between the bank concentration ratio 
and cost efficiency, which is in line with the traditional structure-conduct-
performance paradigm. In a highly concentrated market, enterprises have higher 
market power which allows them to set prices above marginal costs and achieve 
higher efficiency. Higher concentration reduces competition by fostering collusive 
behaviour among firms, whether more concentrated market improves market 
performance as a whole. Index of gross domestic product (GDP) reflects the 
conditions of the economy. We assume that the growing economy will provide a 
growing demand for banking services and lower risk; therefore, we expect a 
positive relation with cost efficiency. According to [12] the effect of inflation on 
efficiency depends on whether wages and other operating expenses increase faster 
than inflation. Many studies ([7], [29]) have found a positive relationship between 
inflation and cost efficiency. However, if inflation is not anticipated and banks do 
not adjust their interest rates correctly, there is the possibility that costs may 
increase faster than revenues and hence affect bank efficiency negatively. Inflation 
is measured by the Harmonised index of consumer prices (HICP). We present the 
descriptive statistics of all banking sector specific variables and macroeconomic 
variables in selected years in Table 1. In order to examine the determinants of EU 
banking sectors´ cost efficiency, we applied the regression analysis for panel data. 
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Model (1) was estimated through a pooling regression taking each banking 
sector´s cost efficiency (CE) as the dependent variable. The opportunity to use a 
panel structure of the data frame was tested with the Chow test. If the p-value of 
the Chow test is lower than 0.05 at 95% significance level, then it is suitable to 
use a panel structure of the model. A precondition for the use of a linear model is 
stationarity of time series. In the literature, there are several tests of stationarity of 
time series. To verify the stationarity in the case of our sample, we used the 
augmented Dickey-Fuller test (ADF test). If the data are stationary, it allows us to 
analyse the relationship between variables through a linear model. Primary and 
most used method for estimating the parameters of a linear model (regression 
coefficients) is the ordinary least squares method (OLS). The normality of 
residues distributions was tested by Lilliefors (Kolmogorov-Smirnov) normality 
test. The presence of the heteroscedasticity by the Goldfeld-Quandt test. To verify 
the correlation between the independent variables was used VIF test. 

4 Results and Discussion 

At first, we want to demonstrate the difference between traditional and new cost 
efficiency model with a simple example involving 28 banking sectors in 2017 

with each using two inputs  21, xx  to produce two outputs  21, yy  along with 

input costs  21,cc . The data and the resulting measurement are exhibited in 

Table 2. For the banking sector in Netherland, the traditional cost model gives the 

efficiency score 1*  . The traditional cost model assumes that the unit cost of 

inputs is identical among, so do not take into account the actual prices of 
production units. 

Table 2 

Comparison of traditional and new cost efficiency 

 1x  
2x  

1c  
2c  

1y  
2y  

1x  
2x  

1e  
2e  

Cost  Cost  
Austria 683563615 71927 0.0097 897.97 668211550 159978945 6638108 64588090 1 1 0.4475 0.4880 
Belgium 736069787 53002 0.0159 1270.92 663830236 191132030 11694628 67361120 1 1 0.5842 0.4368 
Bulgaria 43339685 30070 0.0046 133.83 31444887 7197650 199209 4024320 1 1 0.1547 0.5004 
Cyprus 60280326 10632 0.0151 528.24 43345469 4814871 913225 5616260 1 1 0.4415 0.4171 
Czech 
Republic 212269639 41566 0.0056 392.57 201357569 30748224 1183177 16317680 1 1 0.2939 0.6185 
Germany 4643112339 597319 0.0126 757.27 4151780258 1828168231 58549722 452333000 1 1 0.4763 0.4176 
Denmark 277901421 42240 0.0237 770.58 635571192 159863483 6591714 32549240 1 1 0.8472 0.8452 
Estonia 20990278 4920 0.0030 385.08 18857486 645256 63361 1894600 1 1 0.8057 0.7499 
Spain 2573541252 183016 0.0153 1591.53 2298517928 684184706 39425041 291274830 1 1 0.6363 0.3578 
Finland 288022396 20999 0.0085 819.08 273029377 47404295 2441404 17199900 1 1 0.6636 0.7381 
France 4013514129 398516 0.0209 1431.96 4218882008 1594188332 84004911 570659000 1 1 0.6994 0.3311 
United 
Kingdom 4964894562 353299 0.0104 1348.42 4286872201 3117402948 51721425 476394970 1 1 0.8287 0.5233 
Greece 212619376 41707 0.0103 550.81 177600789 30243587 2196832 22972700 1 1 0.2750 0.3816 
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Croatia 51008131 20434 0.0113 303.50 41854113 8465001 575900 6201750 1 1 0.2535 0.3906 
Hungary 100176994 38877 0.0066 307.08 71914285 34218858 656250 11938500 1 1 0.1681 0.3325 
Ireland 275382985 26891 0.0106 1131.33 262388042 95891662 2913747 30422600 1 1 0.5166 0.4185 
Italy 1853534489 281928 0.0103 943.47 1893333371 547181303 19089514 265989930 1 1 0.3420 0.3422 
Lithuania 24320392 8922 0.0030 187.73 19175587 1510252 73834 1674930 1 1 0.4655 0.8490 
Luxembourg 622719094 26149 0.0113 1451.17 477274000 137463504 7062961 37946750 1 1 0.7943 0.5547 
Latvia 24126954 8492 0.0058 352.39 14612609 4996593 141073 2992480 1 1 0.4890 0.4979 
Malta 40027646 4924 0.0188 436.36 24568413 17566753 752613 2148630 1 1 0.8492 0.8245 
Netherlands 1550227495 75215 0.0351 1937.94 1825197654 325947293 54435385 145761970 1 1 1.0000 0.4699 
Poland 310320217 168800 0.0139 187.03 290719709 106852515 4300291 31570810 1 1 0.1530 0.4294 
Portugal 306306111 46238 0.0114 687.94 241657251 85870011 3488864 31809000 1 1 0.3080 0.3652 
Romania 80598771 55044 0.0059 204.32 55812592 19855043 475572 11246680 1 1 0.1091 0.2869 
Sweden 637987857 70877 0.0239 1078.36 1101745032 254319209 15258667 76430780 1 1 0.7906 0.6214 
Slovenia 35453871 9844 0.0037 434.23 26490120 9294822 131151 4274560 1 1 0.4057 0.4428 
Slovakia 61543416 18879 0.0026 280.36 59179989 11228503 159229 5292980 1 1 0.2815 0.6484 

Source: Prepared by the authors 

The new scheme devised as in [37] distinguishes banking sectors by according 
them different cost efficiency scores. This is due to the difference in their unit 

costs. We can see the drop in Netherland banking sector from one  *
Netherland  to 

0.4699  *
Netherland . Its higher cost structure explains this drop in banking sector 

performance. We can see that banking sector in Netherland uses 1550227495 
thousand of EUR of input 1 (total deposits) with a price of 0.0351 EUR per one 
unit of deposits and 75215 persons of input 2 (number of employees) with a price 
of 1937,94 thousand of EUR per one employee. When we look at the unit cost in 
different banking sectors, we can see that unit cost was the highest. Therefore the 
banking sector in the Netherlands could not be considered as cost-efficient. It 
indicates that all banking sectors that use the same amount of inputs to produce 
the same amount of outputs but take into account different unit prices then the 
total costs of the banking sectors are different. Therefore we could not consider 
them the same cost-efficient. Therefore, we decided to analyse the cost efficiency 
of the banking sectors in EU countries under the new scheme described by [37]. 
Following the described methodology we evaluate the new cost efficiency of 
banking sectors within the EU countries during 2008-2017. As it was mentioned 
above, the intermediation approach was applied. According to the intermediation 
approach the input and output variables, and their prices, for each banking sector 
were defined. Table 3 shows the development of new cost efficiency in individual 
EU banking sectors and average values for the whole EU banking sector during 
2008-2017. We observed no dramatic changes in the average new cost efficiency 
during the analysed period, but we can see notable differences among the 
observed countries. Table 3 shows the results of an average new cost efficiency 
obtained relative to the whole sample during the analysed period. The minimum 
average value was reached in 2008, the maximum average value in 2014. Results 
showed that the average new cost efficiency increased from 39.88% in 2008 to 
53.31% in 2014 and then decreased to 51% in 2017. The average new cost 
efficiency at the beginning of the analysed period was 39.88% indicating that on 
average, banking sectors could save 62.12% of their costs by using the inputs in 
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optimal combination while maintaining the given input prices. On average the 
European banking sector did not use the minimum amount of inputs for producing 
the given outputs, and the proportion of inputs did not guarantee the minimum 
possible costs. At the end of the analysed period, the average new cost efficiency 
was 51%, indicating potential cost-saving equal to 49%. The results of analysis 
per country, indicate that the new cost efficiency ranged from 14.45% (in Belgium 
in 2008) to 100%. The highest scores were recorded in countries like Germany 
(2011), Estonia (2014), the United Kingdom (2011, 2014 and 2015), Ireland 
(2011), and Malta (2014). The lowest scores were observed in countries like 
Belgium (2008, and 2009), Hungary (2012 and 2013), and Romania (2010, 2011, 
2014, 2015, 2016 and 2017). Improvement in new cost efficiency during the 
analysed period can be seen in Austria, Belgium, Bulgaria, Cyprus, Czech 
Republic, Denmark, Estonia, Finland, Greece, Hungary, Italy, Lithuania, 
Luxembourg, Latvia, Malta, Netherlands, Poland, Portugal, Romania, Sweden, 
Slovenia and Slovakia. The decline in new cost efficiency can be seen in 
Germany, Spain, France, the United Kingdom, and Ireland. The most significant 
decrease between the years 2008 and 2017 occurred in Germany, where the new 
cost efficiency decreased from 86.30% to 41.769%. On the other hand, the highest 
increase was recorded in Belgium, where the new cost efficiency increased from 
14.45% to 43.68%. The result of the analysis can suggest different banking 
behaviour for specific countries. Therefore, in the second stage, the regression 
analysis with a set of banking sector specific variables and macroeconomic 
variables will be done. 

Table 3 

New cost efficiency of the EU banking sectors, 2008-2017 

  2008 2009 2010 2011 2012 2013 2014 2015 2016 2017 
Austria 0.3624 0.4146 0.4360 0.4340 0.4296 0.4330 0.4680 0.4680 0.4493 0.4880 
Belgium 0.1445 0.1788 0.3036 0.2871 0.3133 0.3670 0.3768 0.3978 0.4228 0.4368 
Bulgaria 0.4176 0.4226 0.4342 0.4341 0.4290 0.4468 0.4576 0.4410 0.4772 0.5004 
Cyprus 0.3998 0.4001 0.3923 0.3593 0.3634 0.3570 0.4564 0.4809 0.3911 0.4171 
Czech Republic 0.3361 0.3488 0.3595 0.3553 0.3538 0.3955 0.4198 0.4329 0.4819 0.6185 
Germany 0.8630 0.6763 0.6613 1 0.7642 0.6596 0.7016 0.6902 0.4991 0.4176 
Denmark 0.4133 0.4331 0.5171 0.4861 0.5055 0.5264 0.6358 0.6497 0.6701 0.8452 
Estonia 0.4887 0.5882 0.6435 0.5847 0.7591 0.7721 1 0.9566 0.9491 0.7499 
Spain 0.3693 0.4059 0.4178 0.3837 0.3732 0.3478 0.3530 0.3770 0.3680 0.3578 
Finland 0.4790 0.4776 0.6615 0.8440 0.7171 0.6642 0.8445 0.7129 0.7446 0.7381 
France 0.3693 0.2985 0.2989 0.3066 0.3028 0.3075 0.3194 0.3171 0.3337 0.3311 
United Kingdom 0.6292 0.6972 0.7791 1 0.8332 0.6594 1 1 0.6028 0.5233 
Greece 0.2820 0.3071 0.3192 0.2856 0.2916 0.2797 0.3232 0.3428 0.3731 0.3816 
Croatia 0.3916 0.3882 0.3848 0.3814 0.3779 0.4061 0.3943 0.3876 0.3885 0.3906 
Hungary 0.2357 0.2298 0.2280 0.2387 0.1954 0.1964 0.3324 0.3242 0.2869 0.3325 
Ireland 0.6124 0.7004 0.8124 1 0.8322 0.9568 0.4928 0.4838 0.4133 0.4185 
Italy 0.2657 0.2892 0.2995 0.2915 0.2956 0.2952 0.3020 0.3137 0.3035 0.3422 
Lithuania 0.5208 0.5671 0.6109 0.6751 0.7215 0.7318 0.7103 0.7625 0.8115 0.8490 
Luxembourg 0.3489 0.5304 0.7173 0.6210 0.6716 0.7326 0.6848 0.6383 0.6215 0.5547 
Latvia 0.4448 0.5049 0.5637 0.5976 0.6172 0.6130 0.6121 0.6143 0.5063 0.4979 
Malta 0.6044 0.7792 0.8806 0.8626 0.9112 0.9978 1 0.8362 0.8377 0.8245 
Netherlands 0.2990 0.3529 0.3793 0.3732 0.3922 0.4141 0.4133 0.4454 0.4569 0.4699 
Poland 0.2311 0.2374 0.2475 0.2711 0.2584 0.2801 0.4060 0.4089 0.4592 0.4294 
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Portugal 0.3054 0.3561 0.3655 0.3408 0.3496 0.3463 0.3646 0.3365 0.3829 0.3652 
Romania 0.1918 0.1896 0.2136 0.2171 0.2152 0.2248 0.2394 0.2512 0.2743 0.2869 
Sweden 0.3390 0.4356 0.4493 0.4705 0.5226 0.5908 0.6501 0.6681 0.6406 0.6214 
Slovenia 0.3788 0.4224 0.4310 0.4060 0.3980 0.3751 0.5181 0.5231 0.4455 0.4428 
Slovakia 0.4439 0.4270 0.4495 0.4279 0.4281 0.4467 0.4509 0.4735 0.6048 0.6484 
Minimum 0.1445 0.1788 0.2136 0.2171 0.1954 0.1964 0.2394 0.2512 0.2743 0.2869 
Maximum 0.8630 0.7792 0.8806 1.0000 0.9112 0.9978 1.0000 1.0000 0.9491 0.8490 
Average 0.3988 0.4307 0.4735 0.4977 0.4865 0.4937 0.5331 0.5262 0.5070 0.5100 
St.dev. 0.1511 0.1564 0.1837 0.2410 0.2094 0.2124 0.2200 0.1980 0.1736 0.1658 

Source: Prepared by the authors 

To explain the variability in new cost efficiencies, we regressed the new cost 
efficiencies (CE) on the set of relevant banking sector specific variables and 
macroeconomic variables. The testing of the model was implemented in program 
R. The opportunity to use a panel structure of the data frame was tested with the 
Chow test. The proposed model (12) was tested for statistical significance of the 
model (F-statistics). The normality of residues distributions was tested by 
Lilliefors (Kolmogorov-Smirnov) normality test. The presence of the 
heteroscedasticity by the Goldfeld-Quandt test, and the multicollinearity by the 
VIF test. 

Table 4 

Determinants of new cost efficiency 

 Coefficient t-statistics p-value 

Cost to income ratio (CI) -0.02061 -0.5284 0.5976703 
Total equity to total assets (ETA) 1.596 4.3704 0.000018 *** 
Net interest margin (NIM) -10.197 -9.1985 < 2.2e-16 *** 
Total loans to total assets (TLTA) -0.30635 -3.4010 0.000772 *** 
HHI index (HHI) 0.66848 4.9918 0.000001 *** 
GDP index (GDP) 0.0024755 3.3602 0.00089 *** 
Inflation (HICP) 0.0044088 4.2337 0.000031*** 
Sample size Balanced Panel: n=28, T=10, N=280 
R2 (Adjusted R2) 0.37556 (0.36184) 
F-statistics  F-statistics: 23.4277 on 7 and 273 DF, p-value: < 2.22e-16 
Chow Test  F = 5.6295, df1 = 637, df2 = 1700, p-value < 2.2e-16 
ADF test stationary 
Lilliefors normality test  D = 0.05637, p-value = 0.03161 
Goldfeld-Quandt test GQ = 0.69277, df1 = 133, df2 = 133, p-value = 0.9824 
VIF test 
 

CI (1.1009); ETA (1.8609); NIM (1.9271); TLTA (1.3187); 
HHI (1.1386); GDP (1.2903); HICP (1.1234) 

‘***’ 0.01 ‘**’ 0.05 ‘*’ 0.1 

Source: Prepared by the authors 

Table 4 reports the regression results for our models. As can be seen, there was no 
problem with heteroscedasticity, and multicollinearity and the residues were 
normally distributed. Six variables were identified as the statistically significant: 
capitalisation, profitability, loan risk, market structure, conditions of the economy 
and inflation. The capitalisation measured as the ratio of total equity and total 
assets had positive and significant, similar to the findings of [20],  [27], [32], or 
[31], and [3], who assumed that banks are predicted to be rewarded with 
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additional incomes to maintaining the optimal amount of capital. It signalises that 
better-capitalised banking sectors were safer compared to those with lower 
capitalisation and therefore better-capitalised banking sectors might face lower 
costs of funding due to lower prospective bankruptcy costs. In concrete terms, an 
increase of the capitalisation by one percentage point led to an average increase of 
the new cost efficiency of 1.596 percentage point. This significant positive 
development could also be affected by the implementation of additional capital 
buffers in line with Basel III in the post-crisis period, wherein the period of new 
cost efficiency increase also increase the level of capitalisation [9]. The indicator 
of profitability, net interest margin, was negative and significant. The results in 
not in line with findings of [32] and [3] who expected that more efficient banking 
sectors could earn a higher profit, and therefore they expected a positive 
relationship between NIM and new cost efficiency. In our study, the relationship 
was marked as negative. It should be influenced by the policy of low interest rates 
of the European Central Bank (ECB). This low-interest rates of ECB passed 
through to the interest rates of commercial banks for loan and deposit product. 
The commercial banks, as well as whole banking sectors, must face this situation 
which eliminates the level of net interest margin. The commercial banks tried to 
replace the shortage of interest income by non-interest income, which is evident 
by the increase of non-interest incomes on gross incomes in the post-crisis period. 
Therefore, the commercial banks were able to increase their cost efficiency also in 
the time when the net interest margin decreased. The regression coefficient can be 
interpreted as follows, a decrease of net interest margin by one percentage point 
led to an average increase of the new cost efficiency of 10.197 percentage points. 
The ratio of total loans to total assets, as the indicator of loan risk, was significant 
and had a negative impact on new cost efficiency, similar to findings of [21], [35], 
and [30]. According to [32], this finding might be a result of holding riskier loans 
or having poor credit management. The impact of the Herfindahl-Hirschman 
index, as an indicator of the market, was positive and significant. It is in line with 
our assumption and also with the structure-conduct-performance paradigm. In a 
highly concentrated market, banks had higher market power which allowed them 
to set prices above marginal costs and achieve higher efficiency. Higher 
concentration reduced competition by fostering collusive behaviour among banks, 
whether more concentrated market improves cost efficiency as a whole, which is 
also in line with the finding of [1] and [2]. The condition of the economy 
described by the index of the Gross domestic product had a significant and 
positive impact on new cost efficiency. This finding is similar to findings of [32], 
[30], [5] and [3]. Also, inflation had a positive and significant impact on new cost 
efficiency as was also found out by [7] and [29]. The coefficient of operating 
efficiency, cost to income ratio, was negative but not significant. The negative 
sign of cost to income ratio confirmed our expectation. The more efficient banking 
sector (banking sectors with lower cost to income ratio) were also more cost-
efficient. This result clearly shows that efficient cost management was a 
prerequisite to improve the overall cost efficiency of the banking sectors in EU 
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countries. To check the robustness of our results, we decide to exclude not 
significant variables from the regression model and test the model again. After the 
exclusion of cost to income ratio, the results of new testing made all variables as 
significant. The impact of individual parameters has not changed, and the overall 
adjusted R square slightly increases (0.3635). Within the new model, there was no 
problem with heteroscedasticity, and multicollinearity and the residues were 
normally distributed. 

Conclusions 

The study aimed to find out which banking sector specific variables and 
macroeconomic variables influenced new cost efficiency of banking sectors in 
European Union countries during the period 2008-2017. In the first stage of our 
analysis, we compare the traditional cost model proposed by [15] and the new cost 
efficiency model under different unit prices presented by [37]. We have found out 
that in traditional cost model the banking sectors with different unit cost could be 
considered as efficient. However, under the new cost efficiency model, where 
information about unit cost is taking into account, the banking sector where the 
unit cost was higher could not be considered as cost-efficient anymore. It indicates 
that all banking sectors that use the same amount of inputs to produce the same 
amount of outputs but take into account different unit prices then the total costs of 
the banking sectors are different. Therefore, we could not consider them the same 
cost-efficient. Therefore, we decided to analyse the cost efficiency of the banking 
sectors in EU countries under the new scheme described by [37]. The results of 
our cost efficiency analysis indicated no dramatic changes in the average new cost 
efficiency during the analysed period, but we can see notable differences among 
the observed countries. Results showed that the average new cost efficiency 
increased from 39.88% in 2008 to 53.31% in 2014 and then decreased to 51% in 
2017. The results of analysis per country, indicate that the new cost efficiency 
ranged from 14.45% (in Belgium in 2008) to 100%. The highest scores were 
recorded in countries like Germany, Estonia, the United Kingdom, Ireland, and 
Malta. The lowest scores were observed in countries like Belgium, Hungary, and 
Romania. The result of the analysis can suggest different banking behaviour for 
specific countries. Therefore, in the second stage, the regression analysis with a 
set of banking sector specific variables and macroeconomic variables will be 
done. We found that the statistically significant variables were: capitalisation, 
profitability, loan risk, market structure, conditions of the economy and inflation. 
These results had some political implications, as the capitalisation, loan risk and 
marked structure can be regulated. In banking sectors where the level of new cost 
efficiency was low, one way how to improve the efficiency could be the improve 
the level of capitalisation. The regulation authority can implement strict rules for 
capital regulation, which should lead to an improvement in cost efficiency. The 
results also pointed to the fact that more risky activities decline the level of new 
cost efficiency. Therefore, the regulation authorities in countries with higher level 
of loan risk can implemented additional measure to eliminate the level of loan risk 



J. Belas et al. Determinants of Cost efficiency: Evidence from Banking Sectors in EU Countries 

 – 120 – 

(e.g. tightening credit requirements, reducing the loan to value ratio, limit on the 
indicator of the ability to repay the loan, limit on the indicator of total 
indebtedness to overall income of household), which should lead to increase in 
new cost efficiency. 
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Abstract: The rapid trends towards smart grids and implementation of distributed 

generation (DG) and renewable energy sources bring new challenges in power quality 

domain. Modern distribution grids have a higher amount of voltage disturbances due to 

DGs power converters, nonlinear loads and system faults. The on-going research on 

development of new, faster and more reliable techniques for detection and analysis of 

voltage variations in order to prevent malfunction of equipment or to support gird and 

enhanced its operation, is at present very important topic. The paper presents a 

comprehensive overview of voltage disturbances detection and analysis methods, which use 

different digital signal processing techniques for use in modern distribution grids. 

Comprehensive, critical literature review encompassed wide range of methods, from 

standard, well-known ones over digital signal processing (DSP) ones to the advanced, 

hybrid methods. Simulation and laboratory evaluation of methods applied as part of grid-

tie inverter control is presented. Advantages and disadvantages are underlined and critical 

evaluation of selected methods is presented. The main criteria for evaluation of methods 

are the speed of detection, a reliability of methods, analysis capability and computational 

complexity (i.e. cost of application). 

Keywords: Power quality disturbances; fault analysis; artificial intelligence; signal 

processing; smart grids 

1 Introduction 

Modern concept of smart grid implies multilayer structure around power system 
with wide application of digital technologies and encompasses integration of 
energy network with digital communication network, wide-area measurements, 
powerful computer data processing, management and large data bases. In energy 
layer, it enables two way energy flows due to connections of distributed 
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generation (DG), renewable energy sources (RES), electric vehicles with energy 
recovery feature, fast energy storage, high efficient and sophistically controlled 
industrial and domestic loads and other devices making distribution network 
active one. Most of them are connected to the grid with some type of power 
electronics (PE) systems. It could be grid-tied inverter (DC/AC converter), as in 
case of PV systems, or grid-tied rectifier (AC/DC converter) in cases of industrial 
or domestic loads, or their combination, AC/DC/AC (back-to-back) converter, as 
in cases of some types of wind generators or some other PE converter. 

All these PE systems are sensitive to voltage disturbance (VD) in the grid. The 
major disturbances are large power variation, either on load side or on generation 
side (in case of renewable generation) leading to voltage variation and unbalance. 
Another set of voltage disturbances result from different type of faults (short-
circuits) resulting in voltage interruptions, voltage dips (sags), voltage swells or 
other. These disturbances affect proper operation of different loads, especially 
sensitive ones, cause load tripping, overheating and might produce significant 
economic and production losses [1]. The generation units are affected, also, 
especially in cases of voltage dips. On the other hand, power electronic devices 
having non-linear characteristics induce additional distortion on voltage waveform 
(harmonics, flickers, etc.). There are also other sources of VDs, like overvoltage 
due to lightning strikes, impulses due to capacitor bank switching, etc. 

In this paper, focus will be on VD, especially on voltage dips and their interaction 
with DGs. In such cases PE devices are subject to high over current stresses, 
errors in synchronization circuits (PLL), increase of current distortion and other 
effects, which may result in their tripping. However, according to recent grid 
codes the PE based generation units need to stay connected to the grid during the 
voltage dips (for a defined period of time) and support the grid by supplying some 
amount of reactive and active power or only reactive power, depending on the 
voltage dip depth [2, 3]. 

The first step in reducing the effects of VDs, especially of voltage dips, is fast and 
reliable detection. The control system (as a part of PV system connected to the LV 
or MV grid) should switch from the normal operation mode to grid fault operation 
mode as soon as possible[4]. In that case, behaviour of the whole control system 
of the grid-tie converter or similar device may be swiftly adopted to low voltage 
ride-through (LVRT) requirements. Also, there are different applications of 
voltage dips detection and analysis (VDDaA) methods in Dynamic Voltage 
Restorers (DVRs) [1, 5-7], Series and Shunt controllers based on voltage-source 
converters, Unified Power Quality Conditioning Systems (UPQCSs) [1, 6, 8, 9], 
microprocessor relay protection [10], DGs control algorithms [3, 11-13], PQ 
monitoring algorithms [14, 15] and FACTS. For all these systems, it is desirable 
that VD is detected with the shortest delay that is achievable. 

In modern power systems a large number of voltage disturbances data, which may 
be recorded makes analysis very complex [16]. Many researchers have applied 
some type of the digital signal processing (DSP) based methods [17, 18] for 
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VDDaA. They are using a large collected scientific experience from other fields, 
like telerobotics [19], numeric estimation [20] or nanostructure analysis [21] to 
name a few. The existing paper reviews [14, 22-29] present mainly wide-range 
overview of the technical literature based on comparison of results given in these 
papers. They are obtained in different conditions and for different PE systems. 
From these references, it can be concluded that proposed algorithms for different 
voltage dips detection and analysis (VDDaA) are tested by computer simulations, 
only. Also, it can be observed that the main advantage of new methods is in their 
ability to detect and analyse multiple disturbances and to successfully classify 
them even in noisy conditions [22, 25, 30, 31]. 

In this paper focus is on application of VDDaA methods in distribution grids, with 
special emphasis on characteristics that are important for applications in such 
conditions. The paper’s aim is to present a comprehensive and critical literature 
overview for VDDaA methods. Detailed classification of these methods is given. 
Based on reviewed literature, comparison of selected VDDaA methods is 
presented. Also, for compared methods advantages and disadvantages are 
highlighted. The comparison is made according to the three main criteria: speed of 
detection, analysis capability and complexity and cost of implementation. 

The main contribution of the paper is that comparison and evaluation of VDDaA 
methods are done under the same conditions and performed by experimental 
testing in laboratory using both grid emulator generated voltage dips and voltage 
dips measured in real grid. The comparison is done in the case of application of all 
these methods for control of a grid-tied inverter using three mentioned criteria and 
by evaluating each result with specific unique grade (from 1 to 10). In this case 
the optimal method may be selected with more reliability than in previous 
reported researches. 

The practical value of this overview is that it may be a relevant source for insight 
in potential and features of a broad spectrum of VDDaA methods. Also, the best 
ones can be used as part of grid-connected converters control, in LVRT support 
algorithms, PQ monitoring devices or for other applications. By using of the 
selected optimal method significant improvement in the control algorithm of these 
PE devices is possible, i.e. control engineers will have possibility to achieve better 
performances and capabilities of the control systems. 

The paper is organized as follows. Theoretical background is given in the second 
section and contains brief description of the PQ standards and basics on voltage 
disturbance and analysis algorithms. In the third section a comprehensive critical 
overview of VDDaA methods with classification is presented. In the fourth 
section, the results of comparison of previously reported methods and the ones 
achieved by laboratory testing using real measurement data and grid emulation are 
presented and described. The conclusions, future scope, acknowledgements and 
references are given in final part of the paper. 
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2 Theoretical Background 

This section describes a theoretical background on important power quality 
standards and gives details of the VDDaA algorithm. 

2.1 Voltage Dip 

Voltage signal should be less than 90% of the RMS nominal voltage value to 
consider it a voltage dip and perform detection. The common detection method is 
the RMS. This method is standard one, and for many years it has been used in 
practice [1]. Voltage dips can be classified in different ways, for example, using 
voltage amplitude and phase angle variation, ABC classification (7 types of dips) 
[1], or using amplitude time change and measuring duration of dips. 

2.2 Power Quality Standards 

Harmonics in power systems attracted a lot of attention and large effort is made in 
order to achieve accurate estimation and reliable mitigation of them. Many 
standards, guidelines and recommendations are published, including IEEE 519-
2014, EN 50160 and several IEC 61000 standards (6100-4-30) [32]. 

Also, other VDs are addressed in several other IEEE standards. In the IEEE 1159-
2009 the classification and definition of VD are presented. According to it voltage 
dips are defined as a decrease of 0.1-0.9 p.u. in the voltage magnitude at system 
frequency with the duration of half cycle to 1 min [33]. The IEEE Std. 1564-2014 
identifies, describes and defines appropriate voltage dip indices, as well as 
characteristics of electrical power systems [34]. 

2.3 Voltage Disturbance Detection and Analysis 

Normal duration for voltage dip detection that a standard VD algorithm requires is 
1 to 2 grid cycles. Such a reaction time may not be always appropriate, as modern 
grids have new types of PE equipment and grid requirements are upgraded. 

VD analysis is a complex task which can be divided in several stages. The first 
stage of VD analysis is measurement. Depending on the application, type of 
device and equipment, measurement usually includes some sort of transformers. 
Measurement can also include sampling, analogue anti-aliasing filtering, down-
sampling, or other signal preparation steps. The next step, after measurement, is 
transforming voltage signal values from analogue to digital (A/D conversion). 
This paper assumes that A/D conversion is done without any errors and with 
sufficient sampling rate according to the Niquist-Shennons theorem [32]. A 
simplified algorithm of typical VDDaA scheme (based on algorithm described in 
[32]) is shown in Fig. 1. Digital waveform data are then pre-processed with a 
transformation or feature extraction, as the voltage waveform cannot be directly 
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used to detect VDs (and any other PQ disturbance) [32]. Also, it is not suitable for 
voltage magnitude analysis. For example, for voltage dips detection the one-cycle 
RMS voltage should be compared with a 90% value of magnitude every half 
cycle, according to IEEE 1564-2014 [34] and IEC 61000-4-30 [35]. Once the 
disturbance is detected, this information can be used in devices to aid LVRT, or in 
inverter control for choosing proper power profiles (if it is recognized as voltage 
dip) [4]. After detection, the so-called single-event indices (also known as single-
event characteristics) which typically include duration and some kinds of 
magnitude are obtained. Besides these, actual analysis differs for different types of 
events, and signal can be further analysed and other indices can be calculated and 
stored or further processed. Some of these indices are depth of a dip, phase shift, 
voltage dip energy (Evs), voltage dip severity (Se), system index (a parameter 
indicating the voltage or current quality), harmonics, type of fault, estimated 
distance of fault, harmonics, etc. These data can be used for diagnostics, for 
calculating additional fault parameters and causes of disturbance, improvement of 
control, in PQ classification algorithms, etc. 

3 Overview and Classification of Voltage 
Disturbances Detection and Analysis Methods 

A large number of papers that present new methods and algorithms for detection 
and analysis of voltage disturbances are published in the last two decades. Mostly, 
they use some type of the digital signal processing (DSP) algorithm to extract 
features and further analyse them, to obtain detection or classification of the 
disturbances, to estimate there’s a characteristic, to calculate distance of the fault, 
etc. General classification of the voltage disturbance detection and analysis 
methods is presented in Fig. 2. It can be seen that the DSP methods for VDDaA 
can be divided in the three large categories: Standard DSP methods, DSP based 
methods and DSP and AI based methods. 

Both voltage dips and voltage variations use the RMS of voltage as their basic 
measurement quantity [32, 34, 35]. Because of that, the RMS method is the most 
commonly used method for detection and segmentation. According to IEC 61000-
4-30 [35] for the detection of voltage dips, the one-cycle RMS voltage value is 
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Figure 1 
A general scheme of voltage dips detection and analysis methods 
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compared with a threshold every half cycle, also, in IEEE Std. 1564-2014 [34] for 
voltage dip characteristic voltage, depth of dip, etc. In addition, several different 
variations of the RMS method exist and they can be characterized as advanced 
RMS calculation methods. Because RMS methods are well known, they will be 
only briefly addressed. 

The second group of DSP VDDaA methods is DSP methods based on transforms 
(or just DSP based methods). Algorithms in this group use mathematical 
transforms (usually harmonic estimation) to obtain voltage disturbance indices in 
time, frequency, or other domain. Based on transformed signals, they detect and 
further analyse disturbances. This is probably the largest group, which is further 
developed in several different directions. 

The third group, most up-to-date, covers methods that utilize some form of 
artificial intelligence (AI). The AI is used in order to improve performances of 
detection and analysis. Comparing a feature of voltage, e.g. RMS with the 
threshold (0.9 p.u.) is replaced with complex pattern recognition and learning 
models. Usually, some form of neural networks (NN) or Fuzzy logic (FL) is used 
to improve detection and analysis of disturbances. For pre-processing or 
segmentation these methods use some of the DSP methods, e.g. Wavelet 
transform (WT), FFT, Hilbert-Huang transform (HHT), Short Time Fourier 
transform (STFT), S-transform (ST), etc. These methods are not the topics of this 
paper, because they are still in developing and methods are not common in 
applications that are addressed. 

3.1 Standard DSP Methods 

The voltage waveform cannot be directly used to detect or classify events. 
Because of that, simple and the most common methods are based on the direct 
extraction of the voltage magnitude RMS from the voltage waveform. Also, very 
frequent approach is to calculate fundamental-voltage magnitude sequences (the 
approximated RMS) and to detect and analyse disturbances on the basis of that. 

 
Figure 2 

Classification of voltage disturbance detection and analysis methods 
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An important parameter for the RMS is block (buffer) size of a data sequence that 
is analysed. RMS obtained from using a half-cycle window has a higher time 
resolution, but with more fluctuation compared with RMS obtained from a one-
cycle window [32]. Voltage RMS magnitude is usually obtained from discrete 
signal using (1). 𝑉𝑟𝑚𝑠 = √1 2⁄ ∗ ∑ 𝑣𝑖2𝑁𝑛=1  (1) 

where N is a number of samples (buffer size), n is the nth sample of the data and vi 
is digital voltage signal. 

In IEEE [34] and IEC [35] standards, Vrms1/2 is defined as a value of RMS voltage 
measured during one cycle and results are updated each half cycle (RMS ½ cycle). 
In [36] different ways in which RMS can be calculated are presented, using fix 
window of different durations (s-RMS), moving average technique (m-RMS) or 
infinite impulse response (recursive moving average, r-RMS). If the RMS is 
continuously calculated over a windowed signal, using past samples from an 
input, it is called a moving average finite impulse response (FIR) filtering, and it 
is abbreviated as s-RMS [36]. 

Beside delay in detection, limitation of estimation of magnitude and duration 
(especially for short duration faults), as well as inability to calculate phase-angle 
information nor the point-on-wave when fault starts are drawbacks of these 
methods [37]. 

3.2 DSP-based Methods 

DSP based methods for VDDaA include methods that use various types of 
transformations and can be further divided into three sub-categories as non-
parametric methods (NPM), parametric methods (PM) and hybrid methods (HM). 

3.2.1 Non-Parametric Methods 

The NPMs have low computational complexity. They calculate harmonics with 
algorithms that are applied directly on discretized voltage waveform [38]. Also, 
they are well-known, easy to use and implementation costs of these methods are 
low. 

In literature, two subgroups of the NPMs can be found: Frequency domain 
analysis and Time-frequency domain analysis [38]. Transformation from time 
domain to the frequency domain is usually done with FFT. The FFT is a way of 
calculation of the DFT that can be defined as in (2). 𝐻(𝑚) = ∑ 𝑥(𝑛) ∗ 𝑒−𝑗(2𝜋/𝑁)𝑘𝑛𝑁−1𝑛=0  (2) 

where H(m) is calculated harmonic, n is the nth sample of the data, m is frequency 
index and N is number of samples (buffer size). 
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However, FFT has many known problems: leakage effect, sensitivity to frequency 
deviation, etc. [32, 39]. Many researchers proposed new solutions in order to 
improve FFT and to solve these well-known problems. Newly proposed 
algorithms try to improve FFT using synchronization [40, 41], windowing [42, 
43], interpolation [44, 45] or using different sampling techniques [46], etc. 
Besides these algorithms, new NPMs emerged. Many of them are developed for 
PQ event detection and analysis and become widely used, like WT [47, 48] and 
HHT [39, 49]. Also, advanced successors of the FT and FFT, like S-transform or 
STFT, show very good results in different applications (detection of faults in 
modern grids [50] or in power quality analysis [51, 52]). 

The WT is one of the most commonly used methods for harmonic analysis in PQ 
associated applications. The WT estimates a local representation of signal in a 
time domain and in a frequency domain, and this is usually consider as time-
frequency representation. The discrete WT can be calculated as shown in (3). F(𝑖, 𝑗) = 𝐿−𝑗/2 ∗ ∑ f(n) ∗ 𝜔 ∗ (𝑛−𝑖𝐿𝑗 )𝑁𝑖=0  (3) 

where vi is digital voltage signal, Fij is matrix that consists of decomposed vi 
values, j is the level of the decomposition, i is band index, L is dilatation 
translation parameter (for Dyadric wavelets it is equal to 2), N is number of 
samples, ω is complex conjugate and n is nth sample of the data [32]. It shows 
very good results as tool for analysing fast-changing signals, like VDDaA [53]. 
Mostly, the highest frequency band is used for detection of voltage disturbances 
[32]. In [54] method for VDDaA, with WT used as a tool for detection and 
extraction of useful information from disturbance is presented. Probabilistic NN 
(PNN) is used for detection of patterns and classification. A main disadvantage of 
wavelets is that the centre frequencies of the sub band filters are difficult to be set 
in the harmonic frequencies, making them less attractive to harmonic-related 
disturbance analysis [32]. Also, detection using wavelets is prone to noise and 
signal deterioration [55-57]. 

S-transform (ST) is modified version of WT that is well-known, mainly for 
application in PQ analysis and classification algorithms [58]. In [59] comparative 
study for wavelet and ST for PQ disturbance detection, analysis and is landing 
detection is presented. It is concluded that S-transform is better than wavelet for 
detection and localization of PQ events based on simulations and experimental 
results. Mathematical model of ST (continuous integration formulation) can be 
written as in (4): S(𝜏, 𝑗) = ∫ x(t)w(t − 𝜏, 𝑗)∞−∞ 𝑑𝑡  (4) 

where w[t − 𝜏, 𝑗] is a scaled replica of the fundamental mother wavelet, as defined 
for WT, t in this case is dilation that determines the width of the wavelet and 
resolution of transformation. Further, if for multiplication is used function S: 𝑆 = 𝑒𝑖2𝜋𝑓𝑡  (5) 
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And for mother wavelet is used function w: 𝑤(𝑡, 𝑓) = 𝑓√2𝜋 𝑒−𝑡2𝑓22 𝑒−2𝜋𝑖𝑓𝑡  (6) 

The final form of ST combined (4-6) can be written as [60]: S(𝜏, 𝑓) = ∫ x(t)∞−∞ 𝑓√2𝜋 𝑒−𝑡2𝑓22 𝑒−2𝜋𝑖𝑓𝑡  𝑑𝑡 (7) 

In [61] the analysis of voltage disturbance with WT and STFT methods is 
discussed. From studies and examples presented in this paper, advantages and 
disadvantages of WT and STFT are described. Both methods are able to detect the 
transient of disturbance. STFT is better for time-frequency analysis of 
disturbances, while WT presents better results for detecting events. Both methods 
are very similar and they showed similar results. STFT, as alternative to FFT, 
differs from FFT because it uses a window function w[n-m], and this window 
translate in time by m samples. STFT can be defined as a sum, as presented in (8). Fsi,j = ∑ x[n]𝑒−2𝑗𝜋𝑘𝑛𝑁 w[n − m]𝑁𝑛=0  (8) 

where w[n-m] is window function and x[n] is nth digital sample of voltage signal. 

Research which also compares PQ analysis capabilities of WT and STFT is 
presented in [52]. Conclusion of this research is similar to the conclusion 
presented in [61], i.e. STFT is more suitable for disturbance signal analysis, while 
WT obtained better results for detection of disturbances. In [62], different PQ 
VDDaA methods are presented and compared. Between RMS, STFT and high 
pass filter, STFT showed the best results. In [37], a comparative study of RMS, 
DFT, EKF and WT for detection and analysis of voltage disturbances is presented. 
In this paper, it is concluded that STFT and RMS methods in all tested cases have 
delay in detection, EKF shows good results and WT shows the best results in the 
detection and analysis. However, WT must be used with other method in order to 
differentiate voltage disturbances from frequency disturbances. In [63] 
comparison of KF, WT and FFT for voltage dip parameters estimation is 
addressed. The methods are tested with different signals, including signal with 
noise, phase angle jump, etc. In this paper, it is concluded that WT is prone to 
noise and other disturbances with higher frequency components, and that KF and 
FFT performances are acceptable and satisfy mitigation requirements. Also, it is 
concluded that the RMS shows the worst results in comparison. In [64] two 
methods for voltage dip detection are tested as part of grid-tie inverter system. 
Reduced FFT (RFFT) method shows better results in comparison with FFT, both 
in speed of detection and in complexity. 

HHT is signal analysis method, which consists of two-part transformation, the 
empirical mode decomposition (EMD) and Hilbert transformation. The HHT of 
the signal in time domain calculates also real valued time domain signal 𝑥(𝑡)̅̅ ̅̅ ̅̅ . This 
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two values can form analytical signal: 𝑧(𝑡) = 𝑥(𝑡) + 𝑗𝑥(𝑡)̅̅ ̅̅ ̅̅ , where x(t) is original 
signal. Transformation can be written as [22]: 𝑥(𝑡)̅̅ ̅̅ ̅̅ = ∫ 𝑥(𝜏)𝜋(𝑡−𝜏)∞−∞  (9) 

The amplitude signal and instantaneous phase angle 𝜃(𝑡) and frequency 𝑓0 can be 
written as (10-12): 𝐴(𝑡) = [𝑥2(𝑡) + 𝑥2(𝑡)̅̅ ̅̅ ̅̅ ̅]1/2 (10) 𝜃(𝑡) = 1tan (𝑥(𝑡)̅̅ ̅̅ ̅̅ /𝑥(𝑡)) (11) 

𝑓0 = 12𝜋𝑡 1tan (𝑥(𝑡)̅̅ ̅̅ ̅̅ /𝑥(𝑡)) (12) 

HHT is often used as part of algorithms for PQ detection and classification. In 
[65] application of HHT in wind power systems for voltage dips detection is 
presented. It is shown that HHT can successfully detect a dip with good detection 
times, very accurately, but only voltage dips are examined, in simulations, and 
further examination of this method as stand-alone is needed. In [66] method based 
on HHT and Symbolic Aggregate appro Ximation (SAX) is proposed for analysis 
and identification of sudden changes in waveform. The method is tested for 
general sudden changes and non-stationary signals, to identify frequency 
amplitude and phase angle. Tests for any type of real PQ disturbance for detection, 
identification or analysis are not performed in the paper. In [67] HHT method is 
used for detection, analysis and classification, only with addition of fuzzy rules in 
classification part of method. Both detection and analysis of single and multiple 
disturbances are tested. It is stated that HHT can extract from disturbance signal 
instantaneous amplitude, frequency and phase. Also, many features of 
disturbances can be calculated from this data set. 

From presented literature review, it can be concluded that results of specific 
methods depend on their application. However, some methods present better 
results in most of the applications, while others always underperform. Methods 
based on WT, FFT, HHT and ST in most cases show at least good results, while 
RMS usually shows the worst results. HHT and ST are mainly used as part of PQ 
classification algorithms. 

3.2.2 Parametric Methods 

PMs are the second most important group of DSP based methods. This class of 
methods use model of signal to perform analysis. Appropriate model is chosen 
based on knowledge about signals properties. If the model has good matching with 
the signal, this type of method can achieve high accuracy [32]. Otherwise, if 
signal is not properly modelled, PM methods can induce significant error. 
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In [68] AutoRegressive model (AR) is applied for VDDaA. In this paper, it is 
shown that AR models can be used for detection transitions and potential for 
tracking time behaviour of dominant frequency, and that this method can be used 
for event analysing, but that further studies are needed. In [69] detection of 
voltage disturbances in noisy signals is addressed using AR model in combination 
with sequential generalized local likelihood ratio detector. In presented 
simulations, superior performance of proposed method is observed. 

In [70] performances of Adaptive Linear Neurone (ADALINE) based method is 
compared with RMS, WT and HPF for detection of voltage dips. ADALINE is an 
adaptive filter that is usually used for extraction of waveform features from 
signals and for reducing noise. In this paper, it is concluded that problem of 
ADALINE method, as well as AR and ARMA methods, is classification of 
disturbances. Also, problem for these methods is determination of threshold value 
that is used for detection. For WT, it is concluded that WT is suitable for the 
detection of PQ disturbances, but analysis of disturbance is sensitive to noise. 

Kalman filter is a method that shows good results in voltage disturbance detection 
and analysis. This method has good accuracy in amplitude estimation, phase and 
frequency estimation for application in analysis of disturbance [71]. Method that 
uses three KF for detection of voltage events and to estimate single-event 
characteristics is presented in [72]. Results of method using real-grid 
measurements, applied in real-time environment shows that method is suitable for 
detection of voltage disturbances, with much faster detection in comparison with 
RMS ½. Results for precision and reliability of method are not presented. 

The Estimation of signal parameters via rotation invariance technique (ESPRIT) 
and the Multiple Signal Classification (MUSIC) method can be applied for 
stationary signals analysis [32]. These methods can be further upgraded to work 
with sliding-window processing methods or as block-based processing methods 
and can be used to analyse non-stationary signal, but this requires further research. 

It can be concluded that PM methods are suitable mainly for analysis of 
disturbances. Also, these methods can be good choice for offline processing where 
a delay is required or for improving reliability of classification [38]. 

3.2.3 Hybrid Methods 

HM are mainly methods that cannot be classified as previously addressed groups 
and do not have implemented some of the AI algorithms. Current classification of 
DSP (or just signal processing) methods known in literature [32, 38] is further 
upgraded in [73]. HM can be divided in two sub-groups: Mixed and innovative 
methods and Recursive methods. 

A new method for detection and analysis of VDs which is a combination of WT 
and sliding-window is presented in [74]. WT is used for detection and good 
results, even for noisy signals, are obtained. However, in this paper, accuracy and 
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reliability of method, as well as the exact time delay of detection are not 
summarized. Another example of combining methods to achieve better results is 
presented in [75]. This method is proposed for harmonics estimation in power 
systems, and shows good results in online tracking of dynamic changes that can be 
very useful for voltage disturbance analysis. The method combines Least Square 
(LS) with ADALINE algorithm, to decompose analysis into a linear and a 
nonlinear part. It shows better performance in comparison with EKF method for 
tracking harmonics in normal and noisy conditions. Method is not tested for 
detection of PQ disturbances, but can be very useful for PQ analysis. 

Methods that are based on different use of well-known methods are presented in 
[76, 77]. Most of the VDDaA methods that are based on WT apply detail 
coefficient of the highest frequency band for disturbance detection. In [77] method 
based on improved WT is proposed. This method utilizes two different mother 
wavelets (db2 and db8). Comparison of proposed method with EPLL and FFT is 
presented. Very good detection times are obtained. However, despite hybrid 
structure, high frequency noise can deteriorate abilities of proposed algorithm. 

ADALINE is an adaptive filter that can be used in extracting signals from noisy 
environments, in model identification and in linearization of nonlinear problems 
[78]. In ADALINE is used with AI methods for VDDaA [78], as part of control 
algorithm of Shunt active power filter [79] and for dynamic phasor estimation [80] 
and promising results are obtained. In [70] comparison of RMS, ADALINE, AR, 
ARMA, HPF and WT are presented. ADALINE and RMS detection do not have 
required precision. WT is suitable for detection of PQ events and reduction of 
noise enchased performances. However, much higher complexity of AR and 
ARMA is not justified with only slight improvements in results. 

WT is combined with KF to achieve better performances in [81]. Fuzzy-expert 
system (FES) is used only for classification. Accuracy over 90% is achieved. The 
method has the ability to detect and successfully classify different disturbances 
with relatively low computational complexity. Method that overcomes some 
known problems of the KF, extended KF (EKF) is applied for detection and 
classification of voltage disturbances in [82]. EKF method showed good accuracy, 
but requires all input data for modelling to be known. In [83] hybrid method that 
includes EKF and ST for detection and analysis of short duration disturbances is 
addressed. Based on simulation and laboratory research, it is concluded that ST 
alone can detect and localize disturbances, while KF can successfully extract 
important parameters of fault. Combined, these two methods show good results in 
both detection and analysis of disturbances. In [84] the design principles of EKF 
are presented, together with experimental results and implementation. Based on 
experimental results of extracting voltage disturbance parameters during transient, 
it is concluded that estimation includes error and that distortion is present in 
extracted signal. It is stated that cost of implementation is high because algorithm 
is highly iterative and needs a fast microprocessor for calculation. However, 
today's micro-processors can support calculation of EKF with ease. 
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4 Comparative Study 

4.1 Comparison-based on Overview of Research Papers 

Comparative study of VDDaA is carried out on the basis of critical overview of a 
large number of findings and conclusions presented in previously published 
papers. The results of comparative study are presented in Tables 1 and 2. Ten 
different and the most frequently applied DSP methods have been taken into 
consideration: RMS, s-RMS, FFT, WT, KF, STFT, ST, HHT and EKF. The 
methods are commented and rated according to three here defined criteria: 1. 
Speed of detection (SoD), 2. Analysis capability (AnC), and 3. Computational 
demands/cost of implementation (CDi). SoDis time delay between occurrence of 
disturbance in the grid and its successful detection with tested method. AnC 
examines method’s potential to precisely extract and calculate parameters of a 
fault that are needed for successful characterization or classification of a VD, and 
to successfully detect disturbance. CDi is the parameter of a method that defined 
its complexity, i.e.it can be considered an amount of microprocessor power (time) 
that must be reserved for implementation of some method, in some hardware unit 
(e.g. grid-tie inverter control unit or PQ monitoring device). 

The SoD, AnC and CDi are rated with numbers from 1 to 10, where 1 is the worse 
and 10 is the best, based on results that are presented in literature. As an averaged 
value, a parameter named averaged Total result (TRa) is introduced and defined 
with (13). Further on, the three presented criteria are weighted, according to their 
importance and presented as another new parameter, the weighted Total result 
(TRw). In this paper, the SoD and AnC are weighted with coefficients of 0.4, while 
CDi is weighted with 0.2, like it is shown in (14). 𝑇𝑅𝑎 = (𝑆𝑜𝐷 + 𝐴𝑛𝐶 + 𝐶𝐷𝑖)/3 (13) 𝑇𝑅𝑤 = 0.4 ∗ (𝑆𝑜𝐷 + 𝐴𝑛𝐶) + 0.2 ∗ 𝐶𝐷𝑖 (14) 

Table 1 shows advantages and disadvantages of all addressed methods according 
to the reports in available literature. The methods are not rated. Table 2 presents 
results of comparison of above mentioned methods according to three here defined 
criteria and averaged and weighted TR are given. 

It is important to notice that some researchers use hybrid methods, which typically 
contain several DSP methods in combination, while others separately address and 
test each of them. From these results useful information may be obtained, both 
about each DSP method and of a whole hybrid algorithm. 

The Table 2 shows that WT and HHT methods in the most cases achieve the best 
overall result. Methods that utilized EKF and ST and STFT follow them as the 
second best. After these three groups, other popular DSP methods are ranked from 
place 4 to 10. Standard DSP methods, based on RMS, are ranked with the lowest 
overall result. 
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4.2 Comparison based on Real Grid Measurements and 

Laboratory Evaluation 

Based on authors previous research [12, 13, 50, 64, 85–88], comprehensive testing 
with real grid measurements and with grid-emulator in laboratory were done in 
order to further evaluate presented methods in the same conditions. Out of 680 
recordings in real grids, 127 contain some type of voltage dips or interruptions or 
other disturbances. From these 127 faults, 10 were selected for testing. In selected 
sample of 10 faults, various types of dips and interruptions are present. Some of 
them are very interesting, like multiple disturbances and multi-level faults with 
developing and changing types. 

Table 1 
Advantages and disadvantages of DSP methods 

 Advantages Disadvantages 

RMS 
[36][37][63] 

Very simple, standard solution. Underperforms in comparison with any 
other method. 

s-RMS 
[36][26] 

Improved version of RMS. Better results than RMS, overall 
underperforms. 

FFT 
[37][50][51] 
[63] 

Well known. Standard solution for 
harmonics analysis. 

Have problems with analysis of 
transients. 

WT 
[37][61][47, 
48] [53–57] 

Very fast SoD. Better for analysis of 
transients that FFT. 

Low reliability, prone to noises. Noise 
(harmonics) in signal can deteriorate 
performances significantly. 

KF 
[63][90][72] 
[81] 

Good amplitude and frequency 
estimation capability even in noisy 
condition, acceptable SoD and AnC. 

More complicated than FFT and similar 
results of SoD. 

STFT 
[51][52][61] 
[62] 

Good harmonics estimation, useful for 
voltage disturbance analysis (better 
than WT), good detection abilities. 

Induces a significant delay in detection. 
Limited performance for analysis of short 
duration disturbances. 

ST 
[30][58][59] 
[83][91] 

Works better in noisy conditions than 
other FT based methods. 

Results in real-time environment are not 
good. Because it is based on WT, due to 
harmonics estimation has error. 

HHT 
[49][65][66] 
[92] 

Good results in noisy conditions, very 
good AC. Good time-frequency 
estimation. More adaptive that WT. 
Low sensitivity to noise. 

Short disturbances transients are difficult 
to detect and analyse with HHT. Should 
be further tested with real grid 
disturbances. 

EKF 
[37][82][83] 
[84] 

Simple, fast SoD. Shows good results 
both in detection and analysis. 

Results for SoD and AnC are good, but 
for AC much better solutions are 
proposed. Also, WT have faster SoD. 

Table 2 
Comparison of DSP methods from literature 

 RMS s-RMS FFT WT KF STFT ST HHT EKF 
SoD (1-10) 2 3 4 10 7 7 8 8 8 
AnC (1-10) 2 2 4 5 5 6 6 7 6 
CDi (1-10) 10 9 8 5 7 7 5 5 6 
TRa (1-10) 4.67 4.7 5.33 6.67 6.4 6.67 6.3 6.67 6.67 
TRw(1-10) 3.6 3.8 4.8 7 6.2 6.6 6.6 7 6.8 
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Rating using AnC criteria is based on ability to detect all disturbances in multiple-
events (ME), and on ability to extract key features from all disturbances. 
Estimated key features must enable proper recognition and classification of each 
stage of ME. The MOV is magnitude of voltage, which represents minimum value 
of voltage RMS (calculated with RMS ½-cycle) during disturbance, according to 
[34]. Results of detection time and AnC grade for ten recorded signals of voltage 
disturbance (dips) based on real grid measurements are presented in Table 3. 

The RMS and the s-RMS can obtain only single-event characteristics (duration 
and magnitude). Because of that, in terms of analyzing they are usually graded 
with 4 (AnC). The RMS based methods successfully detect start and the end (if it 
is recorded) of every disturbance, and obtain magnitude. With average detection 
time of 19.05 ms and median of 16.7 ms, the RMS ½-cycle is the slowest. 
Estimated magnitude contains less variation in comparison to magnitudes obtained 
with other methods (s-RMS, FFT, KF and EKF). The s-RMS with average 
detection time of 12.51 ms and median of only 7.15 ms is much better and it does 
not lag considerably in comparison to more complex methods. 

The FFT successfully detected all tested events, and obtained enough information 
from voltage signal from the most of disturbances, so multiple events can be 
successful classified. Some information are not extracted precisely, like phase 
angle in some cases. With average detection time of 11.77 ms, median of 6.31 ms 
and considerably good feature extraction, the FFT presents a method that is in the 
middle of the list by performance. The AnC grade is 7 and reliability is 100%. 

The WT detected six out of ten tested faults with reliability of 70%. Such result 
may be explained by speed of voltage dip amplitude change. The WT cannot 
detect slowly developing disturbances that have low transient changes despite that 
signal has low noise level and even using energy of wavelets. But, for more severe 
disturbances, the WT performs remarkably well, with average detection time of 
only 4.22 ms and median of 4ms, which makes it the fastest method. Also, the WT 
enables successful classification of a disturbance, even if it is complex one. 
Because of low reliability AnC grade is 6, but SoD grade is 10. 

The KF and EKF are applied in a similar way, using fundamental harmonic for a 
model. The EKF is more complex and better in dynamic state estimation, as it is 
modified version of linear KF. The EKF´s average detection time is 8.08 ms with 
median of 4.76 ms. Only for one shallow dip, the EKF underperform with 28.1 
ms. The KF average detection time is 11.74 ms with median 6.1 ms. Both methods 
have reliability of 100%, with AnC grade of 7.8.SoD grades are 6 and 8 for KF 
and EKF, respectively. 

All voltage dips detection methods are tested in laboratory conditions, as well, 
using voltage dips which have been generated by a grid-emulator. The detection 
methods were applied as part of grid-tie inverter control. Primary task was to 
observe the methods’ behaviour in real-time systems, measure computational 
complexity in real-time environment, and compare methods from viewpoint of 
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Table 3 

Real grid method testing – detection times, reliability and analysis capability 

MOV 

[%] 

Detection time [ms] / AnC [1-10] 

Description of 
disturbances / No. 

RMS s-
RMS FFT WT KF EKF 

#1. Type G, five cycles, 
develops into Type A 79 22.6/4 19.7/4 19/7 4.4e/8 19.5/7 10.3/7 

#2. Non-fault interruption  5.5 35.3/4 6.29/5 4.6/10 7.34/10 4.4/10 3.77/10 
#3. Type C, 15 cycles 87 39.7/4 40.4/4 39/7 / 39.9/7 28.1/7 
#4. Balanced dip with 
unbalanced recovery 48 9.5/5 7.35/5 6.3/8 3.5e1/9 6.1/8 4.1/8 

#5. Remarkable multiple 
event *  59 7.2/4 6.6/4 5.9/8 3e1/9 5.7/8 3.6/8 

#6. Type D dip 56 9.19/4 4.15/4 3.7/8 / 3.72/8 3.26/8 
#7. Type F, 15 into type A 84 28.7/4 21.8/4 21/8 / 21.5/8 13.4/8 
#8. Three-phase fault  47 16.2/4 6.95/4 6.3/8 3.1e1/10 6.11/8 5.7/8 
#9. Unbalanced dip (Type 
C).  67 4.9/4 4.3/4 3.6/9 4/8 3.6/9 3.2/9 

#10. Single-phase fault 
with over-voltages 
(multiple events) 

0.47 17.2/5 7.53/5 6.91/8 4.17e1/9 6.9/8 5.43/8 

Average detection time 19.05 12.51 11.77 4.22 11.74 8.08 

Reliability [%] 100 100 100 70 100 100 

Mean of AnC [1-10] 4.2 4.3 7 6 7.8 7.8 
eEnergy of wavelet is used for detection, fault cannot be detected with detail coefficients;e1Energy 
of wavelet is used for detection, but fault can be detected with detail coefficient/detection is 
slower; *Starts as type C, slow recovery one phase up, two phases down, repeat of the first event 

ease-of-use. Fig. 3 presents overall look of such laboratory setup. It consists of 
advanced hardware in the field of electrical drives and of the control units based 
on highly modular dSpace control hardware and modified industrial converters 
[89]. The system is paired with AC grid emulator GE 15-AC and connected using 
Yd transformer to the supply. Computational complexity is measured on dSpace, 
which utilizes DS1006 processor board (AMD Opteron™ processor). System is 
set to works at a PWM frequency of 6.4 kHz and generates a synchronized 
software interrupt with a 3.2 kHz frequency. 

The testing showed that all methods were successfully applied. Results of digital 
processor computation times are presented in Table 4. Standard RMS method is 
one with the lowest execution time, following with the s-RMS, FFT, KF, EKF and 
WT, with delays of 8%, 57%, 61%, 71%, and 146%, respectively. 

In Fig. 4 graphical presentation of DSP VDDaA method results are shown. In Fig. 
5 examples of signal processing with 3 tested methods are given. Signal of 
disturbance fault #10 from Table 3 is analysed with different algorithms: RMS, 
FFT and WT. Outputs of these algorithms are presented. Fig. 5a presents voltage 
signals recorded in real grid, Fig. 5b shows time representation obtained with the 
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RMS, Fig. 5c shows frequency representation obtained with the FFT and Fig. 5d 
shows time-frequency representation derived using the WT. 

Based on SoD, AnC and CDi presented in Tables 3 and 4, a comparison of all 
tested methods is given in Table 5. Also, TRa and TRw are calculated. Ratings for 
SoD were presented in a way that the best method obtained rating 10, as shorter 
time presents better result. It can be seen that the WT based method that analyzes 
voltage signals is the best in term of detection speed, but has lower CDi and 
reliability problems.EKF shows the best overall results of 7.72, while WT, KF and 
FFT follows (7.4, 7.12 and 6.8 respectively). RMS based methods underperforms. 

Conclusion 

A comprehensive and critical review on methods for detection and analysis of 
voltage disturbances, based on DSP methods is presented. The major advantages 
and disadvantages are outlined, as well as the comparison of the wide range of 
methods in the DSP domain. 

Based on comprehensive laboratory and real grid measurement signals testing, it 
can be concluded that EKF and WT have the best overall grades. Also, the FFT 
and KF can be distinguished as the ones with high detection capabilities. On the 
other hand, the RMS based method underperforms. However, it should be noted 
that each of these methods has its own advantages and drawbacks, and selection 
should be done based on specific application and priorities. Based on presented 
comprehensive literature review, it can be concluded that the DSP techniques can 
be successfully used for VDDaA in modern distribution grids. 

Signals with significant amount of noise are challenge even for advanced 
methods, and detection and analysis methods can underperform due to noise in 
signals. Also, complex multiple disturbances, or very distant disturbances that 
cause shallow dips may be challenging, as well. 

Table 4 

Microprocessor execution time of a voltage detection method 

  RMS s-RMS FFT WT KF EKF 
Laboratory execution  
time on dSpace [µs] 7.1 7.67 11.2 17.5 11.5 12.2 

 

Table 5 
Comparison of DSP methods based on comprehensive evaluation 

 RMS s-RMS FFT WT KF EKF 
SoD (1-10) 3 6 6 10 6 8 
AnC (1-10) 4.2 4.3 7 6 7.8 7.8 
CDi (1-10) 10 10 8 5 8 7 
TRa (1-10) 5.73 6.77 7 7 7.27 7.6 

TRw(1-10) 4.88 6.12 6.8 7.4 7.12 7.72 
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Future scope 

Despite large amount research results in the field of VDDaA, several challenges 
remain. There is still space to find better method in terms of the detection and 
analysis performances, and to optimize it in term of computational complexity 
using artificial intelligence techniques. Also, improvements and additional 
research in finding a method that has the ability to provide good results in noisy 
conditions and in analysing events with multiple disturbances are needed. 
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Fig. 3 Outlook of the laboratory setup.               Fig. 4 Grafic presentation of DSP methods results
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decomposition, d. WT frequency/time decomposition 
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Abstract: Small and medium-sized enterprises (SMEs) in Malaysia are rapidly expanding 

their businesses; they use international diversification as an imperative strategic route to 

attain growth. Due to the great potential of SME in a developing market and the 

importance of branding that induces the performance of a company, there is a need for 

more research to explore branding dimensions. This research is mainly aimed at 

empirically examining the interrelated relationships that exist among various SME 

branding constructs (i.e., brand orientation, brand trust, brand equity, innovation, SME 

performance, marketing, and financial performance) and testing whether the proposed 

SME branding dimensions model efficiently helps us to understand the role the SME 

branding plays in growth and success of a firm. The research adopts a combination of 

qualitative and quantitative approaches, known as mixed model method. A sample 

containing 67 items of data was collected from a healthcare center, involving the owner, 

health specialists, and customers. This study aims to contribute to new marketing 

knowledge on the area of healthcare branding in SMEs, and identify the branding 

dimensions that affect the financial and marketing performance of small and medium sized 

enterprises. The results of this study found that a good brand orientation is the most 

important component that contributes to the healthcare performance. 
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1 Introduction 

Brand management has been mentioned extensively in the marketing literature 
since decades ago and its strategic importance to a company has been well 
recognized [15, 39, 47]. Past studies have suggested that companies that direct 
their managerial activities and practices in the direction of the expansion, 
procurement, and leveraging of branded products and services are in a better 
position to improve their performance [33, 57]. Though, previous researchers have 
linked several branding determinants with the company performance in SMEs [11, 
22, 25, 52, 64, 69]. Those studies are usually focused on SME in the 
manufacturing field, neglecting the application of branding in services industry, 
e.g., the healthcare services. Only a small number of researchers in the field of 
branding have focused on smaller units such as dental, clinics, and maternity 
centers. Additionally, according to Barbis [9], the literature available on the 
healthcare topic is very limited. From a larger perspective, brand literature has 
mainly focused on international large-scale industries only. Hence. Neglecting the 
enterprises of small and medium size [5, 14, 25]. Another limitation is that the 
majority of companies studied have been from the western and eastern developed 
countries only (see Inter-brand). Thus, plenty of work is required for a neglected 
country like Malaysia. The SMEs branding studies in Malaysia suffers from a lack 
of consensus, since there are several different streams that are contradictory to 
each other and have little, or nothing, that links branding, SME, and performance 
together [6]. 

One of the most powerful and important asset that each company needs to have is 
brand equity [1]. Based on the study conducted by Piaralal and Mei [58], building 
brand equity in healthcare sector is not an easy task. However, it should be 
delivered consistently within the center because it ensures quality assurance; this 
is what most customers seek when it comes to wellness services. On the other 
side, Schindehutte et al. [62] stated that the illustration of innovation is about 
reconfiguring, realigning, and renewing the marketing activities within a planned 
progression and development in spite of dramatic transformation. Innovation is 
one of the driving forces in defining effective strategy for SMEs. Innovativeness 
helps companies to see the significance of implementing branding [61] as an 
essential instrument to be well adopted to innovative services that meet consumer 
demands; this is because a strong brand gives credibility and security [1]. 
However, the stricter national policies on healthcare branding have put additional 
pressures on privately owned centers such as clinics and pharmacies (see The 
Medicine (Advertisement and Sale) Act 1956 and Malaysian Health Promotion 
Board Act 2006). For example, according to The Medicine (Advertisement and 
Sale) Act 1956, Section 3 to Section 4A, all advertisement related to medicines, 
diseases, skills, and services are prohibited. No one person is allowed to be 
involved in publishing any advertisement referring to any medicine, an appliance, 
or a remedy except those published by the Federal or State Government. The 
major gap to the marketing literature is limited branding studies on small and 
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medium sized enterprises, which is considered comparatively new in Malaysia’s 
[6] healthcare centers. In fact, Malaysia generally lacks research on branding, 
which is due to the managers’ and owners’ ignorance of branding practice. As 
literature shows, most of the studies in this field are conducted by Western 
scholars [14, 25, 42, 52]. 

This study is aimed at providing empirical evidence in the related area by 
developing a model to examine the link between brand trust and brand orientation 
as independent variables and performance of the company as a dependent variable 
with intervening role of brand equity and the moderating role of innovation in the 
context of small and medium sized enterprises in Malaysia. The present study 
addresses the above argument with an effort to increase the understanding of 
healthcare branding context among SME in Malaysia. With regard to the 
literature, this study makes two important contributions: 

(1) To new marketing knowledge on the area of healthcare branding in SMEs. 
This research demonstrates how ideas about branding are translated and 
communicated from the perspective of SME healthcare owners. 

(2) To identification of the branding dimensions that contribute to the financial 
and marketing performance of small and medium sized enterprises (more 
specifically, healthcare centers). To date, this research will be a pioneering study 
in Malaysia in measuring the healthcare branding and performance in SME.  

2 Literature Review 

2.1 Hypotheses Development 

To further understand the theories related to the framework, we can use major 
theories such as theory of Resource-Based View (RBV) and Diffusion of 
Innovation (process innovation) to explain the construct validity of SME Branding 
for this research. The resource-based view argues that firms possess resources that 
help to gain competitive advantage, which leads to a superior long-term 
performance [10, 35]. Many researchers have argued that differences may occur in 
many forms of resources such as innovations and patents [19]. However, Klein 
[41] stated that such differences may also formed by subjective judgments that 
imagined by entrepreneurs. In various marketing fields, RBV is mainly used to 
compel the structure it suggests in the integration of diverse resources in a way to 
make clear the differential, synergistic effects on performance and the 
contingencies that are interrelated [27]. The same is applied to this study’s 
framework that involves multiple dimensions structure such as branding effects on 
the organization performance [29, 30]. Three main variables such as brand trust, 
brand orientation, and brand equity selected for this study were found effective 
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resources in building brands internally. On the other hand, RBV in marketing 
strategy indicates that performance is measured considering several indicators, 
e.g., market share [34], profitability [68], and return on investments [51]. To the 
other side, Medical and technological innovation adoption in healthcare differs 
when made by owners or individuals. Once an owner decides to use a device or 
piece of technology, he or she must consider the impact not only on the patient 
and the practice, but also on the performance of the company. The value created 
from the innovation adoption must be evaluated. An example of a great diffusion 
of innovation is the adoption of X-ray. Seelor and Mair [63] proposed a 
framework of adopting innovations which entered an organization through 
diffusion process in order to guide evaluation of factors influencing organization 
capacity in continuous innovation for social sector organizations such as the 
healthcare centers. In short, the diffusion of innovations theory is a useful 
systemic framework to describe how well small and medium sized enterprises 
implement and capture innovation culture in the strategic management. If SMEs 
contribute to productivity in developing market offerings, their competencies can 
result in an economic dynamism. These offerings can lead to durable and 
beneficial market positions, which can bring about greater financial performance 
for SMEs. 

2.1.1 Linking Brand Equity and Brand Trust 

To achieve customer loyalty in the context of brand building, one of the most 
important components, which needs to be taken well into account, is the concept 
of trust [7, 17, 25]. There are two-dimensional ideas of trust, which are commonly 
found in the management and marketing literature [23, 24, 28, 54]. On the other 
side, brand equity also creates value for both the customer and the company [8]. In 
addition, its incremental utility and value is endowed to a product or service by the 
brand name [40, 49, 69, 71]. Attributes such as provocativeness, risk-taking and 
innovation portray an entrepreneurial mindset [20, 43]; they are able to identify 
the opportunities in market and exploit them through combination or 
recombination of the resources obtainable by the owner’s venture [21, 37, 
65].Moreover, according to Mohamed and Daud [55], no study has examined the 
firms’ values such as brand trust and brand equity in one particular construct. 
Therefore, there is a significant gap that should be filled in order to gain 
knowledge about trust and equity relationship. 

H1: Brand trust affects brand equity in SME 

2.1.2 Linking Brand Orientation Affects Brand Equity 

Literature characterize brand orientation by brand dominance of incorporate 
strategic thinking and a relatively consistent, constant, consumer-relevant 
branding strategy that can be plainly distinguished from competition [11, 33]. 
Mzungu et al., [48] conducted research to measure the first stage of safeguarding 
the brand equity. That is to adopt brand orientation. It is one of the significant 
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ingredients to manage the brand strategically for all types of companies even 
SMEs. Within the first stage, there are three key propositions adopted for building 
brand orientation. First, creating a brand orientation mind set which helps the 
organization to create a sustainable competitive advantage for the brand. The 
second step involves clearly defining the brand in terms of its purpose, vision, 
values, competencies, and aspirations. The last step of building brand orientation 
mind set is communicating the brand because defining the brand without 
communicating it within the organization will open to multiple interpretations at 
its various touch points. The literature has shown that brand orientation has a 
powerful impact on brand equity [12, 48, 61] and also influences the performance 
of a company [11, 32]. Brand orientation is suitable to be tested as part of this 
research because of its robust and dynamic interaction with brand management 
and it is rarely being examined within healthcare industry specifically. Thus, the 
following hypothesis is needed to be proposed. 

H2: Brand orientation affects brand equity in SME 

2.1.3 Link between Brand Equity and SME Performance 

Brand equity has been a link between customer and firm in the past [64]. 
However, to numerous managers and researchers, it has been attractive to measure 
the return of intangible assets, e.g., brand equity [64] to the company. Realizing 
the immense standing of brand equity in a firm performance, there is a need to 
execute brand equity to increase the value of a company. Berthon et al. [14] 
strongly agree that owners or managers are required to monitor brand equity. In a 
healthcare point of view, it is important to employ available healthcare marketing 
resources and programs in an improved way in order to gain a greater influence 
within the community. Understanding brand equity is a critical starting point for 
planning marketing strategy and tracking progress toward goals [31]. The brand 
management research is primarily aimed at exploring the actual value of these 
intangible assets and applying that information concretely to the improvement of 
the firm’s standing and perception. Thus, the third and fourth hypotheses are in 
two aspects: 

H3a: Brand equity affects SME financial performance 

H3b: Brand equity affects SME marketing performance 

2.1.4 Brand Equity Mediates the Relationship between Brand Trust, 

Brand Orientation, and SME Performance 

In a study conducted by Yoo et al. [69], the framework was conceptualized based 
on the extension of [2]model. Three main propositions on brand equity were 
derived. First, brand equity creates value for both the customer and the firm. 
Second, the value for the customer enhances value for the firm, and finally, brand 
equity consists of multiple dimensions. Yoo et al. [69]extended the model by 
placing into a separate construct, brand equity dimensions, and value for the 
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customer and the firm. Brand equity acted as a mediator between brand assets and 
its consequences. The theory proves that brand equity can be created, maintained, 
and expanded by strengthening its dimensions. Yoo et al. [69]emphasized on 
brand equity linkages and noted a very imperative future research issue, namely 
the interaction effects and consequences of brand equity. Although there are some 
studies suggesting that brand equity acts as intermediate variable [4, 64], none has 
measured branding in such an approach amongst small and medium sized 
healthcare centers. It provides directions for owners of healthcare centers in terms 
of creating and enhancing brand trust and brand orientation through brand equity 
in a way to lead to sustainable marketing and financial performance. This has 
resulted in the fourth hypothesis as follows. 

H4a: Brand equity mediates the relationship between brand trust and financial 

performance 

H4b: Brand equity mediates the relationship between brand trust and marketing 

performance 

H4c: Brand equity mediates the relationship between brand orientation and 

financial performance 

H4d: Brand equity mediates the relationship between brand trust and marketing 

performance 

2.1.5 Innovation Moderates the Relationship between Brand Equity and 

SME Performance 

Literature consists of numerous studies carried out on performance of SMEs plus 
their financial and marketing issues and their drivers [50, 56, 59] because it is 
significant to evaluate in a different manner in a way to be adapted with 
customer’s constantly evolving needs and preferences [36, 46, 66]. The main 
contribution of the study conducted by Merrilees et al., [52] to the social sciences 
is the evaluation of auxiliary SME capabilities as determinants of marketing 
performance. The notion explaining the marketing performance lies in two main 
marketing variables: branding and innovation. In our study, innovation is included 
in the framework to moderate the relationship between branding and SME 
performance (marketing and financial). Moreover, findings of Li et al. [45] 
showed that innovation moderated the relationship between market orientation and 
performance. In addition, innovation for this study’s framework has been built 
further as a moderator by relating it to the business performance in the presence of 
a branding plan. Only one study has been conducted so far adopting this approach 
[52] but it was constructed in a developed country raising a query if the model 
works for an emerging market. Accordingly, the conceptual framework in this 
study was modified to examine how the relative contribution of mechanism works 
in a developing market. Therefore, the fifth hypothesis was constructed as follow, 
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H5a: Innovation moderates the relationship between brand equity and financial 

performance 

H5b: Innovation moderates the relationship between brand equity and marketing 

performance 

2.2 Development of the Brand Dimension Model 

The conceptual framework is extended in two ways. First, we are setting brand 
equity in a joint construct illustrated in Figure 1: brand equity with its dimensions 
of brand trust and brand orientation and the influence of brand equity on the 
performance of the healthcare center. Secondly, innovation has positive impact on 
SME performance in several studies (e.g. [44] and [60]) and supported by theory 
of diffusion of innovation. 

 
Figure 1 

 Conceptual Framework of SME Branding Dimension 

3 Research Method 

3.1 Variables and Measurement 

This study requires measurement of brand trust, brand orientation, brand equity, 
and SME performance. We made use of a Likert scale to score all measures; the 
options were ranged between 1 (‘do not agree at all’) and 5 (‘strongly agree’). In 
this scale, higher scores showed a higher level of the construct in question. Pilot 
testing for both qualitative and quantitative data was done in order to avoid 
vagueness or confusing questions. Validity of qualitative and quantitative data was 
examined through the reflective measurement model assessment. The key criteria 
for this study were indicator reliability, composite reliability, and convergent 
validity. Furthermore, discriminant validity was achieved. Every reflective 
construct had to share more variance with its own indicators compared to other 
constructs in the path model [26]. The constructs were deemed appropriate for 
PLS-SEM analyses in case all these requirements criteria were met. 

Brand  
Trust 

Brand 
Orientation 

Brand Equity 
SME Performance 
a. Financial 
performance 
b. Marketing 
Performance  

Innovation 
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3.2 Sampling 

The samples from this study are collected from healthcare services provided in 
Johor Bahru, Malaysia, mainly from the developed area around Iskandar Malaysia 
Township or Nusajaya. Johor Bahru is strategically located near many other 
medical hubs such as Singapore and Indonesia. The health care development in 
Iskandar, Malaysia aims to capture patients who are from around these regions 
and seeking quality and cost-effective healthcare services. It is aimed at becoming 
the next medical destination. Therefore, Iskandar Malaysia in Johor Bahruis 
known as a billion-dollar industry projected to grow. It is the economic potential 
that has led the Malaysian government to consider the healthcare sector as one of 
the country’s 12 National Key Economic Areas (ETP Annual Report, 2014). 

The sampling procedure for both qualitative and quantitative parts was done using 
non-probability sampling. The reasons for choosing non-probability sampling 
were (i) first, this research cannot meet the criteria of probability sampling; most 
of the experts, doctors, and pharmacist in the health industry decline to cooperate. 
(ii) Second, the procedure of selecting respondents to be included in the sample is 
much easier, quicker, and cheaper. 

3.2.1 Qualitative Sampling 

For qualitative part of the study, a snow ball sampling procedure was done. As 
respondents from health industry are hard to reach, the potential subjects were 
selected based on recommendation and identification by the initial subject who 
also meets the criteria of the research. In this study, one of the branding experts 
from SME Corporation was chosen followed by the Chairman of Malaysia 
Medical Association. The determination of sample size follows Becker, Bryman et 
al. [13] theory where the observation stops when no new theoretical insights are 
being gleaned from the data. 

3.2.2 Quantitative Sampling 

The sampling of the SME entrepreneurs, owners, or managers was initialized 
using probability sampling based on the lists provided by Syarikat-Syarikat 
Suruhanjaya Malaysia (SSM) and followed by a quota sampling method that is a 
non-probability sampling method. There are four town councils administered by 
the local authorities in Johor Bahru, the largest population in Johor state, as 
explained in Figure 2. About 400 questionnaires were distributed to potential 
respondents of the four main Johor Bahru regions namely: City council of Johor 
Bahru, City council of Central Johor Bahru, City council of Pasir Gudang and 
Nusajaya. Initially, 200 questionnaires were distributed in the first phase to all 
health care-related providers from clinics, pharmacies, dental clinics, and 
maternity centers in Johor Bahru. A total of 57 completed questionnaires were 
received. Of that number, the study then extended again to gather even more 
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respondents. In the second phase, 200 questionnaires were distributed, and we 
could manage to gather 67 completed questionnaires (Figure 2). 

Figure 2 

Cluster – Systematic (Proportions) Sampling Area Distribution and Total Samples Collected 

4 Data Analysis 

In-depth interviews were conducted as the preliminary stage for qualitative 
research followed by a distribution of survey questionnaires as the quantitative 
part of the study. All collected qualitative data were tabulated, coded, retrieved, 
summarized, drawn, and verified. To calculate, Burn and Bush [16] formula was 
adopted, assuming that there was a great expected variability (50%) and for ±10 
percent accuracy at the 95 percent level of confidence, and sufficient sample size 
for data collection was at least 96. Descriptive analysis was done to describe the 
basic features of the data in the study. Bootstrapping, blindfolding, CTA-PLS, 
analysis of moderating effect, and multi-group analysis were tested and analyzed. 
Consequently, a comprehensive evaluation was verified using reflective and 
formative measurement. Finally, PLS-SEM analyses for moderating and 
mediating and importance-performance analyses were described as closing. 

5 Results 

Five interviewees were selected from different nature of businesses such as SMEs, 
Health center and pharmacy. The respondents were selected carefully by taking 
into account their experience in the industry. The main focus of the interview was 
mainly to answer the aspects of branding dimension and the performance of a 
company. 
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4.1 Analysis of Qualitative Data 

The analysis of all branding dimensions were analyzed in the interview and 
divided into categories: general branding categories, brand trust, brand orientation, 
brand equity, innovation financial and marketing performance. The first part of the 
interview on general branding inquiries showed that most of the respondents 
realized the importance of branding for company performance. Trust is evaluated 
among the healthcare owners based on few indications of a good brand trust; 
reliability, credibility, competitive advantage, partnering with reputable associates, 
customer recognition, values and keeping promises. Brand dimension was claimed 
to be understood by most of the respondents. Nevertheless, when probed further, 
only two out of the five respondents were able to describe the mechanism of brand 
dimension. Three out of five participants were clear about the identity of the 
health care centers. Most of the owners were still unclear of their organization 
image. Even though four out of five respondents stated that they recognized brand 
as a valuable asset and strategic resource for development; only a few actually 
understood the brand values. Three respondents, which included managers and 
owners, stated that the development of brand in the health care center is the 
responsibility of every employee and there is in fact a good communication in 
regard to branding within the organization. However, throughout the interviews, 
only one owner stated that the health care center uses all marketing activities to 
develop a brand. Surprisingly, none of the respondents specified that an active and 
effective management is essential for achieving competitive advantage. From the 
insights gained from the interview regarding brand trust, four out of five 
respondents indicated that reliability, competitive advantage, and credibility were 
important for brand trust. Furthermore, innovation is fundamental for health care 
providers. Four out of five respondents stated that new ideas and new services 
must be constantly introduced to the company to keep updated with the 
competitors. Lastly, the health center performance is based on two factors: 
financial performance and marketing performance. All of the interviewees 
believed that financial performance is measured by how profitable the business is. 
Moreover, the return of investment and how well the company reaches financial 
goals are also two main measurements used to quantify the financial performance. 

4.2 Analysis of Quantitative Data 

This section describes the results of descriptive analysis of demographic variable. 
The data showed that most of the respondents were male (75.8%), while female 
owners were only 24.2% of the total respondents. Most of the respondents were 
Chinese with a total of 49.2 percent and the rest of them were Indian (30.6%) and 
Malay (20.2%). Most of the small and medium sized enterprises were run by the 
owners (80.6%) themselves and only few were supervised by a manager (19.4%). 
Most of the owners of the small and medium sized enterprises were not given 
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financial assistance for brand building activities. Only 12.9 percent was funded 
before the business started. 

According to the demographic data, 41.1% of the health centers claimed that 
branding needs to be considered before setting up the organization. Almost half of 
the respondents thought that branding is a strategic point of view for company 
management in which the rewards of having a strong brand is become advantage 
to them. Most of the companies have an annual average growth between 0 to 20%. 
Despite having no financial assistance, these health centers were able to grow in 
business performance annually. Surprisingly, about 26.6% of the health centers 
have experienced no growth. 

4.3 Measurement Model 

The reflective measurement model was evaluated in terms of both validity and 
reliability. For each construct in this research, the reflective scale items were 
considered to be sufficient and appropriate to represent the construct domain. The 
overall measurement model and the indicator loadings of the final set of items 
were used for independent and dependent measurements. From the measures, 
eight indicators showed factor loading below 0.7. In case of the six reflectively-
measured constructs, the composite reliabilities were ranged between 0.913 and 
0.924, which is much greater than the minimum requirement of 0.70. Each latent 
variable AVE (Average Variance Extracted) was checked regarding the 
convergent validity. All AVE values were shown greater than the threshold of 0.5, 
hence indicating convergent validity for all constructs. As obviously shown by the 
criterion, in case of the reflective constructs, all AVE values were greater than the 
squared inter construct correlation indicating that the discriminant validity was 
well established. 

4.4 Structural Model 

A highly recommended approach is PLS-SEM path weighting since it is capable 
of providing the greatest R² value for endogenous latent variables and also it can 
be generally applied to all estimations and specifications of the PLS path model. 
However, before interpreting the path coefficients, a test was conducted on the 
structural model regarding its collinearity. It was of a high importance since the 
path coefficients estimation was on the basis of the ordinary least squares 
regressions [53]. VIF values of the analyses found were in ranged between 1.062 
and 1.568; this ensured that the structural model results were not negatively 
affected by collinearity. The calculation process of the PLS results was iterated for 
300 times, which is large enough for data analysis [26]. When checking the PLS-
SEM result, the algorithm needs to be checked to be terminated because of the 
stop criterion. This value should be sufficiently small, i.e., 10^-5. In the structural 
model analysis, the last step is about the relevance and significance of the 
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structural model relationships. As demonstrated by the results obtained from the 
bootstrapping procedure, seven out of eight structural relationships were proved 
significant at (p ≤ 0.05), see Figure 3. The inner model suggested that brand 
orientation had the strongest effect on brand equity with path coefficient of 0.679 
in this research. Statistics showed that there was a significant relationship between 
brand equity and brand orientation. Surprisingly, the path coefficient between 
brand trust and brand equity is not significant at only 0.075. This is because the 
standardized path coefficient is lower than 0.1. The hypothesized path relationship 
between brand trust with financial performance (0.251) and marketing 
performance (0.239) were rather weak but significant. To conclude, brand 
orientation is a strong predictor for brand equity, while brand trust is a weak 
predictor for brand equity. The results showed that all relationships are significant 
with t value ≥ 1.96 except for one relationship where brand trust does not affect 
brand equity. At 90% level of confidence, t value is 1.066 (see Table 1). 

Table 1 

Path Significance in Bootstrapping 

Hypothes
is 

Paths Path 
Co. 

SD T 
Statistics 

P 
Values 

Result 

H1 

 

Brand Trust -> 
Brand Equity 

0.075 
 
 

0.071 1.066*** 0.293 rejected 

H2 Brand Orientation 
-> Brand Equity 

0.579 0.062 9.413** 0.000 Accepted 

H3a 

 

Brand Equity -> 
Financial 

Performance 

0.545 0.094 5.800** 0.000 Accepted 

H3b Brand Equity -> 
Marketing 

Performance 

0.679 0.075 9.001** 0.000 Accepted 
 

4.5 Mediation Analysis 

After determination of the valid path coefficients, mediation analysis was 
examined. The analysis was based on the study of Hair et al. [26] where three 
main ideas listed by F. Hair Jr, Sarstedt, Hopkins and G. Kuppelwieser [26] were 
fulfilled. To satisfy the mediation effect rules of thumb, brand trust must have a 
relationship with brand equity. Looking at Table 1, we can see that the path 
coefficient of brand trust and brand equity is not significant. Therefore, brand 
equity does not mediate the relationship between brand trust with financial and 
marketing performance. In the final step, the strength of mediation was tested 
using variance accounted for (VAF). This final analysis step resulted in VAF 
values that were smaller than 1 as stated in Table 2). Based on findings of Hair et 
al. [63], this value indicates that the relationship is mediated.  
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Figure 3 

Bootstrap result 
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Figure 4 

 Moderator Model in SMART PLS
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Brand orientation and marketing performance indicated the highest VAF value of 
0.610, which showed that about 61.0% of the total effect of brand orientation on 
marketing performance was explained by indirect effect. Brand orientation and 
financial performance achieved a VAF value of 0.569. Thus, the two relationships 
were mediated by brand equity (see Table 2). These relationships showed a partial 
mediation effect. According to Hair et al., (2014), a situation in which the VAF is 
larger than 20% and less than 80% can be characterized as partial mediation. 
Anything higher than 80% is considered full mediation. 

Table 2 

Mediation Value of Direct Effect, Indirect Effect, Total Effect and Variance Accounted For (VAF) 

 Direct 

effect 

(c) 

Indirect 

effect 

(axb) 

Total 

effect 

(c)  

+  

(axb) 

VAF 

 

 

 

 

brand orientation       brand equity (a) 

brand equity       marketing performance (b) 
brand orientation        marketing performance (c) 

0.251 0.393 0.644 0.610 

brand orientation       brand equity (a) 
brand equity       financial performance (b) 
brand orientation        financial performance (c) 

0.239 0.316 0.555 0.569 

4.6 Moderation Analysis 

To conduct the significance test, bootstrapping procedure with 500 bootstrap 
samples using no sign changes option was used. The analysis yields a t value of 
0.717 for path linking the interaction term and financial performance. Similarly, 
for marketing performance in Figure 4, interaction effect was at t value = 0.794. 
According to Hair et al., (2014), there is no significant moderating effect of 
innovation on the relationship between brand equity and financial performance 
and marketing performance where the analysis yields less than t = 1.96 (see Table 
3). 

Table 3 

Summary of moderating effect 

 
 

Predictive Value 

R2 

Effect Size 

f 2 

Relationship 

Moderating Effect 1 
(Financial Performance) 

0.023 0.001 Non-significant 

Moderating Effect 2 
(Marketing Performance) 

0.010 0.000 Non-significant 



R. Baharun et al. Innovation in Healthcare Performance among Private Brand’s Healthcare Services  
 in Small and Medium-sized Enterprises (SMEs) 

 – 166 – 

6 Discussions 

Multiple studies have shown that brand trust affects brand equity [22, 55]. 
However, the results of this study showed no significant relationship between 
brand trust and brand equity as shown in figure 4. Ultimate justification can be the 
fact that trust is not evaluated by one person alone because trust comes to exist at 
the highest level between the consumer and the brand consumed, where the 
emotional investment is made between the two parties. A health center does not 
typically move forward to the identity or consistency level in establishing a trusted 
relationship with a certain brand until the brand effectively proves its capability of 
living up to expectations. Respondents to the qualitative part of the research 
reflected the importance of brand orientation in the health care business. 
According to literature, recognizing brand as a valuable asset and strategic 
resource has to be continuously developed and protected in the best possible way 
[32]. The outcomes were also consistent with Gromark and Melin [32] findings 
where indicating that with a proper brand orientation, a company will benefit in 
terms of profits. Therefore, the development of healthcare brand is not the 
responsibility of only a small group within the company, but everyone in the 
company is responsible [12, 32]. 

Results showed that brand equity was not a mediator between brand trust and any 
one the marketing or financial performance; thus, hypotheses 4a and 4b were 
rejected. The reason behind this is that findings showed no significant relationship 
between brand trust and brand equity opposing to Ballester and Aleman [22] study 
indicating the significance of brand trust in the development of brand equity. As 
mentioned earlier, brand trust cannot determine brand equity of a health care 
center because the trust relationship is between a health care provider and the 
customer rather than the firm equity with the customer. 

From the moderating analysis, innovation is not a moderator for brand equity and 
SME performance, therefore, hypothesis H5a and H5b were rejected. It is 
surprisingly different from the literature arguing innovation influences brand 
equity, hence affecting the performance of a company [18, 45]. The main cause 
behind this might be the degree of innovation in the respective health center. 
According to one study conducted by Zhang et al. [70], the degree of innovation 
has a positive effect on both brand equity and value equity, which eventually 
impacts a company’s performance. Thus, the reason a health care center launch 
innovative products or services must be not only boosting the sales through 
enhancing the customer value. Additionally, it also improves the brand image, 
which affects the organization performance. 

The SME business success measurement using financial and marketing 
performance was supported by Hooley et al. [34]; Vorhies and Morgan [68]; 
Merrilees et al. [52]. All items loadings were found to be above 0.8; therefore, 
items were reliable for interpretation. The results of marketing and financial 
performance, similar to performance measurement and evaluation systems, are 
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important to both owners and managers. Moreover, brand equity was found to 
have relationship with financial performance. Hypothesis 3a was accepted and 
also supported by past studies where financial performance was reported to be 
greatly affected by brand equity [3, 18, 67, 69]. The wisdom of brand equity 
concept even for services industry like health care is found to prevail. The results 
imply that the health care providers need to build and safeguard brand equity to 
have a better performance. They must design appropriate marketing activities to 
have their brand internally and externally known by customers and employees, 
hence increasing the sales revenue. 

Supported by Merrilees et al., (2011), the performance measurement falls into two 
categories: financial and marketing performance. These two measurements have 
shown different significance level toward brand equity. According to findings, 
brand equity showed a higher significant value to marketing performance 
compared to financial performance. Hypothesis 3b was accepted; it follows Keller 
[38] definition where brand equity is defined in terms of the marketing effects 
uniquely attributable to the brand. 

Conclusion 

This research has highlighted the need for a greater appreciation of the importance 
and relevance of brand orientation, brand equity, and RBV and how they can 
affect the business performance of small firms. In addition, the model was tested 
using an advance technique via partial least square of structural equation modeling 
(SEM) and resulted in a strong empirical support. It is proposed that the new SME 
branding dimension is appropriate to conceptualize the SME branding situation in 
Johor Bahru, Malaysia. The small sample size was the main issue for this study. 
This research was limited to a number of private health care centers selected from 
the four-main district of Johor Bahru and responses were collected from one 
owner of each center. The limitation of questionnaire was found where there was 
no way of checking misinterpretations and unintelligible replies by the 
respondents. Generally, this study had low response rates, due to uncooperative 
respondents. Future research should focus on implementing that the current model 
be tested in different regions or countries and different economic status to measure 
the branding efforts, and the influences in the business performance. The 
economic effects may portray differently especially for each group, respectively 
region in North America, Europe and Asia. Moreover, future studies could focus 
on empirically examining the framework with a large sample size. 
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Abstract: Animated 3D articulation models – called talking heads – can be utilized, for 

instance, in speech assistant systems for children who are hard-of-hearing or when 

teaching learners of a second language. In this study, the objective is to identify 

articulation features and a dynamic system for visual representation of speech sounds for a 

Shaanxi Xi’an dialect talking head. In the first phase of the study, a phonetic alphabet of 
the dialect (northwest China) is formed following the official Romanization system used for 

Mandarin (Standard Chinese). After relating the phonemes of the dialect to those of 

Mandarin, we introduce the SAMPA code developed for the dialect, in addition to the 

correspondent regularities for whole syllable pronunciation. Secondly, we display the 

classification of static visemes (phonemes represented in visual form) for the dialect and 

describe an experiment carried out to articulatory movements of the tongue (features of 

timing and position) in dialect speech utterances recorded at different tempos. Finally, we 

discuss the results of an analysis of the images based on spatial-temporal tracking of the 

tongue movement contour. For definition of each uttered viseme the visual information 

obtained is classified and then used to create the dynamic viseme system of the tongue for a 

talking head using the Shaanxi Xi’an dialect of Chinese. 

Keywords: Shaanxi Xi’an dialect; talking head; tongue contour tracking; dynamic viseme 

system; speech assistant system 

1 Introduction 

In this paper we identify the fundamental aspects needed for forming a talking 
head for the Shaanxi Xi’an dialect of Chinese [1]. The structure of the talking 
head system is illustrated in Figure 1. Using the X-SAMPA code created here, 
visemes are created for the consonants and vowels of the dialect. The viseme 
library also contains a dominance model (see Section 4.2) for the talking head [2]. 
Viseme classification is aided by the X-SAMPA code of consonants (C) and 
vowels (V) and identification of the regularities of their usage in whole-syllable 
pronunciation. We categorized the static visemes of the Shaanxi Xi’an dialect 

mailto:qgezhao@uni-miskolc.hu
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using the classification method for static visemes of Mandarin (Standard Chinese). 
Then an experiment was conducted focusing on the timing and position features of 
articulatory movements of the tongue in VCV and CVC utterances in the Chinese 
Shaanxi Xi’an dialect. 

 

 

 

 

 

 

 

 

Text Segmented Speech 

Phonetic Transcription 

Viseme Library 

Animation on 3D talking head model 

Dominance model 

 

Figure 1 

Structure of Shaanxi Xi’an dialect talking head system 

Mandarin is a common focus of basic linguistic research in the fields of speech 
synthesis and speech recognition technology. However, other minority languages 
and a variety of Chinese dialects are present in modern-day multi-ethnic China. 
There are various studies relevant to the current topic. For instance, one study [3] 
has looked at phonetic conversion from Mandarin to the Min dialect of Taiwanese, 
along with mixed speech synthesis in Chinese with English. Another investigation 
of speech synthesis involving dialects focused on Tibetan, using a computer 
readable SAMPA scheme for conversion of text [4]. The Lanzhou, Liaocheng, 
Shenyang, and Tianjin dialects of Chinese have also been represented in speech 
synthesis [5]. 

The talking head being developed will form the foundation of a system to support 
deaf and hard-of-hearing children in learning to produce speech. It is possible to 
make the digital face transparent so that tongue placement and movement are 
clearly displayed – an advantage over a human speaker. 

Xi’an, located in northwest China, was a capital during 13 dynasties of ancient 
China, and remains important today. Its dialect, Shaanxi Xi’an (also called Qin), 
has been spoken for over 3,000 years and has 8 million speakers today. It is the 
representative dialect of a large and influential region [6], making it well worth 
researching. Shaanxi Xi’an displays differences from Mandarin in its vocabulary, 
grammar, and most particularly in its articulation. 

In order to create visual speech synthesis of the dialect, a transcription system is 
needed to label its phonetic information [7]. Based on this, it is possible to convert 
to SAMPA – Speech Assessment Methods Phonetic Alphabet. This is a machine- 
readable phonetic alphabet developed within the ESPRIT project that was first 
used with languages in the European Community, but has expanded to a variety of 
languages worldwide [8] [9]. This prompted the development of X-SAMPA 
(Extended-SAMPA), which covers all of the International Phonetic Alphabet (IPA) 
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characters and remaps them into 7-bit ASCII, meaning that computer-readable 
phonetic transcriptions can be generated for any language [10]11]. X-SAMPA 
analysis of dialect phonemes and comparison with Hungarian and Pinyin ones 
enables us to derive certain viseme features from these existing systems, meaning 
that the main tasks are to distinguish unique features and identify regularities in 
articulation compared to those languages. 

The speech assistant (SA) system being developed will highly rely on visual 
modality, especially on the visual representation of tongue movement, which is 
hardly observable in real conversation. As human speech perception involves both 
visual and auditory modalities, it is clearly multimodal, and the conditions of 
speech determine which modality has more effect [12]. Various studies have 
examined the development of normally hearing children in comparison with deaf 
or blind children and have found that insufficient exposure to stimuli in both 
modes has a substantial effect on the ability to perceive and produce speech that 
speech [13]. The audiovisual mode is more effective in transmitting articulatory 
features than any form of unimodal communication [14]. It has been proven by a 
number of clinical and laboratory investigations, that combined auditory-visual 
perception yields better results than perception through one mode alone, and this 
has been found true for normal-hearing and hearing-impaired children and adults 
alike [15]. People understand speech better when they can see articulators like the 
lips, jaw, tongue tip and teeth, as well as, the face. Thus, visual speech is an 
important aspect of speech perception, especially for deaf or hard-of-hearing 
people but also for normally hearing people in noisy surrounding [16]. Visual 
speech is studied and utilized in the fields of speech recognition [17], speech 
processing [18] [19], audio-visual speech synthesis [20], virtual talking head 
animation [21] and lip or tongue synchronization [22]. 

During the visual perception of speech, it is not the sight of the movement of lips 
and the face alone that matters; it has been found that the motion of the tongue, 
even though it is partially hidden, also conveys articulatory information that lip 
reading alone cannot access [23]. Development of infocommunication systems 
encourages speech researchers to deal with the speech of hard of hearing people 
and to study its physiological and acoustic characteristics. Computers can reveal 
features unseen before. In view of this, there are some pioneer Hungarian 
applications, such as the “Magic Box” (Varázsdoboz) package, developed by a 
team led by Klára Vicsi, which offers a tool for correcting pronunciation using 
spectrograms [24]. 

The rapidly developing capabilities in computing, 3D modeling and animation 
have contributed to the visualization tools that can be utilized, as audiovisual 
talking heads can display a human-like face while also making internal articulators 
visible. A talking head labeled Baldi was used for computer-assisted 
pronunciation training (CAPT) by Massaro and Cohen, who employed it as a tool 
in speech therapy and second language learning [25]. They went on to compare 
the effectiveness of instruction in phonetic contrasts between languages through 
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illustrations of the processes taking place in the oral cavity along with an external 
view of Baldi’s face [26]. Badin et al. attempted to use MRI and CT data to 
configure 3D tongue positions and forms. Their corpus consisted of sustained 
articulations from a single subject speaking French. With this, they developed a 
linear articulatory tongue model [27] that was later built into an audiovisual 
talking head that was able to display the normally hidden articulators (tongue, 
velum) during articulation [28]. A 3D talking head was proposed by Fagel et al. as 
a tool for speech therapy; it was capable of making a large variety of synthesized 
utterances for visualizing articulatory movements inside the oral cavity [29]. Wik 
and Engwall described how intra-oral articulations displayed in animation were 
able to contribute to the perception of speech [30]. A synthetic talking head using 
computer animation to illustrate the facial motions of lips, the jaw and the tongue 
with was utilized in training in speech perception and production by Beskow et al. 
[31]. An audio-visual representation of speech processes is also given by talking 
head developed at the University of Miskolc in Hungary, which is intended 
primarily to act as an aid in teaching speech to hard-of-hearing children [32] [33]. 

  

Figure 2 

Sample image of Hungarian speech assistant system with transparent face talking head and bar chart 

On the right-hand side of Figure 2 the transparent talking head is shown from two 
different views. In either or both windows the head can be displayed from 45° and 
90° angle views, enabling comparison of the articulation in two separate phases of 
the same word or sentence. In the Hungarian speech assistant system, beside the 
visualization of the lips and tongue movements, an additional speech sound 
visualization technique helps in developing speech production. In the center of 
Figure 2 the bar chart represents the visualized reference sound (bottom) and the 
recorded sound of the trainee (top). The pointer of the bar chart and that of the 
Talking Head can be moved in parallel from one picture frame to another, thus, 
the special educational needs (SEN) teacher can associate each sound graph with 
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its articulation position. The Speech Assistant system proved to be a beneficial aid 
in individual speech therapy of hard of hearing pupils. The pedagogically planned 
methodology makes the speech therapy complete. 

In the SA the bar chart and the talking head visually represent the speech signal 
and articulation, realizing sensor bridging between the modalities [34] [35] [36]. 
“The sensory information is transformed to an appropriate sensory modality in a 
way that the user can process it effectively” [37]. In both hearing-impaired and 
normal- hearing people acoustic and visual signals are integrated by the brain. The 
degree of sensor sharing of modalities depends on the grade of hearing 
impairment. The more severe the hearing loss, the more the subjects rely on the 
visual modality. For profoundly deaf people the visual representation of speech 
can be considered as a sensory substitution [38]. 

An expert system has been designed that aims at extending the Speech Assistant to 
ease the work of the SEN teacher for the hearing impaired as well as assist those 
practicing on their own [39]. Through automatic assessment of articulation, the 
system recommends the next word for practicing that can be most easily uttered 
built upon the sounds and sound connections already pronounced correctly. Thus, 
a scheme for individual development can be planned that takes linguistic, acoustic 
and phonetic knowledge and regularities into consideration. In this way the SA 
can adapt the order of speech items to the cognitive abilities and the current 
speech production level of the trainee. 

Tongue movement measurement technologies have progressed in a number of 
stages. An x-ray microbeam system to investigate the effect of rate of speech on 
tongue-tip and lower-lip velocity profiles when uttering stop consonants was 
introduced by Adams et al [40]. A non-invasive NMR tagging technique 
representing tissue as discrete deforming elements was used by Napadow et al. for 
quantifying the degree of local tongue deformation [41]. Systems involving 
electromagnetic tracking utilize transmitters placed around the head and sensor 
coils positioned in the mid-sagittal plane and fixed to a variety of points on the 
jaw, lips and tongue [42]-[45]. Tongue positions can be revealed by ultrasound 
imaging, providing 2D images of the tongue surface contour [46]. Tongue dorsum 
movements were monitored during C-V sequences with varying speech rates with 
a computerized pulsed-ultrasound system [47]. Stone introduces methods for 
extracting, displaying and analyzing ultrasound image contours [48]. Ultrasound 
technology, despite some disadvantages, is a practical way of obtaining an image 
sequence for tongue motion. This non-invasive technology offers real-time 
capture rates, is relatively affordable, and can be easily incorporated into 
experimental setups. Other available methods such as slow motion recording, high 
cost (MRI), or radiation exposure (X-ray) have major drawbacks [49]. 

The following section deals with identifying different articulation of consonants 
and vowels between Mandarin and the Shaanxi Xi’an dialect and extension of the 
Pinyin Scheme to form a phonetic alphabet. The third section focuses on analysis 
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of the CV phonetic features of the Shaanxi dialect and its phoneme changes 
compared to Mandarin. In the fourth section we report on an experiment studying 
articulatory movements of the tongue in terms of timing and position when a 
Chinese Shaanxi Xi’an dialect speaker is making VCV and CVC utterances of at 
varied tempos. Methods for modeling the tongue movements and creating the 
dynamic viseme system are detailed. In addition, we provide an example showing 
the result of tracing the tongue contour obtained by ultrasound technology for the 
phonemes of the dialect based on the algorithm we developed in MATLAB. 
Finally, we summarize our progress towards achieving a talking head for Chinese 
Shaanxi Xi’an dialect. 

2 Phonetic Alphabet of Shaanxi Xi’an Dialect 

2.1 Pinyin Scheme for Mandarin Chinese 

The Pinyin scheme, the official Romanization system for Mandarin Chinese, 
contains basic phonemes (56), consonants (23) and simple vowels (36). This leads 
to 413 potential CV combinations plus special cases. When the four tones of 
Mandarin are considered, there are about 1,600 unique syllables. Pinyin is 
illustrated in Table 1 [50] [51]. 

2.2 Shaanxi Xi’an Dialect and Its Phonetic Alphabet 

The Shaanxi Xi’an dialect consists of 26 consonants and 40 simple vowels. Its 
phonemes represented in IPA can be found in [52] [53] [54]. Its five unique 
consonants are presented in Table 2: ‘pf’ and ‘pfʰ’ are both labiodental plosive 
fricative consonants, ‘v’ is a voiced labiodental fricative consonant, ‘ŋ’ is a velar 
nasal initial, and ‘ɳ’ is a retroflex nasal consonant [55] [56]. 

For establishing the relationship between phonemes and SAMPA code, first we 
need to identify the articulation of Shaanxi Xi’an dialect in IPA, then transcribe it 
into X-SAMPA [57] [58] [59]. Results are given in Tables 2 and 3. 

Table 3 shows both the simple and compound vowels of the Shaanxi Xi’an dialect, 
which has 13 unique vowels compared to Mandarin. 

X-SAMPA code analysis has shown that 5 vowels and 13 consonants are similar 
to Hungarian phonemes. The dialect talking head visemes of these phonemes can 
be easily derived from their Hungarian counterparts. 
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Table 11 

Romanized phonetic alphabet of Mandarin 

23 consonants 

Type Unaspirated Aspirated Nasal 
Voiceless 
fricative 

Voiced 
fricative 

Bilabial b P m   
Labiodental    f  
Alveolar d T n  L 
Velar g K  h  
Palatal j Q  x  
Dental sibilant z C  s  
Retroflex zh Ch  sh R 
 w, y 
 36 vowels 
6 simple vowels a, o, e, i, u, ü 

14 compound vowels 
ai, ao, ei, ia, iao, ie, iou, ou, 
 ua, uai, üe, uei, uo, er 

16 nasal vowels 
8 front nasals an, en, ian, in, uan, üan, uen, ün 
8 back nasals ang, eng, iang, ing, iong, ong, uang, ueng 

Table 2 

X-SAMPA mapping for consonants of Shaanxi Xi’an dialect 

Character IPA X-SAMPA 
追 Pf pf 
吹 pfʰ pv 
味 V v 
爱 Ŋ N 
女 ɳ n` 

Table 3 

X-SAMPA mapping for vowels of Shaanxi Xi’an dialect  

Character IPA X-SAMPA Character IPA X-SAMPA 
哀 æ { 恩 ẽ e~ 
岩 iæ i{ 因 iẽ ie~ 
歪 uæ u{ 温 uẽ ue~ 
安 æ̃ {~ 晕 yẽ ye~ 
烟 iæ̃ i{~ 核 ɯ M 
弯 uæ̃ u{~ 药 yo Yo 
冤 yæ̃ y{~    

                                                           
1      Note on pronunciation: The letters ‘y’ and ‘w’ can mark a new syllable: the syllable 

‘wu’ is pronounced as the Pinyin ‘u’ , ‘yi’ as the Pinyin ‘i’ and ‘yu’ as the Pinyin ‘ü’ 
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3 Phonemic Differences between Mandarin and the 
Shaanxi Xi’an Dialect 

Pronunciation is the main difference between the dialect and Mandarin, especially 
with consonants, although variation is also found in vowels. Though quite 
complex, the variation follows some rules [60]. 

3.1 The Correspondence of some Consonants between Shaanxi 

Xi’an Dialect and Mandarin [61] 

Table 4 shows the different consonants used in Shaanxi Xi’an dialect and in 
Mandarin when articulating the same Chinese character. 

Table 4 

Correspondence of some consonants in Mandarin and dialect 

Mandarin Dialect Examples (Mandarin/ Shaanxi Xi’an dialect) 
n l 拿 ná/la; 奈 nài/lai; 弄 nòng/lòng; 暖 nuān/luan 
ch sh 尝 chāng/shǎng; 盛 chéng/sheng; 晨 chén/shen;   
t q 踢 tī/ qi; 调 tiáo/qiao; 田 tián/qian;  贴 tiē/qie 
d j 滴 dī/ji; 跌 diē/jie; 掉 diào/jiao; 丢 diū/jiu 
k f 哭 kū/fu; 苦 kǔ/fu; 酷 kù/fu 
j z 俊 jùn/zun;  炯 jiǒng/ziong; 精 jīng/zing 
q c 全 quān/cuan;  群 qún/cun；晴 qíng/cing 
x s 选 xuān/suan; 讯 xùn/sun; 削 xūe/suo; 行 xíng/sing 

The syllables beginning with the consonants ‘n’ and ‘l’ basically have the same 
articulation as Mandarin, but in situations such as ‘农(nóng)’, ‘n’ is articulated as 
‘l’. The consonants ‘ch’, ‘t’, ‘d’, ‘k’ in Mandarin also have corresponding 
consonants in dialect. It can also be seen that when a syllable starts with the 
Mandarin consonants ‘j’, ‘q’, and ‘x’, in dialect these are articulated as ‘g’, ‘k’, 
and ‘h’, respectively. 

A considerable number of non-aspirated consonants (‘b’, ‘d’, ‘g’, ‘j’, ‘z’) in 
Mandarin are always replaced by the aspirated initials (‘p’, ‘t’, ‘k’, ‘q’, ‘c’, 
respectively) in Shaanxi Xi’an dialect. We present a series of examples in Table 5 
to demonstrate this phenomenon. 

Table 5 

Correspondence between non-aspirated and aspirated consonants 

Character 鼻 柜 旧 知 早 国 
Mandarin bí guì Jiù zhī zǎo guó 
Dialect pi kui Qiu chi cao gui 
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In most parts of the Xi’an area, when the phonemes ‘zh’, ‘ch’, or ‘sh’ are used at 
the beginning of the syllables they will be articulated as either ‘zh’, ‘ch’, ‘sh’ or as 
‘z’, ‘c’, ‘s’ depending on the following phonemes.  When ‘zh’, ‘ch’, ‘sh’ are 
followed by finials such as ‘a’, ‘ai’, ‘an’, ‘en’ they are articulated ‘z’, ‘c’, ‘s’; 
otherwise, they are pronounced ‘zh’, ‘ch’, ‘sh’. Some examples are listed to 
express this rule in Table 6. 

Table 6 

Correspondence among the phonemes ‘zh’, ‘ch’, ‘sh ’and ‘z’, ‘c’, ‘s’  

Character 暂 知 产 潮 省 陕 
Mandarin zhǎn zhī Chǎn chǎo shěng shǎn 
Dialect zan zi Can cao seng san 

In addition, there is a special pronunciation for syllables such as ‘zhu’, ‘chu’, 
‘shu’, and ‘ru’, which most Xi’an dialect speakers articulate differently. ［pf］,
［pfʰ］  and［ f］are fricatives, voiceless and unaspirated,［v］ is fricative, 
voiced (note that the use of square brackets indicates IPA). Table 7 gives some 
examples to explain this articulation of phonemes. 

Table 7 

Complex reading of syllables ‘zhu’, ‘chu’, ‘shu’, ‘ru’ 

Character 猪 追 入 吹 
Mandarin zhǖ Zhuī rù chuī 

Dialect ［pfu］ ［pfui］ [vu] ［pfʰei］ 

3.2 Vowel Features of Dialect Compared with Mandarin [62] 

When the consonants ‘d’, ‘t’, ‘n’, ‘l’, ‘z’, ‘c’, ‘s’ and ‘zh’, ‘ch’, ‘sh’ appear in the 
front of the vowel ‘u’, ‘u’ will be changed to ‘ou’. This phenomenon is extremely 
common, and is widely perceived as an accent feature of the Shaanxi people. 
Table 8 presents examples of this and other vowel changes to show the 
corresponding phonemes between the two languages. 

Table 8 

Correspondance between vowels 

Mandarin Dialect Examples 
u ou 读 dú-dou; 路 lù-loù; 足 zú-zoú; 醋 cù-cou; 数 shù-soù 
e i 液 yè-yi   
ie i 携 xié-xī 
u i 婿 xù-xi 
uo u 措 cuò-cù 

It is very common to articulate ‘an’, ‘ian’, ‘uan’, ‘üan’ as ‘a’ or ‘ai’ ([æ]), which is 
a nasalization tone in Xi’an dialect. Table 9 presents examples. 
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Table 9 

Special vowel changes 

Character 三 端 捐 电 
Mandarin sān Duān jüān diàn 
Dialect sain Duain jüai die 

4 Modeling the Tongue Movement of Chinese 
Shaanxi Xi'an Dialect Speech 

This section describes the process used to gather data and model motion of the 
tongue for use in the talking head. The process begins with a static viseme 
classification of the dialect based on the method used to classify Mandarin static 
visemes [12] [63]. Then we introduce the ultrasound system used to obtain the 
speech materials (VCV and CVC sequences at different tempos). The visual 
information thus obtained is used to define the uttered viseme (the visual 
representation of a phoneme) for the dynamic viseme system for the tongue. This 
dynamic viseme system forms the fundamentals of a talking head – in this case, an 
animated articulation model for Shaanxi Xi’an dialect speech [64] [65]. 

4.1 Static Viseme Classification 

We established a set of static visemes reflecting characteristics of the Shaanxi 
Xi’an dialect and their phonetic composition. When the dialect and Mandarin 
share a phoneme, we refer to the classification of Mandarin static visemes; when 
not, we provide dialect-specific phonemes. The viseme system in Standard 
Chinese is carried out by means of statistical analysis [12]. The viseme 
classification of the 26 consonants of Chinese Shaanxi Xi’an dialect speech is 
shown in Table 10. 

Table 102 

Static consonant visemes classification for Shaanxi Xi’an dialect 

Consonant b,p,m d,t,n l g,k,h j,q,x 
zh,ch 

sh,r 

z,c

,s 
f,v 

[pf], 

[pfʰ] 
[ɳ] 

[ŋ
] 

开口呼 
爸 

大 拉 哈 机 沙 杂 
发 

追 
女 爱 

合口呼 毒 路 姑 句 书 组 吹 

                                                           
2    ‘v’, ‘pf’, ‘pfʰ’, ‘ɳ’, ‘ŋ’ are phonemes illustrated by IPA and others are a Romanized 

expression of phonemes. 
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The 40 vowels of the dialect [66] are classified into Static vowel viseme groups in 
Table 11. Fifteen basic static vowel visemes are classified; compound vowels are 
a combination of visemes for single vowels, as illustrated in Table 11. 

Table 113 

Static vowel visemes classification and examples for Shaanxi Xi’an dialect 

Simple 
Vowel 

a, ang 啊，昂 er 儿 
æ, æ̃ 哀，安 i 衣 
ao 奥 u 乌 
o 喔 ü 迂 
ou 欧 -i(-i front) 是 
e,eng 鹅，鞥 -i(-i back) 失 
ei, ẽ 诶，恩 ɯ 核 
yo 药   

Compound 
Vowel 

ia=i+a;ie=i+e; iẽ =i+ẽ; ing=i+eng; iao=i+ao; iou=i+ou 
iæ=i+æ; iæ̃ =i+ æ̃; iang=i+ang; ua=u+a; uo=u+o; uæ =u+ æ 
uei=u+ei; uæ̃, uæ̃ =u+ æ̃; uẽ =u+ ẽ; uang=u+ang; ueng,ong=u+eng 
yæ̃=y+ æ̃; üe=ü+e; yẽ=y+ẽ; iong=i+ong 

4.2 Dominance Classification Concept 

While some parameters reach their target values during pronunciation, others do 
not, especially during fast speech. Grouping was performed according to the 
dominance of each feature determining tongue position and lip share and the 
articulation features of each speech sound were placed in a dominance class [66]. 
This differs from the standard approach, which classifies only the dominance of 
the phonemes. Four dominant grades emerge from the parametric model features: 

•  stable — co-articulation has no effect (e.g. tongue position of alveolar plosives, 
lip shapes of bilabials), 

•  dominant — co-articulation has only a slight effect (e.g. lip shapes of vowels), 

• flexible —neighboring sounds affect the feature (e.g. tongue positions of 
vowels), 

• uncertain — the neighborhood defines the feature (e.g. tongue position of 
bilabials, lip shapes of ‘h’ and ‘r’). 

                                                           
3     ‘æ’, ‘iæ’, ‘uæ’, ‘æ̃’, ‘iæ̃’, ‘uæ̃’, ‘yæ̃’, ‘ẽ’, ‘iẽ’, ‘uẽ’, ‘yẽ’, ‘ɯ’, ‘yo’ are phonemes 

illustrate by IPA and others are a Romanized expression of phonemes. 
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4.3 Tongue Movement Contour Tracking 

In this study we record a small-scale visual speech database using combinations of 
the consonants and vowels of Chinese Shaanxi Xi’an dialect. The tongue 
movement contour is tracked through processing of the ultrasound image in the 
speech database, while the viseme system for Chinese Shaanxi Xi’an dialect 
determined through dynamic analysis. 

4.3.1 Subjects and Speech Material 

The subject was one adult female – the first author of this paper – who is a native 
speaker of Chinese Shaanxi Xi’an dialect. 

Two structures were investigated, VCV and CVC (‘V’ indicates vowel while ‘C’ 
indicates consonant), covering all phonemes involved in our experiment (the 26 
consonants and 40 vowels of Shaanxi Xi’an dialect). In the VCV structure, ‘e’ and 
‘a’ (eCe and aCa) are used to compare the different dominance features of the 
same consonant. Similar tongue positions mean high dominance, while different 
values mean low dominance. In the CVC structure, ‘k’ and ‘t’ are the two 
phonemes used (kVk and tVt) to compare the different dominance features of the 
same vowel. These phonemes were chosen for the database because of the rear 
tongue articulating the phonemes ‘a’ and ‘k’ and front position when articulating 
‘e’ and ‘t’. 

4.3.2 Tongue Movement Recording Method 

In order to follow the motion of the tongue we use the 'Micro' ultrasound system 
(Articulate Instruments Ltd.). a speech recording instrument with a 2–4 MHz/64 
element 20 mm radius convex ultrasound transducer at roughly 82 fps. The angle 
of view was 90°; there were 842 pixels in each of the 64 scanlines in the raw data. 
An ultrasound stabilization headset (Articulate Instruments Ltd.) fixed the 
transducer during recording. An Audio-Technica ATR 3350 omnidirectional 
condenser microphone was set approximately 20 cm from the lips when recording 
the speech samples. 

 

Figure 3 

Left: ‘Micro' Ultrasound System. Right: Probe Stabilization Headset installation 
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A photograph of this instrumentation is presented on the left side of Figure 3, 
while the Probe Stabilization Headset is shown in place on the right side. The 
headset was individually fitted with the main goal of obtaining an image 
appropriate for phonetic analysis [67]. The headset fixes the subject’s head while 
capturing the images and also fixes the ultrasound transducer under the chin [49]. 

4.4 Tongue Movement Contour Tracking 

Problems revealed in biomedical image analysis such as user fatigue, user bias, 
and difficulty in reproducing results also may occur when manually tracking 
tongue contours [68]. We thus developed an algorithm to extract and track 2D 
tongue surface contours from ultrasound sequences in the 'Micro' ultrasound 
system. Traditionally, visemes are defined as a set of static mouth shapes that 
represent clusters of contrastive phonemes [69]. However, the movement of 
phoneme pronunciation is less a static state and more a dynamic process. Here we 
present the concept of the dynamic viseme, representing the entire process of 
organ motion during articulation of a given phoneme. Similarly to the co-
articulation model of Cohen [70], our dynamic viseme model blends dominance 
and parameter values. 

4.4.1 Dominance Classification for the Shaanxi Xi’an Dialect 

Two central frames of the same consonant or vowel in the audio speech spectrum 
of a paired structure are selected after manual segmentation in Praat. JPG images 
of the ultrasound frames are analyzed. Then we trace the tongue feature points of 
the targeted phoneme in the paired structure and compare the tongue contour of 
the same phonemes in both structures in MATLAB using the algorithm to trace 
tongue contour. In Figure 4, (b) and (c) show the tongue contour comparison in 
the frame belonging to the burst of ‘t’ and ‘p’ in the two structures. 

 

a B C 

Figure 4 

a: Sample ultrasound image with tongue contour tracking; b: Tongue contours of ‘t’ in ‘ete’ (—) and 

‘ata’ (- -); c: Tongue contours of ‘p’ in ‘epe’ (—) and ‘apa’ (- -) 
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The continuous curve shows the tongue contour in that frame for ‘t’ in the 
structure ‘ete’ and ‘p’ in ‘epe’, while the dashed line shows the tongue contour of 
‘t’ in the structure ‘ata’ and ‘p’ in ‘apa’. 

The dominance feature of the invisible tongue tip of ‘t’ is classified as stable, 
while the tongue position of ‘p’ is uncertain, approaching that of the neighboring 
sounds. In our future research, we plan to focus on a sequence of frames in order 
for more accurate classification of the dominance grade of viseme features. 

In Figure 4, the complete tongue contour that can be seen in the ultrasound image 
is shown after automatic contour tracking, the uneven curve being smoothed with 
discrete cosine transformation filtering. The description of the smoothed tongue 
contour makes it possible to draw further conclusions on the basis of the selected 
feature points of the curve. Four feature points were selected at 20, 40, 60 and 
80% of the arc of the smoothed curve [71]. In Figure 5 (a), the positions of the 
feature points of the sound ’p’ in VCV words ’apa’ and ’epe’ can be seen for the 
three image frames before burst (altogether 36 ms). Figure 5 (b) shows the 
position of the feature points of the sound ’sh’ in words ’asha’ and ’eshe’ for the 
whole range of the sound. The uncertain character of ’p’ and the dominant 
character of ’sh’ can be seen very well. (Similarly to Figure 4, on the left hand 
side, the back and on right hand side, the front of the tongue can be seen. The 
numbers of rows increase from top to bottom, as it is usual in the representation of 
images.) 

 

a B 
Figure 5 

a: positions of the four feature point of sounds ’p’ and b: ’sh’ in the environment of ’e’ (o) and ’a’ (+) 

The movement of the tongue during speech can be described with the changes in 
the coordinates of the feature points. Figure 6 shows the vertical positions of the 
two front feature points while VCV words ’ama’ and ’ala’ are being uttered. This 
representation not only shows the uncertain character of ’m’ and the dominant 
character of the vertical position of the front part of the tongue in case of ’l’ but 
also makes possible the investigation of the interpolation between key frames. 
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a B 

Figure 6 

Vertical position of the first two feature points of the tongue while the words a: ’ama’ and b: ’ala’ are 
being uttered 

Dominance is analyzed for all the features involved in the animation. The bilabial 
sounds in the previous examples are, e.g. stable as regards the shape of the lips but 
are of uncertain character as regards the position of the tongue. 

This method will be used to determine the dominance grade for all viseme features 
of the dialect, so that we can create a dynamic viseme system using the tongue 
contour with a dominance model. 

5 Conclusion and Future Work 

This paper presents a method for the phonetic transcription of the Shaanxi Xi’an 
dialect of Chinese and the conversion of its basic phomes into a computer readable 
phonetic alphabet. Transcription was based on the phonetic alphabet of the dialect, 
mapping the phonemes shared with Mandarin supplemented by several phonemes 
unique to Shaanxi Xi’an. The purpose is to obtain the fundamental data needed to 
create a talking head for the Shaanxi Xi’an dialect. The classification method for 
Mandarin static visemes was applied to static viseme classification of Chinese 
Shaanxi Xi’an dialect speech. We studied both the timing and position properties 
of articulatory movements of the tongue in Chinese Shaanxi Xi’an dialect speech 
utterances spoken at different tempos by one native speaker of the dialect. She 
read randomized lists of VCV utterances containing the vowels /e/ or /a/ and CVC 
utterances containing the consonants /k/ or /t/ in all possible combinations of the 
dialect’s 26 consonants and 41 vowels. The 'Micro' ultrasound system recorded 
the utterances and the Assistant Advanced software formed JPG images and MP4 
videos. We developed an algorithm to automatically track spatial-temporal tongue 
movement contours from the ultrasound images. The visual information is 
classified by dominance and other features to define the uttered viseme and will 
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form the basis of a dynamic viseme system of tongue motion for the Shaanxi 
Xi’an dialect. Similar classification of lip shape features is in progress through 
analysis of the video recordings. The interpolation between articulation features is 
being refined with the analysis of the ultrasound image (position of the tongue) 
and video (shape of the lips) made during the continuous reading of a long text. 
The standard deviation of the feature examined well combines the essence of the 
analyses shown in Figures 4-6: the greater the deviation, the lower the dominance. 
Our animation process, elaborated for the Hungarian language, accomplishes the 
screening of the features according to dominance class.  

The long-term objective is to create a dynamic articulation model that can be 
applied to animate articulation for Shaanxi Xi’an dialect speech within a 3D 
virtual talking head. This is intended for use in a speech assistant system for hard-
of-hearing children and second language learners. 
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Abstract: Measuring the quality of a website is important for companies in order to 

maintain their competitiveness. This manuscript intends to present a new multiple criteria 

decision-making approach devoted to the evaluation of the quality of websites from the 

viewpoint of their visitors. The proposed approach uses gaps between expectations and 

perceptions similar to the well-known SERVQUAL methodology. The proposed approach is 

also based on the use of the Weighted Sum Preferred Levels of Performances (WS PLP) 

approach and the proven smaller set of criteria, which enables the forming of less complex 

questionnaires, and as such, it should enable us to more easily collect the real attitudes of 

surveyed website visitors. The usability and efficiency of the proposed approach are 

considered in the case study devoted to the evaluation of the websites of three 

telecommunication companies in Serbia. 

Keywords: MCDM; WS PLP approach; Company website; Website quality evaluation 

1 Introduction 

The emergence of new technologies, such as the Internet, has caused change in the 
manner companies do their business. In the last decades, the Internet has 
undoubtedly become the fastest-growing communications medium; accordingly, 
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many companies have adopted and have been taking the advantages the Internet 
offers. The Internet has allowed companies of any size to be easily accessible in 
the cyberspace, in accordance with which small and large size companies are able 
to create websites in order to present their respective corporate missions, products 
or services to the world [1]. So, modern companies perform the largest portion of 
their communications with their customers over the Internet, usually in order to 
promote their own products and services. Therefore, Cebi [2] emphasizes the fact 
that the Internet is an effective tool for companies to reach their customers via 
their own websites. 

Similarly to any commercial, the website helps companies to inform, persuade and 
remind their customers about and of, respectively, the company and its products 
and services. In his study, Ibrahim [3] has confirmed the fact that websites are the 
main bearers of the marketing activities of a company, which are actively used 
today. However, bearing in mind the fact that there is increasing competition, the 
quality of companies’ websites is of great importance and, undoubtedly, it is 
critical for a company’s achieving of goals [4]. For that reason, the quality of the 
website has become an important tool for the acquisition of new customers, as has 
been confirmed in numerous studies, only to name some of them: Stanujkic et al. 
[5], Al-Manasra et al. [6], Bai et al. [7], Lin [8], Kim and Stoel [9] and so on. 

Therefore, measuring the quality of a website is important for companies in order 
to maintain their competitiveness. The SERVQUAL model, proposed by 
Parasuraman et al. [10], was often used for measuring a service quality. Somewhat 
later, based on SERVQUAL, other models for the evaluation of a service quality 
have been proposed, amongst which: WebQual [11; 12], E-S-QUAL, E-RecS-
QUAL [13] and so forth. Measuring the quality of a website mainly based on the 
WebQual has been the subject matter of numerous studies conducted by numerous 
researchers, such as: Loiacono et al. [14], Barnes and Vidgen [15-16], Shchiglik 
and Barnes [17], Park et al. [18], Park and Baek [19] and so on. 

Quality is an attribute of a service that gives an insight how well it fulfils the 
customers’ needs. Evaluating the service, in this case the website, quality is very 
complex and acquiring task. According to the previous mentioned models 
proposed for solving such a problem, different evaluation dimensions are 
emphasized which additionally complicates already complicated and complex 
issue. Different lists of evaluation criteria are proposed which often are not 
mutually compatible. If decision maker (hereinafter marked as DM) gives the 
priority to the certain set of evaluation criteria, neglecting the others, the decision 
would not be representative because it would not be based on the whole group of 
the involved criteria. In order to overcome the problems in decision-making 
process related to the appreciating of all evaluation criteria the Multiple Criteria 
Decision Making (MCDM) methods are introduced. 

MCDM is one of the significant branches of operational research and it deals with 
problems which we are faced with when deciding in the presence of a large 
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number of, usually conflicting, criteria. Therefore, Keeney and Raiffa [20] suggest 
the five key principles that should be considered when formulating criteria: 
completeness, the operational ability, decomposability, non-redundancy and the 
minimum size. It is stated by Beynon [21] that the DM’s ability to make 
preference judgments about a number of different decision alternatives is the basis 
for making a decision. Further, Korhonen [22] points out the fact that the solving 
of a multi-criteria decision-making problem requires that the DM should make 
choice of the “reasonable” alternative out of a set of available alternatives the 
most consistent with his/her preferences. Until today, many different MCDM 
methods are proposed as well as its appropriate extensions that enable DM to 
incorporate the vagueness and uncertainty into the decision-making process [23-
26]. 

In this manuscript the WS PLP method [27] is proposed as a convenient tool that 
could be used for the website quality evaluation from two aspects, i.e. customers 
and companies. Customers could apply the WS PLP method in the process of the 
evaluation and selection of the websites of different kind. By applying the 
aforementioned method, companies could investigate how consumers evaluate 
their websites and what is their position related to their main competitors. The 
main goal is dichotomous: (1) first is to facilitate the decision-making process and 
enable DM (in this case customer) to choose website in accordance with his/her 
needs and requirements; (2) second is to enable companies to, by using the same 
tool on the group of examinees, estimate the quality of theirs websites, their rang 
according to competitors and to define what dimensions should be improved. 

For the need of this paper, the evaluation process is performed by using the set of 
the evaluation criteria retrieved from the Webby Awards 
(http://webbyawards.com/judging-criteria/). The website’s quality of the three 
telecommunication companies that operate in the Republic of Serbia are assessed 
by DMs involved in the process of the evaluation because of obtaining the more 
reliable results as possible. In order to show the possibilities of the proposed 
method, the manuscript is structured in the following manner: Section 2 presents 
Literature Review and Section 3 demonstrates the WS PLP approach. In Section 
4, the framework for evaluating the website quality is presented and a case study 
is given in Section 5. Ultimately, the conclusions are given at the end of the 
manuscript. 

2 Literature Review 

Website quality is topic that occupies the scientific attention because it has a 
significant impact on the business results and success of an organization. For 
example, Bai et al. [7] examined how the website quality have influence on the 
consumer satisfaction and willingness to shop online, and Jones and Kim [28] 
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explore does website quality have impact on the young female consumers in the 
US to buy clothes online. The appropriate websites also could contribute to the 
hotel business by developing good relationships with their clients [29]. Certain 
attributes are very important when the website quality is in question because they 
contribute to the consumer satisfaction in a greater degree [30]. The consumer 
satisfaction is crucial dimension that is connected with website quality and 
question that arises is how to measure the quality of webiste as well as the 
consumer satisfaction that is connected to it? 

Websites and its applications represent a kind of service and the tool proposed for 
the measuring the service quality is SERVQUAL, as previously stated. According 
to Parasuraman et al. [10] service quality is defined as a gap between consumer 
expectations and consumers’ perceptions and five dimensions crucial for the 
measuring of service quality are identified and they are: tangibility, reliability, 
responsiveness, assurance and empathy. Further, the new appropriate models for 
the estimating of website quality was proposed such as: WebQual model [11-12], 
Web Quality (WQM) model [31] and WebQual TM quality evaluation model 
[14]. In various cases, when certain type of websites are evaluated that fullfils 
concrete customer need, different model is used. The mentioned models are very 
convinient for applying by practitioners who want to identify what performance of 
their website is good as those that need improvement so they could be in 
accordance with customer desire. But, on other hand there are consumers who also 
wants to choose the website according to their needs, but the use of mentioned 
models is not quite appropriate for them. Also, there is a need for the simpler 
questioners that companies could use for the investigating the opinions of their 
customers. In that case, the MCDM methods seems like appropriate solution that 
could help in resolving the mentioned issues. 

In the past decades, the rapid development of operational research has caused the 
creation of many MCDM methods, such as: the Weighted Sum (WS) method [32- 
33], the ELECTRE method [34], the AHP method [35-36], the TOPSIS method 
[37], the PROMETHEE method [38], the COPRAS method [39], and the VIKOR 
method [40]. Recently, the new generation of the MCDM methods is proposed 
such as: the MUSA method [41], the MULTIMOORA method [42], the ARAS 
method [43], the SWARA method [44], the FARE method [45], the WASPAS 
method [46], the KEMIRA method [47] and the EDAS method [48]. 

In a number of studies, MCDM methods have been successfully used for the 
purpose of the evaluation of the quality of websites. Burmaoglu and Kazancoglu 
[49] have applied the hybrid MCDM method AHP and VIKOR in a fuzzy 
environment for the evaluation of the e-government website. Akincilar and 
Dagdeviren [50] have proposed a hybrid multi-criteria decision-making model 
based on the AHP and PROMETHEE in order to evaluate the websites of the 
hotels. Ecer [51] uses the AHP and COPRAS-G to conduct the evaluation of the 
quality of websites in the banking industry. Stanujkic et al. [5] provide an 
approach to the measuring of the website quality in the rural tourism industry 
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based on Atanassov’s intuitionistic fuzzy sets. Jain et al. [52] uses the TOPSIS 
method for the evaluation of e-learning websites; also, Jain et al. [53] use 
weighted distance-based approximation for the selection and ranking of e-learning 
websites. Kang et al. [54] uses the fuzzy hierarchical TOPSIS based on the ES-
QUAL model for the evaluation of e-commerce websites. Stanujkic and 
Karabasevic [55] uses extension of the WASPAS method with intuitionistic fuzzy 
numbers for the evaluation of websites. 

In this manuscript, the application of the WS PLP method introduced by Stanujkic 
and Zavadskas [27] is proposed. This method represents the improvement of the 
WS method. The mentioned method is very applicable and easy to use and until 
now it is successfully applied for the solving of various types of the decision-
making problems, such as: the ranking of transportation zones [56], the estimation 
of technologies for the power supply [57], the evaluation of the sustainability of 
transport noise [58] and performing a decision-making process in a fuzzy 
environment [59-60]. The WS PLP method is used in the field of human resources 
management [61-63] and for the estimation of the froth flotation reagents [64]. 
The WS PLP method could, also, enable the facilitating of the evaluation process 
in the field of the website quality performed by the customers by utilizing its 
advantage of incorporating the DM’s point of view in a better way. 

3 The WS PLP Approach 

Based on the WS method, proposed by Churchman and Ackoff [32] and 
MacCrimmon [33], Stanujkic and Zavadskas [27] proposed the WS PLP 
approach. The normalization procedure introduced by Stanujkic et al. [65] that 
incorporates the DM`s preferences for preferred performance ratings (ppr) 
initiated the idea for the forming of new decision-making method. The standpoint 
of the DM related to the value of criteria is incorporated in every MCDM method 
in certain degree, but in this case, through the ppr values, the DM`s concretely and 
exactly express the desired values of the considered criteria. This specified set of 
ppr values directly affect evaluation of alternatives by transforming them into the 
group of acceptable alternatives among which the selection should be performed. 

In the case of website quality estimation, DMs usually exactly know what features 
should have the certain website. The ppr values, as a part of the WS PLP method, 
enable making of an adequate decision that includes expectations and 
requirements of the DM in greater extent. Exactly this ppr values lead to the 
similarity of the WS PLP method with the SERVQUAL model because this values 
represents the expectations of the DM, while the given estimations of the 
alternatives represent their perceptions. Also, there is a possibility to make a 
choice between the alternative that better match with the given ppr values and the 
alternative that has the best overall performance rating. Compensation coefficient 
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that is a part of the procedure of the WS PLP method, gives the opportunity to the 
DM to choose between the mentioned options. Besides, the DM could easily 
define whether an alternative is better ranked because of only or several criteria 
that has good ratings and, in that way, the possibility of selection of the alternative 
along with neglecting of other requirements is avoided. 

Evaluation of the quality of website given in this manuscript is performed by 
using the WS PLP method, whose computational procedure can accurately be 
presented as follows [27]: 
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The preferred performance rating jx0 of the evaluation criterion j should be set on 

the basis of the preferences made by the decision maker/respondent. If he/she does 
not have any preferences in relation to any criterion, such a criterion should be 
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In the proposed approach, the alternatives whose iS   is greater than or equal to 

zero form a set of the most appropriate alternatives, from which one should be 
selected. 

The part ic  of Eq. (1) can be used to reduce the number of the alternatives or to 

fine tune the values of iS   in the set of the most appropriate alternatives. However, 

its use is not mandatory. 

The meaning and the usage of ic  part of Eq. (1) are explained in detail in 

Stanujkic and Zavadskas [27]. 

4 The Framework for Evaluating the Website 

Quality 

Different authors have identified different phases in the multiple criteria 
evaluation process. Many of them have highlighted some as those important for 
the further consideration of the proposed approach, such as [66-68]: 

 the selection of relevant evaluation criteria, 
 the determination of the criteria weights, and 
 the aggregation and selection phase. 

In the following text every phase is further elaborated. 

4.1 The Selection of Relevant Evaluation Criteria 

The choice of the appropriate set of the evaluation selection criteria is very 
important for the successful solving of each MCDM problem. The evaluation of 
the website quality performed by Kaya [69] is based on the four groups of criteria 
which are as follows: information quality, service quality, system quality and 
vendor quality. Every of the mentioned criteria group consists of two additional 
criteria that better explain the considered aspect of website quality. Kaya and 
Kahraman [70] in their manuscript based the evaluation of the e-banking websites 
on the two dimensions: (1) customer service quality criteria that involve: product 
quality, reliability, responsiveness, competence and access; and (2) online systems 
quality criteria that involves: information content, ease of use and security. 
Akincilar and Dagdeviren [50] evaluated the quality of the hotel websites by using 
the following criteria that is further elaborated in the certain number of sub-
criteria: customer oriented, technology oriented, marketing oriented, security 
oriented and other factors. 

The common denominator for all previous approaches is that the evaluation 
process is based on the greater number of criteria and sub-criteria. Using a larger 
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number of criteria usually leads to the formation of more precise models, on the 
one hand, whereas on the other, a larger number of criteria can, however, be less 
desirable if some data should be collected through a survey. In contrast to the said, 
a smaller number of criteria can be much more efficient when some data should be 
collected through a survey, on the one hand, whereas on the other, the usage of 
more complex criteria is required sometimes, which can also lead to the forming 
of less accurate models. There is also a set of rules that a set of evaluation criteria 
should satisfy, such as: completeness, the operational ability, decomposability, 
non-redundancy and the minimum size [71]. 

Therefore, in this approach a proven set of evaluation criteria, which has been 
adopted from the Webby Awards1, is proposed for evaluating the quality of the 
website: 

 Content (C) - The content is the information provided on the website. It is 
not just the text, but also the music, the sound, the animation or a video – 
anything that communicates the body of knowledge of the website. 

 Structure and Navigation (S) - The structure and navigation refer to the 
framework of the website, the organization of the content, the 
prioritization of the information and the method in which the website is 
navigated by the visitor. Websites with the good structure and navigation 
are consistent, intuitive and transparent. 

 Visual Design (V) - Visual design is the appearance of the website. It is 
more than just a nicely designed homepage and it does not have to be the 
cutting edge or anything trendy. A good visual design is of a high quality, 
appropriate and relevant for the audience and the message it supports. It 
communicates a visual experience and may even take your breath away. 

 Functionality (F) - Functionality is the use of technology on the website. 
Good functionality means that the website works well. It loads quickly, 
has live links and the different kinds of the new technology applied to it 
are functional and relevant for the intended audience. 

 Innovation (I) – Innovation is the idea that is completely new and 
contributes to the better functioning or visual design of some website. 

 Overall Experience (O) - Demonstrating the fact that websites are 
frequently more or less than the sum of their parts, the overall experience 
encompasses the content, visual design, functionality, interactivity and the 
structure and navigation, on the one hand, also including the intangibles 
that make the visitor stay on it or leave it, on the other. 

In this case, the criterion Innovation is omitted from the evaluation procedure. The 
reason for excluding of mentioned criterion from the assessment of the websites` 
quality is twofold. Firstly, examination of the research studies shows that 
evaluation of the quality of websites mainly relies on the criteria that roughly 
could be categorized as follows: content, navigation, visual appeal, multimedia 

                                                           
1 http://webbyawards.com/judging-criteria/ 
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and ease of use [72-74]. Secondly, the Innovation criterion is omitted from the 
assessment because its meaning could be confusing to the respondents. Besides, 
the Overall Experience criterion is used for checking the reliability of the 
collected data and the evaluation results. 

The given set of criteria is reliable because it is proved to be useful for the 
estimation of the website quality. Besides, its application facilitates decision-
making process, which is liberated from the large number of criteria that 
complicates the procedure. 

4.2 The Determination of Criteria Weights 

The determination of the significance of criteria is of great importance in multiple 
criteria evaluation models, which is why a number of methods for their 
determination have been proposed, such as: the Analytic Hierarchy Process 
(AHP), developed by Saaty [35-36], the Step-wise Weight Assessment Ratio 
Analysis (SWARA) technique, developed by Kersuliene et al. [44], and the pivot 
pairwise relative criteria importance assessment method for determining the 
weights of criteria (PIPRECIA) [75]. 

In this approach, the preferred ratings obtained from the respondents are used for 
the determining of the significance of the evaluation criteria, i.e. the weights of the 
criteria, as follows: 
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where jx0  denotes the preferred performance rating of the criterion j and lx0  

denotes the preferred performance ratings. 

4.3 The Aggregation and Selection Phase 

In this approach, the WS PLP approach is chosen for aggregating the ratings 
collected during the survey for each one of the respondents separately. This means 
that the K ranking orders will be formed in the case of a survey that includes K 
respondents. 

There are several ways for the evaluation of the alternatives. The first approach is 
the theory of dominance [42] based on the number of the occurrences of some 
alternative in the first position. The number of the occurrences in the other 
positions, the second, and the third and so on, can also be significant for a more 
precise evaluation. 
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The Weighted Averaging (WA) operator, proposed by Harsanyi [76], can be used 
as an alternative way for the transformation of the K ranking list into the resulting 
ranking list. 

5 A Case Study 

In order to verify the proposed framework, a limited research related to the quality 
of the websites of the three telecommunication companies in Serbia was 
conducted. 

The e-mail survey was carried out, and e-mails were sent to more than 80 pre-
selected email addresses. The positive feedback response was obtained from 51 
respondents, out of which 45 surveys were selected as properly completed. 
Respondents appraised before mentioned websites against the given set of criteria 
using the marks 1 to 5 (1 as the worst and 5 as the best mark). 

In order to demonstrate not only the efficiency, but also the simplicity of the use 
of the proposed framework, the evaluation performed on the basis of the five 
randomly selected respondents is presented below. 

The ratings obtained from the selected respondents are shown in Tables 1 to 5. 

Table 1 

The ratings and the preferred ratings obtained from the first of the five selected respondents 

Criteria C1 C2 C3 C4 C5 Overall 
ppr 3 4 5 2 1 

A1 2 4 5 3 2 4 
A2 2 3 3 4 2 1 
A3 3 4 5 2 1 4 

Table 2 

The ratings and the preferred ratings obtained from the second of the five selected respondents 

Criteria C1 C2 C3 C4 C5 Overall 
ppr 3 5 5 4 1 

A1 2 4 5 3 2 4 
A2 2 3 4 2 2 2 
A3 3 4 5 2 1 4 

Table 3 

The ratings and the preferred ratings obtained from the third of the five selected respondents 

Criteria C1 C2 C3 C4 C5 Overall 
ppr 3 4 5 2 1 

A1 2 4 5 3 2 2 
A2 2 3 3 4 2 1 
A3 3 4 5 2 1 4 
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Table 4 

The ratings and the preferred ratings obtained from the fourth of the five selected respondents 

Criteria C1 C2 C3 C4 C5 Overall 
ppr 3 4 3 3 1 

A1 2 4 5 3 2 3 
A2 2 3 3 4 2 1 
A3 3 4 1 4 1 2 

Table 5 

The ratings and the preferred ratings obtained from the fifth of the five selected respondents 

Criteria C1 C2 C3 C4 C5 Overall 
ppr 3 4 5 2 1 

A1 2 4 5 3 2 4 
A2 2 3 3 4 2 1 
A3 3 4 5 2 1 3 

The normalized ratings and the weights of the criteria obtained on the basis of the 
ratings and the preferences of the first respondent by using Eq. (2) and Eq. (6) are 
shown in Table 6. 

Table 6 

The normalized ratings and the weighting of the criteria obtained on the basis of the ratings and the 

preferences of the first of the five selected respondents 

Criteria C1 C2 C3 C4 C5 
wj 0.20 0.27 0.33 0.13 0.07 

A1 -1 0 0 1 1 
A2 -1 -1 -2 2 1 
A3 0 0 0 0 0 

The weighted normalized ratings and the overall ratings obtained by using Eq. (1), 
as well as the ranking order obtained on the responses of the first respondent are 
accounted for in Table 7. 

Table 7 

The computational details obtained on the basis of the responses received from the first of the five 

selected respondents 

Criteria C1 C2 C3 C4 C5 Si Rank 
A1 0.00 0.00 0.00 0.07 0.07 0.13 1 
A2 -0.20 -0.27 -0.33 0.13 0.07 -0.60 3 
A3 0.00 0.00 0.00 0.00 0.00 0.00 2 

According to Table 7, the website of the telecommunication company labelled as 
A1 is the best-ranked and the website of the company labelled as A3 is the second 
best-placed. 

The Overall parameter applied in the conducted survey is used for the purpose of 
determining the consistency of the responses obtained through the survey.        
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The results of the ranking obtained on the basis of the responses received from the 
first of the selected respondents are given in Table 8. 

Table 8 

The ranking of the websites on the basis of the Overall parameter obtained from the first of the five 

selected respondents 

Alternatives Overall Rank 
A1 4 1 
A2 1 3 
A3 4 1 

According to Tables 7 and 8, the ranking order obtained on the basis of the five 
evaluation criteria and the ranking order obtained on the basis of the Overall 
parameter are similar to one another, which confirms the consistency of the 
responses received from the first of the selected respondents. 

The ranking orders of the considered websites obtained from the responses given 
by the five selected respondents are shown in Table 9. 

Table 9 

The ranking orders obtained on the basis of the responses received from the five selected respondents 

Alternatives DM1 DM2 DM3 DM4 DM5 I Rank 
A1 1 1 2 2 1 3 1 
A2 3 2 3 3 3 0 3 
A3 2 3 1 1 2 2 2 

According to Table 9, the website A1 is the most appropriate, based on the 
responses obtained from the five selected respondents because it has the greatest 
number of appearances in the first position. 

The website A3 is the runner up, with three appearances in the first position and 
two appearances in the second position, which is indicative of the fact that this 
particular website could surpass the website A1, based on certain adjustments to 
that website. 

The ranking order obtained on the basis of appearance in the first position is also 
confirmed by using the WA operator, as Table 10 shows. 

Table 10 

The ranking of the websites on the basis of the WA operator and the ratings obtained from the five 

selected respondents 

Alternatives Si Rank 
A1 -0.14 1 
A2 -0.57 3 
A3 -0.27 2 

The value -0.14 of the overall rating of the website A1 indicates the fact that its 
overall quality is below the respondents’ expectations. By analyzing their 
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responses, the website A1 was found to mainly fail in relation the Content 
criterion, as is shown in Table 11. 

Table 11 

The weighted normalized ratings of the website A1, obtained from the selected respondents 

Criteria C1 C2 C3 C4 C5 
DM1 0.00 0.00 0.00 0.07 0.07 
DM2 -0.17 -0.28 0.00 -0.22 0.02 
DM3 -0.20 0.00 0.00 0.07 0.07 
DM4 -0.21 0.00 0.11 0.00 0.07 
DM5 -0.20 0.00 0.00 0.07 0.07 

The ranking orders of the considered websites obtained on the basis of the 
responses received from all the surveyed respondents are accounted for in Table 
12. 

Table 12 

The ranking orders obtained on the basis of all the respondents’ responses 

Alternatives I Rank % 
A1 30 1 67% 
A2 6 3 13% 
A3 9 2 20% 

According to Table 12, the website A1 is still the first-placed, with 30 appearances 
in the first position, which is 67% if expressed in percentage. 

The dominance of the website A1 could also be confirmed by using the WA 
operator, as well as by the ranking based on the Overall parameter, as is shown in 
Table 13 and Table 14. 

Table 13 

The ranking orders of the websites on the basis of the WA operator 

Alternatives Si Rank 
A1 -0.35 1 
A2 -0.72 3 
A3 -0.64 2 

Table 14 

The ranking orders obtained on the basis of the Overall parameter 

Alternatives I Rank % 
A1 10 48% 1 
A2 5 24% 3 
A3 6 29% 2 

Additionally, in order to verify the reliability of the proposed approach, sensitivity 
analysis was conducted with the comparison of the ranking results of the WS PLP 
method with 5 other well-known MCDM methods (TOPSIS, VIKOR, ARAS, 
MULTIMOORA and WASPAS). The obtained results are shown in Figure 1. 
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Figure 1 

 Results of sensitivity analysis in comparison of ranks with other MCDM methods 

The comparison results of the conducted sensitivity analysis indicate that 
proposed approach have the same ranking results as well as other methods, which 
confirms that the proposed approach is reliable and adequate when it comes to 
website evaluation. 

Conclusion 

A new approach to the evaluation and ranking of websites from the viewpoint of 
their respective visitors is the subject matter of consideration in this manuscript. 
The main goal of the paper is proposing the WS PLP method as a suitable 
technique for the website quality evaluation that could be used by the customers or 
the companies. The capability of the WS PLP method application in the 
mentioned case is dual. This method could help customers to select the website 
according to their needs, but also, companies could evaluate the quality of their 
websites, and determine its position in relation to the main competitors as well 
providing the information regarding the main aspects that should be improved. 

The approach proposed herein also has significant similarities to the proven 
approaches of the determination of customers’ satisfaction, such as SERVQUAL 
or models similar to that one. The main similarity to the SERVQUAL model is 
related to the fact that the proposed approach also uses gaps between expectations 
and perceptions. By introducing the ppr values the DM’s could better to express 
their expectations and perform the comparisons with the given performances of 
the alternatives. Also, the DM is in the position to choose whether he/she wants to 
give priority to the alternative that is better matching with his/her expectations or 
to the one that is the best of all. 

The before mentioned authors such as Kaya [69], Kaya and Kahraman [70] and 
Akincilar and Dagdeviren [50] have based their evaluation of the website quality 
on the greater number of criteria and sub-criteria that leads to the more complex 
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procedure and that is very complicated for the application in the practice by 
ordinary users. Approach proposed in this paper, which is based on the 
significantly smaller number of criteria, enables forming of the simpler 
questionnaires that could be more appropriate when preferences and ratings are 
collected through conducting surveys with ordinary respondents, i.e. those 
unprepared in advice for surveying. 

The principal disadvantage of this approach is the use of the crisp numbers. 
Despite that, the proposed approach proved to be useful when it comes to solving 
problems of websites evaluation. 

In the end, the usability of the proposed approach is tested and verified in the case 
study on the evaluation of the websites of the telecommunication companies. 
Also, additional verification of the proposed approach is demonstrated in the 
conducted sensitivity analysis. The obtained result has confirmed that the 
proposed approach is proven to be reliable and adequate for solving problems of 
website quality evaluation. 
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Abstract: Nowadays the role of driver assistant systems is becoming more and more 

pertinent in the vehicle industry. The increasing automation level presents opportunity to 

involve the driver in any kind of network such as network among vehicles (V2X) and into 

vehicle and infrastructure connections. The essence of automation in case of the vehicle 

industry is to facilitate for the vehicle to provide services based on multi-information 

sources to help the driver because in modern transport systems the most cardinal criteria 

are environment friendly, plannable, cost efficient and safety travel. Thus, the stability of 

data transport plays the key role in case of connected vehicles. The following sections will 

present an opportunity in a detailed way to determine the vehicle’s position relying on the 
vehicle’s On-Board Diagnostic system based on the developed algorithm and will show 

how this method can help the driver assistant system’s reliable operation as well. 

Keywords: vehicle; RTK-GPS; OBD; satellite; V2X 

1 Introduction 

Innovation can be chosen for the password of the 21st Century vehicle industry. 
Increasingly severe environmental standards, safety and traffic optimization 
criteria encourage the automotive industry to devise more and more complex 
solutions. 

Smart city conceptions have come to the forefront, the importance of sustainable 
traffic has become fundamental. Online communication systems, consumption 
optimization, autonomous transportation systems and transport conceptions 
realization are very complex and challenging tasks, which require cooperation 

mailto:lakatos@sze.hu
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from more sectors such as the infocommunication industry, urban development 
and automotive industry [11] [12] [13]. Communication flow among the 
components of traffic determines the basics of automated transport [16] [17] [18]. 
Based on these facts it can be seen the stability of traffic data has a key-role in this 
complex system. 

As the quality of the data is determined by the content of the information, there is 
a growing demand for the components involved in the transport as well. The 
essence of automation is that the vehicle (along with the service infrastructure) 
can provide a quality service based on the multiple information sources, as 
nowadays the main priorities are environmentally conscious, planned and safe 
travel. 

The current traffic trend in our world is determined by the growing number of 
vehicles. Huge traffic can be expected near peak times in big cities. In this case, 
the spaces become narrower for the driver and the roads become more and more 
crowded. These conditions also test the drivers, as their proper handling requires a 
lot of routine and concentration. Driving assistant systems offer a great and 
effective solution to this [5] [8]. Automation provides the opportunity to involve 
the vehicle in a network to implement a vehicle-to-infrastructure (V2X-Vehicle to 
Everything) connection [9] [10]. 

The network brings together all the vehicles that are involved in this way of 
transport, providing information on the routes to be crawled, thus congestion and 
accidents are avoidable. Setting up such a system can greatly contribute to secure, 
predictable traffic. Vehicle-to-Everything (V2X) refers to the connection between 
the vehicle and its surrounding units. The surrounding infrastructure in 
collaboration with the Intelligent Transportation System (ITS) can create more 
optimally operating traffic [7]. 

Therefore, mapping potential databases that can provide information as the basis 
for these systems is an important task. 

2 Concerning GPS, the First Basic System 

GPS (Global Positioning System or american satellite system), or GNSS (Global 
Navigational Satellite System) based positioning is a central question of today. It 
is a world wide global source of information. Developments, new horizons, new 
possibilities are known, from military uses to weather forecasts [4]. All regions 
are building their own satellite systems, adding together the different systems, thus 
resulting in GNSS services [6]. Advanced satellite systems: 

 GPS – USA, 

 GLONASS – Russian, 
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 Galileo – EU, 

 Beidou – Chinese. 

We have to mention the QZSS (Quasi-Zenith Satellite System) from Japan and the 
Indian IRNSS (Indian Regional Navigation Satellite System) system as well. In 
Hungary, both of the latest are rare or not available. The most advanced is the 
American satellite system. In Hungary, the American and the Russian systems are 
frequented. For visibility, an observer point in Győr, Hungary: 

 Latitude: N 47°41’2”; Longitude: E 17°38’6” 

 

Figure 1 

Sky plot of different satellite systems, observer point: Győr, Hungary 

(source: www.gnssplanningonline.com, opened: 2019.03.17) 

Figure 1 shows the availability of the different satellite systems. Observer point is 
in the city of Győr, Hungary. QZSS and IRNSS systems are not or rarely 
available, J02 is on the first qadrant sector with the only one member of QZSS. 
The IRNSS satellites are downside of the second quadrant sector assuming the 
specific ’form 8’. Online planning of the survey is very helpful. We can estimate 
the best interval for measurement. The boundary conditions of our survey will be 
presented later, including requirements of the number of satellites. 

http://www.gnssplanningonline.com/
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3 RTK – Real Time Kinematic Survey 

RTK is a positioning method. It provides geodesic accuracy geographic points not 
just with fix point surveys, but with continuous topographic survey too. During 
the survey moving is possible. Geodesic accuracy is 3-4 cm horizontal, 5-6 cm 
vertical precision. RTK survey needs 5 satellites access at the same time, and 
connection with the base. Base is a pre-recorded point, it helps increase accuracy 
during survey Figure 2 shows the constellation of satellites. It was mounted on an 
atomic clock. Its delay is 1 secundum in 300 000-3 000 000 year. It depends on its 
regulation. In this case it is possible to measure time accurately. The satellite now 
has an accurate time stamp, communicates with the observer on Earth. This 
observer has a time stamp too and the difference between the two states gives the 
parameter ’elapsed time’. In a given medium, radio wave velocity is known, 
300.000 km/s. The covered distance can be calculated. This is the radius of the 
sphere around the given satellite. 2 satellites and their spheres define a circle. 
Cutting a circle with another sphere gives 2 points, two further satellites increase 
the accuracy of the survey. To sum it all up, the RTK method works with 5 
different satellites, and correction data from the base. 

 

Figure 2 

RTK method 

(source: https://gisgeography.com/trilateration-triangulation-gps/, opened: 2019.03.17.) 

Possible use of navigation and RTK method is very varied, for example drone 
control systems. These ’non piloted’ or unmanned aerial vehicles (UAV) are 
qualified to detect non or hardly accessible surfaces and for aerial photoshooting 
using GPS navigation signals [14]. It is highly frequented in remote sensing and 
photogrammetry, in agricultural sciences for example vegetable covering of a 
given territory [3] [21]. NDVI, normalised difference vegetable index 
supplemented by RTK signal make it possible to analyze agronomic 
measurements [15]. RTK is capable of being used in the case of industrial 
facilities or monuments analyzis [19]. 

https://gisgeography.com/trilateration-triangulation-gps/
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4 Foundation of OBD-based Positioning 

There are several ways to get the databases, depending on whether you start from 
the vehicle or from the infrastructure. If a vehicle is almost always within an 
intelligent infrastructure, the number and complexity of the in-built systems can 
be greatly reduced as the information is provided by the surrounding infrastructure 
instead of the vehicle’s sensors. This is best suited for vehicles that travel on 
specific road sections or areas, such as public transport units. It is easier to build 
the infrastructure around these vehicles mostly because of the predefined routes. 
On the other hand, we consider the vehicle as an independent unit. Without 
infrastructure, relying on vehicle’s sensors and sensor systems the vehicle can 
move virtually anywhere without the need for a deployed ITS server. The idea of 
simplifying the vehicle's own sensor system to rely on the OBD (On-Board 
Diagnostics) arises - which is basically a part of the vehicle - to perform auxiliary 
system tasks closely related to ITS. 

 

Figure 3 

Route of the survey  

(source of the original map: www.googlemaps.com) 

Experiments - carried out in previous years [1] [2] - resulted in the mapping of 
digital tools that can be used in the investigation of the vehicle from the V2X 
point of view, focusing on the issue of fuel consumption. Figure 3 shows the map 
of the survey [20]. 

A method for defining the relationship between the fuel consumption (airflow 
rate) provided by the OBD system and the terrain produced by the RTK-GPS was 
successfully identified. 
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Figure 4 

Real RTK elevation and modelled elevation trends 

The determination coefficients given by the statistical analyzes at 3 different 
constant speeds are shown in the Table 1. It presents determination coefficients to 
describe the correlation between fuel consumption in case of different constant 
speeds and the elevation. 

Table 1 

Determination of coefficients at 3 different, standard speeds 

Velocity [km/h] Determination of coefficient  

30 0,9549 

40 0,9160 

50 0,8370 
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Figure 5 

Connection between the measured elevation with RTK GPS and the fuel consumption provided by the 

vehicles OBD system in case of 30 km/h constant speed 

These data show that we can deduce the fuel consumption of the vehicle on the 
basis of the known elevation conditions at high confederation levels (see Figure 4 
and Figure 5). 

5 Shortcomings of the High Precision GPS 
Infrastructure 

Nowadays some automated vehicle functions use GPS based services. There are 
several shortcomings of the high precision GPS measurements in real traffic 
situations. A boundary condition system for GPS survey can be set up: 

 Adequate number of GNSS satellites; 

 Ensuring seamless connection with GNSS satellites; 

 Base station providing clarification data; 

 Ensure a seamless connection with a base station. 

We can eliminate a high security risk if we can replace GPS with other 
alternatives. Such alternatives may be the combined use of the altitude database of 
routes and the availability of OBD data which is available for each vehicle 
individually to replace online connections. 



T. Busznyák et al. On-Board Diagnostic-based Positioning as an Additional Information Source  
 of Driver Assistant Systems 

 – 224 – 

6 Concept for Positioning Information Provided by 

On-Board Diagnostics 

The close correlation between the above-mentioned relief and fuel consumption is 
based on the thought that the actual position of the vehicle can be determined 
based on the available reference database (altitude database of the route to be 
crawled) and fuel consumption data provided by On-Board diagnostics. The 
foundation of it is the monitoring of fuel consumption based on OBD data, a pre-
measured and scaled database of the road section to be traversed by the vehicle 
and an algorithm that establishes a relationship between height coordinates and 
vehicle fuel consumption. The developed algorithm establishes a link between the 
elevation data points (MAP) and the OBD’s output fuel consumption data points 
(Fig. 6), with its help the fuel consumption data point sampled from the current 
OBD can be retrieved on the reference database. 

 

Figure 6 

The matching of the two independent databases – fuel consumption based on the incoming OBD data 

and the altitude database measured by the GPS 
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As the first step, the algorithm examines the sampling of the fuel consumption 
data point from the OBD (n). These data points are compared by the algorithm 
with the reference database (MAPj). 

The LS matrix includes square differences between fuel consumption sampled 
from OBD and MAP database data. The first element of the LS matrix 
summarizes the square deviations of fuel consumption data and reference data 
from the OBD based on the available OBD data points (4). 

The LS matrices other than the first rows continue to examine the currently 
available OBD data points but extend the investigation to all available elements of 
the map database (4) by increasing the map database index with one from row to 
row in the LS matrix until the maximal index of the map database data is reached 
in the LS matrix’s rows. 

From the calculated squared deviations minimal value (contained by the LS 
matrix) is searched in case of each OBD data points. This minimal value will be 
contained by the S matrix (5). Selecting the minimum value and its location from 
the LS matrix (i.e. the row of the LS matrix containing the minimum value) and 
fixing the index of this row we can determine where the sum of the square 
deviations was the smallest from which the highest index value used in the map 
database (MAP) during the current calculation can be retrieved. 

This value will coincide with the value of the instantaneous consumption data, so 
the altitude for the current consumption can be selected on the map. Height data 
have X and Y coordinates from the map database, thus the investigation can be 
extended to three dimensions. 

When the available fuel consumption associated with the maximal MAP database 
index is reached, the OBD database (n) increasing is resulted. 

𝑂𝐵𝐷 = (𝑂𝐵𝐷1⋮𝑂𝐵𝐷𝑛) (1) 

𝑀𝐴𝑃 = (𝑀𝐴𝑃1⋮𝑀𝐴𝑃𝑗 )  (2) 

𝐿𝑆𝑁𝑛 = (𝐿𝑆1𝑛⋮𝐿𝑆𝑁𝑛)  (3) 

(𝐿𝑠1⋮𝐿𝑠𝑁) =  { ∑ (𝑂𝐵𝐷𝑖 − 𝑀𝐴𝑃𝑗)2𝑛𝑖=1𝐽=1 , 𝐼𝑓 𝑁 = 1∑ (𝑂𝐵𝐷𝑖 − 𝑀𝐴𝑃𝑗)2, 𝐼𝑓 𝑛 𝑖=1𝑗=𝑖−1+𝑁 𝑁 ≠ 1} (4) 

Where: 
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 OBDi = The ’i.’ sampled OBD data point; 

 MAPj = The ’j.’ element of reference database; 

 n = NUmber of OBD data points sampled to the actual time; 

 LS = Matrix of the sum of the squared deviations; 

 LSN = Current row number of the LS column matrix; 

 N = Counts rows of the LS matrix. 𝑆 = 𝐿𝑆𝑁|𝑚𝑖𝑛   (5) 

Where: 

 S = Minimum of the sum of the squared deviations. 

7 Test Environment of the Developed Algorithm 

For the test of the developed algorithm a Matlab program was created (Figure 7). 

During the test of the algorithm and the evaluation of the measurement data we 
considered the data point in case of 30 km/h constant speed - measured by RTK 
GPS - as the reference database. Due to the low sampling frequency of the OBD 
data logger device in case of 40 and 50 km/h constant speed measurement less 
fuel consumption data are available than in case of the reference database. Thus, 
linear interpolation can be used in case of this higher speed measurements to 
extend the interval of the fuel consumption. 

Based on the investigations beside 30 km/h the sum of stored square differences 
data from the LS matrix with selecting the least value in the data series the biggest 
index of the connected reference database can be selected. With this selected 
index from the reference database the actual position of the vehicle can be 
determined. Based on the selected indexes the convergence curve can be presented 
(Figure 8). 

In case of the 30 km/h constant speed measurement from the 5th datapoint of the 
fuel consumption data coming from the vehicle’s OBD system begins to converge 
the data to the indexes of the reference map database indexes, thus from the 5th 
point of the fuel consumption the vehicle’s position is definable. 

Based on the first incoming OBD consumption data, the algorithm is activated. 
The above mentioned least squares method determines which of the points in the 
map database is the one that best matches the given consumption data. It has been 
previously determined that the correlation between fuel consumption and altitude 
change is higher than 95% in case of 30 km /h constant speed. However, as shown 
in Figure 9, based on the first (OBD data 1) consumption data, the algorithm is not 
positioned in the correct location. 
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Figure 7 

Flow chart of the developed algorithm 
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Figure 8 

Convergence curve of the found data point indexes 

 

Figure 9 

Identification of the first consumption data 

During the operation of the algorithm consumption data arrive in time series. The 
recorded data follow each other at fixed intervals. 

When analyzing multiple points, the algorithm steps over the map database. 
Suppose that we try to estimate the position based on 3 received consumption 
data. In this case, the algorithm overlaps the map database this means that we 
create data blocks with 3 points. From the 1, 2, and 3 consumption data for the 
first time the 1, 2 and 3 map data are analyzed after the 2, 3 and 4 data points and 
so on. Figure 10 shows that the estimated point is not yet good after 3 
consumption data points. 
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Figure 10 

Identification of the third consumption data 

 

Figure 11 

Identification of the fourth consumption data 

Estimation based on the fourth incoming OBD consumption data brings the first 
adequate result. The algorithm then places the point to the beginning of the cycle 
to the point 4 of the map, as illustrated on Figure 11. 

The algorithm then works smoothly. Building on each other guarantees the 
stability of the process. Since there is more data in the analysis in each iteration it 
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is constantly built up and does not ignore the points that have already been 
identified. This is the result of the continuously overlapping method with the 
given number of data in the reference database (Figure 12). 

 

Figure 12 

Illustration of the working of the algorithm with several points 

This method allows us to decide where the vehicle is located on the map database 
based on 4 incoming OBD data in case of 30 km/h constant speed. The above 
shown problems with the high precision RTK - GPS measurement can be 
eliminated by using predefined map databases as a reference. 

It is not necessary to get GPS signal from the vehicle in all times or the 
communication with the server (AGPS - Assisted GPS) as the OBD data source 
may be capable to supplement the local information gap on the basis of the 
presented principles. This method is able to replace and help the positioning GPS 
component at an appropriate level. 

8 Possible Extension to Electric Vehicles 

Feasibility of the measurement and compliance of the map data base and the 
power consumption of the electric motor should be investigated in case of electric 
vehicles as well. 

The main concept in case of electric vehicle’s measurement is to measure the 
power consumption of the electric motor. This data can be available via the on 
board diagnostic system of the electric vehicle. 
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Previous studies were done with special regard to the electric vehicles power 
consumption measurement in city driving and in freeway driving. The 
investigations have revealed that the grade of the road has a significant impact on 
the electric vehicle’s consumption [22]. 

If the power consumption data from the electric vehicle’s OBD system and the 
map database are available, the statistical analyses can be done and the coefficient 
of determination is definable. 

From the elevation database the rising resistance can be predictable and optimal 
operating status of self-driving vehicle can be adjustable in case of vehicles with 
internal combustion engines and electric vehicles as well. Hence, the fuel and 
power consumption and the emission can be reduced. The rising resistance can be 
calculated from the previously measured road database and the optimal road can 
be chosen with the algorithm developed for this purpose. 

This algorithm can also take into consideration the length of the roads, the 
permitted speeds and calculates the available optimal operating states of the 
vehicle in the chosen road which leads to energy saving and contributes to 
reducing the environment pollution. 

Conclusions 

In this article we have shown a method to define vehicle position without constant 
GPS connection. 

We carried out measurements with 30 km/h constant speed in order to have the 
reference road database. During the measurements the fuel consumption and the 
vertical displacement were recorded the former from the vehicle’s OBD system 
the latter based on the RTK GPS measurement system. According to our 
measurement the determination of coefficient value is 95,49% in case of 30 km/h 
constant speed. 

We have found that the vehicle’s position can be determined from the fuel 
consumption and the available map database, which database contains the vertical 
displacement (R2 = 0,9549). 

We presented an algorithm which investigates and compares the input data (fuel 
consumption) from the OBD system with the available reference database, so the 
position of the vehicle can be defined with it. The developed algorithm 
investigates the sum of the square differences of the fuel consumption and the 
available map data and selects the smallest value from it. The smallest value from 
the calculations and the associated maximal index of the MAP database results the 
actual position of the vehicle. 

The algorithm was implemented into Matlab environment and the results show 
that the position of the vehicle can be determined exactly after 4 datapoints of fuel 
consumption, these four datapoints mean an interval of 10-15 seconds. 
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The result of this algorithm development constructs the basics of vehicle 
positioning without GPS, which can be very useful part of the Intelligent 
Transportation System if the proper GPS coverage is not existent and when 
keeping functionality and safety are the main priority. 

Possible steps for further methods: 

 Development opportunity in this topic is the mapping without RTK-GPS 
such as 3-axis accelerometer; 

 The presented algorithm can be extended to 40 and 50 km/h standard 
speeds; 

 Evaluation can be done at various speeds and various routes as well; 

 Investigation of the application fields of the developed algorithm for 
driver assistant systems with the special regarding of the predictive cruise 
control systems; 

 Analyzis of electric vehicles. 
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Abstract: the purpose of this work is to research the links between the unemployment and 

self-employment rates in the EU member states and provide recommendations on how to 

manage these links. The results of the empirical study have established that measures to 

reduce the global unemployment rate, suitable for all EU Member States, cannot be placed 

on the labor market. Calculations have shown that in the period of 2007-2017, which 

covered the financial crisis and the upturn, EU countries need to be grouped into specific 

groups and for each group of countries select appropriate measures to reduce 

unemployment. The first group of EU countries experienced a “pull“ factor effect, the 
second was the effect of the “push“ factor, on unemployment, thus making in the first group 

of countries more effective self-employment measures to reduce unemployment while the 

second group of countries - supporting self-employment measures was ineffective in 

combating unemployment problems. 

Keywords: self-employment; unemployment; “push” and “pull” factors; EU 

1 Introduction 

The current situation in the European labor market has been significantly affected 
by a combination of the financial crisis and the crash of the global economy in 
2008. From a volatile economic context, observed over the last ten years, the EU 
labor market has deeply deteriorated: with reference to the data of [1], the 
unemployment rate in the EU-28 was 0.6 points higher in 2017 than it was in 
2007. 
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The problem of the high unemployment rate calls for the development of 
measures that would promote the involvement of the European population into the 
labor market. One of the main aims defined in the Europe 2020 strategy is to have 
75 percent of the active population (aged from 20 to 64) working [2]. Apart from 
reduction of labor taxation or the support to newly established enterprises 
(subsidization, exemption from taxes, etc.), promotion of self-employment and 
atypical forms of employment is also considered to be one of the measures to help 
to fight unemployment [3]. 

Although the policy of turning unemployment into self-employment remains an 
ambiguous issue in economics (a large number of the self-employed is considered 
as one of the features of developing rather than advanced economies [4], it is still 
believed that the policy of this kind may significantly increase the probability of a 
person being employed, raise personal income level and reduce the probability of 
a person being unemployed [5]. To make the policy of turning unemployment into 
self-employment successful, it is extremely important to clearly understand the 
links between unemployment and self-employment. 

Previous studies that focused on the dynamic relationship between unemployment 
and self-employment in different countries provide rather contradictory results: 
depending on the recession push or entrepreneurial pull approach followed, some 
authors [6-9] found a positive and statistically significant relationship between the 
two phenomena under research, while others reported about a negative [10-12] 
insignificant [13] relationship or the existence of the relationship was not 
confirmed, especially as far as it concerns particular countries [14]. 

Unambiguity and inconclusiveness of the results of previous studies, calls for a 
more comprehensive analysis in this area. The primary purpose of this article is to 
research the links between the unemployment and self-employment rates in the 
EU member states and provide the recommendations on how to manage these 
links. For fulfilment of the defined purpose, the following objectives were raised: 

1) Review the literature on the links between unemployment and self-
employment. 

2) Select and substantiate the methodology of the research; 3) to introduce 
the results of the empirical research on the links between unemployment 
and self-employment in the EU member states and provide the 
recommendations on how to manage these links. 

The methods of the research include systematic and comparative literature review, 
Spearman’s correlation coefficient and multiple regression. 
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2 The Links between Unemployment and Self-

Employment: Literature Review 

According to [4], the links between unemployment and self-employment are 
determined by the structure of employment in a certain country/region and 
frictions in the labor market. Since it is usually difficult for job seekers to deal 
with strong labor market frictions, they start treating job search as a relatively less 
attractive alternative in comparison to self-employment. Minding the fact that 
much higher unemployment rates and more severe labor market frictions are 
inherent to developing rather than advanced economies, many authors [15] [16] 
[17] [4] and others, believe that developing economies have systematically higher 
self-employment rates than advanced economies. Nevertheless, affected by 
economic upheavals or industrial declines, advanced economies can also have the 
challenging periods of the frictions in their labor markets, as it, for instance, could 
be observed in the EU just after the stroke of the global economic crisis in 2008. 
Hence, the models of frictional labor markets have to be adjusted to advanced 
economies. 

Previous studies provide rather inconclusive results on the direction and 
significance of the links between unemployment and self-employment. The 
review of previous findings has been presented in Table 1. 

Table 1 

The review of previous findings on the links between unemployment and self-employment 

Author(-s), 
year 

Research purpose Research methods Findings 

[7] To investigate the 
dynamic relationship 
between self-
employment and 
unemployment rates 

A two-equation 
vector 
autoregression 
model 

The research confirmed 
the existence of the 
interdependence 
between unemployment 
and self-employment 

[5] To evaluate the 
effectiveness of two 
self-employed activity 
start-up programs for 
the unemployed 

Administrative data 
analysis with a time 
lag, survey 

Self-employed activity 
programs increase the 
probability of being 
employed, reduce the 
probability of being 
unemployed and raise 
personal income 

[14] To provide further time 
series evidence on the 
links between 
unemployment and 
self-employment  

Autoregressive 
Distributed Lag 
(ARDL) approach 

The empirical results 
confirmed existence of 
the links between 
unemployment and self-
employment in 7 OECD 
countries out of 28 

[4] To determine the links 
between wage 

Extended standard 
DMP search and 

Variation in labor 
market frictions can 
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employment, 
unemployment and 
self-employment 

matching model explain almost the entire 
variation in both 
unemployment and self-
employment, i.e. 
unemployment and self-
employment show the 
joint variation under the 
conditions of the 
frictions in the labor 
market 

[9]  To research the long-
term links between 
unemployment and 
self-employment 

Panel cointegration 
methods  

There exists a positive 
and statistically 
significant relation 
between unemployment 
and self-employment 

[6] To research the 
dynamic relationship 
between 
unemployment and 
self-employment rates 

A two-equation 
vector 
autoregression 
model 

The research confirmed 
the existence of the 
interdependence 
between unemployment 
and self-employment 

[11] To research the 
dynamic relationship 
between 
unemployment and 
self-employment in 
Turkey 

Cointegration test, 
vector, error 
correction model 

There exists a long-term 
relationship between 
unemployment and self-
employment 

[12] To research the effect 
of economic conditions 
on self-employment in 
Canada 

Asynchronous 
variation in 
economic 
conditions across 
time and provinces 

The relationship 
between the provincial 
unemployment and self-
employment is negative 

[13] To research the links 
between 
unemployment and 
self-employment by 
considering the role of 
entrepreneurship 
training 

Survey, regression 
models 

The results provided 
limited support to the 
hypothesis that 
entrepreneurship 
training can be effective 
in combating 
unemployment 

[8] To research the links 
between the 
entrepreneurial cycles 
and the national 
economic cycles 

Aggregation, a 
panel framework, 
Granger causality 
test 

The entrepreneurial 
cycle is positively 
affected by the national 
unemployment cycle 

Source: compiled by the authors 

First of all, it should be noted, that the links between unemployment and self-
employment are analyzed by following “push” and “pull” approaches. The “push” 
approach, also known as the refugee effect, desperation effect, recession push or 
unemployment push, affirms that when unemployment rate is rising, an 
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increasingly higher number of people start having difficulties in finding paid jobs 
(or wage jobs), and these difficulties, in their turn, lead to-self-employment as an 
alternative [11]. Under the conditions of high unemployment rate, the unemployed 
have lower opportunity costs, which may push them to undertake the risk 
associated with a business start-up [13]. In this case, unemployment and self-
employment show a positive and statistically significant relationship [6] [7] [8] [9] 
[4]. The “pull” approach, also known as the prosperity pull or entrepreneurial 
effect, suggests that since self-employment promotes business activities, it also 
stimulates a population’s inclination to and readiness for entrepreneurial activities, 
which, in its turn, causes a decline in unemployment in subsequent periods [11] 
and contributes to the rise of the minimum wage [18-19], i.e. the prosperity pull 
(or entrepreneurial) effect manifests as the reduction in unemployment rates 
caused by increasing self-employment. In the latter case, unemployment is 
negatively related to self-employment [6] [10] [7] [12]. 

On the basis of one, another or both above-introduced approaches, the majority of 
literature sources confirm the interdependence between unemployment and self-
employment (as it can be seen in Table 1), although the results of the studies 
carried out by [6] and [7] disclosed that the “push” effect is considerably stronger 
than the “pull” effect. These results were confirmed by [11] who found the 
evidence for the existence of the causality running from self-employment to 
unemployment rate (i.e. the existence of an entrepreneurial effect was confirmed), 
but at the same time noted that it was not possible to accurately assess the strength 
of the entrepreneurial effect due to the involvement of unpaid workers in self-
employment which might plausibly disguise the exact entrepreneurial effect. 

It should also be noted that the interdependence between unemployment and self-
employment may vary during the periods of economic (labor market) stability and 
upheaval. According to [4], the channel of labor market frictions is important 
since  the “variation in labor market frictions can account for a large fraction of 
the univariate and joint variation in self-employment and unemployment rates 
across countries observed in the data” (p. 5). In other words, as different countries 
can be undergoing different periods of an economic (labor market) cycle, they 
may show different results of the interdependence between unemployment and 
self-employment. For instance, by employing panel cointegration methods, [9] 
investigated the COMPENDIA dataset, developed for a wide range of European 
OECD countries over the period 1990-2011. The results of their study disclosed a 
positive and statistically significant long-term relation between unemployment 
and self-employment which was observed in more than half of the countries under 
consideration. Nevertheless, the relation between unemployment and self-
employment was found to be negative or statistically insignificant for the rest of 
the countries in the sample, which shows that the relation between the phenomena 
under research can be bidirectional and depend on the economic (labor market) 
cycle in a particular country. The differences in the stage of an economic (labor 
market) cycle in the countries under research may also explain the 
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inconclusiveness of the findings of [14] study which confirmed existence of the 
links between unemployment and self-employment only in 7 out of 28 OECD 
countries. 

In addition, some of the studies revealed that the strength and direction of the 
interdependence between unemployment and self-employment may depend on 
some other factors besides the stage of an economic (labor market) cycle. [4] 
notes the impact of economic policies which determine the flow value of 
unemployment, the changes in tax-variation caused profitability of own-account 
work, the enforcement of business size regulations and the size of unemployment 
benefits (transfers to job seekers reduce the attractiveness of entrepreneurial 
activities). [20] highlights the impact of demographic factors by stating that the 
links between unemployment and self-employment can be determined by gender: 
the authors found that unlike men, women’s self-employment decisions were very 
sensitive to the sources of household income rather than to the general economic 
conditions. 

To summarize, the theoretical recession-push hypothesis suggests a positive, while 

the prosperity-pull hypothesis proposes a negative relationship between 

unemployment and self-employment. Due to the involvement of unpaid workers in 

self-employment which might plausibly disguise the exact entrepreneurial effect, 

the influence of “push” factors on the relationship between unemployment and 

self-employment is recognized to be considerably stronger than the influence of 

“pull” factors. The strength and direction of the links between the two phenomena 
under research are mainly affected by the stage of an economic (labor market) 

cycle, which plausibly determines the differences in cross-country findings. Apart 

from that, some literature sources also confirm the impact of economic policies 

(the flow value of unemployment, the changes in tax-variation caused profitability 

of own-account work, the enforcement of business size regulations and the size of 

unemployment benefits) and demographic factors (gender). 

3 Research Methodology 

To achieve the purpose of the article - a statistically significant relationship 
between unemployment and self-employment in the EU countries Spearman's 
Correlation Coefficient (rS) was selected for investigating the strength of the 
phenomena in terms of legality. The calculations include the unemployment rate, 
expressed in thousands of individuals (y) and self-employment (x), expressed in 
thousands of individuals in the EU-28 in the period of 2007-2017. 

Spearman’s correlation coefficient is a statistical measure of the strength of a 
monotonic relationship between paired data. In a sample it is denoted by and is by 
design constrained as follows and its interpretation is similar to that of Pearsons, 
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e.g. the closer is to the stronger the monotonic relationship. Correlation is an 
effect size and so we can verbally describe the strength of the correlation using the 
following guide for the absolute value of: .00-.19 “very weak”; .20-.39 “weak”; 
.40-.59 “moderate”; .60-.79 “strong”; .80-1.0 “very strong”. 

In order to investigate the weight of self-employed people with unemployment 
rates, is being used the linear multiply regression model. Multiple linear 
regression attempts to model the relationship between two or more explanatory 
variables and a response variable by fitting a linear equation to observed data. 
Every value of the independent variable x is associated with a value of the 
dependent variable y. The population regression line for p explanatory 
variables x1, x2, ... , xp is defined to be y = 0 + 1x1 + 2x2 + ... + pxp. This line 
describes how the mean response y changes with the explanatory variables. The 
observed values for y vary about their means y and are assumed to have the 
same standard deviation . The fitted values b0, b1, ..., bp estimate the 
parameters 0, 1, ..., p of the population regression line. 

4 The Results of the Empirical Research 

In the first stage of the empirical study, Spearman's correlation coefficient for the 
EU-28 countries where Yt is the unemployment rate for the period 2007-2017, Yt-
1 is the unemployment rate in the last year, X - self-employed persons, thus, it is 
possible to classify EU countries in three groups: 

1 group. Countries with a negative relationship between the unemployment rate 

and the level of self-employment, i.e. the unemployment rate reduces the number 
of self-employed people and vice versa. This group includes countries like: having 
a very strong connection Greece (rS = -0.939, p = 0.000/su Yt-1), Lithuania (rS = -
0.927, p = 0.000 / su Yt-1), Ireland (rS = -0.903, p = 0.000 / su Yt-1), Latvia (rS = -
0.855, p = 0.002), Spain (rS = -0.806, p = 0.005); Italy ( rS = -0.879, p = 0.002/ su 
Yt-1); strong connection Estonia (rS = -0.733, p = 0.016), Cyprus (rS = -0.790, p = 
0.007/su Yt-1 ), Croatia (rS = -0.733, p = 0.016/su Yt-1). 

Based on “push“ and “pull“ theories, the 1 group can be classified as pull-based 
theory, i.e. “pull” factors are those which make the choice of self-employment 
more attractive to paid employment. For employees who voluntarily leaves the 
job, there is a greater chance of becoming self-employed. In addition, longer-term 
unemployment tends to be linked to increased probability of self-employment. 
Thus, for the first group of countries, only those unemployment reduction 
measures which are focused on the positive impact that business start-up 
funding/partial funding has on implementation of ideas, dreams or competences 
gained at a hired work may serve as the measures of self-employment promotion. 
This means, the European Commission, in the context of reducing strategic 
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unemployment levels, recommends that the assigned countries propose new 
business development programs in the business cycle recovery/rise phases, 
because only in this period their return on the efficiency of their use would be 
highest. 

2 group. Countries with a positive relationship between the unemployment rate 

and the level of self-employment, i.e. the rise in unemployment rates contributes to 
the growth of self-employment and vice versa. This group includes countries like: 
having a very strong connection Luxembourg (rS = 0.911, p = 0.000), France (rS 
= 0.863, p = 0.01/ su Yt-1), Netherlands (rS = 0.842, p = 0.002/ su Yt-1); strong 

connection Austria (rS = 0.721, p = 0.019), Germany (rS = 0.758, p = 0.011/ su Yt-

1), Sweden (rS = 0.614, p = 0.05) and Belgium (rS = 0.685, p = 0.01). 

According to [20] “Push” factors are typically those associated with being pushed 
out of paid employment into a less preferred self-employed situation, and are thus 
positively associated with increases in the unemployment rate and unemployment 
durations. The most common “push” set of hypotheses suggests that workers are 
primarily pushed into self-employment by weak economic job prospects. The 2 
group of countries revealed that the population chooses self-employment as a 
necessity and not as a voluntary choice, while a positive relationship means that as 
unemployment grows, self-employment also increases, and vice versa. This 
means, the European Commission in order to reduce the unemployment rate in 
these countries should not focus on self-employment promotion measures as a 
way to reduce unemployment. 

3 group. Countries that have not recorded statistically significant relationships 

between unemployment and self-employment (Czech Republic, Denmark, Finland, 
Hungary, Malta, Poland, Portugal, Romania, Slovakia, Slovenia, UK, Bulgaria). 

It can be presumed that the statistically insignificant links cause greater effects of 
some other labor market factors while solving the problems of unemployment. For 
instance, sufficient unemployment benefits or corporate taxes discourage from 
looking for other employment alternatives, such as self-employment [22]. 

The results of multiple regression evaluated in the second stage of the empirical 
study are presented in Table 2. 

Table 2 

Multiple regression results 

Countries Equation Explanation 

1 group* 

Lithuania y = 577,231-
3,098*Self-
employment 

With a decrease of 1 thousand in self-
employment, the unemployment rate is 
increasing by 3,098 thousand people. 

Ireland y = 1,160,443-
3,163*Self-
employment 

With a decrease of 1 thousand in self-
employment, the unemployment rate is 
increasing by 3,163 thousand people. 
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Spain y = 24,740.714-
6.831*Self-
employment 

With a decrease of 1 thousand in self-
employment, the unemployment rate is 
increasing by 6,831 thousand people. 

Italy y = 18,210,727-
3,178*Self-
employment 

With a decrease of 1 thousand in self-
employment, the unemployment rate is 
increasing by 3,178 thousand people. 

Estonia y = 262,288-
3,836*Self-
employment 

With a decrease in self-employment of 1 
thousand, the unemployment rate increases by 
3,836 thousand. individuals. 

Cyprus y = 146,885-
1,941*Self-
employment 

With a decrease of 1 thousand in self-
employment, the unemployment rate is 
increasing by 1,941 thousand people. 

Croatia y = 1,528,717-
0,024*GDP-0,774* 
Self-employment 

With a decrease of 1 thousand in self-
employment, the unemployment rate is 
increasing by 774 people. The standardized beta 
coefficients showed that the impact of GDP (-
0.764) and self-employment (-0.643) on the 
trends in the unemployment rate are close. 

2 group*. 

France y = -
2638,897+1,963*Self-
employment 

With an increase in self-employed employment 
of 1 thousand, the unemployment rate increases 
by 1,963 thousand people. 

Netherlands y = -
465,204+0,822*Self-
employment 

With an increase in self-employed employment 
of 1 thousand, the unemployment rate increases 
by 822 people. 

Belgium y = -302,751+1,160* 
Self-employment 

With an increase in self-employed employment 
of 1 thousand, the unemployment rate increases 
by 1,160 thousand people. 

* With regard to Greece, Latvia, Luxembourg, Austria, Germany, Sweden, the multi-
regression equation self-employment was not statistically significant. 

The calculations checked by Multiregresine analysis revealed that country 
classification or grouping according to certain criteria (in this case “push“ and 
“pull“) allows identifying the specifics of countries in combating negative 
phenomena such as unemployment. 2 group countries are classified as economies 
in developed countries, which joined the EU in period of 1958 to 1981. Their 
economy is robust, so the "emission" of the EU-wide unemployment reduction 
measures into the labor market through the self-employment prism will not be 
effective and will not reach the target group of unemployed. Meanwhile, Group 1 
countries joined the EU in 1981 and later. The economy of these countries is not 
very stable, therefore the decrease in the autonomy employment significantly 
increases the number of the unemployed. 

Conclusions 

This work represents a preliminary research on the relationship between 
unemployment and self-employment (positive or negative) between the countries 
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and how they become self-employed and illustrates methods to combat 
unemployment more effectively. 

The empirical statistical significance of the relationship between unemployment 
and the level of self-employment, in all age groups, has revealed that universal 
measures for reducing unemployment levels that are suitable for all EU members 
cannot be placed on the labor market. The calculations show that during the period 
of 2007-2017, which included the financial crisis and the upturn, EU countries 
need to be grouped into specific groups and for each group of countries select 
appropriate measures to reduce unemployment. 

The first group of countries that includes Greece, Lithuania, Latvia, Estonia, 
Ireland, Spain, Italy, Cyprus and Croatia, noted the following connections: 1) All 
joined the EU after 1981 (except Italy), the economy is not as stable as the 
countries in 2 group, and the statistically significant negative relationship between 
unemployment and the level of employment (“pull”) has been obtained, 
suggesting that business support programs aimed at a person who has worked for a 
long period of time in hired work, a short-term unemployed, would more 
effectively help to reduce unemployment; 2) Countries in 2 group joined the EU 
before 1981, their economies are stable, as evidenced is their economic 
development level, and the statistically significant link between unemployment 
and self-employment levels is positive (“push”). This means, measures aimed at 
reducing unemployment towards self-employment would increase unemployment, 
which would result EU funding to reduce the unemployment rate, rather than 
attaining the strategic objective of reducing unemployment in the EU; 3) In 3 
group countries, it would be useful to conduct more in-depth studies on reducing 
unemployment and to find meaningful links to other, non-self-employed, for 
example, the relationship between unemployment and the corporate tax rate. 
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