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Abstract: Active mechanical components that work in highly aggressive environments 

require protection against premature deterioration and, at the same time, it is necessary to 

ensure a long lifespan. In order to achieve these important features, a protective coating 

can be added. In this work, a NiCrBSi self-fluxing alloy powder was employed, as feedstock 

material. The coating was deposited by means of oxyacetylene flame spraying process, 

achieving a thickness of approximately 1000 µm and exhibiting a high degree of porosity 

and a weak mechanical adhesion to the substrate. To improve these characteristics, a 

remelting process using high frequency currents was applied. After the remelting process, 

the porosity decreased, from an initial value of approximately 15%, to a final value under 

3%. Although the microhardness values did not change significantly, both wear-rate and 

corrosion behavior improvement, after the electromagnetic remelting, was observed. 

Keywords: NiCrBSi; self-fluxing alloy; flame spraying; inductive remelting process; pin-

on-disk; microhardness; corrosion behavior 

1 Introduction 

Parts that work in highly aggressive environments must be protected against 
premature deterioration, corrosion and wear and at the same time, it is strongly 



P. C. Vălean et al. Characteristics of Thermally Sprayed NiCrBSi Coatings before and  
 after Electromagnetic Induction Remelting Process 

 – 8 – 

necessary to ensure a long lifetime of the components. Thermally sprayed coatings 
offer a practical and economical solution to improve corrosion and wear resistance 
on these types of elements [1, 2]. Nickel based hard materials, such as NiCrBSi 
family; have been recently used in industries where corrosion and wear resistance 
is strongly required like: paper, petrol, hot working punches or heat exchangers 
[3-6]. Many studies showed that these coatings are an alternative for hard 
chromium coatings, which are harmful to the environment [7]. 

Thermal spraying is regarded as a suitable technique of coating components, in 
which a molten or semi-molten material is sprayed on a surface, which is 
commonly degreased and sand-blasted in advance. The technology can provide 
coatings thicknesses from a few micrometers to a few millimeters, depending on 
the used material and the applied coating technique. The majority of coating 
techniques which belong to thermal spraying use a powder as raw material. For 
example, high velocity oxygen fuel (HVOF) process can be used in order to obtain 
reduced porosity for the as sprayed coatings [8]. Another combustion process is 
flame deposition, using oxyacetylene. This process is also known as LVOF (low 
velocity oxygen fuel), which is generally used to repair damaged parts [9]. 

Currently, a great deal of conventional and expensive processes are studied and 
employed in order to deposit NiCrBSi powder on various substrates. An attempt 
of HVOF deposition of NiCrBSi coatings with a high content of Cr (14.5%) and 
Fe (4.5%) on a low alloyed steel substrate was successfully performed by L. 
Vieira et al. Though, the microscopic investigations revealed cracks at the coating-
substrate interface, with possible peeling, it shower as well a high degree of micro 
porosity in the coating [10]. Another research in this field was performed by a 
team from the Netherlands, which tried to apply a coating using a similar type of 
powder, but with a higher Cr content (16.5%) by means of laser deposition 
process. The obtained NiCrBSi coating exhibited significant cracks and possessed 
high concentration of internal stress, although a pre-treatment of the substrate at 
500°C was applied [11]. 

Therefore, this work aims to deposit the self-fluxing alloy NiCrBSi using a two-
step deposition process. Firstly, an inexpensive deposition technique is considered 
(LVOF). The thermal spraying method consists of melting and propelling particles 
by a flame, towards a substrate, in order to form the NiCrBSi coating on a EN 
S355 J2 steel. Secondly, to solve the initial problems regarding the increased 
porosity, minimize the induced microcracks and to investigate the corrosion and 
wear behavior, flame remelting and high frequency current remelting was 
performed. 



Acta Polytechnica Hungarica Vol. 16, No. 3, 2019 

 – 9 – 

2 Experimental Procedure 

2.1 Materials 

The powder N330-FS6 delivered by the British company LSN Diffusion used in 
this study is a nickel based alloy produced through water atomizing process. The 
chemical composition of the powder can be seen in Table 1. 

Table 1 

The chemical composition of the NiCrBSi employed powder 

Powder Ni [%] Cr [%] B [%] Si [%] Fe [%] 
N330-FS6 bal. 6 1 1.5 0.3 

Employing this technique, spherical powder particles with small internal 
porosities and excellent flowability are produced [12]. In Figure 1, the 
morphology of the NiCrBSi powder used as a raw material is presented. 

The elements Cr and B, which are present in the chemical composition of the 
powder increase the corrosion and respective the wear resistance, due to the fact 
that they are carbide-forming elements. Moreover, the presence of Si and B favors 
the wettability and deoxidation during the remelting process [13]. Additionally, 
these elements decrease the rate of un-remelted particles after the deposition 
process and after the heat treatment [14]. As substrate material, a non-alloyed EN 
S355 J2 quality steel was chosen. 

 
Figure 1 

SEM micrograph of NiCrBSi gas atomized water collected powder 
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2.2 Sample Preparation 

The NiCrBSi powder was sprayed using a LVOF technique, applying an oxidant 
flame, produced by a mix of gases, oxygen and acetylene. The coatings were 
deposited by the company Karl-Schumacher GmbH, Germany using a flame 
spraying gun produced by Metatherm, Germany. The geometry of the substrate 
was a cylindrical workpiece with a diameter of 70 mm and a length of 50 mm. 
Specimen degreasing and activation before deposition was done with alcohol 
followed by sandblasting creating the conditions for a good mechanical hooking 
of the splats. The sample was fixed in a lathe machine and the deposition process 
was performed. The spraying gun was advanced with a constant feed rate until a 
thickness of approximately 1mm was achieved. 

After the spraying process, the sample was subjected to two different remelting 
processes. The first sample was remelted by flame using an oxyacetylene gas 
process with a neutral stoichiometry. The second sample was remelted using an 
EKOHEAT 200/30 induction heater manufactured by Ambrell, The Netherlands. 
The induction heating unit requires from 15 kHz to 40 kHz frequency range. 
According to a similar research made by Hemmati and the team, the remelting 
process consisted of a preheating step [11] with a velocity of the inductor 
relatively four-time faster than the one used for the remelting procedure. 

Figure 2 presents the inductive remelting process of the NiCrBSi coating. The as-
sprayed specimen was inserted in a copper coil, fixed in a lathe machine, which 
was continuously rotated. The induction coil was moving from right to left with a 
constant speed. 

 
Figure 2 

Inductive remelting process of the NiCrBSi coating 

For further analysis, metallographic samples were prepared according to the 
standard guide for metallographic preparation of thermal sprayed coatings [15]. 
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3 Results and Discussion 

3.1 Morphology and Porosity of the NiCrBSi Coating 

In the case of as-sprayed NiCrBSi coating presented in Figure 3, it can be 
remarked a network of interconnected porosity and unbound particles due to the 
impact, rebound and contraction of the particles, with the substrate during the 
deposition process. Nonetheless, taking into account the technological advances, 
the flame-sprayed NiCrBSi coatings contain unwanted oxides, show moderate 
adhesion to the substrate and contain a large amount of porosity [16]. 

 
Figure 3 

SEM micrograph of the as-sprayed NiCrBSi coating 

The porosity degree was calculated with the aid of Leica QWin Image Processing 
and Analysis Software. The micrographs were acquired with an optical 
microscope and further processed. Figure 4 exhibits a considerably decrease of 
porosity from 15% in the case of as-sprayed coatings to a mean value of 1% after 
the flame remelting and respectively 0.5% after electromagnetic remelting 
treatment. The decrease of porosity in the case of the electromagnetic post-
treatment can be caused by the capacity of the installation to control and set the 
temperature at a point close to the eutectic one where the wetting of the surface is 
done realizing a good gas extraction and a void closure. 

Figure 4 

Optical micrographs of as-sprayed (a), flame remelted (b) and inductive remelted coatings (c) 

a b c 

15% 0.5% 1%
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The significant decrease of the porosity degree observed after the remelting 
process provides important information regarding the effectiveness of the post 
treatment, obtaining in this way a more compact NiCrBSi coating with a better 
adhesion to the substrate. 

3.2 Microhardness and Tribological Behavior of the NiCrBSi 

Coating 

Microhardness investigations were carried out on a Zwick Microhardness tester 
according to ISO 6507. The microhardness measurements were performed in 9 
different spots along the cross-section of the NiCrBSi coating, the load used for 
determining the Vickers microhardness was 3 N applied for 15 seconds on each 
indentation and the distance between measurements was 0.15 mm. Figure 5 
presents the values for the Vickers microhardness obtained for the NiCrBSi 
coating remelted by flame and respectively remelted using electromagnetic 
induction. 

 

Figure 5 

Microhardness values obtained for flame and electromagnetic remelted NiCrBSi coatings 

A mean value of 390 HV0.3 was obtained for the flame remelted samples. For the 
electromagnetic fused samples 430 HV0.3 was measured with a smaller standard 
deviation, showing a homogenous coating along the surface. It is generally known 
that the hardness respectively the nanostructure of a material will directly 
influence its wear behavior [17]. Therefore, the sliding wear tests were performed 
using a pin-on-disc arrangement (POD) compliant to ASTM G99 and DIN 50324. 
This test design was chosen as the device is equipped with a friction coefficient 
transducer, providing on-line measurement of the friction coefficient. Testing 
parameters were maintained constant for all the samples: a counterbody of WC-
Co, 6 mm diameter, 10 N load, linear speed of 15 cm s-1 and 15000 laps (566 m). 

 

Electromagnetic remelting 

 

Flame remelting 
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Prior to the POD tests, all of the specimens were ground to a plane surface having 
the same roughness, cleaned with acetone and dried under warm air. The friction 
coefficient was continuously monitored during the tests. In this regard, the 
measured coefficients of the WC-Co ball against the coatings are presented in 
Figure 6. 

For NiCrBSi coatings remelted by induction, the friction coefficient had a mean 
value of 0.603. Tribological tests concluded that the friction coefficient had a 
stable behavior, without fluctuations for the first 10000 laps and after that, it 
increased from 0.5 to 0.64 and stabilized at this value. The measurements showed 
that the NiCrBSi coating remelted by induction process exhibits a lower and 
steadier coefficient of friction in comparison with the flame remelted coating. The 
lower value of the friction coefficient obtained for the samples remelted by 
induction process, may be attributed to the lower porosity and a better adhesion 
between the particles of those samples, which leads to lower friction forces at the 
contact between sample and counterbody. 

 

Figure 6 

Friction coefficient of flame remelted and inductive remelted NiCrBSi coatings 

After the test, the wear track investigations were performed on a confocal laser 
microscope, which facilitated the measurement of the depth of the tracks. The 
wear profiles of the NiCrBSi coating together with the mapping of the wear track 
are illustrated in Figure 7 and Figure 8. 
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Figure 7 

Wear track for sample remelted by flame 

 

Figure 8 

Wear track for sample remelted by inductive process 

The wear rate calculated for induction remelted samples was 1.178·10-4mm3N-1m-1 
respectively 2.338·10-4 mm3 N-1 m-1 for the flame remelted ones. The obtained 
results demonstrate that a higher hardness of the tested surfaces leads in this 
situation to a lower material removal from the coating, giving a better resistance to 
wear in the case of induction remelted samples. In the previous figures one may 
observe that penetration depth of the ball was much lower for the inductively 
remelted coating (7.5 μm for the inductive remelted coating respectively 17.3 μm 
for the flame fused coating). 

3.3 Adhesive Properties 

The adhesion to the substrate is one of the most important properties of the coated 
components. In order to determine if the coating has a good adhesion to the 



Acta Polytechnica Hungarica Vol. 16, No. 3, 2019 

 – 15 – 

substrate, the samples were investigated by realizing indentations on the substrate-
coating interface. 

The indentations were performed in different spots of the cross-section along the 
interface between the NiCrBSi coating and the substrate. The load used for 
examining the adhesion was 1200 N applied for 15 seconds on each test. In Fig. 9, 
before the remelting process, delamination, low mechanical bonding and cracks 
can be observed at the interface and in the coating. Figure 10 illustrates the 
indentations on both samples. 

 
Figure 9 

As-sprayed coating and interface overview 

 

Figure 10 

HV 120 indentation for flame (a) and inductive remelted coating (b) 

The results show that both remelting processes offered a good adhesion to the 
substrate and delamination did not occur. 

3.4 Corrosion Behavior 

The corrosion behavior of the NiCrBSi coatings was investigated by 
electrochemical polarization in a three electrode cell in 3.5% NaCl aqueous 
solution. A saturated calomel electrode (SCE) was used as reference electrode, a 

b a 
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platinum electrode as auxiliary electrode and the NiCrBSi samples represented the 
working electrode. The samples were polarized in a potential interval from - 500 
mV to +500 mV, with a scan rate of 0.16 mVs-1. 

Table 2 

Corrosion potential and corrosion current densities of NiCrBSi coatings 

Sample ECorr vs SCE 

(i=0) [mV] 
iCorr 

[mA cm-2] 

Flame  -268  91 10-4 

Inductive   -217  27 10-4 

 

Figure 11 

Polarization curves of the flame respectively inductively fused NiCrBSi coatings tested in 3.5% NaCl 

aqueous solution 

It is important to mention that Bergant et al. have demonstrated in previous studies 
that the Ni-based treated coatings exhibit a better corrosion resistance with a 
factor of 10 compared to the substrate and the as-sprayed one [18]. Considering 
this data, the analyzed samples were the post-treated ones. The results presented in 
Table 2 and the polarization curves illustrated in Figure 11 reveal a higher 
corrosion rate for the NiCrBSi coating remelted by flame process compared to the 
inductive remelted one. As can be noticed, the corrosion current density icorr is 
three times lower in the case of the inductive remelted sample (~27 10-4 mA cm-2) 
compare to the flame remelted one (~91 10-4 mA cm-2). The corrosion potential 
Ecorr of the inductive post-treated sample which is slightly shifted to a positive 
value than the flame is another sign of superiority of the red marked coating. 
Regarding the anodic region of the graph, one can see that the curves present a 
similar behavior, presenting a slight repassivation plateau with an overlapping 
point at about 50 mV. 
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4 Conclusions 

This work presents a new approach for obtaining NiCrBSi coatings with low 
porosity and good adhesion to substrate, using a two-step deposition process. As-
sprayed, NiCrBSi coatings present high porosity, low cohesion between particles 
and poor adhesion to the substrate, as well as irregular surface geometry. The 
coatings which were remelted by induction are more compact and the porosity 
decreased with a factor of 30, from the as-sprayed one to the induction treated 
ones. 

The microhardness investigations revealed that the inductive remelted NiCrBSi 
coatings do not present fluctuation of hardness and the mean value is 10% higher 
than the flame remelted ones. This fact can be attributed to a more compact 
microstructure with lower porosity, and a finer distribution of the phases. 

Regarding the wear behavior, the wear rate of the electromagnetic samples was 
more than two times lower than the flame remelted one. The electrochemical 
corrosion tests showed that inductive remelted specimen, which is treated with a 
method that allows a precise control of the temperature and energy and exhibits a 
3X better corrosion resistance than the flame remelted samples. 
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Abstract: Thalassemia syndromes are a diverse group of inherited genetic disorders. There 

are different types of thalassemia disorders, such as, β-thalassemia, which is also called 

Mediterranean anemia, that is an inherited disease that played a major role in the 

American thriller movie, "Dying of the light" starring Nicolas Cage (Dec. 2014). In this 

study, we focus on the beta-globin (β-globin) gene family related disorders. We seek 

potential amelioration strategies for β-thalassemia and sickle cell anemia via γ-globin gene 

induction. In this work, a simulation model is developed, utilizing a reaction systems 

methodology. These systems are finite and based on a discrete time scale and can be used 

to describe and analyze complex biological systems and biological phenomenon. In our 

model, simulations of normal and abnormal cases of fetal, to adult hemoglobin switching 

developmental stage are illustrated. Various types of known and potential treatment 

strategies for β-thalassemia and sickle cell anemia cases from the literature have been 

utilized to validate our model, used for identifying new potential treatments to be tested by 

molecular biologists, in the future studies. Moreover, we propose a novel potential 

simulation, as a therapeutic means, for β-thalassemia and sickle cell anemia, by identifying 

FOG1 as a potential target. Finally, our proposed model, based on a reaction systems 

methodology, shows that inhibition of FOG1 expression by using methods, such as, RNAi 

induces γ-globin gene expression and can compensate for the lack of beta-globin in patients 

suffering from β-globin gene related diseases, such as, β-thalassemia and sickle cell 

anemia. 

Keywords: bioinformatics; hemoglobin switching; beta-globin; beta-thalassemia; reaction 

systems; simulation; modeling biological systems 
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1 Introduction 

Diseases related to the hemoglobin (Hb) protein can result from either structural 
aberrations, that give rise to “hemoglobinopathies”, or defects in the synthesis of 
one or more of the polypeptide chains of Hb, which lead to thalassemias [17]. The 
thalassemia syndromes are a diverse group of inherited disorders that can be 
characterized according to their insufficient synthesis or absent production of one 
or more of the globin chains. Here we will emphasize the beta-globin (β-globin) 
gene family related disorders, especially the potential amelioration strategies for 
β-thalassemias via γ-globin gene upregulation. To date more than 200 mutations 
are reported causing various levels of β-globin gene defects [17], which are known 
to produce β-thalassemia. β-thalassemia and sickle-cell anemia diseases are 
caused by mutation(s) in β-globin gene, which result in defective adult 
Hemoglobin (HbA) and lead to various abnormal phenotypes. β-thalassemia itself 
is a common blood disorder worldwide, especially endemic in regions such as 
Mediterranean basin, Middle Eastern countries, Central and South Eastern Asia, 
Northern part of Africa, and India. Every year, thousands of infants worldwide are 
born with this disease. 

β-thalassemia is an inherited blood disorder and the global annual incident rate has 
been reported to be 1 in 100,000 live births [8]. Thus, preventing it by educating 
and informing people, and introducing novel treatment strategies is essential. 
Hemoglobin Switching refers to a developmental stage of globin gene regulation 
(Fig. 1). In the case of the fetal to adult globin gene expression switch, γ-globin 
gene expression is up-regulated during the first six months of gestational age 
before birth, and then starts going down, continuing after birth. This gradual 
down-regulation of β-globin gene is compensated by the gradual up-regulation of 
γ-globin gene expression starting from just before the third month of gestational 
age before birth, and continuing to be up-regulated after birth replacing γ-globin 
gene production in a healthy human being. Overall, this phenomenon results in 
down regulation of fetal hemoglobin (HbF) and up regulation of adult hemoglobin 
(HbA) in a healthy adult developmental stage (Fig. 1). In case of any defect in β-
globin gene, this picture is presented with a lack of or no production of HbA. 
These defects should be supported/corrected by means of treating the individuals 
with these syndromes, utilizing blood transfusions and certain drug treatments. 
Therefore, one of the strategies in recent decades was related to compensating the 
lack or loss of HbA by inducing γ-globin gene production, which would result in 
up-regulation of Fetal Hemoglobin (HbF) molecule in turn replacing the lost 
function of the HbA [2]. 

Facilitation and inhibition are two fundamental mechanisms for functioning 
biochemical reactions [6]. Reaction Systems are formal models that work on a 
discrete timescale in a parallel manner to investigate and analyze biochemical 
reactions and the interaction among them [7]. A formal reaction has been 
considered as a triplet a = (R, I, P), where R is the set of reactants, I is the set of 
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inhibitors, and P is the set of products [6]. A reaction is enabled if all elements of 
set R, are present and all elements of set I are absent in the actual “state” of the 
system. If a reaction goes, then the result will be set P, as the product that is set R 
produced the elements of set P. Otherwise a reaction is not enabled and the 
product of such reaction is the empty set. For example, if we define reactions  
a1 = ({A,B},{C},{A,D}), a2 = ({E},{A},{A,B}), and initial state to be {A,B,E}, 
then reaction a1 is enabled since both reactants A and B are available and there is 
no C present to inhibits the reaction. Thus, the products of reaction a2 are 
produced which are A and D. On the other hand, a2 is not enabled since A as an 
inhibitor is available and does not let this reaction to go. Therefore, the result will 
be union of {A, D} and empty set which is the set of products {A, D}. 

In a biological system, there are phenomena that can easily be represented in a 
binary way, e.g., a gene can be down regulated or upregulated, a complex could be 
formed or being in parts. Therefore, we believe that relatively simple models as 
Reaction Systems are opt to model some biological phenomena. In this paper, we 
have exploited a Reaction System protocol to simulate hemoglobin switching 
process in case, where a genetic defect occurs in β-globin gene. This enabled us to 
validate qPCR data of known and experimental drugs to show the efficacy of these 
strategies. Ultimately, by considering a novel initial state, we came up with new 
strategy, which can be used to increase γ-globin gene induction. 

2 Biological Context (Targets for Various Potential 

Therapeutic Models) 

In a healthy human adult, c-Myb as a member of MYB family activates 
transcription of KLF1 gene, which is a transcription factor needed for γ-globin 
gene expression. KLF1 binds to promoter of BCL11A gene and activates the 
transcription of BCL11A gene [13]. BCL11A protein binds to NuRD complex, 
which contains HDAC1/2, CHD3/4, and MBD2 [10, 17]. BCL11A together with 
NuRD complex physically interact with SOX6 and has molecular interaction with 
FOG1 and GATA1 transcription factors [18]. These transcription factor 
complexes are also essential for γ-globin gene expression. Finally, this multi-
protein complex which includes NuRD complex, BCL11A, and Erythroid 
Transcription Factors, SOX6, FOG1, and GATA1 [3] inhibits γ-globin gene 
expression [17]. This process is illustrated in Fig. 2. 
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Figure 1 

Fetal to adult hemoglobin switching (Adapted from [17]) 

 

Figure 2 

Hemoglobin switching pathway (Adapted from [3]) 
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3 Exploiting Reaction Systems to Model Hemoglobin 

Switching Process 

As mentioned earlier, a reaction can be shown as a triplet a = (R, I, P), where R is 
the set of reactants, I set of inhibitors, and P is the set of products [6]. A reaction 
system is a pair (O, A) of sets of objects and reactions. To model our system in 
term of reaction systems we are considering these objects as possible elements of 
the set O = {C, K, B, H, N, F, G, S, SFG, β, }. Where objects corresponding to 
these symbols are illustrated in Table 1. 

If one, or some of these objects appear to be in a state or in reactions, it means 
those certain gene expressions are upregulated, otherwise disappearing or 
nonexistence means down regulation. We have not considered other elements of 
NuRD complex to emphasize mostly on the role of HDAC1/2 in γ-globin gene 
induction. Furthermore, SOX6 along with GATA1 and FOG1 are called erythroid 
transcription factors (SFG) which are interacting with BCL11A [3, 19]. 

The reactions, i.e., the elements of A in our system:   
a1 = ({C}, {}, {C, K})    a2 = ({C, K}, {}, {C, K, B})   
a3 = ({S, F, G}, {}, {S, F, G, SFG})  a4 = ({H}, {}, {H, N})   
a5 = ({B, N, SFG, }, {}, {B, N, SFG})  a6 = ({K, G, F}, {}, {K, G, F, β})  
a7 = ({B}, {K}, {B})    a8 = ({}, {B}, {})   
a9 = ({N}, {H}, {N})    a10 = ({}, {N}, {})   
a11 = ({SFG}, {S, F, G}, {SFG})   a12 = ({}, {SFG}, {})   
a13 = ({G}, {}, {G})    a14 = ({F}, {}, {F})   
a15 = ({C}, {}, {C})    a16 = ({S}, {}, {S}) 

Reaction a1 illustrates that up regulation of C-Myb results into up regulation of 
KLF1. Reaction a2 shows that up regulation of C-Myb and KLF1 leads to up 
regulation of BCL11A. Then, a3 illustrates that up regulation of SOX6, FOG1, 
and GATA1 indicates up regulation of these erythroid transcription factors as a 
complex; and a4 shows that up regulation of HDAC1/2 leads to up regulation of 
NuRD complex. We have not considered other components of NuRD complex in 
this system. Reaction a5 indicates that binding of BCL11A with NuRD complex 
and erythroid transcription factors GATA1, FOG1, and SOX6 leads to inhibition 
of γ-globin gene expression. Further, a6 shows that KLF1, GATA1, and FOG1 are 
transcription factors of β-globin gene. Then a7 mentions that down regulation of 
KLF1 leads to down regulation of BCL11A. The reactions a8, a10, and a12 indicate 
that down regulation of either BCL11A, NuRD complex, or erythroid 
transcription factors GATA1, FOG1, and SOX6 leads to γ-globin gene induction; 
while a9 shows that down regulation of HDAC1/2 leads to down regulation of 
NuRD complex. Further, a11 indicates that down regulation of either GATA1, 
FOG1, or SOX6 leads to down regulation of these erythroid transcription factors 
as a complex. Finally, a13, a14, a15, and a16 indicate that if GATA1, FOG1,  
C-MYB, or SOX6 are upregulating, they will remain to be upregulated. 
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Table 1 

Descriptions related to objects in set O 

Object’s symbol Object 

C C-Myb 

K KLF1 
B BCL11A 

H HDAC1/2 

N NuRD complex 

F FOG1 

G GATA1 

S SOX6 

SFG Erythroid Transcription Factors SOX6, FOG1, and 
GATA1 

 Beta globin 

 Gamma globin 

The reaction system H0 = (O, A) is able to describe (simulate) the hemoglobin 
switching process of a healthy person. We considered initial state for the normal 
case of fetal hemoglobin switching to be {C, H, G, F, S, }. Then reactions 
indexed by 1, 3, 4, 8, 10, 12, 13, 14, 15, and 16 are allowed. After the first round, 
new state {C, K, H, N, G, F, S, SFG, } is obtained. Then reactions with indices 1, 
2, 3, 4, 6, 8, 13, 14, 15, 16 are allowed. After the second round, new state is {C, K, 

B, H, N, G, F, S, SFG, , }. Then reactions with numbers 1, 2, 3, 4, 5, 6, 13, 14, 
15, and 16 are enabled. After third round, the new state of the system is {C, K, B, 

H, N, G, F, S, SFG, β}. This is the last state which is a fix point of the system and 
it does not change anymore. That is β has started to be up regulated while γ is 
down regulating. The result of the simulation is the expected outcome for the 
healthy case. 

4 Extended Reaction System to Deal with Disease and 
Treatment Cases 

To extend Reaction System to cover cases related to β-thalassemia and treatment 
options, new objects are added and reactions are edited to the previous ones:  
O’ = {I, D, M}, where objects corresponding to these symbols are illustrated on 
Table 2. 
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Table 2 

Descriptions related to objects in set O’ 

Object’s symbol Object 

I BCL11A down regulator 

D KLF1 deactivator 
M Beta globin gene mutation 

The reactions of our extended reaction system are as follows:   
a’1 = ({C}, {D}, {C, K})    a’2 = ({C, K}, {I}, {C, K, B})  
a’3 = ({S, F, G}, {}, {S, F, G, SFG})  a’4 = ({H}, {}, {H, N})   
a’5 = ({B, N, SFG, }, {}, {B, N, SFG}) a’6 = ({K, G, F}, {M}, {K, G, F, })  
a’7 = ({B}, {K}, {B})    a’8 = ({}, {B}, {})   
a’9 = ({N}, {H}, {N})    a’10 = ({}, {N}, {})   
a’11 = ({SFG}, {S, F, G}, {SFG})   a’12 = ({}, {SFG}, {})   
a’13 = ({G}, {}, {G})    a’14 = ({F}, {}, {F})   
a’15 = ({M}, {}, {M})    a’16 = ({C}, {}, {C})   
a’17 = ({D}, {}, {D})    a’18 = ({I}, {}, {I})   
a’19 = ({S}, {}, {S}) 

In reaction a’1, D stands for KLF1 deactivator. When D is presents, it doesn’t let 
KLF1 to be transcribed so that its level decreases. In a’2, I plays the role of 
BCL11A down regulator. Thus, whenever I is present, KLF1 cannot activate 
transcription of BCL11A. In a6, when mutation has happened in β-globin gene, 
transcription factors of β are not able to transcribe this DNA to mRNA anymore, 
so that β-globin gene expression decreases. a’15, a’17, and a’18 show that if 
mutation has happened, KFL1 deactivator exist, or BCL11A down regulator is 
present, they remain present. 

The reaction system H = (O  O’, {a’1, a’2, … , a’19}) is able to describe 
(simulate) the hemoglobin switching process also in a patient who has β-globin 
gene mutation. 

5 Simulation Results 

In this section, simulation results in a severe β-thalassemia patient with possible 
treatments found in the literature, are illustrated. Moreover, potential therapeutic 
modalities are proposed by referring to Reaction System simulation results. For 
obtaining the simulation results, we have written a C++ program on a personal 
computer. 
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5.1 Simulation of β-globin Gene Mutations 

To simulate the case when mutations occur in β-globin gene, we have considered 
initial state to be {C, H, G, F, S, γ, M}. Then reactions with indices 1, 3, 4, 8, 10, 
12, 13, 14, 15, 16, and 19 are allowed. Thus, after these reactions take place, after 
the first round, the new state {C, K, H, N, G, F, S, SFG, γ, M} is reached. In this 
state reactions indexed by 1, 2, 3, 4, 8, 13, 14, 15, 16 and 19 are allowed. After 
second round, the new state is {C, K, B, H, N, G, F, S, SFG, γ, M}. Then reactions 
indexed by 1, 2, 3, 4, 5, 7, 13, 14, 15, 16 and 19 are enabled. Then the last state 
which is the fix point of the system and does not change anymore is {C, K, B, H, 

N, G, F, S, SFG, M}. Thus, in case of mutation in β-globin gene, expression of β-
globin gene is down regulated. Moreover, γ-globin gene expression is down 
regulated after fetal to adult hemoglobin switching. The steps are illustrated in 
Fig. 3. As one can observe the simulation gives exactly the expected result also for 
the ill case. 

 

Figure 3 

Simulation of steps in Reaction Systems in case of mutation in β-globin gene 
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5.2 Validation of Current Strategies to Induce γ-globin Gene 

Expression 

5.2.1 HDAC1/2 Inhibition 

Drugs such as Lovastatin [11], Romidepsin, and Vorinostat [5] can be used as 
inhibitors of Histone deacetylase enzyme. By eliminating “H” from initial state, 
we can simulate this case. Initial state is {C, G, F, S, γ, M}. Then reactions 
indexed by 1, 3, 8, 10, 12, 13, 14, 15, 16 and 19 are enabled. After first round, 
new state is {C, K, G, F, S, SFG, γ, M}. Then reactions 1, 2, 3, 8, 10, 13, 14, 15, 
16, and 19 are allowed. After second round, the new state {C, K, B, G, F, S, SFG, 

γ, M} is obtained. Then reactions with numbers 1, 2, 3, 10, 13, 14, 15, 16 and 19 
are allowed, which leads to the same state that is the fix point of the system and 
does not change anymore. Thus HDAC1/2 inhibition has resulted in γ-globin gene 

expression induction. The simulation steps are shown in Fig. 4. The simulation 
works well in this case too. 

 

Figure 4 

Simulation of steps in Reaction Systems in case of HDAC1/2 inhibition 

5.2.2 KLF1 Down-Regulation 

A recent example of KLF1 down regulator is herbal drug Ninjin’yoeito [10]. To 
simulate it, we have considered initial state to be: {C, D, H, G, F, S, γ, M}. Then 
reaction numbers 3, 4, 8, 10, 12, 13, 14, 15, 16, 17 and 19 are allowed. After the 
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first round, the state {C, D, H, N, G, F, S, SFG, γ, M} is reached. Then reactions 3, 
4, 8, 13, 14, 15, 16, 17 and 19 are allowed. The last state, which is the fix point of 
the system and does not change anymore is the same as previous one {C, D, H, N, 

G, F, S, SFG, γ, M}, which means down regulation of KLF1 has resulted in γ-
globin gene expression induction. Down-regulation of KLF1 leads to down 
regulation of β-globin gene, which results in the induction of γ-globin gene 
expression. Thus, this scenario might be useful only in the case of severe β-
thalassemia cases, where the production of β-globin gene is already defective or 
no β-globin is expressed at all. The stages are explained in Fig. 5. 

 

Figure 5 

Simulation of steps in Reaction Systems in case of KLF1 down-regulation 

5.2.3 BCL11A Down-Regulation 

Hydroxyurea (HU) [9] and simvastatin together with t-BHQ decrease expression 
of BCL11A gene [13]. To simulate it, we have defined object I to represent 
inhibition of BCL11A. To simulate such case, we considered initial state to be {C, 

H, G, F, S, γ, M, I}. Then reactions 1, 3, 4, 8, 10, 12, 13, 14, 15, 16, 18 and 19 are 
allowed. New state after first round is {C, K, H, N, G, F, S, SFG, γ, M, I}. Then 
reactions 1, 3, 4, 8, 13, 14, 15, 16, 18 and 19 are enabled. The last state which is 
the fix point of the system which does not change anymore is {C, K, H, N, G, F, S, 

SFG, γ, M, I}. Thus, the simulation shows that down regulation of BCL11A leads 
to γ-globin gene expression induction. The simulation stages are illustrated in 
Figure 6. Our model also captures well that type of treatment. 
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Figure 6 

Simulation of steps in Reaction Systems in case of BCL11A down-regulation 

5.2.4 SOX6 Down-Regulation 

There are drugs such as HU which their utilization leads to SOX6 down regulation 
[9]. To simulate, we may consider initial state as: {C, H, G, F, γ, M}. Then 
reactions indexed by numbers 1, 4, 8, 10, 12, 13, 14, 15, and 16 are allowed. After 
the first round, new state is {C, K, H, N, G, F, γ , M}. Then reactions 1, 2, 4, 8, 12, 
13, 14, 15, and 16 are allowed. After second round, new state is {C, K, B, H, N, G, 

F, γ, M}. Then reactions indexed by 1, 2, 4, 12, 13, 14, 15, and 16 are allowed. 
After third round, new state is the same as previous one, which is the fix point of 
the system and does not change anymore. Thus, down regulation of SOX6 led to 
γ-globin gene induction. The simulation steps are shown in Fig. 7. The model 
gives the expected result. 

5.2.5 GATA1 Inhibition 

GATA1 can reverse γ-globin gene silencing [19]. To simulate, we may consider 
initial state as: {C, H, S, F, γ, M}. Then reactions numbered by 1, 4, 8, 10, 12, 14, 
15, 16 and 19 are allowed. After first round, the new state is {C, K, H, N, S, F, γ, 
M}. Then reactions indexed by 1, 2, 4, 8, 12, 14, 15, 16 and 19 are allowed. After 
second round, new state is {C, K, B, H, N, S, F, γ, M}. Then reactions 1, 2, 4, 12, 
14, 15, 16 and 19 are allowed. After third round, new state is the same previous 
which is the fix point of the system and does not change anymore. Therefore, 
GATA1 inhibition leads to γ-globin gene expression induction. The simulation 
steps are demonstrated in Fig. 8. 
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Figure 7 

Simulation of steps in Reaction Systems in case of SOX6 down-regulation 

 

Figure 8 

Simulation of steps in Reaction Systems in case of GATA1 inhibition 

5.3 Predicting Result of a Novel Strategy in Favor of Gamma-

globin Gene Expression Induction 

In this subsection we identify a new possibility for treatment of β-thalassemia 
based on our model. 
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5.3.1 RNA Interference (RNAi) 

A powerful methodology for studying the function of any gene is to 
experimentally disrupt its expression to examine the resulting phenotype. RNA 
interference (RNAi) is a naturally occurring mechanism of gene regulation. This 
can be induced by the introduction of double stranded RNA into a cell. This event 
can be synthetically utilized to down-regulate expression of specific genes by 
transfecting mammalian cells with synthetic short interfering RNAs (siRNAs). 
These siRNAs can be designed to silence the expression of genes of interest 
having a certain target sequence, and may potentially be presented as a therapeutic 
strategy for inhibiting transcriptional regulation of genes [15]. 

5.3.2 Inhibition of FOG1 by RNAi Methodology 

To simulate, we may consider initial state as: {C, H, G, S, γ, M}. Then reactions 
indexed by 1, 4, 8, 10, 12, 13, 15, 16 and 19 are allowed. After first round, new 
state is {C, K, H, N, G, S, γ, M}. In this state the reactions indexed by 1, 2, 4, 8, 
12, 13, 15, 16 and 19 are allowed. After second round, the new state is {C, K, B, 

H, N, G, S, γ, M}. Then reactions numbered by 1, 2, 4, 12, 13, 15, 16 and 19 are 
allowed. After third round, the new state is the same as previous one, which is the 
fix point of the system and does not change anymore. Therefore, FOG1 inhibition 
has led to γ-globin gene expression induction as a possible. The steps of this 
simulation process are illustrated in Fig. 9. 

 

Figure 9 

Simulation of steps in Reaction Systems in case of FOG1 inhibition by RNAi 

6 Discussion 

In this section, we give a brief comparison of our simulation model and other 
models. Various simulation techniques were used for β-thalassemia, e.g., in [1, 
16]. However, in these papers the authors only wanted to simulate and understand 
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the disease itself, simulating how the gene can produce hemoglobin, and what is 
wrong in case of β-thalassemia, without proposing or checking any possible 
treatments. 

The nature of the considered problem results relatively simple simulations, after a 
few steps the system halts in each case. The same phenomenon occurs by 
simulation with Petri nets [14], the simulation goes without any cycles. In [14] 
hybrid places (both discrete and continuous) were used instead of only discrete 
ones. Therefore, instead of a discrete value (integer number of tokens), real 
numbers were used at each place. In this way, in the simulation Petri times were 
used, e.g., the simulation program ran for 500 Petri times. The simulation results 
of Subsections 5.2.1, 5.2.2, 5.2.3 and 5.2.4 are in line with the simulation results 
with the Hybrid Functional Petri nets model, where HDAC1/2 gene expression 
was inhibited using ST-20 drug, KLF-1 gene expression was inhibited using MS-
275, ST-20, and the combination of Simvastatin and tBHQ drugs, BCL11A gene 
expression was inhibited using ACY-957 drug and SOX6 gene expression was 
inhibited using ACY-957 drug, respectively [14]. Our reaction systems model had 
the advantage to simplify all this. We could answer whether a treatment can be 
useful or not in just a few steps. The advantage of the binary feature of the 
reaction systems approach is that it simplifies the system analysis. Such method 
can be used as a pre-test to identify potential entities which can play an important 
role to up-regulate or down-regulate a specific component in the system. After 
identifying the entities which play an important role, it will be possible to extend 
the model into a model which is appropriate to investigate the role of these 
components more accurately (in terms of quantities, ratios, concentrations etc.). 
The disadvantage of our binary approach could be that it cannot investigate the 
role of each entity in the system quantitatively. Although, this approach shows 
which manipulation of the system can be useful to up-regulate or down-regulate 
the target entity, it does not provide any sort of comparison between the efficiency 
of the possible treatments. To compare the treatments quantitatively, hybrid 
models can be used such as hybrid functional Petri nets [14] and fuzzy stochastic 
hybrid Petri nets [12]. We underline that the proposed strategies shown in 
Subsections 5.2.5 and 5.3 are novel and up to our knowledge they have not been 
simulated with other methods, nor biological experiments are done to verify them. 

Each of the known strategies proposed for treatment of β-thalassemia we have 
checked with simulations were in line with lab experiments. This model shows 
also a nice example, how the analysis (through simulation) of biological systems 
such as hemoglobin switching network can be useful. This approach can be used 
as a pre-test to analyze more complex biological systems in future studies. 

Conclusions 

We have demonstrated that “Reaction Systems” is a beneficial model, that 
simulates pathways, such as, fetal to adult hemoglobin switching developmental 
stage, in healthy people, thalassemic or sickle cell anemia patients and in case of 
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various treatments to compensate for the lack of β-globin gene expression via γ-
globin gene expression induction by down-regulation or inhibition of gene 
expressions such as HDAC1/2, KLF1, BCL11A, SOX6, and GATA1. The 
simulation results in our Reaction Systems model shows that β-globin gene 
expression is upregulated as expected in adult stage, and downregulated in 
patients who are suffering from β-globin gene related disorders caused by 
mutation in β-globin gene. Moreover, simulation results of our proposed model 
demonstrate that inhibition of HDAC1/2 gene expression decreases the 
concentration level of NuRD complex, down-regulation of KLF1 gene expression 
decreases gene expression of BCL11A, down-regulation of BCL11A gene 
expression decreases the binding rates of γ-globin gene and the multi-protein 
complex including BCL11A, NuRD, and erythroid transcription factors (GATA1, 
FOG1, and SOX6), and finally down-regulation of SOX6 gene expression and 
inhibition of gene expression of GATA1 decreases the concentration of erythroid 
transcription factors. In all cases, γ-globin gene up-regulated in adult stage, which 
agree with current known treatments of β-globin gene related disorders via γ-
globin gene expression induction. Therefore, since hemoglobin switching process 
can be represented as binary of gene expression up regulation or down regulation, 
our proposed reaction systems model can describe and analyze this biological 
phenomenon. 

Moreover, we propose a novel strategy to treat β-thalassemia and sickle cell 
anemia by inhibiting expression of FOG1 by using methods such as RNAi. RNAi 
as a naturally occurring mechanism of gene regulation method can be used to 
inhibit FOG1 gene expression by introducing double stranded RNA into the cell. 
As the results of our simulation have illustrated, this strategy decreases 
concentration level of erythroid transcription factors and leads to γ-globin gene 
expression induction, that is, this proposed strategy could provide potential 
treatment options. However, we have not performed any laboratory experiments to 
explore how the proposed strategy would work in a wet lab setting. Thus, further 
validation of this strategy needs to be performed in our future studies. 
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Abstract: This paper describes a modification of a chaotic logistic map which could be 

exploited in a field of image encryption. After a summary of basic image encryption 

methods and problems, the paper mentions properties of a modified version of the logistic 

map. It is shown that the proposed changes help to achieve greater robustness against 

phase space reconstruction attacks. The paper also describes the usage of a modified map 

in an image encryption algorithm. Other techniques applied in the proposed algorithm 

include key diffusion, ciphertext chaining or four step diffusion stage. Evaluation of 

properties of the proposed algorithm is done by means of commonly used techniques. The 

numerical results are then compared with values obtained by other published algorithms. 

Keywords: image encryption; logistic map; phase space reconstruction 

1 Introduction 

One of the first encryption algorithms based on the chaotic maps was proposed in 
1989 by Matthews [1]. Since then, various chaotic encryption algorithms were 
designed, including the one described by Fridrich in 1998 [2]. Fridrich’s approach 
could be considered as important, since it introduced an idea of image encryption. 
Operations created especially for two dimensional matrices allowed simpler and 
more effective computations which is still the main advantage over conventional 
encryption algorithms such as Advanced Encryption Standard (AES). Also, the 
majority of proposals adopted a two stage encryption process which was described 
by Fridrich. The first stage – confusion changes positions of plaintext image pixels 
in order to minimize their correlation. The second stage – diffusion calculates the 
intensities of pixels in the resulting encrypted image. 
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The development of the chaotic image encryption algorithms continued by 
removing their drawbacks. Small key space problems were solved by high 
dimensional chaotic maps [3] or by combinations of various maps [4]. The 
Dynamic degradation of chaos, present in the discrete versions of chaotic maps, 
was studied in [5]. An attack capable of revealing permutations of the image 
pixels was published by Solak et al. in 2010 [6]. Especially the last mentioned 
problem caused the usage of more complicated diffusion stages. 

The diffusion stage usually employs a technique called ciphertext chaining for 
establishing dependencies between the intensities of consecutive image pixels. 
The dependencies are useful for creating different encrypted images for plaintext 
images with only small amount of changes, however they could be easily found 
out by Solak’s attack. In order to provide certain level of robustness against this 
attack, the diffusion stage needs to use another operation. Probably one of the 
most used operations is an addition of elements from pseudo-random (PR) 
sequences in modular arithmetic. In this case, the Solak’s attack would obtain only 
the pixel intensities combined with the elements of PR sequences. 

However, also the generation of the PR sequences requires some care. In the case 
that the PR sequences are simply computed by some of the chaotic maps, already 
calculated elements of the PR sequence could be evaluated by the phase space 
reconstruction attacks. The basic theory of the phase space reconstruction was 
given by Takens in 1985 [7]. In the context of the image encryption algorithms, 
the phase space is a set of values that could be achieved by the used chaotic map. 

Approaches that are effective against phase space reconstruction can be divided 
into two groups. The first group changes parameters of the chaotic maps during 
computation of the PR sequences. Murillo-Escobar et al. [8] described an 
algorithm where parameter of the used map is changed by values produced by 
other map. Liu and Miao [9] used binary PR sequences for diffusion by means of 
a generated code book. The second group of proposals, modifies each sequence 
element after its computation. Guanghui et al. [10] proposed a scheme with 
modular design which could utilize various chaotic maps, however the results 
were presented only for the logistic map. Liu et al. [11] described a modification 
of calculated sequence elements by another map. In all of these cases, the 
robustness against the phase space reconstruction was created by suppressing the 
dependencies between consecutive elements of the PR sequences. 

The algorithm presented in this paper tries to provide certain amount of robustness 
against both Solak’s attack and the phase space reconstruction attacks. Since the 
elements of the generated PR sequences are combined with results of ciphertext 
chaining by means of bitwise eXclusive OR (XOR), the Solak’s attack would be 
useful only for obtaining the combined values. As the elements of PR sequences 
are computed by a modified version of chaotic logistic map which is effective 
against phase space reconstruction, it is difficult to evaluate the elements of PR 
sequences that are required for a successful decryption. 
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The rest of the paper is organized as follows: Chapter 2 deals with the logistic 
map, its properties and the modification which is proposed in this paper for 
purposes of the image encryption. Chapter 3 describes the algorithms used for 
encryption and decryption. An analysis of experimental results is given in 
Chapter 4 and the lastly in Chapter 5, conclusions the paper are given, by a brief 
summary of advantages and disadvantages of the proposed solution and plans for 
the future work. 

2 Logistic Map and its Modification 

2.1 Logistic Map 

Logistic map (LM) can be described as an one dimensional chaotic map that uses 
one parameter r  (0; 4). An initial value x0 and the values of x in all iterations of 
the map belong to an interval (0; 1). The LM was popularized mainly by a paper 
of May in 1976 [12]. The values of x in consecutive iterations, called iterates of 
the map could be calculated by applying (1): 

)1(1 nnn xrxx  , (1) 

where n denotes an iteration number. 

Chaotic behavior of the LM could be illustrated by its bifurcation diagram. The 
diagram shows values of xn that were calculated with various values of the 
parameter r. An example of the bifurcation diagram that has the initial value x0 
equal to 0.5 and plots 800 values of xn is shown in Figure 1. 

 

Figure 1 

A bifurcation diagram of the logistic map 

As it is visible, behavior of the LM is predictable until the parameter r reaches 
certain value close to 3. At this point the values of calculated iterates start to 
oscillate between two sets. This property of the LM is known as a bifurcation. 
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After several other bifurcations, it is quite difficult to see the relations between 
consecutive iterates. The point where r ~ 3.56995 is known also as a start of a 
chaotic behavior of the LM. However, also some values of r after this point show 
predictable behavior. These are known as islands of stability. Probably the most 
notable example is present around r equal to 3.85. 

Another important property of the LM is an existence of a transient period. This 
period contains iterates that are calculated among the first and therefore their 
values could be predictable. In most cases, the effects of the transient period are 
suppressed by using some iterates only for modification of the initial value x0. 
Common sizes of the transient period are powers of 10, e. g. 100 or 1,000 iterates. 

Because the LM could be considered as a discrete version of a continuous logistic 
differential equation, also the properties regarding the finite amount of possible 
iterate values should be investigated. Periodicity testing was performed in a 
computing environment MATLAB R2015a. In total, 10 sequences were 
computed, each one consisted of 108 iterates. The iterates were represented as 
double precision values (64 bits). As 52 bits are used for storage of a fractional 
part of these values, their precision could be expressed as log10(252) ~ 15.6536. 
Therefore, this data type provides precision of 15 decimal places. 

Each of the 10 sequences used the initial value x0 set to 0.5 and the transient 
period with size of 1,000 iterates. Sequences differed by value of the parameter r 
which was set from 4-10-14 to 4-10-15 with a step of 10-15. The period lengths for 
the sequences with investigated values of the parameter r are shown in Table 1. 

Table 1 

Period lengths of the sequences generated by the LM with various values of the parameter r 

Value of r Period length Value of r Period length 

4-10-14 108 4-5·10-15 108 
4-9·10-15 108 4-4·10-15 108 
4-8·10-15 108 4-3·10-15 12,960,875 
4-7·10-15 108 4-2·10-15 33,767,629 
4-6·10-15 108 4-10-15 15,599,659 

The results from Table 1 show that the values of the parameter r influence period 
lengths. However, also the worst shown case (r = 4-3·10-15) would be sufficient 
for element-wise processing of approx. 13 million elements. This number of 
elements is present in a true color image with a resolution of 2,078x2,078 pixels. 

2.2 Phase Space Reconstruction Attacks 

As it was already mentioned, the Solak’s attack and similar known-plaintext 
attacks could be used for revealing the permutations of image pixels done in the 
confusion stage of the image encryption algorithms. Therefore, the main part of 
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security provided by these algorithms is created by the diffusion stage. Since the 
diffusion stage of image encryption algorithms usually sequentially processes each 
pixel of the input images, the amount of used operations should be minimal. 

Usually, the diffusion stage consists of two operations. The first one, ciphertext 
chaining is applied for establishing dependencies between consecutive image 
pixels in the encrypted images. However, the most popular version of the 
ciphertext chaining could be reversed by anyone who has access to the encrypted 
image. The second operation used during diffusion stages is the combination of 
pixel intensities with the elements of a PR sequence. The combination could be 
done as an addition in modulo 256 or a bitwise XOR. As the ciphertext chaining 
and the confusion stage could be broken by attackers, the security of some 
algorithms depends solely on this operation. 

The LM could be used for generating the PR sequences, but there are still some 
relationships between iterates. The relationships are expressed by a Poincaré plot 
which uses values of two consecutive iterates as the coordinates of plotted points. 
An example is shown in Figure 2, where the LM with 108 iterates used the initial 
value x0 = 0.5, the transient period with size of 1,000 iterates and the parameter r 
set to 4-4·10-15. The plot shows only the first 2,000 points for better readability. 

 

Figure 2 

A Poincaré plot for consecutive iterates of the LM 

An iterate (xn-1) that was used for the calculation of a current iterate (xn) could be 
observed by using xn as a coordinate on y axis. The plot shows that there are, at 
most, two points with chosen y coordinate. Therefore, it could be assumed that the 
iterate xn was calculated from one of the two possible coordinates on the x axis. 
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However, this technique has many drawbacks. First of all, the attacker needs to 
determine the parameter r before construction of plots. Also, the plots do not 
provide values of xn-1 for all possible xn. For the precision of 10-15, the plots would 
need to contain 2·1015 points in order to provide all possible relations between 
consecutive iterates. Finally, if each previous element would be represented by 
2 possible values, the reconstruction of sequence with num elements would result 
in 2num possible solutions. Therefore, the computations needed for the phase space 
reconstruction only by the Poincaré plots seem to be computationally exhaustive. 

There are also some other, more efficient approaches for the phase space 
reconstruction. One of them is known as a time delay method. Some examples of 
usage of this method are presented in [13] or [14]. 

2.3 Proposed Modification of Logistic Map 

As it was shown in the previous subchapters, the LM has some drawbacks which 
could impact the security of the designed image encryption algorithms. In order to 
suppress some of them, we propose a modification of (1): 

)1mod()1(104
1 nnn xrxx   (2) 

The changes in the equation could seem unimportant, but they cause great 
differences in its behavior. As a double value with 15 decimal places is multiplied 
by 104, the first four decimal places move to a left side of the decimal mark. Other 
11 decimal places are shifted by 4 places to the left side. Remaining 4 decimal 
places are created by increasing the amount of decimal places of the double value. 

The last four decimal places were originally on 16th to 19th decimal place of the 
iterate. As the double precision produces only numbers with 15 decimal places, 
the numbers with more decimal places are chosen to be the closest approximations 
of the double values. This causes a variation from the continuous chaotic systems, 
which could be viewed as an effect of the dynamical degradation of chaos [5]. 

The second operation applied in (2) – a usage of modulo 1 is performed to remove 
the numbers which are on the left side of the decimal mark. This operation is 
important for producing values of xn+1 that belong to an interval (0; 1). 

It is important to point out that the changes done in the map (2) cause appearance 
of other fixed points. While fixed points of the map (1) are well studied, their 
analysis for the map (2) is not done yet. There are only some observations, e. g. 
the initial value x0 = 0.5 produces the same value when the parameter r equals 
3.9902 or 3.999. This is caused by fact that the map (1) computes iterate value that 
has number 5 on the fifth decimal place and it is followed by zeros. After the shift 
of decimal places done in the map (2), iterate values 0.99755 (for r = 3.9902) and 
0.99975 (for r = 3.999) both become 0.5 which is equal to the initial value x0. 
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However, it is quite safe to mention that the occurrence of the fixed points for 
values of the parameter r ≥ 3.9999 is quite rare, because calculated iterates have 
more decimal places than the initial value x0. Hence the probability that the last 11 
decimal places of calculated iterate are equal to other iterates is negligible. 

2.4 Comparison of the Maps 

Following subchapters compare the properties of the LM (1) and the proposed 
map (2), which is for better readability denoted as MLM (modified logistic map). 

2.4.1 Time Consumption 

Measurement of the computational time needed for generating sequences used 
following setup: all sequences generated by the LM (1) and the MLM (2) had the 
transient period with length of 1,000 elements and the initial value x0 was equal to 
0.5. The number of sequence elements was set as 106, 107 or 108 elements. Two 
different values of the parameter r were utilized, 4-10-14 and 4-10-15. Used PC had 
2.5 GHz CPU and 12 GBs of RAM and it utilized the computational environment 
MATLAB R2015a running on Windows 10 OS. The times presented in Table 2 
are arithmetic means of 100 repeated measurements. 

Table 2 

Comparison of the time consumption 

Length of sequences 

[elements] 
Value of r 

Time needed for 

the LM [ms] 

Time needed for 

the MLM [ms] 

106 
4-10-14 15.5829 106.1821 
4-10-15 15.4199 104.7699 

107 
4-10-14 170.6184 1185.5463 
4-10-15 168.2268 1170.6595 

108 
4-10-14 1642.9382 11209.9446 
4-10-15 1556.0445 10607.3564 

The results presented in Table 2 show that the computational complexity of the 
MLM is approx. 7 times higher than the one of the LM. This is due to higher 
amount of operations used for a calculation of each iterate. However, longer 
computational durations are balanced by advantages that are described in 
following subchapters. Also it could be stated that different values of the 
parameter r have only a small impact on the time consumption – the maximal 
recorded difference was approx. 5 %. 

2.4.2 Periodicity Concerns 

It could be assumed that the replacement of some decimal places done by the 
MCM could result in a reduction of the chaotic behavior and therefore also in 
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smaller period lengths. However, the periodicity that occurred for the LM with 
certain values of the parameter r (4-3·10-15, 4-2·10-15 and 4-10-15) was caused by 
the finite precision of the double values – exactly because there are not any double 
values between 1-10-15 and 1. Therefore, all iterates which would have values in 
an interval [1-10-15; 1] in a system with an infinite precision, result in one of these 
two values in the double precision system (with finite precision). As the value of 
the following iterate depends only on a value of the current iterate, the values 
1-10-15 and 1 always produce the same two values. This is the cause of periodicity 
for the LM with certain values of the parameter r. 

Because the MLM changes four decimal places at the end of each iterate, the 
values before the multiplication in an interval [1-10-15; 1) are changed to an 
interval [1-10-11; 1) after the multiplication. This prevents computation of the same 
values in following iterations. Therefore, the period lengths should be enlarged. 
The resulting period lengths computed with the same setting as was used for the 
LM in Table 1 (the initial value x0 set as 0.5, the transient period with size of 
1,000 iterates and the parameter r set in an interval from 4-10-14 to 4-10-15 with 
a step of 10-15) are shown in Table 3. 

Table 3 

Period lengths of the sequences generated by the MLM with various values of the parameter r 

Value of r Period length Value of r Period length 

4-10-14 108 4-5·10-15 108 
4-9·10-15 108 4-4·10-15 108 
4-8·10-15 108 4-3·10-15 108 
4-7·10-15 108 4-2·10-15 108 
4-6·10-15 108 4-10-15 108 

It could be observed that the MLM produces sequences with period lengths of 108 
elements (length of the generated sequence) in all described cases. As the LM had 
shorter period lengths for sequences with the parameter r equal to 4-3·10-15, 
4-2·10-15 and 4-10-15, it could be concluded that the MLM achieves better results 
by means of periodicity. 

2.4.3 Robustness against the Phase Space Reconstruction 

The replacement of the last four decimal places also improves robustness against 
the phase space reconstruction attacks. Because the decimal places of iterates are 
shifted by 4 places to the left side, the relations between values of two consecutive 
iterates are quite unpredictable. This property is also shown by the Poincaré plot 
in Figure 3, where the relations between consecutive iterates of the MLM are 
illustrated. The sequence of 108 elements was generated with the initial value 
x0 of 0.5, the transient period with size of 1,000 iterates and the parameter r set to 
4-4·10-15. The plot shows only the first 2,000 points for better readability. 
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Figure 3 

A Poincaré plot for consecutive iterates of the MLM 

Because coordinates of the plotted points for the MLM are determined mainly by 
decimal places close to the fourth place prior to the multiplication, distribution of 
points in the plot is more uniform. This is due to weak relation between individual 
decimal places of the iterates before the multiplication. More uniform distribution 
of the points could be considered as a difficult problem for the phase space 
reconstruction algorithms, as the number of possible values of previous iterates is 
not clear (it was 2 for the parabola plotted for the LM in Figure 2). Therefore, 
complete reconstruction by the Poincaré plots needs to evaluate all possible 
x coordinates (xn-1) for each current iterate value represented on the y axis (xn). 

3 Proposed Image Encryption Algorithm 

The described map (2) shows a set of properties that could be useful for the image 
encryption algorithms. Therefore, we applied the MLM in an algorithm with usual 
architecture. Firstly, the confusion stage permutes the image pixels and then the 
diffusion stage changes their intensities. The proposed algorithm works with 
images of an arbitrary resolution and color depths of 8 bits (grayscale images) and 
24 bits per pixel (true color images). Algorithm in following subchapter is used 
for the encryption. Different steps done during the decryption are described in 
subchapter 3.2. 
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3.1 Encryption Algorithm 

Inputs: a plaintext image P, a 16-byte key K 

Output: an encrypted image E 

Step 1: Height h, width w and the number of color planes numcp of the matrix P 
are determined. The matrix P is then reshaped to a matrix Pmat that has h rows and 
w’ = w·numcp columns. This is done for establishing dependencies between the 
color planes in true color images. 

Step 2: The key K is divided into four subkeys: Kcol (bytes 1 to 4), Krow (bytes 
5 to 8), Kdif1 (bytes 9 to 12) and Kdif2 (bytes 13 to 16). 

Step 3: The subkeys Kcol, Krow, Kdif1 and Kdif2 are converted to decimal numbers 
and they are used for calculation of four values rcol, rrow, rdif1 and rdif2 by (3): 
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where 104 and 1+232 are constants used to ensure that the values of rcol, rrow, rdif1 
and rdif2  [3.9999; 4). 

Step 4: Four sequences seqcol, seqrow, seqdif1 and seqdif2 are generated by the 
MLM (2) with the initial values x0 equal to 0.5. The transient period has size of 
1,000 iterates. The value of parameter r used during and after the transient period 
depends on a calculated sequence and is shown in Table 4. The lengths of 
generated sequences are following: seqcol has w’ elements, seqrow has h elements 
and both seqdif1 and seqdif2 have 2·h·w’ elements. 

Table 4 

Values of the parameter r used during and after the transient period 

Sequence 

Value of r used 

for iterates  

1 to 250 

Value of r used 

for iterates 251 

to 500 

Value of r used 

for iterates 501 

to 750 

Value of r used 

for following 

iterates 

seqcol rrow rdif1 rdif2 rcol 

seqrow rdif1 rdif2 rcol rrow 
seqdif1 rdif2 rcol rrow rdif1 

seqdif2 rcol rrow rdif1 rdif2 

Changing of the parameter r during the transient period creates effect known as a 
key diffusion. In this case, the change of only one byte in the key K should result 
in differences in all four generated sequences. 

Step 5: Elements of the sequences seqcol, seqrow, seqdif1 and seqdif2 are quantized 
by a set (4). The quantized sequences are denoted by an apostrophe. 



Acta Polytechnica Hungarica Vol. 16, No. 3, 2019 

 – 47 – 

   

))(255()('

))(255()('

)(')(')()('

22

11

iseqroundiseq

iseqroundiseq

lseqwlseqkseqhkseq

difdif

difdif

rowrowcolcol





 (4) 

where k = 1, 2, …, w’, l = 1, 2, …, h and i = 1, 2, …, 2·h·w’ 

Step 6: Two sequences seq’dif1 and seq’dif2 are reshaped to four matrices. The first 
half of seq’dif1 creates a matrix mat’dif11 with h rows and w’ columns. Sequence 
elements are stored in the columns of the matrix, starting from the left side. Other 
half of seq’dif1 creates matrix mat’dif12 with the same size. The sequence seq’dif2 is 
split and reshaped by the same way to matrices mat’dif21 and mat’dif22. 

Step 7: The first part of the confusion stage takes place. Columns of the 
matrix Pmat are scanned and their pixels are permuted by a circular shift. The 
amount of shifting for each column is given by the elements of sequence seq’col. 
Image with shifted pixels in its columns is stored in an auxiliary matrix A. 

Step 8: The second part of the confusion stage is done. Rows of the matrix A are 
scanned and their pixels are permuted by a circular shift. The amount of shifting 
done for each row is given by the elements of sequence seq’row. The permuted 
image is stored in the matrix A. 

Step 9: The first part of the diffusion stage takes place. Pixels in rows of the 
matrix A are diffused from the top to the bottom row (5): 

  :),(':),1(:),(:),( 11 lmatlAlAlA dif  (5) 

where l = 1, 2, …, h denotes a row index, : stands for all pixels in columns of the 
matrix A and   is an operator of bitwise XOR. All additions of elements from 
matrix A are done modulo 256. The top row of pixels (l = 1) uses the bottom row 
(l = h) for the additions. 

Step 10: The second part of the diffusion stage is done. Pixels in rows of the 
matrix A are diffused in the opposite direction from the bottom to the top row (6): 

  :),(':),1(:),(:),( 12 lhmatlhAlhAlhA dif   (6) 

where l = 0, 1, …, h-1 denotes the row index. All additions of elements from the 
matrix A are done modulo 256. The bottom row of pixels (l = h) uses the top row 
(l = 1) for the additions. 

Step 11: The third part of the diffusion stage is carried out. Pixels in columns of 
the matrix A are diffused from the leftmost to the rightmost column (7): 

  )(:,')1(:,)(:,)(:, 21 kmatkAkAkA dif  (7) 

where k = 1, 2, …, w’ denotes a column index and : stands for all pixels in rows of 
the matrix A. All additions of elements from the matrix A are done modulo 256. 
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The leftmost column of pixels (k = 1) uses the rightmost column (k = w’) for the 
additions. 

Step 12: The fourth and final part of the diffusion stage is computed. Pixels in 
columns of the matrix A are diffused in the opposite direction from the rightmost 
to the leftmost column (8): 

  )'(:,')1'(:,)'(:,)'(:, 22 kwmatkwAkwAkwA dif   (8) 

where k = 0, 1, …, w’-1 denotes the column index. All additions of elements from 
the matrix A are done modulo 256. The rightmost column of pixels (k = w’) uses 
the leftmost column (k = 1) for the additions. 

Step 13: The auxiliary matrix A is reshaped to a matrix E with h rows, w columns 
and numcp color planes. The matrix E represents encrypted version of the image P. 

3.2 Differences in the Decryption Algorithm 

The decryption is analogous to the encryption, only the order of operations is 
reversed. After the generation and the processing of sequences (Steps 1 to 6), the 
first change is done when the removal of diffusion removal is applied before the 
removal of confusion. Also the parts of the diffusion stage are used backwards, 
starting with Step 12 and continuing to Step 9. These steps apply subtractions 
instead of the additions, the usage of modulo 256 arithmetic remains the same. 
Since repeated usage of bitwise XOR produces the values before diffusion, this 
operation is not changed. However, the order of the two operations is reversed, the 
bitwise XOR is used prior to the subtractions. 

The removal of confusion is done also in the opposite order. First, shuffling in 
image rows is removed by using circular shifts with negative values of elements 
from sequence seq’row. Then, the rearrangements in image columns are removed 
by circular shifts given by negative values of elements from sequence seq’col. 

4 Analysis and Comparison of Experimental Results 

All experiments with the proposed algorithms were performed on a PC with 2.5 
GHz CPU, 12 GBs of RAM in the MATLAB 2015a running on the Windows 10 
OS. The set of images used for testing is shown in Figure 4. The first two images, 
lena and lenaG have resolution of 512x512 pixels and color depths of 24 and 8 
bits per pixel, respectively. Images black1 and black2 have resolution of 256x128 
pixels and color depth of 8 bits per pixel. Image black2 has a pixel with intensity 
255 located on the coordinates [128; 64]. The keys used during experiments are 
illustrated in Table 5. Differences between similar keys are indicated by bold 
characters. The images from Figure 4 encrypted by key K1 are shown in Figure 5. 
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Figure 4 

Set of images used for the experiments 

Table 5 

Keys used for the experiments 

Key Value 

K1 0x746869736973617365637265746B6579 
K2 0x746869726973617365637265746B6579 

K3 0x746869736973617365637265746C6579 

 

Figure 5 

Encrypted versions of the images from the testing set 

4.1 Size of the Key Space and the Key Sensitivity 

A key space consists of all possible keys that could be used. As the proposed 
algorithm utilizes 16-byte key K, the total size of the key space is given as 
25616 = 2128. If we would consider the time required for a decryption of one true 
color image with resolution of 512x512 pixels as approx. 550 ms, the brute-force 
attack on the image with these parameters would take approx. 5.9347·1030 years. 
Therefore, the brute-force attack could be considered as infeasible. 
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Sensitivity of the proposed algorithm to used keys could be investigated by an 
encryption with one key and a decryption with other keys. The images decrypted 
by an incorrect key should not contain any information about the original plaintext 
image (which is the same as the image decrypted by a correct key). This 
experiment is shown in Figure 6, where the image lena was encrypted by key K1. 
Then it was decrypted with all three keys. 

 

Figure 6 

Illustration of the key sensitivity 

Please note that the change of a key in portion which is used for the confusion 
stage (pixel rearrangement) also influences the diffusion stage. This property is 
result of the key diffusion and it is visible on image decrypted by key K2. 

4.2 Statistical Attacks 

Statistical attacks try to obtain some properties of the image encryption algorithms 
by comparing known pairs of the plaintext images and corresponding encrypted 
images. When some properties of the encryption algorithms are known, statistical 
attacks could be used for breaking the algorithms or their parts. There are several 
measures that could be used to illustrate robustness against the statistical attacks. 

The first measure is histogram comparison. The histogram of the encrypted image 
should have distribution close to uniform without notable peaks which are present 
in the histogram of the plaintext image. Histograms of the image lenaG before and 
after encryption by the key K1 are shown in Figure 7. 

Second measure is illustrated by scatter plots that contain points with coordinates 
given by intensities of two adjacent image pixels. The adjacencies could be 
horizontal, vertical or diagonal. If the plotted points are close to line y = x, it could 
be concluded that the intensities of adjacent pixels are highly correlated. The 
distribution of the points for the encrypted images should be close to uniform. The 
scatter plots for the horizontal adjacencies of 1,000 randomly chosen pixel pairs 
from the image lenaG and its version encrypted by key K1 are shown in Figure 8. 
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Figure 7 

Comparison of the histograms 

Third measure are values of correlation coefficients ρ, computed separately for 
each color plane by (9) for the horizontally (ρhor), vertically (ρver) or diagonally 
(ρdiag) adjacent image pixel pairs. Vector I1 contains intensities of the first pixels 
from the pairs and vector I2 is created by scanning of the adjacent pixel intensities. 
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where pp = 1, 2, …, npp is an index of pixel pair, npp denotes an amount of the 

pixel pairs and xI  stands for an arithmetic mean of vector xI . 

The last measure is an entropy H which is calculated for each color plane by (10). 

]/[))((log)(255
0 2 pixelbitsinpinpH

in    (10) 

where p(in) is a probability of occurrence of a pixel with intensity in. 

Computed values of the correlation coefficients ρ and entropy H are included with 
other values in Table 6. The values of the correlation coefficients are arithmetic 
means of 100 repeated measurements for 1,000 randomly chosen pixel pairs. 
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Figure 8 

Scatter plots for the horizontally adjacent pixel pairs 

4.3 Differential Attacks 

Differential attacks reveal the properties of the encryption algorithms by exploring 
differences in encrypted versions of similar plaintext images. Robustness against 
the differential attacks is evaluated by two parameters – Number of Pixel Change 
Ratio (NPCR) and Unified Average Changing Intensity (UACI). Both these 
parameters use a pair of plaintext images, P1 and P2 which differ only in an 
intensity of one pixel. Furthermore, the size of this difference is minimal (one 
intensity level). These two images are then encrypted by the same key as E1 and 
E2. NPCR for individual color planes of image pair E1 and E2 is given by (11): 
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where h and w represent height and width of images E1 and E2, l and k denote row 
and column indexes, Diff is a difference matrix, Diff(l, k) = 1 if E1(l, k) ≠ E2(l, k), 
otherwise Diff(l, k) = 0. 

Calculation of UACI for the color planes uses (12): 
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where L is a color depth of a color plane in bits per pixel. 

A difference between NPCR and UACI is hidden in the way how these parameters 
evaluate changes in the pair of encrypted images. While NPCR only sums the 
number of pixel intensity changes, UACI also records the sizes of the changes. 
Calculated values of NPCR and UACI for the set of images presented in Figure 4 
are included in Table 6. These values are arithmetic means of 100 repeated 
measurements with randomly chosen pixel with modified intensity. 

Both NPCR and UACI are given as percentages. Wu et al. [15] described 
theoretically critical values of NPCR and UACI that depend on the resolution of 
the encrypted images. For the resolution of 512x512 pixels, the theoretically 
critical values are 99.6094% for NPCR 33.4635% for UACI. 

4.4 Time Consumption and Computational Complexity 

Images as a data type could be characterized by high redundancy. Therefore, the 
speed of encryption or decryption is an important property of the image 
encryption algorithms. Durations of encryption tenc and decryption tdec are included 
in Table 6. These times are arithmetic means of 100 repeated measurements. 

The computational complexity of image encryption algorithms could be expressed 
also by amount of performed operations in so-called big O notation (also known 
as an asymptotic notation). Following paragraph investigates the case of 
encryption, with the height of a processed image denoted as h, its width w and 
number of color planes numcp represented by w’ = w·numcp. The generation of PR 
sequences by the modified version of the logistic map takes 2hw’ + h + w’ + 

4,000 operations. Each operation for this stage of algorithm consists of three 
multiplications, one subtraction and one modulo operation. Quantization of PR 
sequences requires 2hw’ + h + w’ multiplications and rounding operations. 
Confusion stage of the proposed algorithm needs h + w’ circular shifts of 
sequences with h or w’ elements. The last stage of the algorithm – diffusion 
computes 2hw’ additions and XOR additions. 

If the complexity of various operations would be considered as the same, the 
proposed algorithm requires 16hw’ + 7(h + w’) + 16,000 operations for one 
encryption. Therefore, it could be concluded that the computational complexity 
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for the proposed algorithm is linear and it depends solely on a resolution of the 
processed image (hw’). As for most cases, the term 16hw’ is greater than the other 
two terms, the big O notation of the proposed algorithm could be given as O(16n). 

4.5 Comparison of Numerical Results 

Resulting values of the numerical measures for the proposed algorithm are shown 
in Table 6. Characters R, G and B in the brackets denote individual color planes of 
true color images (Red, Green or Blue). The word “plain” in key column is used 
for plaintext images which are not encrypted.  

Table 6 

Numerical results achieved by the proposed algorithm 

Value Key lena (R) lena (G) lena (B) lenaG black1 black2 

ρhor [-] 
plain 0.973 0.9677 0.953 0.9712 ~1 ~1 
K1 0.0094 0.003 -0.0006 -0.0013 0.0156 -0.0011 
K2 -0.0031 -0.0049 -0.005 0.0044 0.0189 -0.01 

ρver [-] 
plain 0.9737 0.9735 0.956 0.9743 ~1 ~1 
K1 0.0066 0.0044 0.001 -0.0005 -0.0071 0.0202 
K2 -0.0055 -0.0023 -0.0067 -0.0012 0.0049 0.0017 

ρdiag [-] 
plain 0.9541 0.9536 0.9349 0.9572 ~1 ~1 
K1 -0.005 0.0063 0.0005 -0.0034 0.0017 0.0007 
K2 -0.001 0.0021 -0.0019 0.0018 0.0001 -0.0018 

H [bits/ 
pixel] 

plain 7.5883 7.106 6.8147 7.2344 0 0.0005 
K1 7.9992 7.9992 7.9992 7.9992 7.9944 7.9942 
K2 7.9992 7.9993 7.9993 7.9993 7.9944 7.9945 

NPCR 
[%] 

K1 99.7456 99.6094 99.6906 99.6792 99.6674 99.6429 
K2 99.7318 99.6227 99.675 99.7074 99.6307 99.6521 

UACI 
[%] 

K1 33.6223 33.6513 33.6724 33.6274 33.6473 33.6338 
K2 33.6308 33.6425 33.6356 33.6401 33.6186 33.6788 

tenc 
[ms] 

K1 598.481 191.1818 24.6219 24.2081 
K2 601.264 193.2376 24.6448 24.1386 

tdec 
[ms] 

K1 552.0765 173.8621 22.1377 21.9269 
K2 555.3535 174.073 22.1272 21.8784 

Values of the correlation coefficients ρ for images black1 and black2 are close to 
1, as the first image consists only of pixels with zero intensity. The second image 
has one pixel with different, maximal intensity level (255). Presented encryption 
times tenc and decryption times tdec for the true color image are obtained for 
encryption or decryption of all three color planes. A comparison of results with 
other algorithms which used the same images or color planes is shown in Table 7. 
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Table 7 

Comparison of the numerical results with other algorithms 

Value 
Proposed algorithm Ref. [8] Ref. [10] 

lena (R) lenaG lena (R) lenaG 

ρhor [-] 0.0094 -0.0013 0.0135 -0.0278 
ρver [-] 0.0066 -0.0005 Unknown -0.0065 
ρdiag [-] -0.005 -0.0034 Unknown -0.0074 

H [bits/pixel] 7.9992 7.9992 7.9974 7.9895 
NPCR [%] 99.7456 99.6792 99.63 99.66 
UACI [%] 33.6223 33.6274 33.31 33.57 
tenc [ms] 598.481 191.1818 243.2 not reported 

complexity 
[operations] 

O(16n) not reported O(8n) 

Based on the presented results, it could be stated that our algorithm achieves better 
values of the correlation coefficients ρ than the two other algorithms. Values of 
entropy H are also higher. NPCR and UACI are slightly over the critical values 
and they are also considerably better than the results obtained by other algorithms. 
The smallest difference between algorithms is present for NPCR value of the 
image lenaG. Also, the values of all mentioned parameters are quite similar for 
two tested keys. However, the advantages of our proposal are balanced by its 
slower performance – it is approx. 2.5 times slower than the approach from [8] 
and it has two times the computational complexity of the algorithm presented 
in [10]. However, the computational complexity of the scheme [10] depends on 
length of used feedback, which was chosen as 4 by the authors of algorithm [10]. 

Conclusions and Future Work 

In this paper, we describe a modification of a chaotic logistic map, which was also 
employs in an image encryption algorithm. Image encryption can be used in 
various applications, such as an improvement of data security in steganographic 
systems [16] [17] or for secure transmission and storage of features in biometric 
systems which utilize images [18]. Because the modified version of the logistic 
map is more robust, to phase space reconstruction attacks, the encryption 
algorithm also holds this property. Other required properties of the algorithm are 
achieved by a combination of several techniques, such as key diffusion, ciphertext 
chaining or four step diffusion method. However, the number of these techniques 
causes slower performance of the proposed algorithm. 

The proposed image encryption algorithm reaches correlation coefficients, with 
values < 0.01 for all planes of true color image lena and also for grayscale image 
lenaG. The computed results of entropy are close to the theoretical bound of 8 bits 
per pixel. Also, the arithmetic means of 100 repeated measurements of NPCR and 
UACI are equal to or higher than the required values reported by Wu et al. [15]. 
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Therefore, the proposed algorithm is robust against all types of attacks commonly 
used for cryptanalysis of image encryption algorithms. 

In the future, we plan to explore other possible techniques which would provide 
similar properties, with a smaller computational complexity. This goal may 
involve other modifications of the equation of the logistic map. The solution 
proposed in this paper multiplies iterates of the logistic map by a constant. This 
operation and the fact that the following iterate needs to be from an interval (0; 1) 
cause usage of modular arithmetic. Other operations, which do not change the 
interval of iterates (e. g. rearrangement of decimal places of iterates or 
combinations of multiple iterates), could be faster than the two operations utilized 
in this paper, nonetheless, the properties of other operations regarding phase space 
reconstruction attacks, needs further investigation. 
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Abstract: This paper presents SEFRA – a web-based framework for searching Web content 

written in Serbian. SEFRA is an easily customizable hybrid solution that can be a platform 

for new search applications and/or a service for already existing ones. The proposed 

architecture solves the problems of indexing, searching and displaying search results 

adjusted for Serbian. It unifies several web technologies and services into one product 

suitable for use in the Western Balkan’s countries for helping e-Government citizens' 

services and other public-sector services, private company administration, solving specific 

search problems for academic institutions and scientific literature publishers, etc. The 

proposed solution uses advanced Serbian language services accessible over the Web. It is 

also implementable for any other language where the target language morphology service 

exists. In other words, architecture is also customizable in this direction. It should be noted 

that the proposed architecture is optimized from both backend and web front-end 

perspective. The source code can be pulled from https://bitbucket.org/mjovanov/pretraga/. 

The one application of the proposed architecture is experimentally demonstrated through 

the search of crime law documents of Serbia. The experimental usage of this 

implementation shows that the problem of search relevance, is well-solved and easily 

customizable. 

Keywords: web-based architecture; Serbian language text search; software 

implementation; search results 



M. Jovanović et al. SEFRA - Web-based Framework Customizable for  
                   Serbian Language Search Applications 

 – 60 – 

1 Introduction 

An accelerated development of the Internet as a platform and WWW (Web) as the 
most frequently used service of the Internet, brought access to a huge number of 
documents on the global network. Moreover, the documents’ content is distributed 
in the same way. The page can also consist of fragments that originate from 
different hosts. Considering such a complex situation, advanced search application 
developers face many challenges, such as: collecting all available pages, analyzing 
the content of the collected material and enabling a quick query, as well as, 
display relevant documents based on the specified search criteria. 

Since it is a fact that English is the most commonly used language on the Web [1], 
there are many representative search applications and services specialized for 
English content (e.g. Google, Bing…). In other words, we are in a position where 
the problem of collecting, analyzing documents, and finding the search results is 
solved for the English language. Since there are significant differences between 
the languages of the Western Balkans and the English language, then the question 
arises – if the data search problem is thoroughly resolved in English, is the 
problem of indexing and searching documents in our local languages also solved? 

This paper suggests the possible approach, through the example of the realization 
of modern web architecture, to provide the answer to the above question of 
indexing, searching and displaying the results adjusted for the Serbian language. 
This work certainly would not be possible without going through various research 
documents and reports which are mentioned in Section 2. The architecture of the 
proposed solution along with its used components are discussed in Section 3, 
while implementation details and most code excerpts are covered in Section 4 of 
the document. Evaluation of results is given in Section 5, followed by conclusions 
and potential future work. 

2 Related Works 

Nikolic et al. [2] presented one e-Government services to get quick responses. 
This service enables citizens to receive answers, in the form of documents in the 
Serbian language, at any time and in any place, to the questions in the criminal 
law domain. This service has developed a Question and Answer (Q&A) system, 
based on Bag of Words (BoW) and Bag of Concepts (BoC), for categorizing text 
and incorporating background knowledge. The automatic mapping of relevant 
documents stands out as an important application for automatic question-
documents classification strategies. This research presents a contribution to the 
identification concepts in text comprehension in unstructured documents as a 
significant step towards clarifying the role of explicit concepts in retrieval 
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information in general. These authors introduce a new approach to create concept-
based text representations and apply it to a text categorization collection in order 
to create predefined classes in the case of a short document analysis document. In 
the revolutions of this Q&A system, is a classification-based algorithm for a 
question matching topic model. The results obtained proved to be satisfactory 
based on the "golden rule". 

In article Martinovic et al. [3] is presented an information retrieval system for 
Serbian language. Approaches designed and adopted to handle them are depicted 
and illuminated in this article. As a backbone of this system, they used a SMART 
retrieval system which they augmented with features necessary to deal with the 
specifics of the Serbian alphabet. Serbian language is a morphologically rich 
language that leads to specific implications of the text prefix. During the 
development a SMART retrieval system, the authors developed two algorithms 
which increased retrieval precision by 14% and 27%, respectively. Complete 
testing was conducted using two gigabyte EBART collection of Serbian 
newspaper articles. 

Considering the existing solutions that depend on e-Government requirements, 
Šimić et al. in [4] proposed focusing on testing in different conditions and 
improving the ability of adaptation in the next research phases. One of the 
objectives pursued in this work is to find solutions for the functioning of such a 
system in multilingual environments and increasing content complexity 
concerning grammar and dictionaries of different languages, regardless of the area 
of use. 

Kolomiyets et al. [5] represent the Question Answering method as a 
comprehensive approach that provides a qualitative way for information retrieval. 
This approach is a system of queries and documents in relation to the possible 
functions of search to find an answer. This research discusses general questions 
contained in a complex architecture with increasing complexity and the level of 
frequency of questions and information objects. These authors represent here a 
method of how natural language roots are reduced on keyword for search, while 
knowledge databases, and resources, obtained from natural language questions 
and answers, are made intelligible. 

In addition, there are now research efforts where the authors try to solve a specific 
language searching problem [6] - [13], but there is no complete software 
architecture easily customizable for different search applications. In [6] author’s 
give one optimization of the method proposed in [2] where selection of the 
similarity measure is performed using the principles of redundancy and fault 
tolerance, in [7] is described one search engine using MySQL as one of cheap 
option, work [8] presents one architecture which uses different semantic web 
technologies and builds one prototype of semantic web mashup possibility, paper 
[9] proposes one novel Italian Sign Language Multi Word Net using process of  
integration the Multi Word Net lexical database and the Italian Sign Language, 
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paper [10] describes a novel  LInSTSS approach which is suitable for using to 
create a software tool which is capable to determine the semantic similarity of two 
presented no large texts, in paper [11], authors propose the use of smoothed n-
gram language models to classify tweets as a typical short texts from Twitter in 
both Portuguese languages - Brazilian and European variants, paper [12] deals 
with the software architecture which establishing electronic services for searching 
and  presentation in an information system on scientific activities of the Ministry 
of Education, Science and Technological Development of the Republic of Serbia 
and work [13] has objective to give a lexicon based algorithm which is able to 
perform different natural language identification using minimal training data in 
the obligatory process of machine learning because this step is often the first step 
in many natural language processing tasks which is normally necessary to make in 
the shortest possible time. Therefore, we have a strong motive for designing the 
SEFRA framework – hybrid solution based on existing Web services and 
technologies (framework source code is available at: 
https://bitbucket.org/mjovanov/pretraga/). Additionally, there is a search 
application developed for demonstration and testing SEFRA (the implementation 
available online: http://88.99.175.85/pretraga/). 

3 Proposed Web Architecture 

According to previous researches and already existing implementations [14] [15], 
there are four processes necessary to obtain relevant search results (Figure 1). 
During processing, targeted content passes through the two stages: collecting, 
preparing and indexing belong to the preparation stage while query processing, 
searching and presenting belongs to the production stage. 

 

Figure 1 

Four processes necessary for Web content searching 
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Additionally, entering the production stage, the system must run these four 
processes simultaneously. This is a consequence of permanent changes of the 
content. For instance, constantly adding, removing, updating and replacing of 
documents and their references (URI) is a common case on the global network. 
Such challenges as well as a complex nature of Serbian language directed SEFRA 
design (Figure 2) to be modular solution based on open components. 

 

Figure 2 

SEFRA architecture - modular solution based on open components 

The developed solution is an open and modular framework which consists of four 
components. For preparation stage, SEFRA uses SolrClient – Python library 
(solrclient.readthedocs.io) for locating, collecting, and preparing documents. 
Further documents’ analyzing and indexing SEFRA performs by using Apache’s 
Solr and Lucene libraries (lucene.apache.org/solr/). 

Solr is a popular fast – search platform based on Lucene technology. Both are 
developed under Apache Foundation [16] as platforms for full text search written 
in the Java programming language. Lucene [19] represents a framework with high 
– performances in full-text search. Designed as a system centered solution, Lucene 
API is complex for implementing special requests and search customization. For 
this reason, Solr is a solution dedicated to enable simpler interface and better 
customization abilities for Lucene with resources accessible locally as well as 
remotely (through the REST API). 

For production stage, SEFRA uses a reach Web client application based on 
Angular 4 (angular.io) [18] and Bootstrap 4 (v4-alpha.getbootstrap.com) [19] 
libraries. SEFRA client communicates with the end users as well as with the 
external services. In concrete scenario, SEFRA uses the Vebran – Serbian 
language service (hlt.rgf.bg.ac.rs/VeBran) to obtain lemmatization of query 
(transforming its words into normal form). Then, it sends a prepared query, as a 
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REST request to the Solr search service. After receiving search results, the 
SEFRA Client prepares the representation for delivering to the end user. 

4 Implementation 

4.1 Preparation Stage Processes 

As mentioned, SEFRA uses SolrClient – Python library for locating, collecting, 
and preparing documents. Python is a modern, easy-to-use programming 
language, which contains many libraries useful for acquiring documents, 
analyzing them and creating fields and schemas for indexing as well. In SEFRA 
the SolrClient represents a module which works together with Solr server acting 
as an interface between Solr and rest of the system as well as with the outer world. 
In other words, SEFRA uses SolrClient instance to retrieve local or remote 
documents and to prepare them for later indexing and searching. It leverages the 
potential of the Solr server quickly and easily from the Python environment, 
facilitating the use of the REST interface of the Solr platform. 

For analyzing of acquired documents Solr server by default tries to find out fields 
and their types based on the content. This approach is interesting when objective 
is to index text in English as Solr uses built in functions (and thesaurus) designed 
for English language in this process. This automatized indexing unfortunately 
produces unexpected results for content written in other languages (e.g. Serbian). 
In this case, Solr recognizes the sentences in the Serbian language in the wrong 
way – meaningless strings often considered as a single string instead at least, a list 
of words. Therefore, adding new pre-defined fields is necessary for making 
improvements of indexing process. 

SolrClient allows adding of new fields or metadata to a document, specifying the 
type of field(s) and schema on the server, preparing it for further document 
processing. There are several SolrClient functions for this purpose. In the concrete 
scenario, solr.schema.create_field and solr.index methods are used to add desired 
fields in the scheme and to add indexes to documents. To enable proper 
processing of words and sentences in Serbian, the default Solr behavior has been 
adapted to manage specific language requirements such as grammatical cases, 
synonyms, stop words and processing of diacritics. 

There is a REST service designed for this purpose. It is accessible over Solr’s URI 
solr/sd/schema. It enables remote setup of Solr server by using simple JSON 
formatted messages (Figure 3) sent as a HTTP request (application/json type). 
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Figure 3 

Solr server setup for indexing documents written in Serbian 

The above figure shows the complete process of creating a text_rs field type. This 
field is based on similar solutions for other languages that are supported in Solr, 
and it has been defined including new entities into Solr core: stop-words filter 
(stopwords_rs.txt), filter for synonyms (index_sinonimus.txt), filter for upper / 
lower cases (already built-in resource) and filter for the processing of diacritical 
signs (SerbianNormalizationFilterFactory). 

SerbianNormalizationFilter is Java based Lucene library which is implemented 
and leveraged for use in Solr custom field “text_rs”, as depicted on Figure 3. Since 
Serbian language uses Cyrillic alphabet as well as Latin it’s possible to perform 
several language-specific steps in order to render both indexing and querying 
process more effective. Example implementation in SEFRA uses haircut=”bald” 
which removes all diacritics from letters such as 'č', 'ć', 'š', 'ž' or 'đ'  from the search 
text which reduces the precision of the query results. However, since Vebran is 
invoked as a backend service before Solr query, text in query field entered with 
diacritics will be  correctly returned in all shapes and forms. Finally, these settings 
are stored in Solr server configuration file ready for use. 

After creating fields and setup Solr, the documents are ready to be loaded into 
index. Next Python code demonstrates this process (Figure 4). In this example, the 
origin of documents to be indexed is in dokumenti/Na1 folder. The system opens 
each file to read its content and put it in the previously created field named tekst 

for further analysis. After the collection is completed, document is sent to a server 
by forwarding it as a parameter of SolrClient (solr) index() method. Example 
depicted on Figure 4 demonstrates use of Python code to enrich index by additional 
fields which may be relevant for such – such as “clan_id”, which is the exact 
article id referenced in the original text search corpus. Python code provides 
capability to easily extend given code to any number of additional parameters or 
fields which may be required to properly index the text. 
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Figure 4 

Preparing documents for indexing 

4.2. Production Stage Processes 

SEFRA performs production stage processes in both of entities – Solr server and 
Angular clients. The distribution of functionalities reduces stress to the server side 
by using powerful client technology. The main reasons in favor of using the 
Angular 4 as a client platform [20] are: 

 Separating of the user interface from the business logic 

 Modularity (Enabling flexible design of low coupled forms and logic) 

 Asynchronous calls support (Easy to code client-side multithreading) 

 Rich user interface support (forms based on templates as well as program-
generated forms) 

 Reusable and responsive components (support for Angular Material and 
Bootstrap 4) 

The list of features and advantages embedded in Angular 4 is a quite long. 
TypeScript is language of choice in our implementation. There are several reasons 
for choosing TypeScript: modular development support (object oriented language 
semantic), easy compiling (transpiling) into JavaScript code and compilation time 
error detection, etc. Moreover, Angular is written in TypeScript, which is 
obviously a huge advantage if one develops application in the same programming 
language as the platform itself. Typescript is a super-set of JavaScript that will be 
transpiled into pure JavaScript code [21]. 

The core production – stage functionality is to process searching queries, 
prompted by the users, based on existing services specialized for Serbian 
language. This client-side module provides integration of Solr indexing & 
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searching services with Vebran – Delafs services (Vocabulary of word forms with 
all their morphological properties) [3]. Vebran is Serbian linguistic web-based 
service offering different linguistic capabilities for semantic and morphologic 
extension of the given phrase. Implementation of Verbran service invocation is 
explained in page 69 and Figure 4. As an example, for input search text “delo”, 
getDelafs method will invoke Vebran API “/Vebran/api/delafs/delo” which 
returns all other morphological shapes of the given input text, which is: 

 <string xmlns="http://schemas.microsoft.com/2003/10/Serialization/"> 

dela;delima;delo;delom;delu;дела;делима;дело;делом;делу</string> 

With Verbran it is also possible to leverage other linguistic services, such as 
synonyms using API “Vebran/api/sinonimi/”, which for given term “delo” also 
gives it is synonyms: 

 <string xmlns="http://schemas.microsoft.com/2003/10/Serialization/"> 
delo;opus;podvig;rad;duhovnatvorevina;дело;опус;подвиг;рад;духовна 
творевина</string> 

On one hand, with the Web services used on the server side, SEFRA client 
communicates asynchronously. On the other hand, there has to be synchronization 
between Solr and Vebran services during this process. Therefore, SEFRA uses 
RxJS Observable Library (Observer design pattern) [22] [23] as appropriate one 
for handling multiple service requests and responses simultaneously. This way it 
becomes possible to extend the number of services used. Enabling full control of 
concurrent execution, Observable also simplifies the termination of running 
asynchronous calls if timeout is expired. In SEFRA example implementation 
Vebran Delafs API has been leveraged, yet all other services can be easily 
involved and processed using Observable design pattern as described in the 
remainder of the paper. 

4.3. User Interface 

SEFRA uses Bootstrap Navbar component (getbootstrap.com) for creating end – 
user interface. It enables responding to the device size (Figure 5), easy navigation 
and intuitive interface. There is one menu bar with drop down menus, modelled 
through the appropriate classes. 
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Figure 5 

Responding GUI – the same code produces different appearance for desktop (a) and smartphone (b) 

display 

Angular enables clear separating of components and easy arranging of elements 
on the web page. It also reduces the content of HTML elements combined them 
with the ones defined in Angular. Previous picture illustrates it – GUI contains 
only div HTML elements, while app-solr-query and app-solr-response are user-
defined Angular components. Their definitions are split in three parts - three files 
generated for each active GUI element in Angular (Figure 6): HTML, CSS and 
TypeScript (ts) files (there is additional spec.ts file only for testing purposes).  

 

Figure 6 

Modular design of Angular application 

HTML and CSS files contain details of design, while the ts files implement the 
application logic (interactivity). In addition, a separate file (i.e. app.module.ts) 
contains declarations for each GUI component, imports of built-in library modules 
and other specifications necessary for running the application. Consequently, the 
described approach produces low coupling between presentation and functionality 
behind it enabling if–necessity, or on–demand, easy replacing any of these two. 
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4.4. The Search Query Processing 

App-solr-query is the frontend Angular component (previous section) which 
receives searching criteria entered by the user (Figure 7) putting it in the variable 
named guiQ (line 14). There is bounded variable of the same name defined in 
SolrQueryComponent class. SEFRA starts searching process when the user clicks 
the button labeled Traži (line 15). This event triggers searchClanovi method 
defined in background class (SolrQueryComponent class). 

 

Figure 7 

Fragment of app-solr-query component 

Method SolrQueryComponent.searchClanovi starts the RgfService firstly (Figure 
8), calling its observable method getDelafs forwarding the user search criteria as 
created query instance to normalize it by finding the basic form of each word in a 
query. In more details, the system consequently calls additional three observable 
operators: map – calls the function for each (query) element found, mergeMap – 
calls SolrService method named getClanovi enabling the use of more than one 
service at the same time and merging their results, and subscribe – that enables an 
observer object to receive items emitted by an observable instance. In the concrete 
case, the SolrQueryComponent is a subscriber. That means that any change in a 
query string produces a new request to the Solr service and updates the results 
presented to the user. 

 

Figure 8 

The core function of SolrQueryComponent 

In the last statement, SolrQueryComponent uses RxJS synchronization to 
propagate the information through the rest of the system that initiates the search of 
specified query (SolrService.announceQueryStart). 
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As mentioned, SEFRA uses Vebran service to pre-process the search criteria 
originally sent by the user to obtain regular query expression. It happens through 
the RgfService class (Figure 9). More precisely, running in separate process 
thread, getDelafs method implements it. Due to getDelafs method, instances of 
RgfService class become observable for consumer class instance. 

 

Figure 9 

Angular service implementation for Vebran query 

SolrQuery is a class that contains everything necessary for performing a search. 
SEFRA communicates with the Vebran service through the HTTP GET request 
sending a query as JSON formatted string. The method getDelafs returns content 
received from the Vebran service to the observer (SolrQueryComponent). 

In the same manner, SolrQueryComponent leverages the other service 
encapsulated in SolrSevice class. After query normalization, SolrSevice’s method 
getClanovi forwards query as a JSON string through the HTTP GET request to the 
Solr server (

Figure 10). 

Figure 10 

Sending of search query to the Solr server 
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Since getClanovi is an observable method, it returns content received from the 
service to the observer (SolrQueryComponent). More precisely, it triggers 
updateSolrResults method subscribed to wait this response (Figure 8, line 138) 
encapsulated in ResponseSolr instance for search results (Figure 11). It contains a 
set of highlighted document fragments that fit the criteria, the links and similarity 
scores as well. 

 

Figure 11 

The last preparations before presenting search results 

After the preparation, SolrQueryComponent calls the SolrService to announce that 
the searching is finished, and results are ready for presenting. Further, the system 
broadcast this information for updating GUI components that present the results. 

4.5. Presentation of Search Results 

An appropriate binding between GUI components and needed features of the 
SEFRA provides handling of the user requests and system responses separately 
because there are several services and asynchronous calls used for this purpose. 
SolrService class is responsible for a mutual synchronization in this complex 
process. It uses broadcasted events (observables) for triggering appropriate 
component functions. After completing the query task, SolrQueryComponent 

forces SolrService to emit this information to the all subscribed objects (Figure 11, 
line 89). It performs this task by using observable string subject 
queryFinishedSource and observable string stream queryFinished$ (Figure 12). 

 

Figure 12 

Broadcasting the event when the search has finished 

SolrResponseComponent is a class responsible for presenting searching results. 
Subscribing the stream named queryFinished$ (Figure 13), it receives the event 
when the search has finished and prepares the results for rendering. 
SolrResponseComponent extracts all the information necessary to perform 
mentioned task. 
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Figure 13 

SolrResponseComponent subscribed for event that the search is finished 

Angular GUI component app-solr-response is responsible for presenting the 
search results to the user (Figure 14). This component is acting along with 
SolrResponseComponent class and they share the same scope. In other words, the 
variables defined in SolrResponseComponent are visible to app-solr-response and 
vice versa. 

 

Figure 14 

GUI component 

This way a variable success is examined by using ngIf directive to check the 
conditions if there are quantitative details of the search process (this part of code 
is collapsed) which should be shown. The collection clanovi represents the search 
result that is iterated through by using ngFor directive. The component represents 
each element in this collection by using temporary variable clan showing its id, 
absolute and relative score, and textual content. 
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5 Evaluation 

For evaluation purposes, the set of criminal low documents written in Serbian 
Latin is used as a searching content. SEFRA framework shows a flexible behavior 
for different test cases. The following examples illustrate it. In the first one, 
irrespectively whether the search criteria have been written in different alphabets – 
Latin (Figure 15a) or Cyrillic (Figure 15b), SEFRA obtained the identical results 
in both cases. The ranking, similarity measures and relevance were the same. 
Moreover, the example shows that SEFRA responses appropriately on inaccurate 
written query – novcana kazna (eng. Fine/monetary penalty). Instead of correcting 
word novčana, word novcana is used. In other words, it compensates the case in 
which the user cannot use specific letters of national alphabet (e.g. mobile devices 
or keyboard without this kind of support). 

 

Figure 15 

The same query written in different alphabets produces the same result 

SEFRA also has a flexible search for different word forms found in documents. 
For concrete searching term kazna zatvora (eng. Prison sentence), it responses 
with document ranking that shows the terms are counted regardless of their forms 
(singular/plural, tenses, grammatical cases etc.). Consequently, there is a minor 
influence of word forms on a final documents’ rank. 
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Figure 16 

Flexible response on different word forms 

For more details in search criteria SEFRA produces better results in document 
selection and ranking. Next example shows expanded criteria kazna zatvora za 

ubistvo (eng. Prison sentence for murder, Figure 17a) related with the previous 
one kazna zatvora (eng. Prison sentence, Figure 17b). The best-fit (100% 
relevancy) document explains a murder as a term and time range the jury can 
punish the accused with, while previously first-ranked document is shifted down 
the list. 

 

 

Figure 17 

The more details in search criteria the better results in response 

Additionally, there is a quantitative analysis performed through two types of 
measurement. The first one shows the Solr service response time (Figure 18a). As 
expected, service-processing time is 5 to 10 times less than service-delivering 
time. A satisfactory fact is that the Solr aggregate response time varies from 10-2 
to 10-1 seconds. 
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a) 

 
b) 

Figure 18 

SEFRA quantitative analysis 

As SEFRA includes using of outside services, its performances depend on their 
response time. In the concrete study, Vebran and Solr services are used (see 
Section 3). The second chart (Fig. 18b) presents the performance of these two 
services used together. It shows timelines (x-axis values are in hours) of their 
responses. It is obvious that (excepting one remarkable peak produced by Vebran) 
there are minor differences between them. On the other hand, pie chart shows that 
Solr consumes 43% while Vebran consumes 57% of aggregate response time 
which varies from 156 to 236 ms with the average response time of 170 ms. Also, 
in comparison with previous work [2], when consider precision, recall and 
accuracy metrics, SEFRA has obtained better validity results performance in 
considerably more advanced testing conditions but in comparison with work [6] 
which is one optimization of algorithm described in [2] it has poorer results. These 
results are an excellent starting point for further development. 

Table 1 

Validity performance results 

PERFORMANCE Work [2] Work [6] SEFRA 

Precision 75.71% 49.67% 78.3% 

Recall 57% 49.67% 57.76% 

Accuracy 46.66% 74.83% 48.21% 

Conclusions 

SEFRA represents one of the rare solutions focused on improving search 
capabilities of specific (non-English) language(s). Regardless of a significant 



M. Jovanović et al. SEFRA - Web-based Framework Customizable for  
                   Serbian Language Search Applications 

 – 76 – 

progress made in natural language processing (NLP) of Serbian and other western 
Balkan languages (i.e. south Slavic languages group), neither commercial 
solutions, nor similar public services exist yet. Fortunately, there are Web services 
(as Vebran) that enable further NLP development offering their capacities to the 
researchers and developers. Moreover, SEFRA brought important contribution as 
new TypeScript libraries for Angular 4 framework both for Solr as well as Vebran 
backend services. Therefore, new Solr and Vebran libraries written as a part of 
SEFRA can be easily reusable by research and development community, so that 
powerful language and search services can be leveraged by simple instantiation of 
Classes defined in SEFRA libraries. 

From design prospective, SEFRA is a hybrid Web framework with processing 
power balanced between advanced application delivered to the platforms on the 
client side and different Web services on server side. At the same time, it 
represents a proof of concept that it is possible to make reliable and efficient 
synchronization of different Web services on the client side. This approach which 
is very similar to observer design pattern, enables easy subscribing of new 
services in the roles of observables (e.g. for pre-processing the search queries, or 
for displaying results to the end users), or observers (e.g. different Web search 
services that can be used). This flexibility is also useful to relieve search engines, 
as SEFRA will not engage search services if there are no results returned from 
query pre-processing service(s). 

During the evaluation, SEFRA satisfied the expectations of various searching 
tasks preformed. The collection of criminal low documents written in Serbian 
Latin enabled us a full control during this process (comparison of obtained and 
expected results). Domain experts agreed almost with all search results, which 
means SEFRA made reliable selection and ranking of documents. Inability to 
handle search queries that include different forms, cases and tenses and delivering 
nothing, or unexpected results, represent the main weaknesses of already existing 
searching engines for Serbian content. Therefore, such problems became also 
high-priority evaluation tasks. SEFRA uses Vebran service as a part of solution. 
Specific set up of Solr server as a search engine represents the other service being 
used. The Solr service was prepared by adding new fields, configuring the stop-
words set and set of synonyms, and modifying indexing schema. In other words, 
the issues described above became solvable by using different services combined 
and synchronized in the joint solution. 

As a modular and flexible framework built of low-coupled and easy-to-change 
components that interact with each other through the standardized services, 
SEFRA provides conditions for making modifications and improvements 
permanently. The core component is Angular multithread application (SEFRA 
client) that can manage any number of services involved in the search process. 
Holding services in the separate threads, SEFRA client synchronizes the API calls 
and mutual information exchange making them to act as a whole. Alternatively, it 
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delivers the results to the end user in seconds, hiding a lot of processing performed 
on various distributed platforms. 

There are several ways for future development. Improving the search quality by 
including new services is one of them. For instance, there are many foreign 
companies running their business in Serbia. Including Bi/Multi-lingual services 
can significantly improve SEFRA usability. On the other hand, it is necessary to 
index as much available content as possible. Increasing quantity of the content 
results in the need for a content categorization (clustering). Moreover, it implies 
separate, domain-specific dictionaries for this purpose. Finally, every new 
(domain-specific) collection requires resetting of search engine(s). As Web 
content is constantly changing, the researchers and developers face the challenges 
in the same manner. SEFRA provides well-formed infrastructure for such efforts. 
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Abstract: The switched reluctance motor (SRM) is a powerful candidate for many domestic 

and industrial applications. However, the double salient structure and discrete 

commutation process make it very difficult to acquire the analytical model of SRM. The 

performance optimization of SRM is achieved mainly based on the observation and 

analysis of its static magnetization characteristics. This paper presents multi-objective 

optimization of SRM’s control parameters for optimum motor operation over wide range of 

speeds. The optimization aims to achieve the maximum torque production with the lowest 

copper loss. A searching algorithm is developed to find the base values as they vary for 

each operating point. The objective-function is calculated using a dynamic/actual 

simulation model of SRM. For a highly trusted model of SRM, the static magnetization 

characteristics of tested 8/6 SRM are measured experimentally. Then, the measured data 

are used to build the model in a MATLAB/Simulink environment. The proposed control is 

implemented using an artificial neural network (ANN). A series of simulations and 

experimental results are obtained to show the feasibility of the proposed control. 

Keywords: switched reluctance motor (SRM); control parameters; optimization; artificial 

neural network; MATLAB/Simulink; experimental 

1 Introduction 

Due to their attractive features, switched reluctance motors (SRMs) have attracted 
increasing attention over the past few decades. They have a simple and rugged 
construction, low-cost of manufacturing, high-reliability, wide range of operating 
speeds, fault-tolerance, and high-efficiency [1]-[5]. Over the last decades, various 
researchers have been directed to improve the drive performance of SRMs for 
several applications like electric vehicles [6], aerospace [7], ships [8], wind power 
generation [9] and household appliances [10]-[11]. However, the double salient 
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structure and high magnetic saturation are the reasons for the highly nonlinearity 
of SRM magnetization characteristics. This in turn makes it very difficult to 
acquire a trusted analytical model of SRM [12]-[15]. 

The highest torque/ampere ratio over the possible range of operating speeds is an 
essential approach for many applications [16]-[19]. The develop torque of SRMs 
can be optimized by machine design and/or applying appropriate control 
parameters [18]-[22]. The control parameters are reference current, turn-on (θon) 
angle and turn-off (θoff) angle. As the reference current is determined by outer loop 
controller, switching-angles (θon, θoff) are the main control parameters for SRM 
torque optimization [18], [23]. For single-phase excitation, the conduction angle 
(θc) is set to a constant value. Hence, the turn-off angle can be calculated directly 
as θoff = θon + θc. Therefore, the turn-on (θon) angle is the dominant parameter for 
maximum torque production of SRM drives. 

Many researches are interested in the optimum θon angle that can provide 
maximum torque production with minimum copper losses. As modeling of SRM 
is a very difficult task, these researches depend mainly on the analysis and 
observation of static magnetization characteristics of SRMs. In [24], the 
conventional approach for optimum turn-on angle is introduced. It assumes a 
linear inductance profile. It can provide acceptable results till base speed. In [25], 
the conventional approach is used to obtain an initial value for θon. Then, within a 
certain range around the obtained value, an experiment is employed to find the 
most efficient angles. This method is a time consuming and requires accurate 
measurements. In [26], a closed loop θon control is designed to force the first-peak 
of phase current to occur at the end of minimum inductance region. This method 
can be used over wide speed range as it uses a closed loop control, but it is much 
complicated and requires two sub-techniques to monitor first peak of phase current 
and its position. In [27], θon is tuned continuously under steady state in order to 
minimize the total power consumption. In this method, the control strategy is 
affected by energizing switching angle and requires a complicated process to 
shorten its searching time. Analytical solutions are used for turn-on angle 
optimization [18], [28]. They mainly introduce the turn-on angle as a function of 
multiple variables. These variables can be calculated by the curve-fitting of phase 
inductance over minimum inductance zone. The turn-on (θon) angle has also been 
optimized using field reconstruction method and fuzzy controllers [29]-[31]. 

In this paper, a multi-objective optimization of SRM control parameters (θon, θoff) 
is achieved. The aim of optimization process is to obtain the maximum average 
torque with the minimum copper losses. Because of the highly nonlinear 
magnetization characteristics of SRM, the objective function is calculated using a 
built Simulink model of the tested 8/6 SRM. This model is built based on the 
experimental measurement of SRM magnetization characteristics. A searching 
algorithm is used to calculate the base values of objective function as they vary for 
each operating point. The optimum control parameters are defined for each 
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operating point. Then, the obtained data are used to train a feed forward artificial 
neural network (ANN) in order to implement the control algorithm. 

The paper is organized as follows: Section II obtains the problem description and 
basic control principles of SRM. The machine modeling and its performance 
indices are given in Section III. Section IV involves the optimization problem and 
the implementation of control algorithm. In addition, Sections V and VI contain 
the simulation and experimental results respectively. Finally, Section VII covers 
the conclusions. 

2 Problem Description 

Figure 1 shows a linear inductance profile and the optimal current waveforms for 
low and high-speed operation of SRM. The motor coils must be excited in the 
increasing inductance zone (dL/dθ>0), and de-energized before negative 
inductance zone (dL/dθ<0) to avoid negative torque production [32], [33]. 
Considering the motor phase inductance and its continuous commutation process, 
the phase current requires an amount of time to rise/fall. The amount of time 
depends on motor speed, current magnitude, turn-on instant, and turn-off. At low 
speeds, the motor current can rise and decay quickly enough to reach its 
commanded reference level. Therefore, θon can be delayed to be close to the 
starting point of increasing inductance zone (θm) as illustrated in Figure 1(a). On 
the contrary, for high speeds, the phase current can’t rise or decay quickly enough 
to reach its reference commanded level. For that reason, the motor phase winding 
is turned-on early in order to allow phase current to reach its commanded level as 
shown in Figure 1(b) [18], [28]. 

 

Figure 1 
Ideal inductance profile and current waveforms at (a) low speed (b) high speed 

Regarding the observation and analysis of static magnetization characteristics of 
SRM, for a given current, the maximum torque occurs as rotor begins to move out 
from minimum inductance zone [24]-[28]. Thus, the maximum value of 
torque/ampere occurs at position (θm) as shown in Figure 1(a, b) for low and high 
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speeds respectively. The main idea behind maximum torque production is to make 
phase current able to reach its commanded level at/before θm. The copper losses 
will be very high if motor coils are turned-on too advanced. Therefore, in order to 
optimize motor efficiency, θon can be calculated backward from θm. 

It is concluded that the optimum θon under analysis and observation of SRM static 
characteristics should satisfy two conditions. First, it should allow motor phase 
current to reach its reference value. Second, it should force the first-peak of phase 
current to occur at angle θm [26], [28]. 

The conventional approach assumes linear inductance profile and calculates θon as 
follows [24]: 


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where Lmin is the minimum inductance. Vdc is the supply voltage. ω is the speed of 
rotor. Iref is the reference current. Equation (1) assumes constant inductance over 
region [-θm, θm]. This approach can give reasonable performance under low speeds 
(up to base speed) unless θon becomes less than -θm. For speed higher than rated 
speed, equation (1) starts to break down because of the dominant effect of back-
emf voltage. 

In order to consider the effect of back-emf voltage, the inductance profile is 
analyzed and fitted accurately over the minimum inductance zone [18], [19]. After 
that the optimum θon is calculated as follows [18]: 



















 






dc

b
ref

b

u
mon

V

kR
I

kR

L 


 1ln  (2) 

where Lu is the inductance, kb=dL/dθ is the inductance derivative according to 
rotor position θ, and R is the phase resistance. 

Equation (2) gives the optimum θon, but it represents θon as a function of multiple 
variables. The accurate determination of optimum θon

 depends on the accurate 
calculation of these variables [18]. 

A closed loop turn-on angle controller (CL-θon) is discussed in details through 
[26]. Its structure is shown in Figure 2. It compares the peak value of phase 
current (Ipeak) to its reference level (Iref), and angle of first-peak position (θpeak) to 
θm. The error signal is processed using a PID controller whose output compensates 
the conventional approach. This controller forces first-peak of phase current (θpeak) 
to occur at θm and also allows phase current to reach its reference level. 

Figure 3 shows a comparison between static and dynamic/actual torque curves at 
different operating speeds for a typical SRM. The difference between torque 
curves is very clear. It increases as the motor speed increases. 
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Figure 2 

The structure of closed loop turn-on angle (CL-θon) controller 

 

 
 

 

Figure 3 

The static and dynamic/actual phase torques at 

different speeds 

Figure 4 

The torque-speed curves with different turn-on 

angles 

Moreover, Figure 4 illustrates the effect of turn-on (θon) angles variation on SRM 
torque-speed characteristics. As noted, the developed torque is affected greatly by 
turn-on angle variation. From zero up to 1400 r/min, the maximum torque 
production is achieved with θon=6°, and from 1400 r/min up to 2200 r/min, the 
maximum produced torque occurs with θon=2°. Finally, for speeds higher than 
2200 r/min, the maximum torque production is obtained with θon=0°. For these 
reasons, the observation and analysis of static torque curves is not enough to 
provide the absolute maximum torque production for SRM drives. The control 
parameters should be optimized using the accurate dynamic/actual torque-speed 
curves instead of static torque curves. This in turn requires a trusted simulation 
model that accurately involves the highly nonlinear characteristics of SRM. 

3 Accurate Machine Modeling 

Accurate modeling of SRM requires accurate determination of its magnetization 
characteristics. These characteristics can be calculated by a magnetic equivalent 
circuit (MEC), finite element method (FEM), and indirect measurements [34]–
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[36]. MEC has a very complicated calculation process. The accuracy depends 
mainly on assumptions. FEM can offer higher accuracy than MEC. But the 
accuracy depends on accurate SRM dimensions and steel properties that may not 
easy to obtain [36]. FEM doesn’t consider effects of end-winding. Therefore, the 
indirect measurement is preferred. It can include the manufacturing processes’ 
introduced imperfections. In addition, the measured data contains the physical 
effects. Hence, the indirect measurements is employed to estimate the flux linkage 
λ(i,θ) in every stator pole, phase inductance L(i,θ) and developed torque T(i,θ). 

Figure 5(a-c) shows the measured torque, flux linkage, and inductance 
characteristics for the tested 8/6 SRM respectively. As seen, the characteristics are 
highly nonlinear functions of current (i) and position (θ). The unaligned and 
aligned positions are defined by θ=0° and θ=30° respectively. The dimensional 
parameters of SRM are given in Table 1. Once accurate magnetization 
characteristics are obtained, they can be stored in form of lookup tables i(λ,θ) and 
T(i,θ) or trained using ANNs [35], [36]. These characteristics are used directly to 

build a highly reliable/trusted MATLAB simulation model. Simulation of one 
phase of SRM is shown in Figure 5(d) [37]. The full details about the measuring 
process and error minimization methods are obtained in previous work [36]. 

The performance indices for SRM are calculated within the simulation model. The 
total electromagnetic torque (Te) is the summation of phases’ torques. Its average 
value (T) can be calculated over one electric cycle (τ) as follows [6], [22]. 

dttTT e 



0

)(
1  (3) 

The mechanical output power (Pm) is calculated from motor speed (ω) as follows: 

  
a) The measured torque characteristics T(i,θ) b) The measured flux characteristics λ(i,θ) 

  
c) The measured inductance characteristics L(i,θ) d) Simulation of one phase of SRM 

Figure 5 
The simulation of SRM with its measured characteristics 
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TPm    (4) 

The supply current (is) is a periodical waveform. Its average (Is) can be calculated 
from as follows: 
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1     (5) 

The copper losses (Pcu) in motor windings are calculated as: 

RImPcu
2          (6) 

where m is the phases number, I is the RMS phase current, and R is the resistance. 

The RMS value of phase current can be calculated as follows: 
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1

dttiI ph            (7) 

Table 1 

The design data of 8/6 SRM in mm 

Geometry parameter Value Geometry parameter Value 

Output power  4 kW Stator outside diameter  179.5 
Rated speed  1500 rpm Shaft/Bore diameters  36/96.7 
Phase resistance 0.642 Ω Rotor/stator pole arc  21.5°/20.45° 
Air-gap length 0.4 Stack length 151 
Height of rotor/stator pole 18.1/29.3 Turns per pole  88 

4 The Optimization Problem 

The optimization of SRM control parameters aims to achieve the highest average 
torque with the lowest copper losses. But, it is impossible to obtain the highest 
average torque with the lowest copper losses simultaneously, as different control 
parameters (θon, θoff) are required for each case. Therefore, a two-group multi-
objective optimization function is used to attain the desired adjustment between 
average torque and copper loss. 

4.1 Problem Formulation 

A single objective optimization problem is obtained from the multi-objective 
problem by linear combination of average torque and copper losses as follows: 
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where Fobj is the objective function, T is the average torque, and Pcu is the copper 
loss. Tb is the base value of average torque. Pcub is the base value of copper loss. 
wT is the average torque weight factor. wcu is the copper loss weight factor. The 
control variables are θon and θoff. For 8/6 SRM, the conduction-angle θc=15°. 

4.2 Solution Method 

The well-known optimization-techniques such as evolutionary-algorithms, 
genetic-algorithm (GA), particle swarm optimization (PSO) are hardly employed 
for such a problem because the base values (Tb, Pcub) have different values for 
each operating point [38]-[41]. For that reason, a searching algorithm is developed 
to calculate the base values and hence the optimum control parameters at each 
operating point. The flowchart of searching algorithm is shown in Figure 6. For 
each operating point, a step changing in turn-on angle (θon) is made. Then, for 
each step, the average torque and copper loss are calculated within the simulation 
model. At the end of search, the maximum average torque and the minimum 
copper losses are defined as the base values (Tb, Pcub). The turn-on angle (θon) is 
varied from θon

min = -10° to θon
max = 10° in steps of 0.2° while the current step is 

taken as 1A. The smaller the variation steps, the better the accuracy. 

The weight factors (wT and wcu) are chosen according to the desired level of 
optimization. In this paper, greater importance is directed to improve average 
torque production than to minimize copper losses because the motor has a very 
small resistance. The weighting factor of average torque is taken as wT = 0.95 
while weight factor of copper loss is set to wcu = 0.05. For a different level of 
optimization, different weight factors can be chosen. 

Solving equation (8) gives the optimum parameters that fulfill the highest average 
torque and the lowest copper loss at each of the operation points. The optimized 
turn-on angles obtained from (8) are given in Figure 7 for different weight factors. 
For a given motor speed, the turn-on angle is decreased as the reference current 
increases. 
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Figure 6 

The flowchart of searching algorithm 

  
a) with wT = 1.0 and wcu= 0.0 b) with wT = 0.9 and wcu= 0.1 

Figure 7 

The optimum turn-on angles with different weight factors 

The optimization process provides the optimum turn-on angles, as a function of 
motor speed and reference current θon(w, Iref), as illustrated in Figure 7. These data 
are implemented within the control algorithm using a feed forward artificial neural 
network (ANN). Figure 8 shows the architecture details of trained ANN. The 
ANN is trained using MATLAB function “nntool”. The ANN has two inputs (w, 

Iref) and one output (θon). The ANN uses Levenberg-Marquardt technique for 
training with 10 neurons in the hidden layer. Figure 9(a) shows the linear 
regression performance with R-value over 0.999 for the total response. Figure 9(b) 
shows the training performance of ANN. It shows a small means square error. 
Therefore, the network can work in an efficient way. 
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a) Regression performance 

 
b) Training performance 

Figure 8 

The architecture of ANN 
Figure 9 

The ANN performance 

5 Simulation Results and Discussion 

In order to show the effectiveness and feasibility of proposed controller, a closed-
loop turn-on angle (CL-θon) controller is used for the purpose of comparison. The 
CL-θon represents the conventional methods for optimum solution of θon. Due to 
its closed loop control, it forces the first-peak of phase-current to occur always at 
angle θm. The controller parameters are KPθ=0.5, KPI=0.2 °/A, and PID gains are 
(KP=0.5, KI=15, and KD=-0.006). 

Figure 10 shows the simulation results under sudden-change of commanded speed 
and loading torque. The reference speed is suddenly changed from 1500 r/min to 
3000 r/min at 1.1 sec. The motor started under load torque of 18 Nm. Then, the 
load torque is changed suddenly from 18 Nm to 15 Nm at 0.85 sec, and from 15 
Nm to 7 Nm at 1.1 sec. Figure 10(a) shows the motor speed. As noted, the 
proposed control can achieve higher dynamic performance compared to 
conventional controller. It allows motor to reach its reference speed faster. The 
online variation of θon with motor speed and load torque/current is illustrated in 



Acta Polytechnica Hungarica Vol. 16, No. 3, 2019 

 – 89 – 

Figure 10(b). A fast and adaptive changing of θon is achieved as the proposed 
controller uses ANN to implement control algorithm. The mechanical output 
power and average torque are given in Figure 10(c) and Figure 10(d) respectively. 
The proposed controller can provide higher average torque and mechanical output 
power over the entire speed range. Furthermore, it consumes lower supply current 
and dissipates lower copper losses as shown in Figure 10(e) and Figure 10(f) 
respectively. 

 
a) The motor speed 

 
b) The turn-on angle (θon) 

 
c) The mechanical output power (Pm) 

 
d) The average torque (T)  
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e) The supply current (Is) 

 
f) The copper losses (Pcu) 

Figure 10 

The simulation results with sudden change of reference speed and load torque 

Figure 11(a, b) shows the torque/current and power/current ratios respectively. 
The proposed control provides the highest ratios over the operating range of 
speeds. For high speeds (over 1500 r/min), the power/current ratio is constant as 
illustrated in Figure 11(b) after 1.1 sec. This means that all the current flowing in 
motor windings is an effective current that produces mechanical output power. 

 
a) The torque/current ratio 

 
b) The power/current ratio 

Figure 11 

The torque/current and power/current ratios 
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Figure 12 shows the position of first-peak of phase current and peak phase current 
value. Under the analysis of static torque curves, the conventional controller gives 
optimum solution for θon by forcing the first-peak of phase current to occur at 
angle θm = 7.5° as shown in Figure 12(a). On the other hand, with the proposed 
controller, the position of first-peak of phase current does not have a constant 
value. It varies with motor speed and load torque especially at low speeds. As 
seen, it has a noticeable difference from θm = 7.5° for speeds lower than base speed 
(1500 r/min) and tends to be very close to θm = 7.5° for speeds higher than rated 
speed. Furthermore, the proposed controller allows phase current to always reach 
its reference level (16A) as shown in Figure 12(b). 

The current waveforms at different speeds are shown in Figure 13. For both 
controllers, the position of first-peak of phase current is obvious to have a clear 
difference under low speeds of 1500 r/min, and have a small difference for higher 
speed of 3000 r/min. It can be noted that, for the proposed controller, the RMS 
phase current has a lower value compared to conventional controller especially at 
lower speeds. 

The steady state torque-speed curve is shown in Figure 14. The proposed 
controller provides higher torque production with lower current consumption. It 
has approximately 4% improvement in torque production for speeds up to base 
speed (1500 r/min). 

 
a) The position of first-peak of phase current 

 
b) The peak value of phase current with proposed controller 

Figure 12 

The simulation results under sudden change of speed and load torque 
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Figure 13 

The phase current waveform at different 

speeds 

Figure 14 

The steady-state torque-speed curve 

6 Experimental Verification 

The controller performance is experimentally verified with four-phase 8/6 SRM. 
The SRM specifications are given in the Table 1. The control algorithm is 
implemented using a Texas Instruments TMS320F28379D digital signal processor 
(DSP). The SRM is coupled to an electromagnetic brake (MAGTORL model 
4605c), which acts as a mechanical load. The shaft torque is measured using a 
DRBK torque transducer. An incremental-encoder (600 PPR) is used to provide 
rotor position. The phase currents are measured using high-accuracy and linearity 
current transducers (LAH50-P). The voltage measurement is achieved using a 
high-speed and linearity op-amp based circuit. A three-phase transformer, three-
phase diode rectifier, and capacitor are used to provide DC power. The data are 
collected and plotted using a data acquisition board (DAQ NI USB-6009) with 
LabView software. C2000 microcontroller support package and code composer 
studio (CCS) are used for DSP programming. The schematic diagram and the 
practical implementation of measurement platform are shown in Figure 15(a, b) 
respectively. 
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b) The practical implementation of measurement platform 

Figure 15 

The experimental test bench 

Figure 16 and 17 show the waveforms of phase current and its phase position with 
the conventional and proposed controllers respectively. It is obvious that the 
conventional controller forces the first-peak of phase current to occur always at 
angle θm = 7.5° as shown in Figure 16(a, b) for low and high speeds respectively. 
On the other hand, with the proposed controller, the first-peak of phase current 
occurs at different positions. This is clear in Figure 17(b) as the first-peak of phase 
current occurs at 12°. In addition, the current waveform has a very similar shape 
compared to obtained simulation results in Figure 13. 

  
a) At speed of 335 r/min a) At speed of 251 r/min 



M. Hamouda et al. Optimum Control Parameters of Switched Reluctance Motor for  
 Torque Production Improvement over the Entire Speed Range 

 – 94 – 

  
b) At speed of 621 r/min b) At speed of 545 r/min 

Figure 16 

The experimental waveforms of phase current 

and position with the conventional controller 

Figure 17 

The experimental waveforms of phase current 

and position with the proposed controller 

Figure 18 and 19 show the waveforms of total electromagnetic torque, phases’ 
currents and supply current at low speed of 294 r/min and high speed of 806 r/min 
respectively. The applied supply voltage is 100 V. The inherited drawback of 
torque ripple for SRM is very clear especially at low speeds as shown in Figure 
18(a). The average torque is calculated from the instantaneous torque signal. The 
motor phases are energized in a certain sequence as illustrated by phases’ currents 
in Figure 18(b). The supply current is given in Figure 18(c). A noticed part of this 
current is regenerated back to supply because of the chopping process. At higher 
speed, a single pulse control is employed and phase current becomes much 
smoother without chopping as shown in Figure 19(b). The supply current becomes 
almost positive without the negative regenerated part as illustrated in Figure 19(c). 

  
a)  The total electromagnetic torque a)  The total electromagnetic torque 

  
b) The waveform of phases’ currents  b) The waveform of phases’ currents  
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c) The waveform of supply current  c) The waveform of supply current  

Figure 18 

The experimental results at speed of 294 r/min, 

2.05 Nm, θon = 4°, θoff  = 19° 

Figure 19 

The experimental results at speed of 806 r/min, 

1.8 Nm, θon = 2°, θoff  = 19° 

Figure 20(a, b) shows the measured steady state torque-speed curve and 
torque/current ratio respectively. For the proposed controller, the average torque is 
improved very clearly especially at low speeds as shown in Figure 20(a). It has a 
good agreement with the simulation results obtained in Figure 14. The speed 
difference comes from different voltages as simulation is carried out with 400 V 
and practical measurements are taken with 100 V. For speeds lower than 600 
r/min, the improvement of average torque production is about 5.3%. With the 
proposed control, the torque/current ratio is higher all over the speed range 
especially for lower speeds. As the speed increases the current control becomes 
very difficult, that is why the torque improvement is very clear for low speed than 
high speeds. 

  
a) The experimental torque-speed curves b) The experimental torque/current ratio 

Figure 20 

The experimental steady state results with Iref =5A 

 

Conclusions 

This paper presented an optimization based method for SRM control parameters to 
improve torque production. The proposed control calculates the most efficient θon 
according to torque production and copper losses. Instead of the conventional 
analysis of static torque curves, a trust dynamic machine model is used to ensures 
the absolute calculation of optimum θon over the entire range of operating speeds. 
This model is built using measured data of SRM magnetization characteristics. 
The objective function is calculated within the Simulink model, using a two-
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dimensional search algorithm. The obtained data are implemented using ANN. 
The proposed controller offers low cost and simple implementation. It provides 
optimum motor operation over the entire speed range. It has a faster dynamic 
response. It can provide the highest torque/current and power/current ratios. It 
consumes lower supply current and dissipates lower copper losses. It does not 
depend on motor parameters and improves torque production capability by 5.3% 
for speeds lower than the rated motor speed. 
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Abstract: The paper considers the evaluation of all the three parameters of the unstable 

first order process with time delay by using the process data received from the closed loop 

step response under proportional control. The new method of analysis of parameters 

identification is presented. One is required to read five parameters from the closed loop 

step response for the purpose of applying the method. For the selected proportional 

controller gain and the received process gain, the time constant and time delay of the 

unstable first-order plus time delay model is received by solving a characteristic system 

equation using the features of the Lambert W function. The suggested way of parameter 

estimation is simple and it yields better results than the well-documented methods in 

literature which the present method is compared with. Simulation results are given for 

linear system and a nonlinear bioreactor system. 

Keywords: Delay system; Model reduction; System identification; Parameters estimations; 

Unstable system; Nonlinear bioreactor 

1 Introduction 

System Identification, the common label for all the techniques for receiving the 
mathematical model of a dynamic system, was developed, based on the observed 
data in the field of system control (Zadeh 1956). Depending on how one or more 
input signals affects the behavior of the system, over time, the mathematical 
models of dynamic systems can be classified in different ways: linear, nonlinear, 
time continuous, time discrete, parametric and non-parametric, deterministic, 
stochastic... In literature there are different identification techniques for obtaining 
them [1]. 

Although Mathematical statistics is the most present in the process of system 
model identification, new ideas from other scientific communities have made a 
significant contribution to the development of new theories and algorithms 
necessary for the process of system identification [2]. For example, methods that 
have been developed for the identification and control of nonlinear dynamical 
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system [3]-[4] (neural networks), neuro-fuzzy state-space model [5] obtained from 
experimental data acquired from a real robotic arm, Kohohen’s self-organizing 
maps, examinations of the classification of droplet epitaxial nanostructures [6] 
(machine learning), etc. 

The synthesis for parameter identification, i.e. for the estimation of linear systems 
parameters is most frequently predicated on the Prediction Error Methods (PEM). 
As the model is considered to be adequate if the errors between the measured exits 
and their estimated values are sufficiently low, by applying this method the 
estimation task is treated as an optimization issue. It is well-known, that there are 
online and offline algorithms, for solving the optimization problem and 
parameters estimation, and that the transmission function of dynamic systems can 
be rational and irrational. 

For online estimation of parameters of dynamic systems, which are described by 
using the rational transmission function, recursive algorithms are used such as 
Recursive Least Squares Method (RLS) and Kalman filtering (KF). Time delay 
systems (TDS) belong to the group of system which are described by using the 
irrational transmission function. Beside parameters, time delay needs to be 
estimated, which represents a new challenge for researchers [7]-[8]. For parameter 
estimation with an offline method, the optimization problem could be solved by 
applying e.g. Genetic Algorithm (GA) and Particle Swarm Optimization (PSO). 

In the industry, system identification is used for obtaining models for the purpose 
of control, i.e. for regulation, synthesis, and realization of various controller type 
such as Model Predictive Controllers (MPC) [9], Linear Quadratic Regulators 
(LQR) [10], PID controllers [11], PI controllers [12], etc. For finding the model 
parameters, different methods may be used, which, as a result of the identification, 
due to the tendency of the mathematical model to satisfy all the dynamic 
characteristics of the observed process, can produce a high-order model. It is good 
to know that most of the methods for controller designing are based on low-order 
models such as the first-order plus time delay model (FOPTD), second-order plus 
time delay model (SOPTD), integral plus dead time model (IPDT), the unstable 
first-order plus time delay model (unstable FOPTD), or the unstable second-order 
plus time delay model (unstable SOPTD) [13]. Unlike the open loop stable 
processes control, the time delay processes control or the open loop unstable 
processes control, which are frequent for instance in chemical industry, are much 
more complex, which is why it is necessary to obtain, as a result of identification, 
a simple mathematical model that more accurately describes the dynamics of the 
process. 

For model identification, the data obtained by step test which can be applied as an 
open- or close-loop structure are most regularly used. In addition to the closed-
loop step test for model identification, a relay feedback test is widely used [14]. 
One of the first works with relay feedback test application is the method of 
estimation of critical gain and critical period for the purposes of automatic 
regulation of PID controllers [15]. 
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In literature, different techniques of receiving the FOPTD and SOPTD models are 
known by means of analysis from the data of the step or frequency response, 
whereby the relay method is most frequently used. For example: in [16] the more 
precise estimation of FOPTD model parameters has been achieved by using the 
modified relay auto tune method, adding the equation which realizes more 
accurate process amplification, and by using a modified method of calculating 
model parameters at relay feedback method which accounts for higher-order 
harmonics of the obtained response; in [17], a modified relay feedback control 
under static load disturbances is given to identify parameters of the integrating 
plus first-order plus dead time model (IFOPDT) using exact expressions for a 
limit cycle to occur. The application of the final value theorem to suitably selected 
control loop signals, where the derivative action of PID controller is applied 
directly to the process variable instead of the control error, have been proposed for 
the estimation of the FOPTD model parameters, [18] [19] is a proposed method 
for estimate up to three frequency response points from a single biased relay test 
and getting parameters of SOPTD transfer function models. 

In some industrial systems, open-loop dynamics may be unstable, so for safety 
reasons, closed-loop identification is applied. Unlike the identification of the open 
loop stable models, the identification of the parameters at both unstable SOPTD 
and the unstable FOPTD model represents a challenge. For a class of unstable 
systems, closed-loop test provides a reduced order model which can be used for 
controller design. The identification of the unstable model by using the relay 
feedback method is one of the methods that appears in literature. Using a single 
symmetric relay test all three parameters of unstable FOPTD model [20] have 
been identified, an asymmetrical relay feedback test is introduced along with 
sinusoidal signal for finding model parameters of various processes, among which 
is the unstable FOPTD model [21], method for identification of low order unstable 
process by using of relay with additional delay is given in [22], two identification 
algorithms using a single biased/unbiased relay feedback waveforms for the 
identification of unstable FOPTD model have been proposed in [23]. 
Identification method of parameters of an unstable FOPDT model when a limit 
cycle exists by using a single relay controllers is given in [24], two different 
techniques of process identification of unstable FOPTD model are analyzed in 
[25] by using the PID controller, while the improvements of the existing 
techniques of identification are [25] and [26], which solves the problems of 
stability and attains better time delay estimations, are given in [27]. 

It is known that, due to nonlinearity, there is a possibility that the system has 
multiple steady states, some of which can be unstable steady state [28]. For the 
purpose of designing a controller, these types of nonlinear systems are usually 
linearized and approximated by using the unstable FOPTD model. For example, 
by using the closed-loop identification methods in [20] [25] [26] [29], parameters 
for unstable FOPTD model of the nonlinear continuous bioreactor are received 
and compared with its linearized model. 
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In this study, the identification of parameters of the unstable FOPTD model by 
using the closed loop step response under proportional control method is being 
considered. The new estimation method for all the three parameters of the unstable 
FOPTD model which includes using five parameters from the recorded closed 
loop step response is presented. Time delay that renders the characteristic 
equation, transcendental, with an infinite number of solutions, is most often 
approximated by using the Pade approximation. This leads to an error during the 
calculation of the parameters of the unstable FOPTD model. The time delay 
approximation is not employed with the suggested method, instead, the square 
roots of the characteristic equation, i.e. closed loop poles, are received by using 
the Lambert W function [30] [31]. The proposed method can be applied for 
identifying unstable FOPTD models of nonlinear processes. 

The results of the identification received in the proposed way have been compared 
with the results of the identification of the unstable FOPTD model and the 
reduction of the unstable SOPTD model into the unstable FOPTD model by using 
the methods given in [20] [22]-[27]. The findings indicate that the proposed 
method gives better results with identifying the unstable FOPTD model compared 
with the rest of the methods provided that it is a first-order process, and better 
results at the reduction of the unstable SOPTD model into unstable FOPTD model 
with all the methods except from the biased relay test method given in [23] whose 
results are similar. 

An unstable FOPTD model of a nonlinear continuous bioreactor, obtained by the 
proposed identification method, is compared with the unstable FOPTD models 
obtained by other identification methods given in the references in [20] [25] [26] 
[29]. 

Mean absolute error (MAE), mean squared error (MSE), root mean squared error 
(RMSE), mean relative squared error (MRSE), mean absolute percentage error 
(MAPE) etc. are regularly employed in model validation studies. In this paper, the 
MAE and RMSE index are used to validate the model obtained. 

The paper is divided in the following way: in Chapter II there is a short 
description of the Lambert W function. Chapter III contains an instruction for 
identification of the unstable FOPTD model in the suggested way. In Chapter IV, 
the results of the identification of the unstable FOPTD model are given for 
different values of the proportional controller gain by applying the proposed 
method. Validation of the model is given, too. Chapter V show the concurrent 
results of the identification with other methods used on the unstable FOPTD 
model, and the results received by identifying the unstable SOPTD model into 
unstable FOPTD model, respectively. In Chapter VI, the procedure of 
identification of unstable continual bioreactor into unstable FOPTD model is 
revealed. In this chapter, the comparison is given of the received model with the 
linearized bioreactor model and unstable FOPTD models received by using other 
methods. 
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2 Lambert W Function 

Lambert W Function W(z), where z belongs to a set of complex numbers C, is the 
solution of the equation 

( )( ) W zW z e z                                                                                                     (1) 

The function has an infinite number of branches Wk(z) where kϵ(-∞,∞), as well as 
an infinite number of solutions. Only two branches of the function, principal 
branch W0(z) where k=0 and W-1(z) for k=-1 can have real values. The range of the 
branches for z belongs to a set of real numbers R given in Figure 1. 

 

 

Figure 1 

Two main branches of the Lambert W function for z belong to a set of real numbers R 

It can be clearly seen in Figure 1 that the values of the principal branch W0(z), 

belong to the set (-1, ∞), if z is a real number and if z takes values from the set (-e-

1, ∞). The branch W-1(z) can have real values from the set (-∞,-1), only if z belongs 
to the set (-e-1, 0). Therefore, it is obvious that the equation (1) has two solutions 
W0(z) and W-1(z) if z belongs to a set of real numbers from (-e-1, 0). 

A more detailed explanation of the method of solution (1), the branch range Wk(z) 
and the conditions of convergence into C, can be read in [30]. 
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3 Proposed Method of Parameter Estimation 

Let the unstable first order plus time delay system, where K is the plants’ gain, T 

is the time constant and θ is the time delay, be described by transfer function 
model 

( )
1

sK
G s e

Ts

q-=
-

                                                                                                 (2) 

The closed loop transfer function of the unstable FOPTD model stabilized by 
proportional controller, gain coefficient Kp, where y(t) is the output and r(t) is a 
reference step input amplitude R, becomes 

( )
( )

( ) 1
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KK ey s
W s
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-
= =

- +
                                                                         (3) 

The selection of the controller gain needs to be undertaken, in such way, so that 
the underdamped system with the transfer function given in (3) is received, which 
equals to request that 0<ξ<1, where ξ is a damping ratio. 

If, in the equation (3), time delay from a denominator is approximated by a Pade 
approximant, where τ and τ0 are time constants defining poles and zero of the 
system transfer function, respectively, and Ki gain, the output of the closed loop 
system can be written down in the form 

0
2

( 1)
( ) ( )

2 1
siK s

y s e r s
s s

qt

t xt

-+
=

+ +
                                                                             (4) 

Thus the observed system can be considered as the second order plus time delay 
processes with dynamic numerators. 

The time transient closed loop step response is 

( )( ) 1 sin( ( ) ) ( )nw t

i dy t K R Ae w t h tx q q f q- -é ù= - - + -ê úë û  (5) 

where natural frequency is ωn=τ-1, A coefficient which depends on a damping ratio 
ξ and time constants τ and τ0, ωd damping frequency and ϕ starting phase of the 
system. The dependence of the damped frequency of the non-stoked frequency is 
given by the following equation: 

21d nw w x= -                                                                                                     (6) 

A typical closed loop step response of the system (3) is shown in Figure 2. 
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Figure 2 

Closed loop step response of unstable FOPTD model under P control 

In Figure 2, yss - is the value of output when time stretches to infinity i.e. steady 
state value, t1 - is the time required for the output to reach its first maximum value, 
y1 - is the first maximum value of output, t2 - is the time required for the output to 
reach its first minimum value and y2 - is the first minimum value of the output. 

To apply the suggested method of the parameter estimation of the unstable 
FOPTD system it is necessary to determine all the already mentioned parameters. 

By applying the final value theorem, 

0
lim ( ) lim ( )

1
p

ss
t s

p

KK RR
y y t sW s

s KK® ¥ ®
= = =

-
 (7) 

steady state value of output is received. 

From (7), the gain K of unstable FOPTD model (2) is obtained 

( )
ss

p ss

y
K

K y R
=

-
                                                                                                 (8) 

Overshoot (OS) can be approximately calculated in the following way 

212
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--
= =
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wherefrom the damping ratio received is 
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+
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The time difference required for the output to reach its first maximal and minimal 
value equals the half the oscillation period whose frequency corresponds to the 
damped frequency ωd 

2 1
d

t t

p
w =

-
                                                                                                       (11) 

so the un-damped frequency is 

21
d

n

w
w

x
=

-
                                                                                                     (12) 

The characteristic equation of the system described by equation (4) 
2 22 0n ns sxw w+ + =                                                                                          (13) 

has conjugate-complex poles if the controller gain is selected so as for the 
underdamped closed loop system is received, whose values are 

2
1/2 1n d n ns j jxw w xw w x= - ± = - ± -                                                            (14) 

The characteristic equation of the closed loop transfer function of the unstable 
FOPTD model stabilized by P controller (3) 

1 0s

pTs KK e q-- + =                                                                                           (15) 

has an infinite number of solutions which are received by applying Lambert W 
Function. Equation (15) can be converted into a Lambert W form 

1
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K K
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wherefrom 
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where k stands for an ordinal number of the Lambert W function branch. From 
(17) what follows is 

1 1
( )p T
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K K
s W e

T T
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

                                                                              (18) 

Considering that (4) is an approximation of the closed loop transfer function of the 
unstable FOPTD model stabilized by P controller (3), it is clear that it may be 
thought that the solutions of the characteristic equation (13) and (15) received by 
using relations (14) and (18) are identical. Because of this, the solution (18) for all 
the major branches does not need to be identified, but only for those which give 
dominant poles, and it has been illustrated that the latter are received by using the 
principal branch W0(z) and W-1(z). 
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This means that the solutions (18) assume a form of 
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For the known poles (19), the unknown time constant T and time delay θ, the 
unstable FOPTD system (2) are received by solving a system of two equations 
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                                                                              (20) 

whereby all the parameters of the unstable FOPTD system have been estimated. 

The proposed way of the unstable FOPTD system parameter estimation follows 
these steps: 

Step 1. For the selection gain Kp of the P controller and the selected amplitude R 

of the reference step input record the closed loop step response. If the received 
response does not have characteristics of the underdamped step response increase 
the controller gain and record the closed loop step response. 

Step 2. From the received closed loop step response find (read, i.e. measure) the 
values of the necessary parameters yss, t1, y1, y2 and t2 for applying the proposed 
method. 

Step 3. By applying the first part of the equation (9), on the basis of the measured 
values yss, y1, y2 determine the overshoot (OS). The received value OS replace in 
(10) and calculate the damping ratio ξ. 

Step 4. Based on the measured values t1 and t2 from closed loop step response 
(Step 2), determine the damped frequency ωd  ,by using (11) and then calculate the 
un-damped frequency ωn by applying (12). 

Step 5. For the received values ξ, ωn and ωd, determine the closed loop poles s1 
and s2 by applying (14). 

Step 6. By applying (8), for the measured value yss, the applied amplitude step 
input R and applied proportional controller gain Kp, determine gain K of unstable 
FOPTD model. 

Step 7. Replace the applied value of the controller gain Kp, the received gain K 
and received closed loop poles s1 and s2 into (20). By solving a system of two 
equations (20) the time constant T and the time delay θ are received. 

Step 8. Evaluating model performance. For performance indicators can be used 
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The MAE and RMSE index (21) are used to measure the Mean Absolute Error 
and Root Mean Squared Error between y- the real process output and ym- the 
output produced by the model. MAE and RMSE of 0, indicates a perfect model. 

4 Simulation Study and Numerical Examples 

In literature, this kind of process (2) is usually considered alongside parameters 
K=1 and the relation between the time delay and time constant within the range 
θ=(0.1-0.8)T. 

Considered the unstable FOPTD model with K=1, T=1 and θ=0.1T studies in the 
reference [26]. 

For illustrating the proposed method, different proportional controller gain values 
have been used. Closed loop step responses of the received models with different 
gains Kp are provided in Figure 3. 

 

Figure 3 

Closed loop reaction curve for various Kp values 

Matlab code and Simulink model for example Kp=6 are available on the following 
link https://drive.google.com/open?id=1OrrcjCePghquJe5X2jqWiKcA0KgVxd2F 
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The read values of the closed loop step response and the obtained parameters of 
the unstable FOPTD model for three different proportional controller gains are 
given in Table 1. 

Frequency responses of the real process and the received models, with three 
different proportional gains Kp, are provided in Figure 4. 

 

Figure 4 

Nyquist plots of real process and identified models for various Kp values 

Table 1 

Received Parameters of unstable FOPTD model for different value of proportional gain of P controller 

 Kp=6 Kp=6.5 Kp=7.5 

yss 1.2 1.182 1.1538 
y1 1.3207 1,3546 1.4376 
y2 1.188 1.1569 1.086 
t1 0.45 0.42 0.36 
t2 0.84 0.78 0.69 

OS 0.09899 0.1439 0.2388 
ξ 0.5928 0.5251 0.4148 

ωd 8.0554 8.7266 9.5199 
ωn 10.0027 10.2541 10.4626 
s1/2 -5.9299±8.0554j -5.3845±8.7266j -4.3400±9.5199j 

Identified 
model 

K=1 
T=1.0719 
θ=0.1074 

K=1 
T=1.0813 
θ=0.1083 

K=0.9999 
T=1.1238 
θ=0.1122 

The validation of the received models has been carried out by applying (21), i.e. 
by finding MAE and RMSE index. As the considered processes and the received 
process are unstable, for model validation in the time domain in (21), for y and ym 
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the closed loop step response output of real process and identified model has been 
selected, with the proportional controller gain Kpv. For validating the model in the 
frequency domain, in (21) y=|KpvGm(jω)| is the magnitude of the open loop system 
with real process response, and ym=|KpvGm(jω)|  is magnitude of the open loop 
system with identified model response. 

For the model validation the proportional controller gain Kpv=4 has been used. 
Closed loop step and frequency response has been simulated with the software, 
Matlab/Simulink. Specifications are: solver ODE5, R=1, duration 30 s, step size 
0.03 s, frequency range for frequency response (0.01-phase crossover 
frequency)=(0.01-15)rad/s. 

The received values of the response errors in the time domain (TD) and frequency 
domain (FD) of the given MAE and RMSE indices, during the identification 
(proportional controller gain Kp) and validation (proportional controller gain Kpv), 

are given in Table 2. 

Table 2 

MAE and RMSE received by identification and validation in the time and frequency domain 

 Model (Kp=6) 

MAE            RMSE 

Model (Kp=6.5) 

MAE          RMSE 

Model (Kp=7.5) 

MAE          RMSE 

TD-identif. 0.000546 0.004121 0.000705 0.005043 0.001449 0.009360 
TD-validat. 0.000626 0.004316 0.000714 0.004898 0.001108 0.007458 
FD-identif. 0.052512 0.075997 0.064088 0.092725 0.110478 0.159653 

FD-validat. 0.035008 0.050665 0.039438 0.057060 0.058922 0.085148 

It can be observed, based on the results in Table 2, that the considered unstable 
FOPTD process has been adequately identified, and that the model received by 
using the proportional controller gain Kp=6 with parameters K=1, T=1.0719 and 
θ=0.1074 has the lowest MAE and RMSE index, i.e. it represents the dynamic of 
the researched process most faithfully. 

5 Illustrations of the Examples of Comparison with 
Other Methods 

For testing the quality of the received results the comparison of the proposed 
method with other methods from two reference works has been presented. First of 
the examples show the comparison of the results of identification in the low order 
model and the second shows the identification in the second order model which 
needs to be classified as the unstable first-order model whereby one comparison 
has been done for the closed loop identification and the other for the methods 
based on relay use. 
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Example 1 

Consider the unstable first-order process studies in the references [20], [22] and 
[23] with the parameters K=1, T=1 and θ=0.4. 

Step 1: Closed loop step response with gain Kp=1.5 and R=1. Step 2: From closed 
loop step response received parameters are: yss=3, t1=3.27,  y1=3.0536,  y2=2.991, 
t2=6.27. Step 3: obtained parameters OS=0.01765, ξ=0.7892. Step 4: calculated 
ωd=1.0472, ωn=1.7051. Step5: calculated closed loop poles s1/2=-1.3457±1.0472j. 
Step 6: identified model gain K=1. Step 7: identified model time constant and time 
delay T=1.0036, θ=0.4015. Step 8: The obtained performance index with Kp=1.5 
for identification are: in time domain MAE=0.000326, RMSE=0.001157; in 
frequency domain MAE=0.000655, RMSE=0.001019. Model validation with 
Kpv=3 and frequency range (0.01-3.16) rad/s. The obtained performance index for 
validation are: in time domain MAE=0.011578, RMSE=0.015213 in frequency 
domain MAE=0.001309, RMSE=0.002039. 

The estimation of the three parameters by using the proposed closed loop step 
response under proportional control method, with control gain Kp=1.5, the process 
with parameters K=1, T=1.0036, θ=0.4015 has been successfully identified. 

For this low order model, by using of relay with additional delay in [22] received 
the model with parameters K=0.928, T=0.757 and θ=0.395. By using the advanced 
symmetric relay feedback test method, this unstable process is identified in [20] 
with the following parameters K=0.9841, T=1.1332 and θ=0.4372. The same 
process is identified with the following parameters K=1.0001, T=0.9954 and θ=0.4 
by performing a biased relay method in [23]. 

 

Figure 5 
Nyquist plots of identified models for Example 1 

After comparing the received results, by inspecting the frequency characteristics 
shown in Figure 5, it can be inferred that with the suggested identification method 
better results have been received compared with those shown in [20] and [22], but 
same as those shared in [23]. 
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Example 2 

Considered the unstable second-order process studies in the references [20] [23]-
[25], and [27] 

0.51
( )

(2 1)(0.5 1)
sG s e

s s

-=
- +

                      

Step 1: Closed loop step response with gain Kp=1.5 and R=1. Step 2: yss=3.00028, 

t1=6.06,  y1=3.5097,  y2=2.9135, t2=11.6999. Step 3: OS=0.1703, ξ=0.4908. Step 4: 
ωd=0.5570, ωn=0.6393. Step5: s1/2=-0.3138±0.5570j. Step 6: identified K=0.9999. 
Step 7: identified T=2.3106, θ=1.1507. Step 8: Performance index with Kp=1.5 for 
identification are: in time domain MAE=0.048533, RMSE=0.106096 in frequency 
domain MAE=0.015099, RMSE=0.022390. Model validation with Kpv=1.7 and 
frequency range (0.01-1.26) rad/s. The gain of the controller cannot be changed 
much because the closed loop system would become unstable. The obtained 
performance index for validation are: in time domain MAE=0.062554, 
RMSE=0.113107 in frequency domain MAE=0.017112, RMSE=0.025375. 

The identified unstable FOPTD model by using proposed method for the unstable 
SOPTD process has parameters: K=0.9999, T=2.3106, θ=1.1507. 

The improved closed loop step response identification of the process with PID 
regulator has been given in the [27] where two methods of identification are put 
forward. In [25] the observed process has been identified by using a PID 
controller. The received parameters of the suggested way of identification and 
other methods [25] [27] have been given in Table 3. 

The results of the comparison presented by Nyquist diagram are shown in Fig. 6. 
It can be clearly seen from the figure that the suggested method, compared with 
the closed loop step response methods, gives incomparably better results. 

 

Figure 6 

The Nyquist fitting of identified unstable FOPTD models with parameters given in Table 3 
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Table 3 

Parameters of identified models for Example 2 

Method 
Gain  

K 

Time constant  

T 

Time delay 

 θ 

Sree and Chidambaram I  [26] 0.9567 2.4278 1.0416 
Sree and Chidambaram II [26] 0.8649 2.0615 1.0051 

Cheres  [24] 1.061 2.545 1.06 
Proposed method 0.9999 2.3106 1.1507 

In the study [20] the results for relay and improved relay method of identifying 
this process within the unstable first order model are given. For the same unstable 
SOPTD process, an unstable FOPTD model was obtained by the proposed method 
in [23] and using one relay controller in [24]. 

Figure 7 shows the Nyquist fitting of identified unstable FOPTD models, whereas 
the parameters of the identified models in [20] [23] [24] and parameters of 
proposed identified model have been indicated in Table 4. 

 

Figure 7 

The Nyquist fitting of identified unstable FOPTD models with parameters given in Table 4 

Table 4 

Parameters of identified models 

Method 
Gain  

K 

Time constant  

T 

Time delay 

 θ 

Vivek and Chidambaram [19] 0.7534 2.1642 1.0412 
Liu and Gao  [22] 1.0001 2.1459 1.0486 

Majhi and Atherton [23] 1 2.875 1.061 
Proposed method 0.9999 2.3106 1.1507 
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From the frequency characteristics it can be concluded that the results received in 
[20] and [24] indicate the greatest deviations and that the proposed method and the 
method suggested in [23] yield positive and similar results. 

6 Simulation Study of a Continuous Bioreactor 

A nonlinear continuous bioreactor exhibits output multiplicity behavior. 
Considered bioreactor model used in [20], [25]-[26], [28]-[29] with substrate 
inhibition 
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                                                                                     (22) 

where μmax=0.53 h-1 Km=0.12 g/l, Ki=0.4545 l/g, x2f=4.0 g/l, γ=0.4 g/g and 
controlled variable x1 – biomass (cell) concentration (g/l), x2 – substrate 
concentration (g/l), manipulated input D – dilution rate (h-1), disturbance input x2f 

– substrate feed concentration (g/l), μ – specific growth rate constant (h-1), μmax - 
maximum specific growth rate constant (h-1), γ - the yield of cell mass (g/g), Km - 

substrate saturation constant (g/l) and Ki - substrate inhibition rate constant (l/g). 
The steady state dilution rate D=0.3 h-1.  

There are three steady state solutions for biomass and substrate: washout (trivial) 
stable solution x1s=0, x2s=x2f=4.0, unstable solution x1s=0.995103, x2s=1.512243 
and stable solution x1s=1.530163, x2s=0.174593. 

Step 1: The dilution rate is taken as the manipulated variable in order to control 
the biomass (cell) concentration x1 at the unstable steady state. A delay of 1h is 
considered in the measurement of x1. The nonlinear model equations are solved 
along with the proportional controller Kp=-1.1. A step change from 0.995103 to 
1.144368 is introduced in the biomass concentration reference and the closed loop 
response is obtained using Matlab/Simulink. Specification: solver ode45, duration 
80h, frequency range (0.01-4.68)rad/s for validation. 

Step 2: From recorded output the following value are obtained: yss=1.173249, 

t1=2.1204,  y1=1.4171,  y2=0.9936, t2=4.6728. From Step 3 to Step 5:  OS=0.7365, 
ξ=0.0969, ωd=1.2309, ωn=1.2367, s1/2=-0.1198±1.2309j. Step 6: Considering that 
the reference input signal changes from 0.995103 to 1.144368, the change of the 
referent biomass concentration is r=0.149265. This modulation is in line with the 
change of the biomass signal concentration from 0.995103 (initial condition) to 
1.173249, y=0.174186. Therefore, the equation (8) is transformed into 
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From the estimated value of the amplification gain K=-5.60756. Step 7: identified 
T=5.5423, θ=1.0818. 

The identified model can be compared on the model obtained by linearization 
around the operating point. For the given condition of the unstable operating 
point, the local linearized unstable FOPTD model for the unstable bioreactor is 
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Step 8: Performance index for identification are: in time domain MAE=0.0454, 
RMSE=0.0866 in frequency domain MAE=0.1113, RMSE=0.1581. 

Table 5 shows the values of the parameters of unstable FOPTD models given in 
[20], [25], [26] and [29] as well as MAE and RMSE indices received based on the 
frequency response of the unstable FOPTD model and linearized model of the 
unstable bioreactor for the frequency range (0.01-4.68)rad/s where 4.68 rad/s is 
the phase crossover frequency 
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The Nyquist fitting of linearized model and identified unstable FOPTD models for 
the unstable bioreactor are shown in Figure 8. 

 

Figure 8 

The Nyquist fitting of linearized and identified models with parameters given in Table 5 



R. Gerov et al. Parameter Estimation Method for the Unstable Time Delay Process 

 – 118 – 

Table 5 

Parameters of identified unstable FOPTD models for the bioreactor and MAE and RMSE index 

Model from 

reference 
K T θ 

 

MAE 

 

RMSE 

[20] -5.5903 5.6125 1.0152 0.1118 0.1586 
[25] -5.48 4.51 0.92 0.2352 0.2628 
[26] -6.29 5.001 1.0 0.4010 0.4409 
[29] -6.257 5.36 1.076 0.3151 0.3501 

Proposed Method -5.60756 5.5423 1.0818 0.1011 0.1437 

The output results indicate that the proposed method of the unstable FOPTD 
model, for the unstable bioreactor, shows the lowest level of deviation from the 
model received by linearization, in comparison with the models received by using 
other methods. 

Conclusions 

The proposed, Closed Loop Step Response method of identification, using a 
proportional controller, yields good results, regardless of the fact that there is a 
large offset of the output signal. In future work, the method can be improved using 
the PI or PID controller, whereby the unknown parameters would be calculated by 
using the Lambert W Function, to identify not only the unstable FOPTD process, 
but also to identify other types of process. 
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Abstract: The research identifies the dynamical parameters in the area of mechanics 

within the base of traffic model parameters used by the Intelligent Driver Model (IDM), 

which are the highest acceleration parameters set by the vehicle, the desired speed 

parameters of the vehicle and the distance-keeping parameters of the vehicle. All this 

facilitates the automatic control of autonomous electric vehicles in certain vehicle groups. 

Keywords: IDM; dynamics-based approach; support for autonomous vehicles’ driving 

1 Introduction 

The aim of the research is the longitudinal dynamic optimization of the driving 
processes. This means the support of an optimally attenuated, non-hectic traffic 
process that results in energy savings and noise reduction of vehicles in the 
vehicle group and in addition to this, emission reduction of conventional vehicles 
[14, 15]. During the course of the ride, minimal oscillations in speed occurs. 
Therefore, it reduces speed changes and the number of excessive braking. In the 
analysis the acceleration capabilities are vehicle characteristics. In the 
optimization task the variables are tracking distances and desired speed values. An 
important requirement is the definition of minimum distances for the former and 
the upper limit for the latter. In this paper, we investigate a group of vehicles with 
almost identical characteristics in terms of acceleration properties, but this 
analysis can naturally be extended to variable-component vehicle groups as well. 
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The research material discusses a highly complex problem, i.e. the re-formulation 
of the IDM models into mechanical-dynamic systems, and thus conducts studies in 
a physical parameter space and system in which significant knowledge in the field 
of physics and dynamics has accumulated. 

It can be said that the theoretical foundation and application [12] of IDM models 
is very good, however, the complexity [7, 11] of real-world traffic processes poses 
serious problems to professionals in the applications. On the one hand, greater 
error tolerance than the accuracy of traffic parameters is to be expected than in 
many other dynamical systems. On, the other hand, it can be stated that 
complexity is extremely high [16, 28, 29, 30] either when assessing the entirety of 
effects of road traffic on a single vehicle, or only the information [1] to be 
processed by the driver or the autopilot. Similarly, the system is very complex if 
we consider only the surface traffic processes as a whole over a large-scale 
network [21, 22, 23, 24, 25]. The reality is, however, much more complex, since 
the above elements form a single large-scale dynamic system during their 
operation and are in constant interaction with each other. This complex system in 
its physical reality consists, on the one hand of the multitude of vehicle-dynamical 
systems [8] (which is a multitude of man-autopilot-machine systems) and, on the 
other hand, of the multitude of static and dynamic traffic network elements. 
Finally, all the above is surrounded by a very complicated dynamic external 
environment that, in addition to seasonality, also has different geographic, 
meteorological, economic and cultural characteristics [5, 6, 13]. 

In connection with the above, we will briefly review the traffic-related 
applications of IDM, as well as the relationship between the IDM model and the 
large-scale networks. We investigate the longitudinal dynamic properties of the 
vehicles during the catch-up with the leader vehicle. 

For this complex dynamic process we interpret Lehr’s relative attenuation factor  
and  eigenfrequency from the field of mechanics as dynamic characteristics with 
well-known effects. The purpose of the analysis is to optimize traffic parameters 
and to support the driving of autonomous vehicles using the above introduced 
dynamic characteristics. 

2 The IDM Model and Its Traffic-related 
Applications 

Adaptive Cruise Control (ACC) is a vehicle system that allows the vehicle to 
adjust its speed to the environment. The Intelligent Driver Model (IDM) is an 
adaptive cruise control (ACC) model that is widely used in transportation research 
to model longitudinal movement. Treiber, Hennecke and Helbing developed the 
Intelligent Driver Model (IDM) (1), which is being used by the car company 
BMW, in 2000 at the transport laboratory of Dresden Technical University [33, 
34]. 



Acta Polytechnica Hungarica Vol. 16, No. 3, 2019 

 – 123 – 

  24

k kk
k k 0

k k

s v , vv
v a 1

v s

               
 

    
(1) 

Where: 

ak is the maximal acceleration of the kth vehicle, 

k kv x  is the speed of the kth vehicle, 

0
kv  is the desired speed of the kth vehicle, 

ks  is the distance between the kth and the preceding vehicle, 

k k 1 kx x x    the difference between the positions of the centre of gravity of 

the (k-1)th vehicle and that of the kth vehicle, 

k k k k 1 k ks x l (x x ) l ;       (see Fig. 1) 
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Figure 1 

The sk distance between consecutive vehicles 

  0 k k
k k k k k

k k

v v
s v , v s T v ;

2 a b
 

      
    
(2) 

Where: 

0
ks  is the congestion speed of the kth vehicle, 
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Tk is the safety time slot of the kth vehicle, which is pre-set by the drivers, 

k k 1 kv v v    is the difference between the speeds of the kth and (k-1)th 

vehicles, 

bk is the maximal deceleration of the kth vehicle. 

Taking into account that: 

kx  is the position of the kth vehicle, 

k kx v  is the acceleration of the kth vehicle, 

equation (1) can be rewritten based on the above into the second order differential 
equation (3) representing the positions, here neglecting the second and third 
members of formula (2): 
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By rearranging this, the following kth differential equation may be written: 
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(k=1,2,...,n), where 0 is the leading point of the track followed by the first vehicle. 

For each vehicle, the position-based movements are defined by the following 
differential equation system for the 1., 2., ..., n. members of the vehicle group. 
According to the proposals in the works of [2, 3]: 
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The IDM model is used for modeling continuous traffic flows in simulations of 
highway and city traffic. As a vehicle tracking model, IDM describes the 
dynamics of the position and speed of each vehicle. In the case of Multi-model 
Open Source Traffic Simulator, [32] use IDM to simulate the longitudinal 
movement of the vehicle and this simulator also introduces a lane change strategy. 
Model-based single-lane traffic inhomogeneity is studied by [35]. 

The work of [36] studies vehicle stability and IDM parameter sensitivity. The 
work of [10] proposed extending the driver parameters of the IDM model. They 
study the impact of vehicles equipped with IDM on traffic flow and travel times as 
bottlenecks. The work of [9] also uses the IDM model and examines the impact of 
Adaptive Cruise Control on traffic flows. The results of the above work show that 
increasing the proportion of ACC vehicles will result in increased traffic 
efficiency by reducing travel times. The work of [37] used IDM to study 
instability in congested traffic. 

The IDM model has many advantages over other ACC models from a calibration 
and intuitive parameters point of view, and also modeling requires simple 
simulation. However, there are also disadvantages in respect of assuring the 
proper features of the vehicle and the driver. The IDM is a collision-free model. 
Therefore, in critical accident situations, the desired minimum distance is no 
longer sufficient to guarantee driver safety and, in the event of an emergency 
braking, it tends to overshoot the actual deceleration of the vehicle. 

The works of [2, 3] developed a proposal for a more accurate operation of the 
IDM model and studied possible modifications to IDM, taking into account 
driver's safety and the real capabilities of the vehicle. As a result of this 
amendment, the driver has to take into account the behavior of the following 
vehicles, and thus a modified IDM model has been developed and tested with a 
microscopic simulator considering string stabilization. This modified IDM model 
already highlights the proper vehicle capabilities. 

Based on this, the IDM model is already providing greater performance in driver 
security by following real reactions in near-collision critical situations. The paper 
shows the modification and the state-of-the-art operation of the intelligent driver 
model in connection with the proper capabilities of the vehicle. 

Modeling and research work encompasses a complex area and includes 
approaches of both microscopic and macroscopic modeling, [4]. The complex 
macroscopic traffic environment is generated by the large-scale network model, in 
which the microscopic traffic simulation model provides the individual vehicle 
movement in traffic on the sections of the defined trajectories. However, this 
microscopic model must properly reproduce dynamic traffic processes and must 
also be validated. Accordingly, at this stage of our work we rely on Intelligent 
Driver Model research and development of [33, 34, 4]. 
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The features of the classical IDM model are the following: a single system of 
differential equations that analyses the case of n vehicles traveling on a single 
lane. The microscopic model describes a chain model-like longitudinal dynamics. 
Each driver looks only forward and aims to keep an appropriate distance. There is 
no overtaking, the vehicles keep their order and the first vehicle has a dominant 
role, as do the slow-moving vehicles in the group. 

xn xn-1 x2 x1 x0 

The n element vehicle group  

Figure 2 
The n-element vehicle group and the environment determining their movement 

According to the above the classical IDM model is written with separate 
differential equations, member by member. The works of [2, 3], are summarized 
in the following system of differential equations (4), where the current position of 
the ith vehicle is described by function xi(t). The parameters and functions used in 
the model are as follows: 

ai is the maximal acceleration of the ith vehicle, 

vi is the desired speed of the ith vehicle, 

si is the required distance between the ith and the preceding vehicle (i=1,2 ,... ,n), 
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Detailed description of the above is provided by [2, 3]. This model, using a 
function h(t) also takes into account the fact that drivers monitor the movement of 
the following vehicles as well, see Fig. 3. 
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Applying hi(t), we assume that the driver takes into account the follower vehicle 
behavior. Where “h” is a human factor (dimensionless parameter), which is a 
calibrated parameter according the driver characteristic. 
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Figure 3 

Setting of the stabilized speed state after the starting of a vehicle group 

3 Relationship between the IDM Model and the 

Large-Scale Network 

The speed of a given vehicle and the distance kept are determined by the driver. 
Their decision, however, depends on their own perceptions, on signals that are 
transmitted by the physical environment and received by the vehicle and on the 
local and general effects of network traffic [17, 18, 19, 20, 21, 22]. Physical 
impacts resulting from road quality, meteorological and visibility conditions at a 
given vehicle density determine a selectable speed range. The modified IDM 
model discussed in the previous section can be used to describe the dynamic 
traffic connections originating from forward-moving vehicle-vehicle effects in a 
given section. 

At the same time, the dynamics of the movement of the IDM model group is 

not arbitrary. It is determined by control speeds formed in the large-scale 

network or network sections. The vehicles slow down if a congestion occurs, 
stop when the traffic light switches to red, but after the reaction delay time, they 
will accelerate to the maximum permitted speed if the road section ahead is free. 
This is indicated in Fig. 2 by the control speed function x0(t) defined by the 

large-scale macroscopic network processes for each trajectory. 

 



Acta Polytechnica Hungarica Vol. 16, No. 3, 2019 

 – 129 – 

4 The Impact of the Vehicles'maximal Acceleration 

Parameter a on the Motion Process during Catch-
up to the Leader Vehicle 

The following diagrams show simulated route-time and speed-time diagrams for 
different a acceleration capabilities. In our case, stationary vehicles in the same 
lane start from different starting points at t0 = 0 and follow the movement of the 
leader vehicle (leading point). 

 

 

Figure 4 

The catch-up motion process at a=10 [m/s2] 

 

 

Figure 5 

The catch-up speed process at a=10 [m/s2] 

 

Figure 6 

The catch-up motion process at a=5 [m/s2] 
Figure 7 

The catch-up speed process at a=5 [m/s2] 
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Figure 8 

The catch-up motion process at a=3 [m/s2] 

 

Figure 9 

The catch-up speed process at a=3 [m/s2] 

 

Figure 10 

The catch-up motion process at a=1 [m/s2] 

 

Figure 11 

The catch-up speed process at a=1 [m/s2] 

The simulations in this case included three successive vehicles from the vehicle 
group outside the leader vehicle. For vehicles with less acceleration, slower 
movements can be seen. Acceleration capabilities have an effect on the overshoot, 
and on the time of speed stabilization. All of these features naturally determine the 
movements of other participants in the traffic, energy consumption, emissions and 
traffic noise, so it is worth taking a deeper analysis that will support the smoother 
traffic processes in the vehicle groups. 
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5 The Relationship between the Dynamical 

Characteristics in the Area of Mechanics and the 
Traffic Parameters 

The IDM model investigates the longitudinal movement of vehicle groups in 
traffic, thus the essence of the analysis is a longitudinal dynamic traffic analysis. 

The parameters of the IDM basic system are traffic system parameters with 
uncertainties. Therefore, let us look at the following interpretation and 
appropriately transcription of the mathematical model that is useful for further 
analysis of dynamical properties and for exploring new relationships. 

In addition to the following model considerations, the applied model structure can 
be used to carry out an analysis of a suitable multi-mass dynamical model by 
using purely dynamics and vibrations concepts and deducting conclusions from 
these in respect to the original traffic system parameters. 
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The system of differential equations (6) contains dimensionless members on the 
left-hand side because the dimensions at the multipliers are reciprocal to each 
other. It follows from the above that the vector on the right-hand side is 
necessarily dimensionless. The numerical values of the solutions of the system of 
differential equations do not change if the following physical dimensions are 
applied to each element of the matrix and of the vectors: A-1 [kg]; V-1 f1 [N], S f2 
[N] and 1(t) [N]; x(t) [m]; (consequently: x(t) for the first derivative [m/s]; x(t) for 
the second derivative [m/s2]); The importance of this approach is that while the 
mathematical model is equivalent in the two cases, the physical interpretation is 
completely different. In the first case, we examine a traffic dynamics model and in 
the second case a mechanical dynamics one. However, such conclusions can be 
drawn based on the parameters of the second physical model, that cannot be drawn 
based on the first model. On that basis in the model (6) the mass matrix M , the 

non-linear attenuation vector (x(t)) and the non-linear spring force vector 

(x(t))  can be interpreted, which defines the classical nonlinear vehicle 

dynamics model (7). ( nxn n nM ; (x(t)) ; (x(t)) ;     ) 

M A ;  

1

1(x(t)) V f (x(t));
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   

2(x(t)) S f (x(t));   
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The elements of the diagonal matrix M take values of i
i

1
m ;(i 1, 2,..., n)

a
  . 

Mx(t) (x(t)) (x(t)) 1       (7) 

The special feature of the IDM system is that if the leading point takes constant v0 
speed, the movement of the members of the vehicle group (i=1, 2, ..., n) is 
asymptotically set to a stable state: 

ix (t) 0  

i ix (t) v const!   

i 1 i ix (t) x (t) s const!
     
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In formulas (8), iv  is the desired exact speed and is  is the desired exact distance 

for the ith vehicle, which parameters the drivers want to maintain based on the 
longitudinal dynamics of the vehicles. Since they make mistakes and can differ 
from these, the above is taken into account with the coefficients >0 and >0, 

thus si =  is and vi =  iv are considered to be the actual operating points. The 

setting of the coefficients is performed during validations, measurements, or using 
simulation results. Then we examine the movements around the operating point, 
because in this way system-specific parameters can be derived, which can be 
interpreted well from previous vehicle dynamics studies and important 
information can be obtained in the analysis of more complex IDM parameters. 

Let us study the attenuation factor ki, the spring rigidity coefficient Si and the mass 
mi of the ith element of the system linearized around the working point: 
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On the basis of (9), (10) and (11) we can introduce the eigenfrequency i and 

Lehr’s relative attenuation factor i  around the operating point, which are the 

following based on the original IDM model parameters: 
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(13) and (14) applies to the relative attenuation factor i based on the definition 
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Based on (13) and (14): 
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The above formula was determined based on the IDM model parameters. The 
value of can be approximated by simulation or measurement by applying the 
appropriate logarithmic decrement in a way that the attenuated oscillation process 
of the velocity function around the axis v=v0 is modelled with the 

function 2 t
ix (t) A cos( t) e     . In this case, we determine the 

amplitudes A1, A2, A3, ... Ak, according to local extremes t1,  t2, t3, ... tk. We also 
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consider the following arbitrary times i j 1 i j kt t (t t t t )   and apply the 
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i i

2 t 2 t
j j

A A cos( t ) e e
A A cos( t ) e e

   

   

  
 

  
 

   
 (16) 

i j j iln A ln A 2 (t t )       (17) 

i j

j i

ln A ln A

2 (t t )


 

 
 

   
   (18) 
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For practical calculations, the first 3-4 elements of the series t1,  t2, t3, ... tk can be 
used as a result of the rapid decrease in the amplitudes and the increase in the 
relative measurement error, therefore the amplitude of the highest value and the 
subsequent ones with acceptable measurement error can be taken into account. 

Based on the above, according to the acceleration parameter a, the eigenfrequency 
 = (a) and relative attenuation factor =(a) functions can be determined with a 
linearization method around the operating point. 

 
Figure 12 

 = (a) function calculated based on the IDM 
model-parameters 

 
Figure 13 

=(a) function calculated based on the IDM 
model-parameters 

 
Figure 14 

Validation of the relative attenuation function for different acceleration capabilities. The functions 1 = 
1 (a) and 2 = 2 (a) were determined based on the IDM model parameters and on the basis of the 

logarithmic decrement, respectively 
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Based on the above, for each vehicle, the relative attenuation factor  can be 
defined by a closed formula with the linearization of the nonlinear characteristics 
of the differential equation system around the operating point. At the same time, 
attenuation values can be measured in the dynamic vehicle system by examining 
the attenuating speed processes. Although the phenomenon is non-linear (the 
oscillation is anharmonic), based on our findings the above linearization can be 
validated surprisingly well using the logarithmic decrement method. The 
application of both methods together is very useful and important as it highlights 
the extent of the actual range to be taken into account in the linearization around 
the operating point, which means the determination of a related coefficient value. 
Lehr's relative attenuation factor  derived from measurement or simulation (the 
notation DL is commonly used in the literature) is located in a well-defined range 
(1<<1). This physical parameter characterizing the attenuation of the system 
checks the  value calculated by linearization during our process. The relative 
error values calculated for the relative attenuation factors  during the validation 
are shown in the table below for the functions seen in Figure 17. 

Table 1 

a [m/s2] 1 2 3 5 6 8 10 

Relative 
error [%] 

8.59 6.65 4.50 0.13 1.77 5.53 7.94 

6 The Variation of Relative Attenuation Factor  at 

Acceleration a=5 m/s2 and Fixed  =0.2 

It can be stated that in the case of a low relative attenuation factor (=0.16-0.18) 
the speed overshoot is high and instead of 20 m/s it can reach up to 30 m/s, 
therefore, significant braking is needed so that the speed drops close to 0-10 m/s. 
Thus, the setting of vehicle speeds is very hectic and the speed oscillation can last 
for 1-1.5 minutes. 

As the relative attenuation increases to =0.2, the value of the speed overshoot and 
the setting time of the tracking speed decreases, e.g. at =0.2 v=25, and the 
stability time is 1 min. At relative attenuation values =0.2-0.24 the speed 
overshoot further decreases and the speed functions become smooth and 
oscillation-free, but the stability time starts to increase. 
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Figure 15 

a=5 [m/s2] and =0.17 

 
Figure 16 

a=5 [m/s2] and =0.19 

 

Figure 17 

a=5 [m/s2] and =0.22 

 

Figure 18 

a=5 [m/s2] and =0.23 

7 Variation of  at Acceleration a=5 m/s2 and Fixed 

Relative Attenuation Factor =0.2 

It can be stated that in the case of low eigenfrequency range ( <0.17) the speed 
overshoot is high and instead of 20 m/s it can reach up to 29 m/s, therefore, 
significant braking is needed so that the speed drops close to 13-15 m/s. Thus, the 
setting of vehicle speeds is very hectic and the speed oscillation can last for 90 
seconds. As the eigenfrequency increases to =0.2, the value of the speed 



Acta Polytechnica Hungarica Vol. 16, No. 3, 2019 

 – 137 – 

overshoot and the setting time of the tracking speed decreases, e.g. at =0.2 v=25, 
and the stability time is below 1 min. At eigenfrequency values =0.2-0.24, 24 the 
speed overshoot further decreases (v=21) and the speed functions become smooth 
and oscillation-free, but the stability time starts to increase. 

 

 
Figure 19 

a=5 [m/s2] and  =0.17 

 

Figure 20 

a=5 [m/s2] and  =0.19 

 
Figure 21 

a=5 [m/s2] and  =0.22 

 

Figure 22 

a=5 [m/s2] and =0.24 

Tables 2 and 3 below show the calculated IDM parameters "s" and "v" 

related to  and , while the last column shows the amount of specific energy 

consumption pertinent to the movement of 1 kg mass of the vehicle. 
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Table 2 

At fixed a=5m/s2 and =0.2 rad/s values 

 s, dist. [m] v [m/s] Specific energy [Nm] 

0,16 10 31,25 689,31 
0,18 10 27,77 673,29 
0,20 10 25,00 666,71 
0,22 10 22,73 660,50 
0,23 10 21,74 656,37 

At optimal value =0.23 a decrease of 4.779% in the energy consumption of the 
vehicle group occurred until the stable speed had been reached compared to the 
one calculated with the initial value =0.16. 

Table 3 

At fixed a=5m/s2 and =0.2 values 

 [rad/d] s, dist. [m] v [m/s] Specific energy Nm] 

0,17 13,84 29,41 673,45 
0,18 12,35 27,78 670,08 
0,20 10,00 25,00 666,71 
0,22 8,26 22,73 662,98 
0,24 6,94 20,83 632,74 

At optimal value =0.24 a decrease of 6.045% in the energy consumption of the 
vehicle group occurred until the stable speed had been reached compared to the 
one calculated with the initial value =0.17. 

Conclusions 

The parameters of the IDM base-system are traffic system parameters that can 
cause uncertainties due to the specificity or the hectic nature of traffic processes. 
This research investigated the vehicle-dynamical properties of the IDM model by 
the suitably chosen interpretation and transcription of the mathematical model. In 
order to further analyse the dynamical properties, it has led to the exploration of 
newer relations. The chosen model structure and the considerations used are 
suitable for analysing the multi-mass dynamical model using purely dynamics and 
vibrations concepts. Based on this, one can obtain important information on the 
more complex IDM system parameter structure and optimization. 

The study takes into account the speed of the vehicle to be followed and 
determines the optimal maximum speed and the optimal distance for each of the 
specified acceleration capabilities. This affects both the rate of speed overshoot 
and the setting time of the stable speed state, as well as the optimization of the 
motion energy. All of these optimum properties have an impact on the other 
participants in the traffic, on the emissions and traffic noise. This facilitates 
smoother traffic processes in the vehicle groups and the automation of traffic-
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dependent optimum decisions by automatically adjusting optimal parameters in 
the case of autonomous vehicles [26, 27, 31]. 
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Abstract: Alphanumeric passwords are the first line of defense in security for most 

information systems. Morris and Thompson identified passwords as a weak point in an 

Information System’s security, 35 years ago. Their findings showed that 86% of the 

passwords were too short, contained lowercase letters only, digits only, were easily found 

in dictionaries and/or easily compromised. The objective of this paper is to perform a 

systematic literature review in the area of passwords and passwords security, in order to 

determine whether alphanumeric passwords are still weak, short and simple. The results 

show that only 42 out of 63 relevant studies propose a solid solution to deal with the 

identified problems with alphanumeric passwords, but only 17 have statistically verified it. 

We find that only 3 studies have a representative sample, which may indicate that the 

results of the majority of the studies cannot be generalized. We conclude that users and 

their alphanumeric passwords are still the “weakest link” in the “security chain”. Careless 

security behavior, involving password reuse, writing down and sharing passwords, along 

with an erroneous knowledge concerning what constitutes a secure password, are the main 

problems related to the issue of password security. 

Keywords: authentication; password security; password security problems; systematic 

literature review 

1 Introduction 

The rapid growth of the Internet technology and the widespread use of the World 
Wide Web (WWW) has changed the way people operate nowadays. The increased 
number of online services, online social networks (e.g. Facebook, Twitter, etc.) 
and other websites that have content that is tailored to the users’ interests, has 
increased the need for authentication mechanisms. Authentication is the core of 
today’s Web experience [1]. Online services, social networks and websites require 
an authentication so that users can create a profile, post messages and comments, 
and tailor the website’s content so it can match their interests. 
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In an information security sense, authentication is the process of verifying 
someone’s identity. Typically, authentication can be classified into three main 
categories: knowledge-based authentication - “what you know” (e.g., textual or 
graphical passwords), biometrics authentication - “what you are” (e.g., retina, 
iris, voice, and fingerprint scans), and token-based authentication - “what you 
have” (e.g., smart cards, mobile phones or other tokens). Lately, another 
alternative authentication method is becoming more available - the two-step 
verification. The problems with these alternative authentication methods are not 
related to the security itself, in fact, these methods also provide excellent security 
for the system. Instead, the weaknesses of these authentication methods are that 
they can be expensive (biometrics, smart cards), they must be carried around at all 
times when access to the system is required (smart cards, two-step verification), 
they are difficult to implement on a large scale, and they are not widely accepted 
by the users. Single Sign-On (SSO) is another method for authentication that is 
recently becoming more available, that provides access to many resources once 
the user is initially authenticated. However, a recent study [2] found that SSO 
solutions impose a cognitive burden on web users, and users have significant trust, 
security, and privacy concerns, which hinders the wide acceptance and usage of 
SSOs. 

We focus on the textual passwords and their security simply because the 
username-password combination used to be [3] [4] and still is the most widely 
used method for authentication [5]. Even though passwords suffer from a number 
of problems, they continue to be one of the most common control mechanisms to 
authenticate users in information systems, due to their simplicity and cost 
effectiveness. The problems related to textual passwords and password security 
are not new. Morris and Thompson [6] were first to identify textual passwords as a 
weak point in information system’s security. More than three decades ago, they 
conducted experiments about typical users’ habits about how they choose their 
passwords. They reported that many UNIX-users have chosen passwords that 
were very weak: short, contained only lower-case letters or digits, or appeared in 
various dictionaries. Zviran and Haga [7] had similar findings in their study 
conducted 20 years later. They came to the conclusion that users are one of the 
biggest threat to information system’s security. In their study, almost half of the 
users created passwords composed of five or fewer characters, 80% had only 
alphanumeric characters, and 80% never changed their password. 

The objective of this paper is to perform a systematic literature review of studies 
related to textual passwords and textual passwords security. There are three 
reasons for conducting the review in this specific field. The first reason is to 
identify any problems that may arise in creating or managing textual passwords. 
The second reason is to assess the current situation of passwords with respect to 
password strength, password management and password memorability. Finally, 
the third reason is to find out whether the users are still considered the “the 
weakest link?” in information security. 
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The paper is based on our previous work [8] where we presented the preliminary 
results of our systematic literature review. We extend our preliminary work by 
including additional papers that were published in the period from 2014 to 2018. 
We improve our systematic literature review in a more detailed and strict manner. 
We also perform quality assessment for the relevant studies and categorize the 
data extracted from the studies in order to answers our research questions more 
effectively. 

2 The Review Methodology 

A systematic literature review (SLR) is “a means of identifying, evaluating and 
interpreting all available research relevant to a particular research question, or 
topic area, or phenomenon of interest.” [9]. Most research studies begin with the 
process of literature review. The extent and the properties of the review are not 
necessarily fully consistent with the research methodology of systematic literature 
review. If a literature review is not conducted in a thorough and proper way, its 
scientific value is low. To this end, we need a systematic literature review carried 
out in accordance with a pre-defined search strategy. When performing our 
systematic literature review, we took in consideration the guidelines by 
Kitchenham and Charters [9] for performing SLR in software engineering. These 
guidelines propose carrying out the systematic literature review in the form of 
three major phases: planning the systematic literature review, conducting the 

review and reporting the review (presenting the results). The tasks performed in 
each phase are described in more detail in the following subsections. 

2.1 Planning The Systematic Literature Review 

A review protocol should be defined prior to conducting the systematic literature 
review in order to reduce the researcher’s bias [9]. The protocol prescribes pre-
review activities and, in our case, includes defining the research questions, 
defining the search strategy, defining the study selection procedure, defining the 

quality assessment checklist and data extraction strategies. 

2.1.1 Research Questions 

We used a modified version of the Population, Intervention, Comparison, 
Outcomes, Context (PICOC) [9] [10] structure, in order to construct well-
formulated research questions. This structure contains the attributes that can help 
us define the research questions. The population is represented by textual 
passwords, while the intervention is represented by different approaches (methods, 
strategies or techniques) used for creating and managing textual passwords. The 
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attribute comparison is not applicable, because we do not compare textual 
passwords with other types of passwords, since our subject of interest are strictly 
textual passwords. The outcome refers to the problems that may arise when 
creating and using (or managing) textual passwords. The context are the user-
selected textual passwords and the relationship between the users and their textual 
passwords. 

Considering the above structure, we formulate the following research questions: 

 RQ1: What are the major problems with creating and managing textual 
passwords? 

 RQ2: What is the current situation of textual passwords with respect to 
the password strength, password management and password 
memorability? 

 RQ3: What is the relationship between users and textual passwords? 

– RQ3.1: Are the users still “the weakest link”? 

We defined the RQ1 to get a better view if the past, and already known problems 
related to creating and managing textual passwords, still exist today. Please note 
that the term “managing” is referred to the way users use and store their 
passwords, and manage the aspects surrounding it (e.g. how often do they change 
it, do they reuse the password on several other services and accounts etc.). 

In addition, we are interested in the current situation of textual passwords with 
respect to the password length, password management and password 
memorability. This issue is covered by RQ2 and helps us assess the current 
situation of textual passwords so we can make a comparison with earlier findings 
in this area. 

Furthermore, RQ3 helps us assess the current relationship between the users and 
their textual passwords. Users were already identified earlier as “the weakest link” 
because they used very week passwords (short, contained only lower-case letters 
or digits, or appeared in a dictionary). Confirming that this statement still holds, 
combined with the answers to the RQ2, can help us outline directions for future 
research that can be used in aiding the users when selecting and managing their 
textual passwords. 

2.1.2 Search Strategy 

The important phases of our literature search strategy are: initial search and 
reference search. The initial search was performed over digital libraries. When 
selecting the digital libraries, we followed the recommendations in [9]. We also 
took into account our knowledge and practical experience, and the fact that we do 
not have access to all digital databases. We carried out the search through the 
following databases: IEEEXplore, ScienceDirect, SpringerLink and ACM Digital 
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Library. The Google Scholar database was also considered, but was not included. 
Later in the paper we will explain the reasons for not including this database. We 
used these databases since they provide for many of the leading publications in the 
Computer Science field. Furthermore, these databases allow searching by 
keywords. We restricted the initial search to articles in journals, conference papers 
and books/book chapters written in English that were peer-reviewed and published 
since 1979, i.e., the year when the first article in the area of password security was 
published. We conducted this search in 2018. Therefore, this systematic literature 
review includes studies that were published before and including 2018. 

We composed a search string for searching through the digital databases. The 
search string contains major search terms from our research questions connected 
by using Boolean OR: 

 (“password security” OR “password strength” OR “password memorability” 
OR “password cracking” OR “password management”). 

During the search of the digital databases it was necessary to slightly modify the 
search string and to modify it in such a way so it could fit the syntax requirements 
and capability of the search engine of each digital database used. 

After the completion of the initial search, we performed a reference search by 
reviewing the reference lists of studies found in the previous step in order to 
identify additional studies that are relevant to our review. 

2.1.3 Study Selection Procedure 

We performed the search by using the search string and the search result was a set 
of documents in which the search string appears partially or entirely. We excluded 
irrelevant studies and publications, and select those that are relevant to our study 
and may very likely provide answers to our research questions. We systematically 
selected the relevant studies by applying the following steps: 

1. We examined the paper titles and excluded the papers and publications 
that were clearly irrelevant to our search focus. 

2. We examined the abstracts and keywords in the remaining studies to 
select relevant studies. 

3. For filtering the remaining studies, we used inclusion and exclusion 
criteria given in Table 1. To carry out the selection in an objective 
manner and to reduce the likelihood of bias, we defined the inclusion and 
exclusion criteria during the definition phase of the review protocol (with 
a possibility of later adjustments during the search). 

The titles and abstracts of the documents do not always provide clear information 
whether the document meets the specified criteria. If this was the case, we took a 
further step and read the whole document to determine whether the it meets the 
inclusion and exclusion criteria, which is presented in Table 1. 
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Table 1 

Inclusion and Exclusion Criteria 

Inclusion criteria Exclusion criteria 

1. Studies that focus mainly on textual 
passwords 

1. Studies that focus on graphical 
passwords or any other type of user authen-
tication (biometrics, tokens or smart cards, 
etc.) 

2. Studies that focus on password security 2. Studies that deal with computer security 
or cryptography in general 

3. Studies that present method(s) for 
password creation 

3. Studies that are not peer-reviewed 

4. Studies that deal with issues or problems 
with password use, password management 
or password memorability 

 

2.1.4 Quality Assessment Checklist 

The quality assessment is a means of weighting the importance of the relevant 
studies and relates to the extent to which the study minimizes bias [9]. We 
evaluated the quality of the selected relevant studies and we based our quality 
assessment on a quality instrument which is a checklist that needs to be evaluated 
for each relevant study. Our quality assessment checklist comprises of three main 
questions, each of which directly corresponds to one of our main research 
questions. The questions are answered with ’Yes’, ’No’ or ’Partially’ to which 
values ’1’, ’0’ or ’0.5’ are assigned, respectively. Each of the quality assessment 
questions also contains additional sub-questions. The scores for the sub-questions 
are divided so that the overall score of each question would range between ’1’ 
(very good) and ’0’ (very poor). For example, the first question has four sub-
questions, which can be answered with ’Yes’, ’No’ or ’Partially’ for which values 
’0.25’, ’0’ or ’0.125’ are associated, respectively. The three quality assessment 
questions are: 

1. Does the study address any problem related to creating or managing 
textual passwords? 

a. Is it clear what problem is identified? 

b. Is the problem clearly defined? 

c. Is there a solution proposed for solving the identified problem? 

d. Is the proposed solution experimentally or statistically verified? 

2. Is the approach towards acquired data for password strength, password 
management or password memorability sound? 

a. Is the data retrieved through a questionnaire? 

b. Is the sample size known? 
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c. Is the sample representative? 

d. Is the data retrieved through an experiment? 

e. Is the experiment set in a realistic setting using real data? 

3. Does the study address the issue of users being “the weakest link”? 

a. Is the approach that addresses the issue well-defined? 

b. Is there a proposed solution for improving the relationship 
between users and their textual passwords? 

The academic studies about password security and usability can be divided into 
two major categories: studies of real world passwords (e.g. leaked/cracked 
password lists like the RockYou or MySpace password databases) and user studies 
[11]. Furthermore, the most common choices for a user study are online study (in 

a form of an online survey) and laboratory studies [11]. When it comes to such 
password studies an important issue is the ecological validity. Ecological validity 
refers to whether or not the findings of a research study are able to be generalized 
from observed behavior in the laboratory to real-life settings [12] i.e. do the 
participants of the study behave the way users would in real life. Ecological 
validity is very important in user studies, since it is believed that the description of 
the study can influence user behavior from the beginning of the study. The authors 
in [11] explored the impact user study setups actually have on the ecological 
validity of these studies. They came to a conclusion that participants are biased 
and their behavior changes due to the fact that they are participating in a password 
study. 

The terms “experiment”, “realistic setting”, and “real data” are closely related to 
the context of ecological validity. In our case, the term “experiment” can be 
defined as a laboratory study where users are not in their natural environment or 
an analysis done over leaked password lists. The term “realistic setting” can be 
defined as an environment where users are not aware that they are being studied 
(e.g. at home, at work etc.). The last term “real data” represents real world 
passwords that users are using in their everyday life. 

An experiment about users’ passwords, conducted over real world passwords (real 
data) or in an environment where users are not aware that they are being studied 
(realistic setting), can significantly reduce the potential bias. Furthermore, a 
combination of an experiment conducted in a realistic setting, using real password 
data, with a survey can additionally increase the value and the quality score of the 
study. 

2.1.5 Data Extraction Strategy 

In addition to the quality assessment check list, we need to extract relevant 
information from the selected studies for answering the research questions. To that 
end, and also to make sure that the task is performed in an accurate and consistent 
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manner, we used a data extraction form based on the research questions. Again, in 
order to prevent bias, it is important that this form is defined during the definition 
phase of the review protocol. Table 2 shows the data extraction form used for 
retrieving relevant data from the selected studies. 

Table 2 

The Data Extraction Form 

Data Item Description 

Basic information about the study 

   Title The title of the study 
   Author(s) The author(s) of the study 
   Venue Venue where the study is published 
   Type Type of the article (journal/conference/book section) 
   Year Year of publication 
Analysis of the abstract 

   Problem The problem statement in the abstract 
   Idea The idea of the paper described in the abstract 
Research data 

   Domain The domain of textual passwords 
   Research methodology The research methodology used for retrieving the results 

(experiment, questionnaire or both) 
   Sample The type and the size of the sample (if there is one) 
   Realistic setting Is the survey or the experiment conducted in a realistic setting 

using real data? 
   Identified problems Identified problems related to password use, password 

management or password memorability 
   Proposed solutions Proposed solution for the identified problems 
Interpretation of results 

   Conclusions Conclusions and findings from the research 
   Main results Main results of the research 
   Future work Future work stated in the study 

2.2 Conducting The Review 

2.2.1 Initial and Reference Search Results 

Table 3 lists the results from the initial (keyword based) search. The first column 
represents the electronic databases. The second column shows the number of 
studies found in each database, while the number of studies that have already 
occurred in another digital database is presented in the third column. The last 
column shows the total number of relevant studies (excluding the duplicates). The 
search resulted in relevant studies published in journals, conference proceedings 
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or book titles. When selecting the relevant studies, we used the predetermined and 
detailed inclusion/exclusion criteria, presented in subsection 2.1.3 Study 
Selection Procedure. The study selection in the initial search, in our case, was 
performed by one of the co-authors. After selecting the relevant studies from the 
initial search, the co-author consulted and discussed included and excluded papers 
with the other co-authors. We acknowledge that there is still a possibility of 
researcher bias in the process of study selection. 

Table 3 

Summary of Found and Selected Studies 

Electronic database Found studies Duplicates Relevant studies 

IEEEXplore 192 

20 

27 
ScienceDirect 88 9 
SpringerLink 1676 17 
ACM Digital Library 144 29 
Total 2100 20 82 

The initial search found a total of 2,100 candidate studies. We first examined all 
2,100 studies by reading the paper titles and removed studies that were unrelated 
to our research focus. The next step included reviewing the abstract of each 
remaining paper to exclude additional studies that are not relevant to our research. 
In some situations, the abstract did not provide enough information to determine 
whether a study is relevant to our research. In this case, we reviewed the 
introduction and the conclusions of the article, as well. Next, we examined the 
content of the remaining studies by reading the whole documents, and filtered 
them by applying the inclusion and exclusion criteria. After applying these three 
steps, 101 studies remained. As we were searching through different search 
engines, we encountered some duplicates, i.e., studies that already appeared in 
more than one digital database. In this sense, 20 studies were excluded because 
they were duplicates. In the end, we have 82 relevant studies from the search into 
4 electronic databases. Table 3 shows that the ACM Digital Library contributed 
the largest number of relevant studies (35.36%), while ScienceDirect contributed 
the smallest number of relevant studies (11.11%). Figure 1 shows the distribution 
of published relevant studies per year. 

We identified the relevant studies that provide the needed information for 
answering our research questions through a keyword based search in four digital 
databases. When using keyword based search, there is a potential risk of 
incomplete identification of relevant studies. There is a possibility that there are 
some relevant studies that do not explicitly mention the keywords that we use. 
Hence, there is always a risk that we might have missed some relevant studies 
during the initial search. When performing the initial search for relevant studies, 
we did not include the Google Scholar digital library because of a few reasons. 
The first reason is that Google Scholar only supports keyword search by title and 
full text and does not support keyword search within paper keywords and abstract. 
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Figure 1 

Distribution of relevant studies published per year 

The second reason is that this increases the number of hits and complicates the 
selection of relevant papers. The third reason for not including this digital library 
is that we performed a test search by using our search string, and while reviewing 
the first 10 pages (according to a study made in 2013 the first 10 pages in Google 
search results are the most significant and the most visited [13]), we came to a 
conclusion that they were containing articles that we have already found in other 
digital libraries, that we have included in our study. We found no additional 
relevant papers with this search. 

In addition, the search of the references of the primary studies found 8 additional 
articles that were not found by the initial search of the electronic databases. Thus, 
we used a total of 90 articles as relevant studies for our systematic literature 
review. 

2.2.2 Quality Assessment 

We performed quality assessment on the relevant studies based on three quality 
assessment questions presented in subsection 2.1.4. Due to the insufficient or 
unclear data in some of the papers (e.g., unknown sample size, unclear procedure 
for performing the study, unclear whether real data are used when performing the 
experiment or whether the experiment is set in a realistic setting, etc.), there is a 
slight possibility of bias when answering these quality assessment questions. This 
bias can later affect the data extracted from the relevant studies. In order to reduce 
the likelihood of bias, when fulfilling the quality assessment checklist and 
assessing the relevant studies, and to provide better quality assessment results, the 
quality assessment task was performed by two independent evaluators. The results 
were statistically compared in order to find out if there is an inter-ratter agreement 
between the two evaluators. We can achieve this if we compare the scores of the 
two evaluators using the Kappa coefficient, so we can find out if there is any inter-
ratter agreement. Kappa coefficient measures inter-ratter agreement for qualitative 
(categorical) items and takes into account the agreement occurring by chance. 
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Since there were only two evaluators/ratters per subject we used the Cohen’s 
kappa instead of Fleiss’ kappa, which is used in case there are more than two 
evaluators/ratters [14] [15]. 

Each evaluator assessed each of the 90 relevant papers by answering the quality 
assessment questions. This resulted in two sets of scores, which come from the 
same pool of relevant studies. The two evaluators/ratters were independent (i.e., 
one ratter’s judgement did not affect the other ratter’s judgement) and physically 
apart from each other. With these precautions we removed the potential for bias 
from the quality assessment evaluation as much as possible. 

The statistical comparison of the quality assessment scores of the two reviewers 
gives us the following Kappa Coefficients: k = 0.806 (p < 0.0005), k = 0.844 (p < 
0.0005), and k = 0.796 (p < 0.0005) for each quality assessment question pair 
respectively. These coefficients show that there is excellent agreement beyond 
chance [15]. Furthermore, since p <= 0.000 (or p < 0.0005), our kappa (k) 
coefficient is statistically significantly different from zero. 

The further classification of the relevant studies will follow the organization of the 
quality assessment. It is important to note that we only used the average quality 
assessment scores to organize the relevant studies, which are suitable for 
answering each research question, into tabular form so as to provide concrete and 
concise answers to our research questions. Our intention is not to objectively 
assess the quality of the studies, or in any other way to criticize any of the studies, 
since that is not the purpose of this research. 

3 Results 

In this section, we provide answers to our research questions, defined in Section 
2.1.1. We took a comprehensive analysis of the relevant papers to extract the 
necessary data from the selected relevant studies. The data extracted and used to 
answer each research question is organized in a tabular form. Only the studies that 
are associated with a score higher than ’0’ (quality score ’0’ means that the study 
is not relevant for answering the corresponding research question) for the 
corresponding quality assessment question are taken into account. The studies are 
sorted by multiple criteria: a descending order with respect to their average quality 
score and an ascending order with respect to the year that the study was published. 
For every research question, we present a summary of the results and a discussion. 
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3.1 RQ1: What are the major problems with creating and 

managing textual passwords? 

In order to answer this research question, we analyzed the relevant studies 
regarding the identified problems and proposed solutions for those problems. 27 
relevant studies have a quality score of ’0.5’ or lower. Such studies are further not 
taken into account, since provide an incomplete answer to this research question 
because the addressed problems are either not clearly defined in the study or there 
is no proposed solution. 

We analyzed the relevant studies to identify the most common problems and most 
common proposed solutions related to creating and managing textual passwords. 
We identified 11 different categories of problems related to creating and managing 
textual passwords: Human limitations, Multiple passwords, Weak passwords, 

Password reuse, Information overload, Password writing down, Users lack 

security knowledge, Strong password policies, Password sharing, Poor password 

management, Outdated password strength metrics. The studies that 1.) do not 
belong to any of these 11 categories, or 2.) neither identify a common problem nor 
specify a solution, are classified under the category Other. Due to the nature and 
the interrelationship of the problems related to creating and managing textual 
passwords, some problems were address by multiple studies.  

Figure 3 shows the number of studies for each identified category of the most 
common problems. 

 

Figure 2 

Identified categories of most common problems 

We found that almost all (86 out of 90) relevant studies address a problem related 
to creating or managing textual passwords. The most common problems are 
related to password reuse and are addressed by 12 out of 63. Reusing the same 
password for more than one account can cause serious damage and can 
compromise other accounts in the system. Enforcement of strong password 

policies is the second most common problem and is addressed by 9 out of 63 
studies. The problems related to users having multiple passwords to maintain are 
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addressed by 8 out of 63 studies. Further down the list are the problems related to 
users choosing weak passwords (7 out of 63 studies), human limitations (7 out of 
63 studies), users writing their passwords down (6 out of 63 studies), poor 

password management (4 out of 63), password sharing (3 out of 63 studies) and 
outdated password strength metrics (3 out of 63), the problems related to users 

lacking security knowledge (3 out of 63 studies) and the information overload (1 
out of 63 studies) as a reason for users having problems to remember and manage 
all their passwords. 

After identifying the most common problems related to creating and managing 
textual passwords, we went further analyzing whether those studies have proposed 
some solution for coping with the identified problems. The evidence from these 
relevant studies helped us identify the most common solutions proposed by the 
reviewed studies, for creating and managing textual passwords. By the studies we 
identified 13 different categories of proposed solutions related to creating and 
managing textual passwords: Mnemonic passwords, Password meter / password 

rule presentation, Cognitive passwords, Proactive password checker, A “user-

centered” approach, Password policy, Persuasive technology, Information 
security training, Associative passwords, Password manager, New password 

strength metrics, New password security scheme, Recommendations. The studies 
that do not belong to any of these 13 categories are classified under the category 
Other. Figure 3 shows the number of studies for each category of most commonly 
proposed solutions. 

 

Figure 3 

Identified categories of most common solutions 

We found that 42 out of 63 relevant studies propose a solid solution for an 
identified problem related to creating or managing textual passwords. The most 
common solutions are a new password security scheme (addressed by 6 out of 63 
studies). A “user-centered” approach (addressed by 5 out of 63 studies) and 
password policies (5 out of 63 studies) are the second most common proposed 
solutions. Following are information security training (5 out of 63), and new 

password strength metrics (4 out of 63) as an approach for encouraging users to 
choose stronger passwords. Further down the list are password meter or other 
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presentation styles (addressed by 3 out of 63 studies), proactive password checker 
(3 out of 63), and persuasive technology (3 out of 63) also proposed as solutions 
for encouraging users to choose stronger passwords, mnemonic passwords 
(addressed by 2 out of 63 studies), password manager (2 out of 63), and finally 
cognitive passwords (1 out of 63), and associative passwords (1 out of 63). Only 
17 of these studies have statistically or experimentally verified their proposed 
solutions. 22 studies propose a set of (unverified) recommendations, while 26 out 
of 90 propose neither a solution nor a recommendation. 

3.1.1 Discussion on Research Question 1 

Morris and Thompson [6] are the first authors that addressed the issue of password 
security in 1979. The goal of their experiments was to determine typical users’ 
habits related to choosing passwords. They found that users very often choose 
short and simple passwords that are constructed from a restricted character set 
(e.g., alphanumeric password with all lower-case letters) and can be found in 
dictionaries. To increase the difficulty of password cracking and to prevent the 
fast, simple attacks it is important that systems implement certain password 
policies that will require the passwords to contain a certain amount of entropy 
[16]. 

Unfortunately, users do not always comply with password policies. Basically, 
human limitations are one of the most common problems related to information 
security, that is still addressed today [17]. Research has proven that despite the 
recommendations by information system professionals and their efforts to educate 
users about secure password policies, users still tend to choose weak passwords 
that are easy to remember. Very often these passwords are based on user’s 
personal data, or a combination of meaningful details [7]. These problems can be 
related to users’ lack of security motivation and understanding of password 
policies. In our previous work [18] we performed a questionnaire where we tried 
to motivate and educate users about frequent password change. We analyzed the 
effect of password security training on user’s practices regarding password 
creation, frequent password changes and their consciousness about security and 
the importance of creating strong and hard-to-guess passwords. We found that 
educating users about password security and assisting them with creating secure 
passwords can raise the security consciousness of system users and can help 
achieve greater security. Unfortunately, in order to provide better password 
security, some security systems incorporate stricter password policies that are 
forcing users to create stronger passwords with higher amount of entropy. Entropy 
is a two-edged sword, since higher entropy increases the difficulty of the user to 
memorize a password [19]. One should be careful with creating a password 
policy. One “side-effect” of strong password policies is that users tend to 
circumvent password restrictions for the sake of convenience [20]. Another “side-
effect” of strong password policies noted in the literature is users writing down 
their passwords [21] [22]. Furthermore, due to the increased number of online 



Acta Polytechnica Hungarica Vol. 16, No. 3, 2019 

 – 157 – 

services requiring password based authentication, the number of different 
passwords for different accounts that one user has to maintain is increasing [23]. 
We expect users to follow common recommendations that say different passwords 
should be used for every account in order to prevent their other accounts and the 
accounts of other users in the system to be compromised [24]. Such 
recommendations are not in line with the issues related to human limitations that 
we mentioned earlier. This results in the users having many different accounts to 
maintain and many different passwords to remember, and tend to reuse their 
passwords. 

One of the most common vulnerability related to password security is the 
password reuse (using the same password or a very similar one for multiple 
accounts or secure items) [21] [25]. In a system where one password is used for 
authentication for more than one different accounts, password reuse can cause 
serious damage, if the password is successfully cracked for a single (not-so-
important) account. Information may be revealed that can aid the hackers in 
infiltrating into other accounts (including the ones that are far more secure that the 
first one) [24]. 

Since there is 35 years of research in this area, we were expecting that a proper 
and useful solution for solving the trade-off between memorability and security 
would have already been found. The above results give evidence that this is not 
the case. Contrary to our expectations, we find that only about half (42 out of 90) 
of the relevant studies propose a solid solution for better coping with the identified 
problems with textual passwords. Most of the relevant studies propose 
recommendations for better password creation and password management. We 
summarize the most common recommendations to the following: 

- A secure password should not appear in dictionaries, should not be too 
short and should not contain personal data 

- The use of special characters is strongly advised in order to increase the 
password security 

- Some of the studies recommend a strategy which consists of creating 
different passwords suitable for different accounts regarding their level of 
security (e.g. simpler passwords should be used for accounts that contain 
less important information) 

- Associative passwords (i.e. passwords based on associations) combined 
with guidelines for categorized passwords can ease the construction of 
strong and easy-to-remember passwords 

- The use of enterprise single sign-on is advised as a coping mechanism 
with password overload and eliminates the need for users to remember 
multiple passwords 
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Overall, this is a very low number of proposed solutions, given the fact that these 
problems have been known for some time now. Furthermore, in the next section 
we present that only a small number of these studies have verified their solutions. 
Despite all these solutions and recommendations, there is no common solution 
proposed or verified by the academic world, and businesses are far from a 
standardized solution. 

3.2 RQ2: What is the current situation of textual passwords 

with respect to password strength, password management 

and password memorability? 

We searched for attributes in our relevant studies that can help us assess the 
current situation of textual passwords with respect to their strength, management 
and memorability. We were interested in what type of research methodology is 
used (e.g., questionnaire, experiment), whether a realistic setting and real data are 
used and whether the sample is representative or not. 

We found that 70 out of 90 studies are relevant for answering our second research 
question. For this analysis we took into account all of the studies that had a 
research methodology. We only excluded the studies with score of ‘0’. By 
examining the relevant studies found that half of the studies (35 out of 70, or 50%) 
are neither conducted in a realistic setting nor use real data (real textual passwords 
that users use in their daily life). 

By analyzing the relevant studies, we identified 2 research methodologies that are 
used. All 70 studies have retrieved the data either through a survey 
(questionnaire), an experiment or a combination of a questionnaire and an 
experiment. A questionnaire as a research methodology was a choice for 23 out of 
70 (32.86%) studies, while an experiment was used in 30 out of 70 (42.86%) 
studies. Both research methodologies were used in 17 studies. A surprising fact is 
that only 3 out of 70 studies have a representative sample (as claimed by authors). 

3.2.1 Discussion on Research Question 2 

The findings presented in the previous subsection may indicate that the data 
related to textual passwords, collected by these studies, may not be accurate or 
may not reflect the reality. Conducting laboratory experiments and surveys in 
which participants are aware that they are being monitored, may lead to biased, 
less accurate or fake data. For example, participants may create fake passwords in 
order to protect their real ones or to quickly conclude the survey; or create 
stronger passwords if they are expecting additional effort. The fact that all 70 
studies have retrieved the data either through a questionnaire, an experiment or a 
combination of both, but only 3 out of 70 studies have a representative sample, 
may indicate that the retrieved results are neither statistically significant, nor 
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represent the population, or both. This is very important, since this increases the 
standard error and we cannot conclude whether the results are reliable or can be 
generalized. By analyzing the relevant studies for this research question we 
noticed that users are becoming more aware about the threats related to password 
security and the importance of creating passwords that are strong and hard-to-
guess [26]. Also, passwords became more secure over time regarding password 
length. The average password length has increased to slightly less than 7-8 
characters [25] [27]. Despite that, almost nothing has changed regarding password 
composition and password management. User-selected passwords are still weak 
(composed only of lower-case letters, upper-case letters or numbers), users still 
tend to write their passwords down, so they can easily remember them, still tend 
to share their passwords with their friends, and they also rarely change their 
passwords [28] [29]. 

Because of the ease with which random passwords are recoverable offline, we can 
expect that, in the future, the security of any information system that is based on 
passwords will be related to the availability of the material for passwords 
disclosure and not on how random and strong passwords are [30]. Therefore, 
stronger passwords may not be always the right solution, as long as the security 
mechanisms and protocols are well designed (e.g., freezing the account for a time 
if the wrong password is entered for a certain number of times) [31]. This can be 
more useful for smaller institutions with hundreds of users where more complex 
security protocols can be easily applied. Users can also be encouraged to design 
strong passwords using elements associated with a given service together with a 
personal factor [32]. We discussed in subsection 3.1.1 that the growth of Web-
based services will bring additional challenges for the users, since they will have 
to memorize even more passwords in the future. This can develop the need for 
some other usable alternatives to textual passwords in the future [27]. On the other 
hand, as discussed in subsection 3.1.1, it is very important to prevent users from 
entering weak passwords into the system, since this can lead to compromising 
other users’ accounts. In order to reach that goal a certain number of new 
password strength metrics and password meters have been developed [33]–[36] 
[37]. Nevertheless, due to the widespread use of the World Wide Web and the 
increased number of Web accounts that a user has to maintain, it is debatable 
whether these solutions can help users to cope with the large number of accounts 
and passwords. 

3.3 RQ3: What is the relationship between users and their 

textual passwords? (Are the users still “the weakest link”?) 

The issue of users being the weakest link in password security is addressed by 13 
out of 90 studies. By analyzing the 13 relevant studies we came to a conclusion 
that the user behavior is a common issue in the security of information systems. 
User are often treated by the security departments as a security risk that needs to 
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be controlled, consequently creating security mechanisms whose usability is rarely 
investigated [38] [39]. From what has been presented and discussed so far we can 
argue that users usually are not aware about the security threats and their 
importance in the security of any information system. The lack of communication 
between users and organizations (or their security departments) is still present and 
often leads to the development of useless security mechanisms because they are 
badly matched to users’ capabilities and their tasks [38] [39]. Therefore, if we 
want more usable security mechanisms for the users, then maybe we should use a 
“user-centric” approach for designing “usable security” (i.e., human factors should 
be given priority over technological factors) [40] [41]. Some preliminary studies 
even imply that “nudges” using multiple psychological effects could serve as 
important design cues towards making users to perform the intended behavior 
more easily [17]. On the other hand, Vidyaraman et al. [42] claim that users are 
nonetheless the enemies of the system and different security policies should be 
tailored for different types of users. They divide the users to ignorant and non-

compliant users. They argue that the solution to cope with ignorant users is to 
educate them about security mechanisms, and the solution to cope with non-
compliant users is to persuade them to follow the security best practices. Users 
and their textual passwords will continue to be “the weakest link” in any password 
system. Security departments should consider implementing a “user-centered” 
design in order to motivate the users to behave in a secure manner [20] [38]. Users 
have to be treated as partners in the endeavor to secure organization’s systems, not 
as the enemy within. 

Conclusions 

This paper presents the results of a systematic review of 90 relevant studies in the 
area of password use and password security. To the best to our knowledge, this is 
the first systematic literature review about password security problems. We 
identified the most common problems related to creating and managing textual 
passwords. We also outlined the various solutions proposed and used over the 
years. Because passwords continue to be one of the most common authentication 
mechanisms, we expected to find a considerably high number of relevant studies 
in the area of password use and password security. Contrary to what we expected, 
we found only 90 relevant studies, out of 2201 potential search results. Almost all 
of them (86), address a problem regarding to creating or managing textual 
passwords, but only 42 propose a solution for coping with the identified problems, 
which is a very low number of proposed solutions, given the fact that these 
problems have been known for almost 35 years. Furthermore, only 17 studies have 
statistically verified their solutions and used real data in their surveys or 
experiments, which may raise a suspicion that the retrieved data in the remaining 
studies is biased or may not reflect the reality. Finally, the most important finding 
is that only 3 studies have a representative sample, which may indicate that the 
results of the majority of the studies are not statistically significant and cannot be 
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generalized to the population. In other words, only the results of 3 studies can be 
regarded as scientifically acceptable. 

Overall, our results demonstrate that not much has changed in password 
management in almost 35 years. For example, an average user has 6.5 passwords 
(each of which is shared across 3.9 different websites), resulting in users, to very 
often, write them down, so they can easily remember them [43]. Lax security 
behavior involving password reuse, writing down and sharing passwords still 
exists, along with a lack of, or erroneous knowledge, about what constitutes a 
secure password. The main weakness in any password system is the end user, 
because they often choose weak and easily guessed passwords: dictionary words, 
names, birthdates, etc., only because they are easy to remember. Users’ awareness 
about the consequences of their password choice is not at a high level and a 
common solution regarding to password problems has not been proposed. 

In order to solve many password-related problems, much more research into the 
matter should be conducted. One way to increase password strength and decrease 
password “guessability” is devising future security policies, guidelines and 
education, in such a way, that will take into account human capabilities and 
strategies for dealing with password overload. A password manager could be used 
as a way of dealing with password overload. It could greatly reduce the need to 
remember or write down a password. The problem with common password 
managers is that they have a number of critical vulnerabilities (e.g. authorization 
vulnerabilities, user interface vulnerabilities, Web vulnerabilities etc.) [44]. They 
are also a single point of failure of the system, which is not quite recommended 
for achieving better security. Another way is to restrict the passwords that are 
entered in the system, by using a password checker, that filters out weak and 
easily guessed passwords. Most of the password checkers that we encountered 
during our systematic literature review, basically check for password length, 
perform a brute force or a dictionary check of the password, or entropy based 
checking for presence of non-alphabetic and upper-case characters [45] [46]. 
Lately, new ways of checking password strength are incorporated into password 
meters or password checkers [34] [35], that also check the probability of a given 
password to be chosen by the user. This means that meaningless but 
pronounceable passwords (which are easier to remember) should take precedence, 
thus, sacrificing some strength for usability. Understandably, such password 
checkers should be supported by an appropriate password policy. 

We have noted that stricter password policies can pose an additional burden to the 
users. There is a possibility that this kind of thorough and prudent proactive 
password checker that forces users to choose complex passwords, can add some 
additional difficulty for users, when selecting their passwords. Hence, our future 
research will focus on creating flexible password policies tailored specifically for 
certain types of users, following the recommendations from [22]. Furthermore, we 
want to combine flexible password policies with a proactive password checker, 
based on Markov models. Such a password checker could check the probability of 
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a given password to be chosen by the user. This approach could help users create 
strong and easy-to-remember passwords. 
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Abstract: Face recognition and motion detection are described in the context of the 

construction of a system of intelligent solutions, for use in the home, that can be used as a 

single free standing functional unit or as an element of a bigger system, connected to the 

Internet of Things. To create a complex system, a micro PC, Raspberry Pi 3, was used 

together with an application capable of recognizing faces and detecting motion. The 

outputs are saved into cloud storage, for further processing or archiving. The monitoring 

system, as designed, can be used autonomously; with the use of a battery and a solar panel, 

it is possible to place it anywhere. Furthermore, it could be used in various fields, such as 

health care, for the real-time monitoring of patients, or in the tracking of the spatial 

activity of people and/or animals. Thus, the system created, may be regarded as a part of 

the IoT. 

Keywords: Computer Vision; Raspberry Pi; Face detection; OpenCV; Motion detection 

1 Introduction 

Technological progress has made possible the development of methods of 
communication between people and objects, facilitating information flow in terms 
of both speed and security. The Internet of Things (IoT) uses this kind of progress 
and integration of new elements. As a part of information systems, remote access 
and various system controls, are enabled. 

In accordance with the prevailing philosophy of ever-present communication, 
including machine to machine communication, the IoT may be defined as a set of 
technologies designed to allow the connection of heterogeneous objects through 
various networks and methods of communication. The main objective is to 
position intelligent devices in different locations to capture, store and manage 
information, making it is accessible, to anyone anywhere in the world [1]. 
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The phrase “Internet of Things” was first used by Kevin Ashton, the founder of 
the Auto-ID Center in 1999. Although there is no standard definition of “Internet 
of Things”, various technologies (Radio Frequency Identification (RFID), Bar 
Codes and Global Positioning Systems (GPS)) are used in the implementation of 
the IoT [2]. 

The IoT may be regarded as a general term for various technologies, connecting, 
monitoring and controlling devices such as tags, sensors, actuators, mobile 
phones, home appliances, vehicles, industrial devices, robots and even medical 
devices over a data network. There are a number of definitions of and viewpoints 
regarding the IoT [3] [4]. 

The concept of the IoT is based on the use of a large number of smart devices, 
objects and sensors [4] [5]. The sustainable cost and ease of deploying these smart 
devices is an ever-more critical issue. The lifetime costs of a local IoT installation, 
“a smart thing”, can be divided into three main components: first, the cost of the 
smart thing itself, hardware and software, and second, the cost of connectivity. 
Last is the cost of deployment [6]. 

At first sight, it may seem obvious that the IoT is represented by physical objects. 
It should, however, be noted that the IoT’s value propositions are equally based on 
the software that runs these. This could present in many forms, for example, 
embedded, middleware, applications, service composition logic, and management 
tools [7] [8]. 

The Internet of Things resulted from new technologies and several complementary 
technical developments. It provides capabilities that collectively help to bridge the 
gap between the virtual and physical worlds [1]. These capabilities may include 
communication and cooperation, addressing capability, identification, perception, 
information processing, location and user interfaces. 

On the basis of the previous claims, the Internet of Things could be considered a 
simple data network [9]. If this data network is applied to an area, for example, a 
smart home [10], then it is increasingly being used as a cheap and efficient sensor 
for simple cameras (IP cameras) [11]. 

The Internet of Things is the connection of all physical objects based on the 
Internet infrastructure with the aim of exchanging information; devices and 
objects are no longer disconnected from the virtual world, but can be remotely 
controlled and act as points of access to services [1]. 

Currently, various smart device solutions (gadgets) are being developed. An 
example might be Intel’s new smart bracelet, a system based on the principle of 
using ultra-sound. The bracelet is designed to detect if the wearer has a fall, and is 
primarily designed for sick patients with mobility problems). However, one 
problem with this solution is of its difficulty in detecting that a wearer is paralyzed 
and needs help (for example, in the case of upper and lower limb paralysis). 
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Therefore, at present, a great deal of attention is being paid to solutions that focus 
on complex motion detection - i.e., to detect limb movement, and also face 
detection. 

According to Mano [12], an increasing number of patients are receiving home 
treatment. Home treatment has its benefits - especially in the field of 
psychological support. This is especially true of older people, who often live 
alone. Older people, however, are do not have the same level of immunity or 
resistance to various diseases as young people. However, they are not willing to 
leave the home environment and get to the hospital. Therefore, they are often 
treated within the framework of home care, but this service often requires 24/7 
readiness, in the form of a nurse. This is, however, for most people financially not 
possible. However, if it is only necessary to keep an eye on the sick person, it is 
possible to apply elements of the Internet of Things (IoT) with some hope of 
success. These might be very simple, efficient and inexpensive devices including 
wireless communication devices and cameras, smartphones or built-in devices e.g. 
Raspberry Pi. Such technologies are called Health Smart Homes (HSH). HSH is 
still an area relatively unexplored in the context of the Internet of Things [12]. 

For all these reasons, we consider the use of Health Smart Homes (HSH) very 
important [13] [14] [15]. The proposal for the use of HSH results from a 
combination of the medical environment and the possibilities of implementing 
information systems in the form of an intelligent home. Such a home is then 
equipped with a variety of remote sensing devices. The principle of such sensing 
devices is very simple. The sensing devices send data either at regular intervals 
and/or in a non-standard (critical) situation. The HSH system is described in 
detail, for example, in [24] [17], in which the authors propose technological 
solutions that help caregivers to monitor people in need. The goal is fully fledged 
medical supervision in the home environment while reducing financial costs [12]. 

This paper describes the ways of creating a monitoring and detection system with 
the use of computer vision and Raspberry Pi as a part of the IoT. The IoT may be 
of service in various fields of everyday life and may be used when detecting 
motion, face and person recognition. The use of Raspberry Pi and Raspberry Pi 
with a full HD camera module to create an IoT system is also discussed, with 
reference to systems that might that be employed in healthcare, security, the 
education system, industry, etc. The aim of the paper is to create an RPi integrated 
intelligence with a HD camera that can process and evaluate the scanned image 
and detect motion. An application has been created that is able to monitor and 
record the activity of the surroundings with a camera. The monitoring system is 
capable of recognizing changes in the surroundings. 
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2 Related Work 

The scientific area of computer vision, is currently most popular in the 
implementation of various applications in daily life. It is already a standard to 
recognize or localize one or more faces or individual objects. 

In the recognition process there are 3 phases: detection, extraction and 
classification. Detection is used to localize objects in images. Real-time detection 
of the face with many other objects in the background is not a simple problem. 
There are situations in which it is not possible to capture the face of an object due 
to face rotation of more than about 30°, or to a change in the lighting, other factors 
which might inhibit facial appearance, such as, beards, glasses [18] [19]. The 
second phase is extraction, and this is determined by certain specifications and 
requires particular features to detect an object. These features are later used for 
classification. Classification is the last phase of the recognition process, in which, 
it is mainly used in the classification of emotional states when the subject of 
detection is a human face. 

In recent years, a lot of literature has appeared dealing with and detailing the 
various phases of the recognition process [20] [21] [22], or for another view [23]. 

The research area of computer vision is widely used inHSH. Computer vision in 
the form of HSH provides various solutions in the form of health and safety 
services. Recently, computer vision has also become a synonym for marketing and 
entertainment (Kinnect, though Microsoft has halted its further development) [24] 
[25]. 

However, the two fields of face recognition and the IoT are not currently 
connected. With regard to literature dealing with face detection in IoT, there are 
very few relevant sources [14] [26] [27]. The problem has a big potential, since 
the issues of the IoT are currently a ‘hot topic’ of discussion. Therefore, at least a 
partial overview of the most recent research works is provided. 

According to Kolias et al. [28], for automatic surveillance of a scene in HSH, 
multiple cameras need to be installed in a given area. However, they must be 
resistant to current limitations such as noise, lighting conditions, image resolution 
and computational cost. To overcome such limitations and to increase recognition 
accuracy, Kolias et al. use a Radio Frequency Identification technology, which is 
ideal for the unique identification of objects. They examined the feasibility of 
integrating RFID with hemispheric imaging video cameras. The advantages and 
limitations of each technology and their integration none the less indicates that 
their combination could lead to a robust detection of objects and their interactions 
within an environment. The present work concludes with a presentation of some 
possible applications of such integration. 

Mano et al [12] point to a problem with HSH; according to them, the use of 
camera and image processing on the IoT is a new research area. The article 
discusses not only face detection, but also the classification of emotion observable 
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on patients’ faces. Mano et al. also discuss the existing literature, and show that 
most of the studies in this area do not put the same effort into monitoring patients. 
In addition, there are only relatively few studies that take the patient's emotional 
state into account, and this may well be crucial to their eventual recovery. The 
result is prototype which runs on multiple computing platforms. Indeed, the 
present paper was inspired by the ideas formulated by Mano et al. 

According Kitajima et al. [11], people today use various smart sensors in the IoT, 
e.g. wristbands, because these can provide significant amounts of information 
about health. However, the majority of the information is personal and there are 
significant concerns that individual privacy could be compromised. If these 
wristbands are connected to the Internet as an element of the IoT, there is a 
potential concern about the unintentional leaking of user data. 

Most of the studies [14] in the literature focus on the use of body sensors 
(Galvanic Skin Response (GSR), Electroencephalography (EGG) and other) and 
the sending of data for future processing using the IoT. The main concern is the 
loss of data and/or to the data falling into the hands of third parties. A few studies 
[26] use cameras as smart devices for improving the analysis of the environment 
(e.g. detecting possible hazardous situations) in HSH. These two different 
approaches (various sensors implemented in smart wristbands or IP cameras) 
clearly have advantages and disadvantages and should be used with specific 
objectives [12]. 

3 Materials and Methods 

There is an example of the use of cameras in conjunction with the IoT in the 
context of the home healthcare presented by Mano in 2016 [12]. A classical 
wireless architecture for Personal Area Network (WPAN) is used to create a 
Smart Architecture for In-Home Healthcare (SAHHc) consisting of sensors (IP 
cameras) and a router with a server (Decision Maker). 

 

Figure 1 

Example of simple SAHHc [19] 

http://www.sciencedirect.com/science/article/pii/S0140366416300688#gr1
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This solution is standard, but from the point of view of security, it carries various 
risks. Therefore, a classic HD webcam is used, connected it to a Raspberry Pi 3 
micro-controller. 

The microcontroller Raspberry Pi 3 was the main decision element, the Decision 
Maker. The communication route is illustrated in the following block scheme: 

 

Figure 2 

Block scheme of communication 

The structure of this system consisted of: 

 Simple devices (e.g. in this case HD cameras) that act as sensors and are 
capable of collecting information about the patient’s health and the 
environment if necessary. 

 A decision element, that is a decision maker with more powerful 
computing resources, in this case, the Raspberry Pi 3. 

Sensors can detect the non-standard movement or falls and also capture their 
faces. When a person enters the room, the sensors detect activity. Depending on 
how the camera is rotated and the person's face is captured, the person can be 
identified (conditions depend on the degree of face rotation, light conditions, 
camera distance, etc.). If the identified person is a patient, the person's activity 
will start to be monitored. [12]. 

Face detection, tracking and motion detection is an important and popular research 
topic in the area of image processing. Computer vision as a scientific and 
technological study deals with the ability of electronic devices to gather 
information from a digital image, “to understand a situation” and thus make a 
decision as to whether to carry out the task or not. This quality is present in 
technology that is used in all fields of industry and research. Here, the Raspberry 
Pi 3 micro-controller and the OpenCV pack is described. OpenCV had already 
been used in previous systems. On the other hand, the hardware design could be 
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described together with the software code written in Python, and its main function 
is person recognition and motion detection. Three programs have been created for 
facial detection and their functions can be compared on the basis of the algorithms 
used. The speed and precision of facial and motion recognition can then be 
compared as well. 

3.1 Raspberry Pi Characteristics 

The Raspberry Pi is a one-chip PC comparable to a (weaker) desktop computer. It 
contains a port for the screen (HDMI) and via a USB port it is possible to connect 
it to a keyboard and mouse. Multiple generations of this computer have already 
been developed, all differing in performance and intended use. The micro CPU is 
from the ARM family, so it is comparable to a common smartphone. On 
Raspberry Pi, it is possible to operate various distributions of Linux, Windows 10 
or the IoT Core, from Microsoft. Unlike PC Arduino, it is possible to use 
Raspberry Pi not only for various device control (with GPIO contacts), but also 
for the relevant application development itself. For facial and motion detection, 
the newest model of Raspberry Pi 3, model B is used, which was launched in 
February 2016. It is the first 64-bit Raspberry Pi, and is supplied with in built Wi-
Fi and Blue-Tooth (Figure 3). 

 

Figure 3 

Raspberry Pi 3 Model B 

Specifications: 

 Quad core 64-bit ARM Cortex A53 with frequency 1.2 GHz, approx. 
50% faster than Raspberry Pi 2 

 802.11n Wireless LAN 

 Bluetooth 4.1 (including Bluetooth Low Energy) 

 400MHz Video Core IV multimedia 
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 1 GB LPDDR2-900 SDRAM (900 MHz) 

 100 Mb/s Ethernet port, 4x USB 2.0, HDMI output 

To create an autonomous system, the Raspberry Pi camera module v2 is used. The 
camera has a high quality 8 megapixel Sony IMX219 image scanner. From the 
point of view of static images, the camera is capable of making 3280 x 2464 
image points of static pictures, it also supported 1080p in 30 fps, resolution of 
720p in 60 fps and 640x480p in a 60 or 90 fps video. 

Specifications: 

 8 megapixel native resolution 

 High quality Sony IMX219 image scanner 

 3280 x 2464 image points of static pictures 

 Supports 1080p in 30fps, resolution of 720p in 60 fps and 640x480p in a 
60 or 90 fps video 

 The camera is supported in the newest version of Raspbian 

 1.4 um x 1.4 um pixels with technology OmniBSI for high performance 
(high sensitivity, low crosstalk, low noise) 

 Optical size ¼ 

 Size: 25 mm x 23 mm x 9 mm 

 Weight (camera module + connecting cable): 3.4 g [29] 

3.2 Visual Detection 

Visual detection and facial and object recognition has been one of the biggest 
challenges in the field of computer vision over the last decade. The potential use 
of detection systems and object recognition is rather wide, from security systems 
(identification of authorized users), medical techniques (detection of tumors), 
industrial applications (visual inspection of products), robotics (navigation of a 
robot in an inaccessible terrain), to augmented reality, and many others. 

Each phase of the recognition process uses various methods and techniques. 
Detection, extraction and classification have been solved by these methods. Over 
time, not only new methods have been developed but also algorithms have 
developed from the original methods, until currently, there are over 200. 
According to this approach and the its various uses, detection methods can be 
divided into four categories [30]: 

 Knowledge-based methods 

 Feature invariant approaches 
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 Template matching 

 Appearance-based methods 

The division of the methods is not uniform, because the methods for all three 
phases of the recognition process could be used. From the point of view of speed 
and simplicity of use, an OpenCV library that includes a powerful Viola-Jones 
detector based on Haar cascades might be suggested (for more information see 
[31]). 

3.3 OpenCV 

Open CV (Open-source Computer Vision, opencv.org) might be called the Swiss 
army knife of computer vision. It has a range of modules by which it is possible to 
solve a number of problems in computer vision. The most useful part of OpenCV 
may well be its architecture and memory management. It provides a framework 
within which it is possible to work with images and videos in any number of 
ways. The algorithms to recognize faces are accessible in OpenCV library and are 
the following: 

 FaceRecognizer.Eigenfaces: Eigenfaces, also described as PCA, first 
used by Turk and Pentland in 1991 

 FaceRecognizer.Fisherfaces: Fisherfaces, also described as LDA, 
invented by Belhumeur, Hespanha and Kriegman in 1997 [32] 

 FaceRecognizer.LBPH: Local Binary Pattern Histograms, invented by 
Ahonen, Hadid and Pietikäinen in 2004 [33] 

The choice of Fisherfaces has been made because it was based on the LDA 
algorithm. Rashmi [34] claims that when comparing different algorithms, a 95.3% 
success was achieved with LDA, while the time needed for detection was 
compared to other algorithms. The method used in Fisherfaces is taught from a 
class transformation matrix. Unlike the Eigenfaces method, it does not record the 
intensity of lighting. The discriminatory analysis finds the facial traits needed for 
person comparison. It is necessary to mention that the Fisherfaces´ performance is 
influenced to a great extent by input data. In practical terms, if in a specific case 
Fisherfaces is taught using a well-lighted image, then in experiments with bad 
lighting, there will be a higher number of incorrect results. this is logical, as the 
method does not have a chance to capture the lighting on the images. The 
Fisherfaces algorithm is described below. 

X is a random vector from the c class: 

 cXXXX ,..,, 21  (1) 

 ci XXXX ,..,, 21  (2) 
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The scattering of the matrices SB and SW are calculated as: 

T
i

c

i

iiB NS )()(
1

 
  (3) 

T
ij

c

i

ijijW xxxxS )()(
1

 
  (4) 

Where μ is the total mean: 





N

i

iX
N

1

1
 (5) 

And μi is the mean of class iϵ {1, ...,c}: 
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Fisher´s standard algorithm searches for the projection of W that maximizes the 
criterion of divisibility of the given class [35] [32]: 
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 (7) 

These kinds of solutions have been used in various industrial applications, in 
educational projects, and more often in intelligent households. Facial recognition 
and motion detection have been used to construct a system of intelligent solutions 
in households that can be used as a separate functional unit or as an element of a 
bigger system connected to a technology of the Internet of Things. 

4 An experiment and a discussion of Face 

Recognition and Motion Detection 

The OpenCV library was used for face recognition and motion detection. It is a 
multi-platform library of programming functions related to computer vision. First, 
a proper choice of algorithm for face recognition must be determined. OpenCV 
contains two popular methods for facial recognition, the Haar Cascade and Local 
Binary Patterns (LBP). The Haar Cascade method is based on the principle of 
machine learning. The cascade function is trained using multiple images and is 
then used to detect objects in other images. The LBP Method (local binary 
pattern) is used to describe the characteristics of images with various attributes 
that characterize the image. When creating an attribute, it goes through each pixel 
of the image and using assessing features arrives at a value. In this case, the LBP 
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method was because its functions were simpler and faster than the Haar Cascade 
method. 

Both algorithms use XML files to record the properties of the object which needs 
to be detected. The OpenCV library already contains some XML files for face 
recognition and body detection. Using this, a particular LBP or Haar Cascade 
XML file is created via training. It is possible to train the classifier to detect any 
object that may be required. Three programs working in different ways were 
created to detect faces. This means that multiple methods were tried out in order to 
compare the programs with respect to speed and accuracy. 

4.1 Face Recognition 

Face_recognition.py 

The first program was slow (5 - 6 FPS), but worked very reliably. It uses a single 
core processor for processing images taken by the Raspberry Pi camera module. 
The algorithm was programmed using the OpenCV library, and employed a 
cascading file "lbpcascades_frontalface.xml" to recognize the faces in the picture 
(Figure 4). 

 

Figure 4 

Face detection by “lbpcascades_frontalface.xml” 

As the program runs, when it recognizes a face, this is indicated by a green square 
appearing around the face. Given that only one core was used, FPS was quite 
slow, showing only 5-6 frames per second and using about 53 percent of system 
resources. 

Object_recognition.py 

The second program could recognize more faces and other objects, such as mobile 
phones, at the same time. The algorithm worked in the same way as the previous 
face_recognition.py program but another cascade file cascade.xml was used here 
for the detection of mobile phones. It should be emphasized that the XML file 
used to detect phones was generated by Radames Ajna and Thiago Hersan. The 
output of the program is shown in the figure below (Figure 5). 
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Figure 5 

Detection of mobile phones 

In this program, two different cascading files are used for identification: 
cascade.xml for phone detection and lbpcascades_frontalface.xml for face 
detection. This means that the search time is doubled and the FPS rate drops to 3 - 
4 images per second, while the program uses about 61 percent of system 
resources. 

Multi_core_face_recognition.py 

The previous two programs were slowed down, achieving only four to six FPS 
and therefore are not the best solution to the problem. In this case, more cores 
could have been used, seeing as the Raspberry Pi 3 contains four cores. In cases 
where it is necessary for the program to work faster, the algorithms for facial 
recognition need to be made to operate in parallel. A library for Python can be 
imported so that multiple processes can operate at once, as library features could 
be used to support parallel processing (multiprocessing). This program loads four 
images at once (one for each core) to be processed using a face recognition 
algorithm and it finally evaluates the results. Using the parallel processing, the 
program reached rates of up to 15 FPS, about three times faster than in the two 
previous programs, and used about 91 percent of system resources. The output of 
the program is shown in the figure below (Figure 6). 

 

Figure 6 

Face detection using four cores of Raspberry Pi 3 
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This program is similar to the first one (face_recognition.py), with the exception 
that in this case all four cores are used and thus the program works faster and 
more smoothly. 

Table 1 

The use of system resources 

Program name The 

number 

of used 

cores 

FPS System 

resources 

face_recognition.py 1 6 53.00% 

object_recognition.py 1 4 45.00% 

multi_core_face_recognition.py 4 15 91.00% 

    

 

 

Figure 7 

The use of system resources 

In Table 1 and Figure 7, the FPS value and use of system resources were directly 
proportional, which means that if more FPS were needed, then Raspberry had to 
use more system resources (cores). 

4.2 Motion Detection 

For detecting motion, two programs were created. The first program 
(detektor_pohybu.py) works without using OpenCV library and when it perceives 
a movement it creates an image and stores it in a folder. The second program 
(monitorovaci_system.py) uses an OpenCV library and after detecting motion it 
draws a green box around the detected area and records the file into Dropbox. 
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The programs were tested in internal and external environments for 5 hours in 
each case. The motion detector saved 72 images outside and 56 inside, 128 
altogether. There were 109 good images of all the results on which real movement 
could be detected. The other 19 pictures showed distorted results, for example due 
to changing light conditions. In the course of the testing of the monitoring system, 
it saved 64 images outside and 48 inside, 112 altogether. There were 107 good 
images of all the results and 5 distorted ones. The results may be seen in the table 
and graph below. 

Table 2 

Testing of motion detection and monitoring system 

 Time  Inside Outside  Together  accurate inaccurate 

motion detector 5 

hour 

56 72 128 109 19 

monitoring 

system 

5 

hour 

48 64 112 107 5 

       

 

 

Figure 8 

Percentage of accurate and inaccurate image while recording 

As may be seen in Figure 8, the monitoring system achieved better results because 
it took the weighted mean of images for comparison, instead of the previous 
images. Thus, if the lighting conditions change, the algorithm still works 
precisely. 

A functioning system for monitoring internal and external environments was 
designed, and was capable of being implemented in practice as an intelligent 
security system or to monitor different rooms, objects, people or animals in nature. 
The camera recorded only when motion was perceived and only then stored or 
sent images to cloud storage. In this way, space on the hard drive could be saved, 
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since instead of watching long videos, pictures were taken, and if an important 
image (for example, showing a burglary) needed to be found, it would be enough 
to search by date and see what happened in the monitored area. 

Conclusions 

The Internet of Things is a new trend in informatics that connects different devices 
to the Internet, usually wirelessly, using Wi-Fi or Bluetooth. The monitoring 
system designed here, could also be used autonomously, meaning that with the 
help of a battery or a solar panel, it could be placed anywhere and would operate 
without any outside control. It could be used in various fields, such as healthcare, 
monitoring patients in hospitals and checking their status in real time. Motion 
activity could be monitored, for example, in parking lots, allowing access to the 
lot only if there are vacancies. Then the activity and behavior of animals can be 
observed and described, using the obtained data as detailed in previous 
publications of the author of the present and other related paper [36] [37] [38] or 
as an intelligent safety and mobile system, whether to monitor different rooms or 
animals in the wild. 

However, even though cameras can provide significant amounts of information, 
the vast majority is personal data, and there are significant concerns that 
individual privacy could be compromised. Furthermore, since home appliances are 
increasingly being connected to the Internet via the IoT, it has become possible for 
user images to leak out unintentionally. With these concerns in mind, there is a 
need to propose a human detection method that protects user privacy by using 
intentionally blurred images. In this method, the presence of a human being is 
determined by dividing an image into several regions and then calculating the 
heart rate detected in each region. This proposal was realized first by Kitajima et 
al. in 2017. In overall performance evaluation, the proposed method showed 
favorable performance results when compared with an OpenCV based face 
detection method, and was confirmed to be an effective method for detecting 
human beings in both normal and blurred images [11]. Therefore, in future 
research, the focus will be on the application of the method, in practice. 
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Abstract: This paper focuses on finding a model to optimize the provision for international 

emergency help, for emergencies caused by natural or man-made disasters. Nowadays, 

natural and man-made disasters occur more often than before, possibly, due to climate 

change, industrial activity, urbanization and migration of people. The national institutions 

for protection and rescue, in many cases, when the emergency situation is declared, cannot 

often cope and need help. The international organizations have recognized needs to 

develop mechanisms, which can be used to help affected countries. Examples are European 

mechanisms for civil protection and numerous guidelines from the United Nations Office 

for the Coordination of Humanitarian Affairs (OCHA). If the affected country cannot solve 

the problems and minimize risks for their citizens, material and cultural heritage, 

Governments send an official request to International Organizations, to obtain different 

kinds of international help as quickly as possible. However, the problems can appear with 

costs and other needed resources for providing international help, in terms of country’s 
distance which could provide help or duplication of resources that should be available. 

Currently, International Organizations do not have the documents, guidelines or software 

to be used for an emergency, when they have to make optimal decisions, concerning which 

country will provide help. This can be recognized as a main research gap, which is 

addressed by this paper. This paper uses operational research, to develop an adjusted 

transportation model, for optimizing the provision of international help in emergency 

situations. The main goal of this paper is to find useful solutions for those responsible for 

emergency management in making decisions for providing help to affected countries. 

Moreover, we aim to develop a model that will facilitate the appropriate disposition of 

human and material resources to an affected country in experiencing a disaster. The 

applied method involves an application of an adjusted transportation model for the case 

study, based on a real emergency situation during the May floods of 2014, in the Republic 

of Serbia. Having this in mind, the authors try to provide general results and a model, with 

a recommendation of how the model can be applied to any emergency situation in the 

world. The applicability is obvious for the activities of international organizations 

responsible for emergency management. 

Keywords: costs; model; disasters; emergency situations; international help 
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1 Introduction 

Natural and man-made disasters generate huge problems for many countries all 
around the world. The scope and damage of actual emergency situations, caused 
by natural and man-made disasters, is greater than the past. The number of 
casualties and victims rise during recent years, commensurate with population 
densities of affected areas. Also, material damage creates life conditions which 
need a lot of money and other resources for a recovery phase. But, one of the main 
characteristics of the actual natural and man-made disasters, is that National 
borders are not to be officially used during emergency situations. Floods are a 
good example of a natural disaster, which includes international or regional 
cooperation, between the affected countries, through which, a river passes. Also, 
the huge impact of emergency situations toggles countries to think globally, more 
than locally. If the affected country cannot cope with disasters, it will try to get 
help from an international source [1]. 

The international organizations and institutions, such as the European Union and 
the United Nations, recognize need to unit resources from many member states. 
The resources are united within the developed mechanisms and frameworks. In 
2001, the European Union Civil Protection Mechanism was established, in order 
to have better cooperation among national civil protection authorities across 
Europe. Whenever the sheer scale of an emergency overwhelms the response 
capabilities of a country, the EU Civil Protection Mechanism enables coordinated 
assistance from its participating states. These include all EU Member States, as 
well as, Iceland, Macedonia, Montenegro, Norway, Serbia and Turkey. The 
Mechanism is there to protect EU citizens and extend solidarity outside Europe's 
borders to people who are affected by disasters and need help. Any country in the 
world, including, the UN and its Agencies, and International Organizations can 
request assistance, through the EU Civil Protection Mechanism [2]. On the other 
side, the United Nations Office for the Coordination of Humanitarian Affairs 
(OCHA) was established in 1991. OCHA is the part of the United Nations 
Secretariat responsible for bringing together humanitarian actors to ensure a 
coherent response to emergencies. OCHA also ensures there is a framework 
within which, each actor can contribute to the overall response effort [3]. These 
are the best examples of the organizations and institutions that provide 
international help, in case of emergency situations declared, due to natural or man-
made disasters [4]. 

However, in practice there are obstacles when non-affected countries want to help 
to affected country, within developed mechanisms and frameworks. The affected 
country, needs help as soon as possible. Otherwise, the distance and availability of 
resources could be potential threats for the organization providing international 
help. The additional problem occurs when more than one country is affected by 
natural or man-made disasters. That means that the emergency situation hits the 
whole region at same time. It is important to make adequate calculations in order 
to satisfy all of the included parties in chain of providing and obtaining different 
kinds of help [5]. The adjusted transportation model of operational research 
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should be used in practice to reduce costs of logistics and improve organization of 
providing international help to affected country in order to minimize 
consequences during natural and man-made disasters. It is important to highlight 
the different types of natural or man-made disasters. Natural hazards and disasters 
can be split into three categories: Hydro-meteorological, Geophysical and 
Biological hazards. Hydro-meteorological disasters are natural processes or 
phenomena of atmospheric, hydrological or oceanographic nature that may cause 
loss of life or injury, property damage, social and economic disruption or 
environmental degradation. These include: floods, droughts, landslides, storms, 
hurricanes and tidal waves. Geophysical disasters are natural earth processes or 
phenomena that may cause loss of life or injury, property damage, social and 
economic disruption or environmental degradation. These include: earthquakes, 
tsunamis and volcanic eruptions. Biological disasters are processes of organic 
origin or those conveyed by biological vectors, including exposure to pathogenic 
micro-organisms, toxins and bioactive substances, which may cause loss of life or 
injury, property damage, social and economic disruption or environmental 
degradation. These include: epidemic and insect infestation [6]. On the other side, 
man-made disasters are caused by human impact and include fires, chemical and 
technical accidents in industry or traffic. Finally, there are many definitions of 
emergency situations. For the purpose of this paper, maybe the best definition of 
emergency situation, that is mostly used in Serbia, is the part of Law, on 
Emergency Situations mentioning that, “emergency situation is the condition, in 
which, risks and threats or consequences of catastrophes, extraordinary incidents 
and other hazards threatening the population, environment and material goods, are 
of such a volume and intensity, that their occurrence or consequences cannot be 
prevented or eliminated by regular action on by the authorities and/or services in 
charge, due to which, it is necessary to deploy special measures, forces and means 
together with an enhanced work regime, in order to mitigate or eliminate them’’ 
[7]. In other words, emergency situations are coming after natural or man-made 
disasters when there is lack of recourses to provide adequate response. This paper 
attempts to develop an adjusted general transportation problem, which should be 
used for any type of emergency situation when affected country does not have 
enough resources and request international help. The difference of adjusted 
general transportation problem, when it is used for different types of emergency 
situations, only appears in terms of the located requested resources. For example, 
Sweden has resources to help other countries, in case of wild and forest fires, but 
does not have resources for earthquakes. Conversely, France can help in cases of 
emergency situations caused by earthquakes. So, the Model, will be in a small 
extent, changed, according to the different types of emergency situations. 
Moreover, the Model should be used by someone in the international environment, 
who is in charge of making optimal decisions concerning recourses to the affected 
country. Optimal decisions, means decisions that save money and resources and, 
at the same, time provide all the needs for the affected country. 

After the introduction, this paper continues with a theoretical background and 
methodology, which is based on a case study of the May floods 2014, in the 
Republic of Serbia. Authors in the first paragraph of the methodology section will 
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develop a general model, which after will be used in the formal case study. 
Finally, results of using a transportation model will be presented and discussed, in 
order to make final conclusions. 

2 Theoretical Background 

In many areas, where logistic services take an important role, reducing costs of 
transportation is a constant goal. In order to minimize transportation costs 
researchers in the area of operational research try to find the model which will 
propose optimal solutions. Each area has its own characteristics that affect model 
behavior. However, defining transportation problems and the model, should be 
useful tools for optimizing the provision of international help, in case of 
emergency situations. 

Humanitarian logistics is defined as “the process of planning, implementing and 
controlling the efficient, cost effective flow and storage of goods and materials as 
well as related information from the point of origin to the point of consumption 
for the purpose of alleviating the suffering of vulnerable people” [8]. One of the 
main characteristics of humanitarian logistics, is time. When disasters occur, relief 
needs to happen, as soon as possible. So, the participants of humanitarian logistic 
chain have to react and take action, very fast. In the meantime, economic criteria 
plays an important role in the decision process. On the other side, various 
definitions of logistic can be found in the scientific literature, one says that 
“Logistics is defined as the planning, organization, and control of all activities in 
the material flow, from raw material until final consumption and reverse flows of 
the manufactured product, with the aim of satisfying the customer’s and other 
interest party’s needs and wishes i.e., to provide a good customer service, low 
cost, low tied-up capital and small environmental consequences” [9]. Maybe the 
better definition, for the purpose of this paper, is that “Logistics is defined as those 
activities that relate to receiving the right product or service in the right quantity, 
in the right quality, in the right place, at the right time, delivering to the right 
customer, and doing this at the right cost (The even R’s)” [10]. The latter 
definition emphasizes the importance of seven things, that have to be in the right 
place, during the provision of international help to countries affected by natural or 
man-made disaster. Humanitarian logistics differs from the logistics operations in 
the commercial supply chains, because of uncertainties in route selection, 
changing facility capacity, changing demand, safety issues, unused routes and 
other challenges, like disrupted communication systems, limited availability of 
resources and the need for efficient and timely delivery [11]. Many unknown 
factors increase logistic costs, especially those one which refers to transport. 

The transportation problem involves finding the lowest-cost plan for distributing 
stocks of goods or supplies from multiple origins to multiple destinations that 
demand the goods. The transportation model can be used to determine how to 
allocate the supplies available from the various factories to the warehouses that 
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stock or demand those goods, in such a way that total shipping cost is minimized 
(i.e., the optimal shipping plan). Usually, analysis of the problem will produce a 
shipping plan that pertains to a certain period of time (day, week), although once 
the plan is established, it will generally not change unless one or more of the 
parameters of the problem (supply, demand, unit shipping cost) changes [12]. The 
questions are, on which this paper tries to give answer, is it possible to use this 
kind of model to optimize provision of international help in case of emergency 
situations? 

During the preparation of this paper authors found some guidelines on how to 
manage humanitarian assistance in disaster situations. For example, the Pan 
American health organization developed one guideline for effective aid. 
Humanitarian assistance is beneficial to disaster victims and can play an important 
role in the development of the country if it is properly coordinated and responds to 
real needs. Both donors and authorities in disaster-prone countries should keep in 
mind the several principles for effective humanitarian assistance [13]. This 
guideline provides a lot of principles that should be used during provision of the 
international help. But, there is no any tool how to optimize this process in order 
to reduce cost for sending country or not to duplicate resources in the affected 
country. Chan with her research team worked on a real-time optimization for 
disaster response, using a mathematical programming approach. Their 
mathematical model focuses on providing different kinds of humanitarian aid, but 
in term of a local response. They proposed a real-time decision support tool, with 
the use of optimization, to aid post-disaster decision making. They adopted a 
mathematical programming approach to model the problem, where the decisions 
are the shipments of commodities from emergency supplies storage facilities to 
affected communities. They also considered multiple types of commodities and 
heterogeneous vehicles for transportation. The objective function of their model 
involves the cost of shortage and a piece-wise linear cost of travel time, to 
penalize the delays within different time intervals [14]. There are also other 
models in this area, such as, one developed by Baraka, Yadavalli and Singh. This 
group of authors worked on a transportation model for an effective disaster relief 
operation in the SADC region. SADC consists of 15 countries: Angola, Botswana, 
Democratic Republic of Congo, Lesotho, Madagascar, Malawi, Mauritius, 
Mozambique, Namibia, Seychelles, South Africa, Swaziland, Tanzania, Zambia, 
and Zimbabwe [15]. In their paper and with the SADC real-life cases studied, the 
linear programming model targeted a cost-effective route from origins to supplies, 
while the spanning tree-based genetic algorithm solved the shortest delivery route, 
by minimizing both time and cost. The models mentioned in this paragraph try to 
optimize the humanitarian aid in case of emergency situation. The main targets of 
optimization are costs and time. But, the existing models do not focus on the 
provision of global international help in case of large scale disasters when a lot of 
countries want to help the affected country. This reflects the main aim of this 
paper, more precisely how to optimize the humanitarian aid and operations in the 
large international environment using the adjusted transportation model and 
operational research. 
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Namely, some international legislative defines that costs of humanitarian aid 
providing to affected country will be paid accordingly to agreement between the 
state which request and state which provide help. Moreover, the practice shows 
that usually the providing country takes care about transportation and other 
logistic costs. The main reason is situation of affected country or countries, if the 
natural or man-made disaster hit the huge territory or the whole region, which 
probably needs a lot of money for recovery phase, so not need the additional 
expenses. Besides that, the providing country has the restricted funds for this 
purpose. There is necessity to find model which will optimize the transport route 
between the providing and the affected country or countries in case of emergency 
situations, with the primary goal to minimize the transportation costs. The 
transportation model should be an option for solving this problem [16]. 

3 Methodology 

In this paper, the adjusted transportation model for optimizing provision of 
international help in case of emergency situations caused by natural is suggested. 
Many constraints affect the final decision on which country or countries will 
provide operational and humanitarian aid to one where emergency situation is 
declared. The humanitarian aid includes human, as well as, material resources. In 
this paper will be consider deployment and scheduling of rescuers as human 
resources that help to the domestic search and protection capabilities. One of the 
most influential constraints is the incompatibility between demand and offer of 
humanitarian aid. Moreover, a limiting factor should be the budget for providing 
humanitarian aid and sending rescuers to affected countries. Currently, many 
countries cope with limited available funds and budget. Otherwise, during natural 
or man-made disasters principle of solidarity becomes actual. Practice shows that 
many wants to provide help. The goal is to optimize the number of rescuers which 
will be deployed to affected countries and at same time to minimize their 
transportation and other costs related to stay in the affected country. Nevertheless, 
equipment used by international rescuers should be also limiting factor and 
constraint. The interoperability between domestic and international rescuers is 
very important. During the decision-making process it is necessary to take into 
account that rescuers with the corresponding equipment can be sent, regardless of 
the costs of sending. Adjusted transportation model will be used for minimization 
of deployment costs of rescuers. In addition of minimization of transportation 
costs, model will be developed to optimize international help in terms of satisfying 
all requests that must be fulfilled when sending international rescue forces. The 
first request is that all domestic rescue forces should be deployed before 
international teams arrive in the affected country. The second request is teams will 
rarely be separated. So, beside the costs, during the optimization aspects, that also 
should be considered, are constraints that all domestic rescue power has to be 
used, as well as, that the international teams cannot be separated. 
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Also, the catastrophic floods in the territory of the Republic of Serbia, during May 
2014, would be used as a case study for creating the model. During the third week 
of May, exceptionally heavy rains fell on Serbia which was caused by a low-
pressure system (‘Yvette’) that formed over the Adriatic. Record-breaking 
amounts of rainfall were recorded, more than 200 mm of rain fell in western 
Serbia, in a week’s time, which is the equivalent of 3 months of rain under normal 
conditions. Overall the floods affected some 1.6 million people, living in 38 
municipalities/cities, mostly located in central and western Serbia. Two cities and 
17 municipalities were severely impacted. In reaction to the severe flooding and 
ensuing landslides, on 15 May, the Government of Serbia declared a state of 
emergency for the entire territory. At the same time, in order to maximize the 
effectiveness of the response to the emergency, a request for assistance was sent to 
the international community, notably to the Governments of the European Union 
(EU) Member States, EU Candidate Countries in the region, the Russian 
Federation, the European Commission (EC) and the United Nations (UN). In 
response, the European Commission immediately activated the EU Civil 
Protection Mechanism, to call on Member States resources and staff [17]. 

3.1 Model Definition 

In order that the affected country satisfied the needs, regarding help from abroad, 
in the case of an emergency situation, the model has to be properly defined, with 
all of the actual constraints. First, the affected country will try to solve problem 
with their own resources. But, when domestic resources are not enough to cope 
with natural or man-made disasters, the Government of the affected country will 
send an official request to international organizations, which will immediately 
consider it and take action. This request will be send to all member countries of 
the international bodies, of civil protection and humanitarian aid. Then, all 
countries will answer with possibilities of help. Mostly, they will offer help in 
terms of human resources with equipment. It is very important that the affected 
country or countries precisely define what is needed. For example, they need four 
water rescue teams with boats and engines or divers with all necessary equipment. 
Finally, the international organizations will answer the affected country as to what 
they can provide, as international help. Practice shows that many countries want to 
help on the basis of social and human responsibility. 

The model will focus on providing international help, in term of rescuers with 
appropriate equipment. A general model will be developed and presented, that 
then can be adopted. 
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Table 1 

Example of table form of the request for the international help 

 

Country that 
providing 

assistance 1 
(CPA1) 

Country that 
providing 

assistance 2 
(CPA2) 

Country that 
providing 

assistance 3 
(CPA3) 

Country that 
providing 

assistance 4 
(CPA4) 

Number 
of 

rescuers 
- 

Demand 
Affected 
country – 

Area 1 (A1) 
c11 c12 c13 c14 D1 

Affected 
country – 

Area 2 (A2) 
c21 c22 c23 c24 D2 

Affected 
country – 

Area 3 (A3) 
c31 c32 c33 c34 D3 

Affected 
country – 

Area 4 (A4) 
c41 c42 c43 c44 D4 

Affected 
country – 

Area 5 
(NWD) 

c51 c52 c53 c54 D5 

Number of 
rescuers - 

Offer 
O1 O2 O3 O4  

For the purpose of development, a general model is used in the previous table. 
Columns of the table represent 𝑚 countries (in this case, four) which have a 
possibility to provide help. Countries are marked with CPA1, CPA2, CPA3 and 
CPA4 whose offers are expressed with number of rescuers and labelled as O1, O2, 
03 AND O4. Rows of the table represent 𝑛 areas of the affected country that need 
help in terms of rescuers with specialized equipment (points of demand) labelled 
as A1, A2, A3, A4 and A5. Needs of the affected areas are expressed by known 
numbers of demand D1, D2, D3, D4 and D5 respectively. Having in mind that one 
of the goals is to minimize costs of engagement of international rescuers, costs of 
daily engagement (daily allowances) are taken into account. Daily allowances per 
one rescuer, from different countries, which should be deployed, marked with 𝑐𝑖𝑗 
from each point CPA  j = 1,2, ...,4 to any point A1, A2, A3, A4 and A5, i = 1,2, ..., 
5. The daily allowances of rescuer engagement include different costs, such as, 
transportation costs, food costs, accommodation costs and costs for using 
specialized equipment. The transportation costs include the expenses of 
transportation from domestic to affected country and back, divided on whole days 
of stay in the affected country, plus daily transportation costs. Also, the number of 
rescuers which will be deployed from some country to the affected country will be 
labelled as xij. 



Acta Polytechnica Hungarica Vol. 16, No. 3, 2019 

 – 195 – 

We want to minimize the total cost of deploying international help, in terms of 
rescuer, with specialized equipment and at the same time, to satisfy request from 
affected country. Moreover, the optimization is also based on constraints that all 
domestic rescue forces should be used and that international teams cannot be 
separated. Before defining the model, it is important to define the difference 
between opened and closed tranportation problems. If the demand and offer are 
equal, the problem will be closed. Otherwise, as in our case, if the demand and 
offer are not equal the transportation problem will be open and it can be closed by 
adding fictitious points. The fictitious points will be domestic rescue powers. 

So, regarding the topic of this paper and previously defined minimization goal, the 
model will be defined as: 


 


m

i

n

j

cijF

1 1
 

(1) 

subject to: 

1...1211 1514 Dx fpx fx    (2) 

 constraint to demand of the first area of the affected country                                                                       

224...2221 25 Dxx fpfx    (3) 

 constraint to demand of the second area of the affected country          

334...3231 35 Dxx fpfx    (4) 

 constraint to demand of the third area of the affected country 

444...4241 45 Dxx fpfx    (5) 

 constraint to demand of the fourth area of the affected country 

554...5251 55 Dxx fpx    (6) 

 constraint to demand of the fifth area of the affected country 

                                                                                                                                                                       
15141312111 OorxorxorXorxx    (7) 

 constraint to offer of the first country including teams cannot be separated 

25242322212 OorororXor xxxx    (8) 

 constraint to offer of the second country including teams cannot be separated 

35343332313 OorororXor xxxx    (9) 

 constraint to offer of the third country including teams cannot be separated 
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45444342414 OorororXor xxxx    (10) 

 constraint to offer of the fourth country including teams cannot be separated                                          

FPfpfpfpfpfp  5545352515   (11) 

 constraint to engagement of domestic rescue powers                                                                                  

0ijx   (12) 

 

The objective function (1) is to minimize the total costs of deploying rescuers as 
one kind of international help to the affected country. The constraints (2, 3, 4, 5, 
6) shows the potential demand satisfaction of the affected areas of country i 
(i=1,2…, 5). These constraints include domestic rescue powers as fictitious points 
(fp1, fp2…fp5). Constraints (7, 8, 9, 10) show the potential offer of country that 
express their will and possibility to help the affected country and areas. So, Xij 
should be equal with Oj and there is no possibility to have sum of xij which finally 
will be equal with offer from different countries. Practically, these constraints 
include fact that international rescue team cannot be separated and all rescuers 
should be deployed in same affected area. The constraint (11) refers to request that 
all domestic rescuers should be used. Finally, the natural constraint (12) refers to 
rule that the number of rescuers cannot be less than zero. 

For solving this transportation problem it is important to predefine the costs in 
euro, per day, of rescuer deploying and working in the affected country. Then, the 
model will seek to find an optimal solution, that meets the previously defined 
constraints. That means, the minimized costs of international help and deployment 
of rescue teams, engagement of all domestic rescue forces and no single separated 
international team. 

4 Results 

The General Adjusted Transportation Problem, which was developed in the 
previous chapter, will be adopted through the case study, made from the example 
of the May 2014 flood, in the Republic of Serbia. During these catastrophic 
floods, the Republic of Serbia could not cope with the severe consequences and 
the Serbian Government made the decision to send the official request to 
international organizations and the European mechanism of civil protection. Also, 
the help was requested from the nearest countries based on bilateral and 
multilateral agreements. Immediately, these requests were considered and many 
countries, through different channels, offered help. It was good news for the 
Serbian authorities. But, the problem occurred, due to large number of countries 
that wanted to help. Decision makers had complex tasks in making selection of 
teams with different specializations and from different parts of the world. 
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In this chapter, using the general adjusted transportation model for optimizing 
provision of the international help, in case of emergency situations, we will show 
the usefulness of this model, for making optimal decisions. Finally, tables shown 
in the following part of the paper represent the application of the adjusted 
transportation problem. 

In the beginning of the case study, it should be noted that the countries which have 
possibilities to provide help, in terms of rescuers with specialized equipment, 
previously defined the exact costs of deploying the teams. In this case, the biggest 
influence on total costs will have the distance between the affected Serbian areas 
and country that will provide help. 

The offer and demand for rescuers, as a kind of the international help and the daily 
allowance, of deploying and rescuing, in euro are shown in Table 2. 

Table 2 

Offer, demand and daily allowance in case of providing international help in the Republic of Serbia 

during May floods 2014 

 

Country that 
providing 

assistance 1 – 
Russian 

Federation 

Country that 
providing 

assistance 2 - 
Montenegro 

Country that 
providing 

assistance 3 -  
Romania 

Country that 
providing 

assistance 4 - 
Turkey 

Number 
of 

rescuers - 
Demand 

Affected 
country 
Serbia– 

Macva area – 
(MA) 

80 90 90 90 250 

Affected 
country 
Serbia – 

Pcinja area – 
(PA) 

40 60 70 60 220 

Affected 
country 
Serbia – 

Kolubara area 
(KA) 

70 90 90 70 200 

Affected 
country 
Serbia – 

Sumadija area 
(SUA) 

70 100 100 110 250 

Affected 
country 

Serbia – Srem 
area (Sa) 

90 120 70 80 200 

Number of 
rescuers - 

Offer 
250 150 180 200  
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Before the beginning of the implementation of the transport model, it is necessary 
to define what the specific fields in the table mean. For example, in the cell which 
merges the Russian Federation, as a providing country, and Macva area as the 
affected part of Serbian territory, is written 80. This means that daily allowance of 
one Russian rescuer engagement, in the Macva area in Serbia is 80 euro per day. 
The main goal of the exploited model, is to satisfy the demand for rescuers with 
predefined offer and to minimize total costs, respecting all constraints. Constraints 
will be same as in the general model and refer to fact that international teams 
cannot be separated and that all domestic rescue forces have to be used. Having in 
mind different types of transportation, Romanian and Montenegrin rescuers used 
land transport and the Russian and Turkish rescuers used the airport in the city of 
Nis. This first table in the case study represents the opened transportation 
problem. The difference is 340 rescuers between demand and offer. More 
precisely, demand is 340 rescuers higher than the international offer. In next table 
will be shown the first results of the use of the adjusted transportation model for 
finding the optimal schedule of providing the international help. 

Table 3 

The first results of using the transportation model  

 

Russian 
Federation 
(number of 

offered 
rescuers 250) 

Montenegro 
(number of 

offered 
rescuers 150) 

Romania 
(number of 

offered 
rescuers 

180) 

Turkey 
(number 

of offered 
rescuers 

200) 

F  (difference 
340 rescuers) 
– host nation 

capacities  

The row 
difference 

Macva 
area– (MA) 

– 250 
rescuers 

need 

80 
 
 
 

 
90 
 
 
      

 
90 

 
 
 

90 
 
 

0 
 
 
 

10,10,0,0 

Pcinja area 
– (PA) 220 

rescuers 
need 

40 
 
 

60 
 
 

70 
 
 

60 
 
 

0 
 
 

20 

Kolubara 
area (KA) 

200 rescuers 
need 

 
70 
 
 
 

90 
 
 

90 
 
 

70 
 
 

0 
 
 

0,0,20 

Sumadija 
area (SUA) 
250 rescuers 

need 

70 
 
 

100 
 
 

100 
 
 

110 
 
 

 
0 
 
 
 

30,30,0,0 

Affected 
country – 
Srem area 
(SA) 200 
rescuers 

need 

90 
 
 

120 
 
 

70 
 
 

80 
 
 

0 
 
 

10,10,10,50 

The column 
difference 30,0 30,0,0,10 0,20,20,20 10,10,10  

 

150 
100 

220 

30 220 

20 
180 

200 
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The next step is, the application of transportation model procedure. First, we have 
to find the two smallest numbers, in each row and each column, which relate to 
the amount of the daily engagement. When we find that, the next step is to make 
difference between those numbers. For example, in the first row, which relate to 
the Macva area – (MA) the two smallest numbers are 80 and 90. The difference 
between them is 10. This is the first number which is written in the first cell of 
column “the row difference”. The procedure will be repeated for all other rows 
and columns. Than we have to find the biggest number between those that relate 
to “row and column” difference. In the previous example, it is 30, but on few 
positions. In this case, we choose to solve the first column. In the first column, we 
are looking for the lowest number. This is 40. Finally, we calculate how to satisfy 
demand and offer it in a cell where the daily engagement is the lowest number, 
because the model goal is minimization. Pcinja area needed 220 rescuers, and the 
Russian Federation could provide 250. So, it is possible to satisfy whole demand 
and deploy 220 rescuers from Russian Federation to Pcinja district. As a 
difference, it would leave 30 rescuers from Russian Federation, free. The demand 
of Pcinja district is fully satisfied. The previously described process will be 
continued until the demand and offer are not the same. In cases, where the demand 
was bigger than the offer, we have to add one more column, marked with F, which 
describe that the difference and will be solved with the host nation capacities and 
Serbian rescue power. The constraint related to column F is that all domestic 
rescue teams have to be engaged. But, the problem is that team cannot be 
separated, as is in this case with Russian rescuers. So, this result cannot be used as 
optimal and we have to continue the process. 

The next step is to define the level of rank. This is also part of standard solving of 
transportation problem. A transportation problem’s solution has m+n-1 basic 
variables, (where ‘m’ and ‘n’ are the number of rows and columns respectively) 
which mean that the numbers of occupied cells in the initial basic solution are one 
less than the number of rows and number of columns. When the number of 
occupied cells in an initial basic solution is less than m+n-1, the solution is called 
a degenerate solution [18]. The rank is calculated as: 

1 nmR                                                                         (13)               
where m is number of countries which provide help plus domestic capacities, and 
n is number of the affected areas. 

In this case, the rank is 9. It is necessary, in order to have optimal result, to check 
if the rank is equal with numbers which are marked in squares and that is 
popularly called “stones” in the transportation problem. So, we have 8 stones and 
the rank is 9. They are not equal and we have to continue the process to find the 

optimal solution. Before next step it is important to include the  . This is an 
additional tool, without which, we cannot find the optimal result. With the aim to 
solve degeneracy, the general transportation model needs to allocate an 

infinitesimally small amount   to one of the independent cells. More precisely, 
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to allocate a small positive quantity  to one or more unoccupied cells that have 

the lowest transportation costs. Also, the value of   is approximately zero. 

Table 4 

The second results of using the transportation model T0 

 

Russian 
Federation 
(number of 

offered 
rescuers 250) 

Montenegro 
(number of 

offered rescuers 
150) 

Romania 
(number of 

offered 
rescuers 180) 

Turkey 
(number of 

offered 
rescuers 200) 

F  (difference 
340 rescuers) – 

host nation 
capacities  

Ui 

Macva area– 
(MA) – 250 

rescuers 
need 

80 
 
 

10 

 
90 

 
 
      

 
90 

 
 

20 

90 
 
0 

0 
 
 
 

0 

Pcinja area – 
(PA) 220 
rescuers 

need 

40 
 
 

60 
 
0 

70 
 

30 

60 
 
 

  

0 
 

30 

-30 

Kolubara 
area (KA) 

200 rescuers 
need 

 
70 

 
20 

 

90 
 

20 

90 
 

40 

70 
 
 

0 
 

20 

-20 

gSumadija 
area (SUA) 
250 rescuers 

need 

70 
 
 

100 
 

10 

100 
 

30 

110 
 

20 

 
0 
 
 
 

0 

Affected 
country – 
Srem area 
(SA) 200 
rescuers 

need 

90 
 

20 
 

120 
 

30 

70 
 
 

80 
 
 

-10 

0 
 
 

0 

Vj 70 90 70 90 0  

Now we have to assign the potential of the affected areas. It will be Ui where 
i=1,2,3..5. After, the potential of the providing countries is Vj where j=1,2,3..5. 
Both potentials are calculated in the same way as in the previous table.  Ui 
potential is same as the “row difference’’ in the previous table. Vj potential is 
same as, ”column difference’’ in the previous table. The task is to define the 
values of base variables: 

VjUicij                                                                                       (14)        

and non-base variables  

VjUicijdij                                                                                 (15) 

In this case, the base variables are the daily allowances for international rescuer 
engagements in some of the affected areas. The values dij are non-base variables 
as well as numbers below of diagonal in cells. When this process is finished we 
have to look are there and dij value less than zero. In this case there is d54 which is 
-10. None of the dij values can be less than zero. So, the result is not optimal and 

150 100 

220 

30 
220 

20 

180 

200 
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we have to continue the transportation problem. Before the next table, we need to 
connect stones or base variables and to find solutions so all non-base variables, are 
greater than zero. In next table, we will change the negative value of d54 with  
and repeat the same process as in previous table. 

Table 5 

The second results of using the transportation model T1 

 

Russian 
Federation 
(number of 

offered 
rescuers 

250) 

Montenegro 
(number of 

offered 
rescuers 150) 

Romania 
(number of 

offered 
rescuers 

180) 

Turkey 
(number of 

offered 
rescuers 

200) 

F  
(difference 

340 
rescuers) – 
host nation 
capacities  

Ui 

Macva 
area – 

(MA) – 
250 

rescuers 
need 

80 
 
 

10 

 
90 

 
 
      

 
90 
 
 

20 

90 
 
0 

0 
 
 
 

70 

Pcinja 
area – 

(PA) 220 
rescuers 

need 

40 
 
 

60 
 
 

70 
 

30 

60 
 
 

20 

0 
 

30 

40 

Kolubara 
area (KA) 

200 
rescuers 

need 

 
70 
 

10 
 

90 
 

10 

90 
 

20 

70 
 
 

0 
 

10 

60 

Sumadija 
area 

(SUA) 
250 

rescuers 
need 

70 
 
 

100 
 

10 

100 
 

30 

110 
 

20 

 
0 
 
 
 

70 

Srem area 
(SA) 200 
rescuers 

need 

90 
 

20 
 

120 
 

30 

70 
 
 

80 
 
 

  

0 
 
 

70 

Vj 0 20 0 10 -70  

Now, all non-base variables are positive. So, we have the first optimal solution. 
But, because one of the non-base variables is equal with zero (d22=0) we have 
multiple optimal solution and we will once more repeat process in previous table. 
The problem with this result is again Russian team’s separation on two parts 
which is contrary to constraints. 

 

 

 

 

150 

100 

220 

30 
220 

20 
180 

200 

0 
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Table 6 

The second results of using the transportation model T2 

 

Russian 
Federation 
(number of 

offered 
rescuers 

250) 

Montenegro 
(number of 

offered 
rescuers 150) 

Romania 
(number of 

offered 
rescuers 

180) 

Turkey 
(number of 

offered 
rescuers 200) 

F  (difference 
340 rescuers) 
– host nation 

capacities  

Ui 

Macva area 
– (MA) – 

250 
rescuers 

need 

80 
 
 

10 
 

 
90 

 
0 
      

 
90 
 
 

20 

90 
 

20 

0 
 
 
 

70 

Pcinja area 
– (PA) 220 

rescuers 
need 

40 
 
 

60 
 
 70 

 
30 

60 
 
 

10 

0 
 

20 

40 

Kolubara 
area (KA) 

200 
rescuers 

need 

 
70 

 
10 

 

90 
 

10 

90 
 

30 

70 
 
 

0 
 

10 

60 

Sumadija 
area (SUA) 

250 
rescuers 

need 

70 
 
 

100 
 

10 

100 
 

30 

110 
 

30 

 
0 
 
 
 

70 

Srem area 
(SA) 200 
rescuers 

need 

90 
 

20 
 

120 
 

30 

70 
 
 

80 
 
 

  

0 
 
 

70 

Vj 0 20 0 10 -70  

Finally, the last table shows the recommended decision. But, constraints of 
general model are not satisfied. The Russian team is separated and domestic 
capacities (column F) are not fully engaged. In next step we have to merge the 
Russian team. Having in mind all constraints, the Russian team will be connected 
in the Sumadija area, but not at full capacity. 40 Russian rescuers from Pcinja area 

250 

70 

180 
70 

20 
180 

200 

150 
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will be merged with rest of team in the Sumadija area. Demand in the Pcinja area 
will be satisfied by the Montenegro team, as well as, with domestic rescuers from 
Pcinja area (20 rescuers), Kolubara area (10 rescuers) and from Sumadija area (40 
rescuers). Demand of Sumadija area will be satisfied with 220 Russian rescuers 
and 30 domestic rescuers. In this way, all constraints are satisfied. Moreover, the 
Russina Federation will deploy fewer people, 220 rescuers instead of the 250 
offered, because all the domestic forces are engaged. 

5 Discussion 

The final result in table 6 and explanation in the last paragraph of previous chapter 
illustrates the aim of this research, where all demands for rescuers, in the affected 
districts of the Republic of Serbia are satisfied. Also, we use all offered rescuers, 
from minimal countries and deployed them with minimal costs, which also was 
one of the goals. Only the Russian offer was not completely used considering that 
220 rescuers will be deployed instead of the 250 offered. According to the 
adjusted transportation model, goal function and constraints, which are used as 
part of the case study, we obtained optimal solutions. The Russian Federation, 
according to the last solution, deployed 220 rescuers to Sumadija district, with the 
daily costs of 70 euro per day, which is not lowest, but is only 10 euro more than 
the lowest daily price of engaging Russian rescuers. Moreover, in this case, is the 
satisfied constraints, that teams cannot be separated and deployed to two different 
sides. One of the main obstacles, when some countries send their rescuers to help 
somewhere abroad, is the dividing them on two different sides. Then, Romania 
deploys all of rescuers to Srem district with the lowest daily price, exactly 70 
euro. Montenegro deploys all of rescuers Pcinja district with the lowest daily price 
– 60 euro. Finally, Turkey will deploy all of rescuers to the Kolubara district with 
daily price which is not lowest, but is only 10 euro more than the lowest daily 
price of engagement of the Turkish rescuers. Now, by comparing the last solution 
and the first solution in the table 3, we can conclude that all of constraints are 
satisfied. Teams will not be separated and domestic rescue teams are fully 
engaged. 

In the case where many countries want to help an affected country with rescue 
teams and equipment, using an adjusted transportation problem will facilitate this 
process. Comparing the first and last option, the costs are the same – 51,000 euros. 
However, the final solution satisfies all of constraints. 

Manual use of a linear programming or transportation problem, without any 
software, for decision makers in this area, will be too complex. So, the one 
solution for both obstacles, either for “force-device’’ calculation model or manual 
use, is an appropriate software tool. LINDO and LINGO, are examples of 
software products that can be a useful base for making an appropriate program, or 
probably sufficient for reducing costs of providing international help in the case of 
emergency situations [19]. 
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Conclusion 

The purpose of this paper is to give a recommendation for using transportation 
problem solving tools to create a model for providing international help, when 
natural or man-made disaster occur. In this case, in terms of the rescuers with 
specialized equipment, with the main goal, to minimize costs. Moreover, the main 
contribution, as well as, the novelty, is that through this paper, is developed an 
adjusted transportation model, that should be used by those responsible, to make 
optimal decisions on provision of international help, in case of emergency 
situations, with emphasis on deployment of rescue teams with equipment. A 
special part of this paper belongs to the practical use of a transportation model, 
which is shown through one case study, belonging to the May floods of 2014, that 
hit the Republic of Serbia. The one of main finding is that a model is applicable 
for any kind of emergency situation, caused by natural or man-made disaster. In 
all cases, is possible to compare requests from an affected country, with offered 
help. The difference appears only in the numerical indicators for the number of 
offered rescuers and for the needs of the affected country. Lessons learnt after 
using the adjusted transportation model, is the need to include all of the practical 
rules, when the international help is provided. First, all of the domestic teams, in 
the affected country, have to be engaged. Only in this case, when the national 
resources are overwhelmed, can the affected country send requests for 
international help. Secondly, international rescue teams cannot be separated 
during their work in the affected country. Both of these two constraints are used in 
the adjusted transportation model, developed in this paper. Maybe the only 
obstacle now is how to adopt this operational research, as a unique helpful tool, 
for this topic. In practice it is only possible to recommend, in some general 
guidelines, and present it at conferences and seminars, to decision makers of the 
international environment and emergency management community. 

Future work will focus on special software, which can be made for this purpose, in 
connection with the adjusted transportation model. This software should be 
developed to include existing data, for possible provision of international help, 
such as, information of currently available teams and equipment. Then, this 
software, based on predefined constraints, will automatically solve deployment 
problems and provide optimal results. 
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Abstract: Fault localization (narrowing down the cause of a failure to a small number of 

suspicious components of the system) is an important concern in many different 

engineering fields and there have been a large number of algorithmic solutions proposed to 

aid this activity. In this work, we performed a systematic analysis of related literature, not 

limiting the search to any specific engineering field, with the aim to find solutions in non-

software areas that could be successfully adapted to software fault localization. We found 

out that few areas have significant literature, in this topic, that are good candidates for 

adaptation (computer networks, for instance), and that although some classes of methods 

are less suitable, there are useful ideas in almost all fields that could potentially be reused 

for software fault localization. 

Keywords: faults/defects/failures; fault localization; software fault localization; literature 

review; method assessment 

1 Introduction 
Our everyday lives are driven by complex systems; we are directly interacting 
with some of them, while others support background technologies in diverse 
industrial areas [1]. These complex systems may be mechanical, electrical, 
software-driven, or any combination thereof, and are developed and produced by 
the respective engineering disciplines. These systems are often mission, safety or 
business critical, and every effort is made to avoid failures in them. Failures can 
cause damage to the environment, people’s health and lives, or the operation of 
businesses and governments. Hence, failures and the underlying faults are a high 
priority concern. 

Among the many different engineering areas that deal with complex systems, 
there is one common subtopic, the central theme of this article, fault localization. 
Without loss of generality, fault localization means identifying components (parts, 
modules, software code parts, etc.) of the system that are responsible for a specific 
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observed failure. Fault localization as a discipline is given a high priority in many 
fields, especially in the case of highly critical systems. 

In this paper, we explore semi-automatic fault localization techniques from 
various domains, and aim at producing an interdisciplinary analysis of the area. 
Our goal is specific, though. The background area is software engineering, and our 
research agenda deals with enhancing existing techniques and providing new 
approaches in the field of software fault localization [2] [3]. To this end, the 
primary goal of this survey is to provide a systematic analysis of fault localization 
techniques from non-software domains and discuss their possible adaptation to 
and implementation in software fault localization. 

In any of the mentioned engineering areas, systems tend to be large and complex, 
and they are often connected to each other, forming even more complex systems-
of-systems [4]. This has the implication that, upon occurring failures, it may be 
very difficult to localize their source (root cause). Hence, various fields have 
developed algorithmic approaches to automate the fault localization process. 

Naturally, each field deals with its peculiarities and many of the techniques are 
domain-dependent, yet we found out that there are some similarities across 
disciplines. Furthermore, some of the methods are generic and could be applied, 
theoretically, to any engineering field and fault localization problem. 

Software fault localization is a relatively young area compared to, for instance, 
aerospace or electronics. Yet, there is already a large literature covering many 
different subtopics [2] [3]. A lot of research has been performed to design 
effective fault localization algorithms and propose their use in different phases of 
the software process, most notably debugging. However, related research suggests 
that the practical applicability of research results in this area is still limited [5], 
and further research is needed to achieve more widespread use of automatic 
software fault localization by practitioners. 

It is noticeable that existing software fault localization techniques concentrate 
around a relatively small number of fundamental approaches with little overlap 
between them [2]. This motivated the present work: to investigate other 
engineering fields and find out if they employ techniques that could be adapted to 
software and hence advance the state-of-the-art in this field. 

This paper is a first attempt to investigate the applicability of fault localization 
methods to software from other fields; we are not aware of any similar research. 
Our preliminary investigations show that there are promising related approaches, 
but we also found that in some cases there are barriers to the adoption of such 
techniques. This is due to fundamental differences in how these systems (software 
and non-software) are described and handled (for example, if a detailed behavioral 
model is required). In many other cases, however, the techniques or some 
underlying ideas could be successfully adapted to software. 
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The paper is organized as follows. In Section 2, we briefly overview the terms 
used in the remaining parts of the paper. Section 3 deals with the assessment 
criteria we used for the analysis of the literature. The assessment results are 
presented in Section 4, while Section 5 contains their evaluation. Section 6 
concludes this work. 

2 Background 
One of the main difficulties in a cross-disciplinary analysis of a specific topic is 
the diversity of the used terms. Often, the same concepts are referred to by 
different terms, and specific terms may have different meanings in different 
technological areas. In this work, we came across the following areas: software 
technology, computer networks, electric engineering, aerospace, among others. In 
the following, we overview the main constituents of a general fault localization 
approach, and the terminology we will use to describe it. 

System and its components. Since this paper deals with many different areas, a 
system may refer to any complex artifact that performs a specific task [1]. It may 
either be a mechanical, electrical, chemical, computer software, etc. system that is 
composed of specific, interacting components. Often, a complex system includes 
components of different types, e.g. interacting mechanical and electrical, or 
computer based using hardware and software components. A system is often 
described using a domain specific model, which is then used in the fault 
localization process. 

Fault. Without loss of generality, in this paper, fault refers to a defective 
component (or a set of defective components) of a system [6]. A fault may be 
defined at different granularity levels, depending on the domain and fault 
localization method. A fault may be present due to a design or implementation 
error made by a human or other external entity, or may be developed during 
operation by natural wear or physical damage. (This, of course, does not apply to 
software, for instance.) 

Fault identification. This refers to the (systematic or incidental) process of 
discovering that there is a fault in a system. This process merely proves that there 
is at least one fault, and does not necessarily shows its exact location and context. 

Execution and observation. A fault in a system may be identified by merely 
analyzing the system’s components by automatic or manual means (we call this a 
static approach), or by executing (using) it and observing its behavior. Execution, 
in a general sense, means using the system in its intended or test environment and 
usage scenarios, either in its entirety or using only some of its sub-components. A 
fault identified in such a way will be referred to as using the dynamic approach. 
Execution and observation may mean diverse things in the case of different 
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systems, such as real-time observing a working system in live environment, 
running software test cases, probing a network with test packages, etc. 

Test. An individual test will mean any atomic execution of the system whose 
behavior can be observed, measured and interpreted. Alternatively, a system may 
be statically tested by analyzing the components. This, again, can be very diverse 
in the different domains. 

Intended (or expected) behavior. This will refer to a type of execution of the 
system, which conforms to a set of explicit or implicit behavioral requirements. In 
other words, it is the behavior when all of the system’s components work 
correctly. Some parts of the intended behavior are defined by a behavioral model 
(documentation, or formal model), while in other cases undesired behavior is 
documented (such as possible failure modes), or it may even refer to implicit, 
undocumented, expected behavior. 

Failure. Based on the previous, a failure of a system should mean any observed 
behavior which is different from the intended one [6]. Note, that failure may mean 
many different things and can be classified according to severity starting from 
minor glitches, through functional and non-functional issues (for example, 
performance) to serious malfunctions. (The static fault identification does not 
require the manifestation of a failure.) 

Fault localization. Finally, fault localization refers to any automated or semi-
automated process whose goal is to select a sub-component or set of components 
of a complex system, which are most probably responsible for a set of observed 
failures or identified (but not yet localized) faults. 

In the case of various domains, fault localization may mean different concrete 
things but a basic approach is to perform a set of tests on the system, observe its 
behavior and, based on the failures, use an algorithm to narrow down the possible 
causes to specific sub-components of the system. In this process, a behavior model 
may or may not be required, and in some cases the tests may be performed 
statically, as discussed above. 

The different fault localization approaches can have various properties that 
determine its effectiveness and usage efficiency. In this context, effectiveness 
means how successful the method is in localizing the fault (successfulness can, in 
turn, mean different things but usually refers to how many of them and how 
precisely the location of the faults are found). Efficiency, on the other hand, means 
any practical property of the method that determines its execution time, 
complexity, storage requirement, or any other aspect which is important for its 
usability. 
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3 Assessment Criteria 
The process for identifying the corresponding research reports and their selection 
was the following. In the first phase, we used general and research oriented search 
engines and research repositories, which included google, google scholar, 
ResearchGate, Mendeley, and Scopus. We did not use generic search terms like 
“fault localization” alone because these produced too much irrelevant results. 
Instead, we added specific keywords that we expected to be relevant fields for our 
search: networks, electronics, engineering, operations, systems, etc. We also 
applied different variations and synonyms to the term, which included localizing 
faults, failure diagnosis, problem diagnosis, error localization and similar terms. 

We then restricted the search results to publicly available full-text scientific 
publications. We aimed at limiting the results to publications that appeared in 
peer-reviewed journals or conferences, however there were few exceptions such as 
doctoral theses and technical reports. The next filtering, we applied was to limit 
the list to papers that correspond to some of the following categories: software-
related, generic algorithms, methods in engineering fields that we expected to be 
relatively easy to adapt to software-related artifacts. For example, pure 
mathematical methods, methods used in programming education, or approaches in 
non-related scientific branches like biomedicine, navigation, linguistics or other, 
were removed. 

In the next phase, we performed a lightweight “snowballing” with the identified 
papers: considering the referenced works for new candidates. Finally, we 
consolidated the results by organizing the works by specific research groups or 
authors and concentrating on a few relevant reports by the same team. 

In the next phase, we started the classification of the papers based on the criteria 
set forth in this section. In this phase, several papers also dropped out because 
they were difficult to categorize according to the criteria (mainly due to the 
fundamental area category as described below). Also, the criteria had to be 
modified slightly during this phase. 

Fundamental area. The main classification direction was the fundamental area in 
which the method is applied. To enable easy further processing of the methods, we 
decided to use a very simple classification in this respect. We have the following 
categories: software, networking, other engineering and various/generic. The 
description of the methods in Section 4 is organized along these categories. 

Since our goal was to identify potential approaches from other areas different 
from software faults, the methods we include belonging to the software category 
are only the most important, basic approaches, which are provided for reference. 

We soon realized that there exists a large amount of publications that deal with 
fault localization in computer networks, hence we established a separate category 
for this area. 
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The other engineering category includes all methods that belong to a specific 
engineering field other than software or networks. In the corresponding table in 
Section 4, we will denote the specific field in question. 

Finally, there are some approaches that are not limited to any specific field 
(although some of them include one or more example applications); in this sense, 
they are generic. We used the same category to denote methods belonging to some 
other various fields. 

The other classification criteria we used for each method are the following: 

Base method. This refers to the fundamental approach (mathematical model, 
algorithm) on which the method is based on. Of course, many methods are using 
complex solutions and it is difficult to categorize them into a single approach, but 
we managed to classify most of the methods into one of the following: Machine 

Learning including any subfield thereof, Statistics, which are based on statistical 
analysis of the failures, tests, etc., Entropy, a special case of statistics which also 
includes probabilistic approaches. Finally, Model refers to model-based 
approaches that include various types of models such as mathematic structures or 
engineering descriptions of the systems. In some cases, a combination of the 
previous was applied in which case we used Combined. Finally, if the base 
method could not be determined or would be very different than the mentioned 
ones, we used Other. 

Faults. It is an important property of a method if it relies on an assumption that 
there is a single fault in the system, or it can handle (or is designed to handle) 
multiple faults occurring at the same time. Therefore, we use the Single and 
Multiple categories for this aspect. 

Base Data. The next category we used is the basic type of data the method relies 
on for performing the fault localization computation. We found that most of the 
approaches are using either a Graph representation of the elements, probes, tests, 
etc., or they are represented in a Matrix format (such as rows containing the 
probes and columns the elements on which localization is to be performed with 
test results in the cells). In a number of cases, the base data is much more 
complex, in which case we used Complex. Finally, some approaches use a Domain 

specific data representation. 

Behavior model. This category deals with the question if a behavioral model is 
required to perform fault localization. Such a model describes the expected 
behavior of the system. In simple cases, the tests (or probes) are providing simple 
pass/fail answers, but in other cases, a more complex model is needed. We used 
Yes or No. 

Empirical. This category classifies the methods according to whether they include 
empirical measurements, and if yes, what kind of. The Theory category means that 
only theory is described, Simulated refers to a case when simulation data were 
used in the experiments, while in the case of Real, real data was used. 



Acta Polytechnica Hungarica Vol. 16, No. 3, 2019 

 – 213 – 

Data set. If the method included any kind of experiments, this category will 
provide the amount of data they were executed on. Example means that only toy 
examples were used, Small refers to a realistic but small data set, while Large 
includes any real data that can be treated large but is limited to a small number of 
projects or sets. Finally, Mass was used when an automated method was used to 
collect mass amounts of data from some repositories. 

Availability. This category deals with the availability of the underlying 
information of the method. Namely, if only the Implementation or the 
measurement Data are available, Both of these or None. 

For each of the criteria from above, if it cannot be interpreted for a specific 
method, we will use N/A to denote this situation. 

4 Methods by Areas 
In this section, we present the results of our assessment of fault localization 
techniques literature. We list the identified papers along with the properties 
following the categorization presented in the previous section. This section is 
organized into subsections by the Fundamental area category defined above. Each 
subsection is composed of a table of the same structure: we list the papers with 
their authors and publication year noted to help easier identification, and make a 
brief note of the assessment results for each classification aspect. An exception is 
the Other Engineering Fields category, in which case an additional column is used 
to indicate the specific field. 

4.1 Software 

Research related to fault localization in computer software is a large and diverse 
area. It is not the purpose of the present paper to provide a comprehensive 
overview of this literature, as the goal is to identify method not related to 
software. For an interested reader, we refer to the excellent surveys of Wong et al. 
[2] and Parmar and Patel [3]. Nevertheless, we include several works related to 
this area (Table 1), which we think are important representatives of the field. 
These approaches are diverse enough to serve as examples of the main techniques 
for software fault localization. 

The basic goal of any software fault localization approach is to identify the 
location of software defect(s) in the source code given one or more faulty 
executions of the system. In software testing, one just shows that there is a defect 
somewhere in the system, and it is the task of fault localization to identify the 
exact point of the fault, typically in the source code. 
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A fundamental approach to software fault localization is to observe the behavior 
of distinct test cases and, based on their outcomes and their interaction with the 
system, compute the most suspicious code elements to contain the defects. 

Table 1 

Software fault localization techniques 

Paper Base 

Method 

Faults Base Data Behav. 

model 

Empirical Data set Avai-

lability 

Abreu et al., 
2007 [7] 

Combi-
ned 

Multiple Complex No Real N/A Both 

Abreu et al., 
2009 [8] 

Combi-
ned 

Multiple Complex No Simulated Example Imple-
ment 

Artzi et al., 
2010 [9] 

Model Multiple Matrix No Simulated Example None 

Christ et al., 
2013 [10] 

Other N/A Domain 
specific 

No Theory N/A Imple-
ment 

Pearson et al., 
2017 [11] 

N/A N/A N/A N/A Real Large Data 

Ravindranath 
et al., 2014 
[12] 

Model Multiple Matrix Yes Real N/A Data 

Renieris et 
al.,2003[13] 

Mach. 
learn 

Single Complex No Simulated Small Data 

Wang et al., 
2011 [14] 

Mach. 
learn. 

Multiple Domain 
specific 

No Simulated Example None 

4.2 Networking 

Fault localization in computer networks is a large and important area as 
networking technologies are becoming more and more complex as well as the 
internet itself, and the reliability of computer networks is increasingly important. 

In networking, the goal of fault localization is to identify faulty networking 
elements (“nodes”) such as routers, etc. This is typically done by probing the 
network with network packages, and based on the responses from the nodes and 
the routes taken, the faulty nodes are identified. 

Table 2 contains the results of our assessment of methods in the computer 
networking area. 

Table 2 

Networking fault localization techniques 

Paper Base 

Meth. 

Faults Base Data Behav. 

model 

Empirical Data set Avai-

lability 

Aghasaryan et 
al., 1997 [15] 

Model N/A Complex N/A Theory N/A None 

Aghasaryan et 
al., 1997 [16] 

Model Multiple Complex N/A Theory N/A Imple-
ment. 
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Alekseev et 
al., 2014 [17] 

Model Multiple Complex No Theory N/A None 

Brodie et al., 
2002 [18] 

Model Multiple Complex No Theory N/A None 

Chao et al., 
1999 [19] 

Model Multiple Domain 
specific 

No Theory N/A Imple-
ment. 

Chen et al., 
2004 [20] 

Mach. 
learn. 

Multiple Domain 
specific 

Yes Real N/A None 

Deng et al., 
1993 [21] 

Mach. 
learn. 

N/A Domain 
specific 

No Theory Example Imple-
ment. 

Fecko et al., 
2001 [22] 

Com-
bined 

N/A Complex No Simulated Example None 

Garshasbi et 
al., 2013 [23] 

Other Multiple Matrix No Theory Example Data 

Hood, 1997 
[24] 

Mach. 
learn. 

Multiple Domain 
specific 

No Simulated Example None 

Kant et al., 
2003 [25] 

Model N/A Complex No Theory N/A None 

Katzela et al., 
1995 [26] 

Model Multiple Domain 
specific 

No Simulated Example None 

Kompella et 
al., 2005 [27] 

Model Multiple Matrix No Simulated Example Imple-
ment. 

Lu et al., 2013 
[28] 

Model Multiple Complex No Simulated Example Data 

Natu et al., 
2006 [29] 

Other N/A Matrix No Theory N/A Imple-
ment. 

Natu et al., 
2007 [30] 

Model Multiple Domain 
specific 

No Theory N/A Imple-
ment. 

Natu et al., 
2007 [31] 

Statis-
tics 

Multiple Matrix No Simulated Example Both 

Rish et al., 
2004 [32] 

Other N/A Complex No Real N/A Imple-
ment. 

Steinder et al., 
2004[33] 

Model N/A Complex Yes Simulated Example Imple-
ment. 

Steinder et al., 
2004[34] 

Model N/A Complex Yes Simulated Example Imple-
ment. 

Tang et al., 
2005 [35] 

Model Multiple Complex Yes Simulated Example Both 

Traczyk, 2004 
[36] 

N/A Multiple Matrix No Simulated Example None 

Wang et al., 
2012 [37] 

Com-
bined 

Multiple Complex No Simulated Example Both 

Zhang et al., 
2011 [38] 

N/A N/A N/A Yes Theory N/A None 

4.3 Other Engineering Fields 

This category deals with different engineering fields in which some form of 
automated fault localization is investigated. Faults are possible and need to be 
avoided or identified in virtually any automatic system, whether it is mechanical, 
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electrical, logical (software), or even chemical or biological. Some systems are 
complex and composed of different components of the mentioned types. 

Automatic fault localization is used to various degree in these areas, typically 
based on the criticality of the system. Some areas are particularly notable in this 
respect, which have a relatively large literature on fault localization. These areas 
include the aerospace industry (detecting faults in aircraft systems), power 
electronics (detecting faults and source of outages in electrical networks), 
electronics (detecting faults in hardware components of computer systems or other 
electronic devices, most typically in the digital domain). Other areas we 
encountered include mechanical engineering (detecting faults of rotary machines), 
oil pipelines (detecting leakage points) and chemistry (detecting faults in chemical 
plants that implement complex chemical reactions). 

We are certain that there may be many other areas that encounter similar issues 
and have domain-specific solutions to fault localization, but the domains we list in 
this section illustrate the diversity of approaches used. Interestingly, there are 
many common basic approaches used in these diverse areas (such as entropy-
based and neural networks), which means that they might be good candidates in 
reusing the methods to software fault localization. 

Table 3 contains the results of our assessment of other engineering field methods. 

Table 3 

Other engineering fault localization techniques 

Paper Base 

Method 

Faults Base Data Behav. 

model 

Em-

pirical 

Data set Avail Field 

Adamovits et 
al., 1993 [39] 

Model Multiple Domain 
spec. 

Yes Theory N/A None Aero-
space 

Balaban et 
al.,2007 [40] 

Model Multiple Domain 
spec. 

Yes Theory N/A None Aero-
space 

Benbouzid et al., 
1999 [41] 

N/A N/A N/A N/A Theory Example None Power 
electr. 

Beschta et 
al.,1993 [42] 

Model Single Complex No Theory N/A None Power 
electr. 

Digernes, 1980 
[43] 

Model Single Complex No Simulated Example None Oil 
pipeli-

nes 

Dries, 1990 [44] Model Multiple Domain 
spec. 

N/A Theory N/A Im-
plem. 

Aero-
space 

Pálfi et al., 2017 
[45] 

Other Multiple Domain N/A Real Small None Power 
electr. 

Poon, 2015 [46] Model Multiple Domain 
spec. 

Yes Simulated Example Data Power 
electr. 

Peischl et 
al.,2006 [47] 

Model N/A Graph N/A Simulated Example None Elec-
tronics 

Tanwani et 
al.,2011 [48] 

Model N/A Complex N/A Simulated Example Im-
plem. 

Power 
electr. 
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Tóth et al., 2013 
[49] 

Other Multiple Domain No Simulated Example None Mech. 
eng. 

Venkatasubrama
nia et al.,1990 
[50] 

Model Multiple Domain Yes Simulated Example None Che-
mistry 

Yan et al., 2014 
[51] 

Other Multiple Domain No Real Example None Mech. 
eng. 

4.4 Various and Generic Methods 

During the assessment of the identified literature, we encountered several works 
that introduce a fault localization algorithm, which is theoretically application 
independent. To a certain degree, these generic methods could be applied to any 
field, including software. Many of these publications are illustrating the use of the 
approach in a specific field, but it is generally not discussed to what degree is the 
method generalizable to other areas. 

Some methods listed in this category are purely theoretical and advance a certain 
mathematical subfield, with no obvious practical application. Hence, the 
applicability of the methods listed in this section should be carefully investigated 
to any particular field, notably software faults. 

Table 4 contains the associated results of our assessment. 

Table 4 

Various other fields fault localization techniques 

Paper Base 

Method 

Faults Base Data Behav. 

model 

Empirical Data set Availa-

bility 

Frank, 1996 
[52] 

N/A N/A Complex Yes Theory N/A None 

Gertler, 
1991 [53] 

Machine 
learning 

Multiple Matrix No Theory N/A None 

Isermann, 
1984 [54] 

N/A N/A N/A N/A Theory N/A None 

Kleer, 2009 
[55] 

Entropy Multiple Domain 
specific 

Yes Simulated Large None 

Kleer et al., 
1987 [56] 

Entropy Multiple Domain 
specific 

Yes Theory N/A None 

Lerner et 
al.,2000[57] 

Model Multiple Complex No Simulated Example Implemen-
tation 

Massoumni
a et al., 
1986 [58] 

Model Multiple Complex No Theory N/A None 

Mehra et 
al.,1971[59] 

Statistics Multiple Complex No Theory N/A None 

Olivier-
Maget et 
al., 2009 
[60] 

Combined Multiple Complex No Theory N/A None 
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Shchekotyk
hin et al., 
2016 [61] 

Model Multiple Domain 
specific 

N/A Simulated Example Implemen-
tation 

Tidriri et al, 
2016 [62] 

N/A N/A N/A Yes Theory N/A None 

Varga, 
2003 [63] 

Statistics N/A Domain 
specific 

No Theory Example None 

5 Evaluation 
The main goal of the paper was to identify potential approaches from non-
software domains that can be successfully adapted to software faults and fault 
localization. Based on the summaries in the previous chapter, it is not easy to 
pinpoint only a few candidate methods, rather many of them may provide 
interesting ideas, even if not the complete method is adapted. In particular, we 
found the following. Figure 1 contains the overview of the various fields we 
investigated in this article. The arrows from specific areas to software bugs 
indicate the level of their applicability (dashed lines = moderate, solid lines = 
probable). 

 

Figure 1 

Overview of the investigated fault localization areas and their relation to software faults 

5.1 Networking 

The most promising techniques for adapting to software faults is the probing 

method in computer networks [36]. A probe is a program that executes on a 
particular network node and sends commands or transactions to the other elements 
of the network. Then, the responses are observed and their various properties are 
measured. From this information, various network issues, bottlenecks and faulty 
nodes can be estimated. Steinder and Sethi provide a survey of fault localization 
techniques in computer networks [64]. 

An interesting property of such network fault localization methods is that an 
almost direct analogy can be drawn to software fault localization: a network node 

Fault localization

Software bugsGeneric

MechanicalOther (chemistry,…) Networks (pipelines, electricity) Aerospace Electronics

Computer networksEngineering
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corresponds to a software component, a probe can be seen as a test case, and the 
responses from the network can be identified as the dynamic behavior of the 
system by executing the test cases. Thus, the traditional spectrum-based fault 

localization methods in software [2, 3, 7] may benefit from advances in probe-
based networking fault localization. 

For instance, the approaches by Brodie et al. [18], and Natu et al. [29, 30, 31], 
provide various optimizations to the basic probing approaches, which are good 
candidates for adaptation to software faults. 

Another common element of network fault localization is the use of probabilistic 
approaches (such as conditional probabilities and Bayes networks) [17, 19, 34, 
35], among others, as well as machine learning [20, 21, 24]. These can be 
probably adapted to software. 

5.2 Other Engineering Fields 

Overall, the techniques used by other engineering fields are typically not directly 
applicable to software faults because of the big differences in the domains. Often, 
reliable behavioral models are the basis for these approaches which is in many 
cases difficult to obtain with software. The probabilistic approach used often in 
some areas may, however, be considered to enhance fault localization in software. 
Indeed, there are already several enhanced methods in software fault localization 
that employ conditional probabilities and entropies, such as Abreu et al.’s method 
[7] (also see [2] [3]). 

In the aerospace industry, use of artificial intelligence, in particular, model based 
reasoning, seems to be prevalent [39, 40, 44]. Although these approaches seem 
quite advanced, their application to software fault localization may be limited due 
to the difficulty of producing a reliable model of the software. 

The situation is similar with the power electronics area [41, 42, 46], these also 
frequently utilize various models describing the system. However, they seem to be 
less complex and more similar to computer networks, hence their applicability 
may be easier. 

Some approaches in fault localization in electronic circuits may almost directly be 
applied because the description of the hardware is done in a similar way to 
computer software source code [47]. However, often simulation is done based on 
the circuit model, which is more difficult to employ on software. It is interesting 
to note, that some techniques that we categorized as “Generic methods” (see next 
section) have their main application in electronic circuits (Kleer et al. [55] [56]), 
which are based on entropy minimization and probabilistic approach (as with 
many methods in computer networks). 

The other areas we investigated also often use simulation and probabilistic 
approaches [43], or machine learning with neural networks [50], but in these cases 
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a model of the system is required as well. Often, advanced concepts are applied in 
these areas such as Kalman filters to increase the accuracy of fault estimates. 

A notable field is that of machine fault diagnosis in mechanical engineering [49] 
[51]. This concerns of finding faults in machine elements, most specifically in 
rotating machinery. This area is only remotely related though, as the methods used 
are very specific to the field, and include spectral and waveform analysis of 
vibration signals. Reference [51] provides an overview of the field with specific 
emphasis on wavelets for fault diagnosis of rotary machines. 

5.3 Generic Methods 

The common property of most generic methods is that they rely on a behavioral 
model of the system. Many of these model the system as a process, and hence 
process analysis approaches are used from control theory [50, 54, 58, 59]. This is 
often applied to fault tolerant systems. Often, these are called Model-Based 
Diagnosis techniques, which aim at finding the fault of an observed system based 
on knowledge about the system’s expected behavior [52, 55, 56, 61]. The 
mentioned entropy based and probabilistic approaches are typically used. 

Tidriri et al. [62] combine model based approaches with data driven methods 
(which process a large amount of data from the system’s output and are based on 
training data for a correctly working system). This may be a good candidate to be 
applied to software fault localization, because in this case often the model is not 
available but the operational data from software executions is easily obtainable 
through system logs. This publication refers other related work in this area, which 
can be useful sources for more information about this set of techniques. 

Conclusions 

This paper presented the results of our interdisciplinary analysis of fault 
localization techniques. As this was a preliminary study, our goal was to find 
related publications in various engineering fields, initially evaluate the proposed 
methods and assess their usability to our central topic, software fault localization. 
We found that, among the many different engineering fields, computer networks, 
aerospace, (power) electronics and some other areas are the most promising to 
help advance software fault localization. 

The detailed analysis results presented in Section 4 could provide a starting point 
for further analyzing the techniques. Based on the various properties of the 
method, we provided (fault types, base data, empirical results, etc.), the most 
promising approaches could be selected for further consideration. Section 5, on 
the other hand, could be used to pin-point specific topics (with references to the 
main articles) to be used to enhance software fault localization. 

Although we performed a systematic Literature Analysis, we cannot claim any 
completeness thereof. Based on the identified and here referenced works, further 
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publications could be searched by investigating the references, authors and 
research groups, etc. Also, scientific venues (conferences, journals) of specific 
engineering areas could be further analyzed to discover additional results. 

Nevertheless, we believe that the survey in its present state is suitable for us to 
continue our quest for enhancing software fault localization, and for other readers 
to obtain a wider view of this important and diverse topic. 

In future work, we will evaluate the most promising approaches in more detail and 
eventually implement the findings, for software fault localization. 
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Abstract: Today, the term, Working Memory, is closely associated with intelligence. We 

propose that in addition to improving and speeding-up analysis, Artificial Intelligence (AI) 

can also be useful as a supplement to Working Memory. It is generally accepted that 

working memory plays a crucial role in cognition and models by computers, can help us 

understand the human mind. Building an artificial working memory can bring further 

benefits; for example, it can separate retrieval from reasoning and therefore, can acquire 

new concepts. The aim of this research is to solve the capacity shortage problem of 

Working Memory, by using AI as a supplement. In order to develop our argument, we 

characterize the ID3 algorithm as a way of looking for a consistent solution in the existing 

Case Based Graph; as the ID3 algorithm builds it from an empty graph, to an increasingly 

complex one. Methodologically, our study is based on observation of several Digital 

Natives (DNs) playing different games at Mobilis Interactive Exhibition Center in Győr, 
Hungary. The aim is to explore the behavior of the DN generation. By identifying the 

different mindset patterns of DNs, we will be able to observe how different DNs can be 

facilitated, to enjoy the games, rather than being bored, anxious or even, becoming 

addicted. 

Keywords: Artificial Intelligence; Knowledge-based System; Machine Learning 

1 Introduction 

A published overview of expert systems shows the kinds of articles published in 
the field [1]. Even though intuitive Decision-Makers emphasize that the 
knowledge bases of their tools cannot have more knowledge than the experts 
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whose knowledge has been represented, sometimes the illusion still arises. The 
knowledge base in the expert system will not be able to think differently than the 
decision maker who was the source of that knowledge. As Liao [2] said, the 
development of methodological approaches in expert systems shows expert-
orientation in ICT-related disciplines, and suggests that there is a possibility of a 
different orientation in human and social studies. One of the novelties of our 
DoctuS Knowledge-based System [3] is its ability to show the informativity of the 
attributes of the Decision-Maker through the ID-3 algorithm. The intuitive 
Decision-Maker’s mindset can be discovered through the informativity of these 
attributes. At the Mobilis Interactive Exhibition Center, we observed Digital 
Natives during play and built up a knowledge base of their behavior to illustrate 
the functional novelty of the Doctus Knowledge-based System. We argue for a 
transdisciplinary approach, in which the two otherwise parallel research paths may 
meet. Transdisciplinarity examines what lies beyond the different disciplines. It 
seeks to have an overall picture, an integration of a fuller understanding [4]. To 
understand the reality of decision making, one has to “pick and choose” from the 
fields of Philosophy, Cognitive Psychology, Cybernetics and Artificial 
Intelligence. In this article we aim to provide a demonstration of the ID-3 
algorithm-based, Doctus Knowledge-based System, through a case, where the 
attributes, as indicated by the descriptor, are classified and a graph is developed. 
The descriptive indicator is a statistical value, which is called entropy, in 
information theory. 

A contemporary Decision-Maker can only work together, with a smart tool, if the 
model created by the latter, distorts the thinking of the former, only minimally. In 
this study, we show how to map Working Memory, through the inductive 
reasoning of the Doctus Knowledge-based System, to create an artificial Working 
Memory. 

2 Background 

Daniel Kahneman states, “fast thinking includes both variants of intuitive thought 
– the expert and the heuristic – as well as, the entirely automatic mental activities 
of perception and memory, the operations that enable you to know there is a lamp 
on your desk or retrieve the name of the capital of Russia” [5]. Not having 
understood the intuitive Decision-Maker’s mindset, expert systems have not yet 
found their domain of validity. “There were many published cases of systems that 
did not go beyond the basic validation of the application rules and so this pulled 
down the overall averages” [6]. 

Knowledge gathered in the knowledge-based system always comes from the 
memory of the intuitive Decision-Maker. The mind is not tuned for arithmetic, but 
to the memories of experience. We not only tell stories when we decide we are 
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going to tell stories. Our memory is also telling us stories, in other words, what we 
have kept from our experiences is the story. As Daniel Kahneman says in his talk 
entitled “The riddle of experience vs. memory” at the TED2010 Conference, “We 
actually don't choose between experiences, we choose between memories of 
experiences. And even when we think about the future, we don't think of our 
future normally as experiences. We think of our future as anticipated memories. 
And, basically, you can look at this, you know, as a tyranny of the remembering 
self, and you can think of the remembering self-sort of dragging the experiencing 
self through experiences that the experiencing self doesn't need” [7]. 

If we examine cognitive psychology, from a meta-level, we find a vast amount of 
results from just as numerous experiments. It is not the aim of this paper to predict 
when cognitive psychology will present a few theories, nor if that is even possible. 
We interpret this situation on the basis of Karl Popper, who declared that the 
research of human-created organizations does not have its own Galilei. Both 
Popper and we hope that it will always be so, because the understanding of human 
organizations is different than that of physical or biological ones. With the efforts 
of Galilei and Newton, the successes of physics have surpassed all expectations, 
and so physics leapt far ahead of all other disciplines. Ever since Pasteur appeared 
as the Galilei of biology, biology has also been almost as successful [8]. 

In the wake of George Armitage Miller's idea of “The Magical Number Seven, 
Plus or Minus Two”, published in 1956, the research results of Working Memory 
experiments have been just as defining for cognitive psychology [9]. “The 
proposal of the episodic buffer clearly does represent a change within the Working 
Memory framework, whether conceived as a new component, or as a fractionation 
of the older version of the central executive. By emphasizing the importance of 
coordination, and confronting the need to relate WM and LTM [long-term 
memory], it suggests a closer link between our earlier multi-component approach 
and other models that have emphasized the more complex executive aspects of 
WM. The revised framework differs from many current models of WM in its 
continued emphasis on a multi-component nature, and in its rejection of the 
suggestion that WM simply represents the activated portions of LTM. It also 
rejects the related view that slave systems merely represent activations within the 
processes of visual and verbal perception and production. Although WM is 
intimately linked both to LTM and to perceptual and motor function, it is regarded 
as a separable system involving its own dedicated storage processes” [10]. 

Howard Gardner defined ten types of intelligence [11] and is one of the people 
who has spent the most effort on defining the concept of intelligence. In his 
newest book, co-authored with Katie Davis, they examine the interaction between 
Apps and the human mind. “The second opportunity entails the capacity to make 
use of diverse forms of understanding, knowing, expressing, and critiquing – in 
terms that Howard has made familiar, our multiple forms of intelligence. Until 
recently, education was strongly constrained to highlight two forms of human 
intelligence: linguistic and logical-mathematical. Indeed, until the end of the 
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nineteenth century, linguistic intelligence was prioritized; in the twentieth century, 
logical-mathematical intelligence gained equal if not greater importance” [12]. 
Nothing guarantees that the intuitive Decision-Maker behaves according to 
mathematical intelligence. It is impossible to prove, that mathematical intelligence 
leads to better decisions than other forms of intelligence. 

This might indeed be at the core of the difficulty in understanding the intuitive 
Decision-Maker’s mindset; the different disciplines are captive in their respective 
cages. Developers of machine learning held to their own concepts and methods, 
occasionally looking to cognitive psychology. Cognitive psychologists, for 
example Amos Twersky and Daniel Kahneman [13] have occasionally considered 
decision-making. Researchers in decision-making, often looked to cognitive 
psychology, but almost never paid attention to machine learning. To make matters 
worse, all three disciplines neglected philosophy, especially the problem of 
induction [14] [15]. Whatever may have happened, it is now clear that we must 
free ourselves from the cages of disciplines and hope to reach another result 
through meta-knowledge and a transdisciplinary approach. In this approach we 
must also decide on what level we wish to examine reality: through models, 
methods or tools. “We describe decision making with the following three levels of 
reality: (1) Models of decision makers’ behavior, (2) Methods used to support 
intuitive decision makers, (3) Tools we use to implement the support of intuitive 
decision makers” [16]. 

3 Rejuvenating Machine Learning 

For laymen, a computer is a machine that 'computes', that is, calculates faster than 
a human. This is still the basic approach, even though humans 'compute' very 
little. On trams and in pubs, we see people use the machine, but we do not see 
them calculating with it. The rejuvenation of machine learning, if it was 
rejuvenation at all, did not bring a paradigm shift. Based on the work of Thomas 
Kuhn [17], if two people stand in the same place and look in the same direction, 
then, avoiding solipsism, we conclude that they receive the same stimuli. If their 
eyes could be in the same place, the stimuli would be identical. However, people 
do not see stimuli. People have impressions and feelings, and nothing requires that 
we make the assumption that the two observers' impressions are the same. 

At the time of the rejuvenation of machine learning, we are still not able to rethink 
it. We still tell digital natives what the digital outsiders believed. It is a matter of 
debate who first introduced the concepts of digital natives and digital immigrants. 
According to Marc Prensky, it was he himself, that used it first in 2001 [18], but 
that is beside the point right now. Our narrow field of vision and lack of courage 
allows us to see only what others have accepted. “What we refer to with the 
`meta-' is a very high level of abstraction, something that we can call meta-level. 
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At a high level of abstraction, where the details of reality dissolve, such 
knowledge loses direct touch with reality. However, it can be ’concretized’ by 
zooming into reality, and in this ‘concretization’ the meta-knowledge can take 
radically different forms. For instance, it may take the form of some knowledge 
with reference to one reality and some different knowledge with reference to some 
other reality. For this reason, meta-knowledge does not consist of concepts but of 
meta-concepts, which are extremely high-density essences of many concepts” 
[19]. 

Nick Bostrom in his book, Superintelligence [20] said that we cannot expect 
Artificial Intelligence to be motivated by love or hate or pride or other such 
common human sentiments. Let us first emphasize, that if we have understood 
reality at the level of the individual, then the modeling of the intuitive Decision-
Maker’s mindset can be represented with an algorithm. We also posit that the ID3 
algorithm, originally developed by J. Ross Quinlan would be fit for that purpose. 
If it were not, we could not choose any other existing algorithm, we would have to 
create a new one. In the next chapter, we will demonstrate that the ID3 algorithm 
is suitable for adequately describing the intuitive Decision-Maker’s mindset. 
Developed by us and actively applied for two decades, the inductive reasoning of 
the Doctus Knowledge-based System is based on the aforementioned ID3 
algorithm. A tool is a tool, which grows more effective as its validity domain 
narrows. One must never search for the problem matching the tool, one must 
search for the most suitable, or least inadequate tool, for the problem. 

4 Informativity in Mindset Patterns 

Digital Natives are trained as if they would need the same tools as the Digital 
Immigrants and their ancestors. This new generation knows a little about 
everything, which is not necessarily a bad thing [21]. If we arouse their attention, 
they can deepen their knowledge easily, because knowledge is just ‘a click away’. 
This generation of Digital Natives do not need to be specialized in a strict way but 
rather become de-specialized, with the ability to search for knowledge efficiently 
and thus to become competitive. The capacity of long term memory, or what can 
be called meta-knowledge, defines the personal level of knowledge and 
experience acquired, the levels of which can be gained through many learning 
hours: novice (10 hours), expert (100 hours), master (1,000 hours) or grand master 
(10,000 hours). Short-term Memory or Working Memory, however, can contain 
and hold only 7 plus or minus 2 items. 

Due to technological acceleration, the use of the term ‘content specific 
knowledge’ has grown significantly in recent decades, in large part because 
educators now commonly use the term as shorthand to articulate a useful technical 
distinction between knowledge and skills. It refers to the body of knowledge and 
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information that teachers teach and that students are expected to learn in a given 
subject or content area, generally referring to the facts, concepts, theories, and 
principles that are taught and learned in specific academic courses, rather than to 
related skills – such as reading, writing, or researching – that students also learn in 
school. It is incontestable that Working Memory plays a crucial role in cognition 
and that models created with computers can help us understand the human mind. 
On the other hand, building an artificial Working Memory can result in many 
other positive outcomes: it can for example separate retrieval from reasoning and 
therefore can acquire new concepts. “By placing Working Memory between an 
agent’s sensors and its decision-making element, we can give it the ability to 
recognize existing contexts, and reason using precedents – even analogies. This, in 
turn, allows the designer to focus on the agent’s heuristics. Another reason to 
create an artificial Working Memory system is that doing so will also give us a 
framework within which to investigate different types of similarity, measures of 
uncertainty, and knowledge bases” [22]. In order to examine our topic, we 
observed several Digital Natives playing different games at Mobilis Interactive 
Exhibition Center in Győr, Hungary. Figure 1 depicts the attributes of meaningful 
play. The selection of observed attributes is based on gamification literature [23, 
24, 25, 26, 27]. 
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Figure 1 

Observed attributes (Source: Screenshot by Authors from Doctus) 

The aim was to explore the behavior of the DN generation by observing how the 
structure of the games affected their viability. By understanding the different 
mindset patterns of DNs, we would be able to observe how different DNs can be 
facilitated to enjoy the games, rather than getting bored, getting anxious or 
becoming dependent. We have selected five primary categories based on feedback 
from randomly selected players on the overall experience of the game, grade M1 
became the lowest and grade M5 was the highest ranking in connection to the 
meaningfulness of the game. We then faced the following question: Which 
attribute should be first examined, in other words, which has the greatest 
descriptive power? We have chosen inductive reasoning as the categories are used 
when we would like to predict the value of an attribute with a discrete value based 
on a given situation and the knowledge we have on values of other descriptive 
attributes. Thus, we have a Case Based Graph, which is based on the previously 
described examples for a similar simulation we want to observe, hence we will be 
able to provide the expected value of the requested attribute. The ID3 (inductive 
learning) algorithm creates (or learns) the Case Based Graph based on the 
examples provided [28], which are built up from the bottom to the top. The basic 
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idea of this machine learning algorithm is to select an attribute which we are 
interested in – this will be the target function, at first a binary attribute. Then, we 
find the additional attributes which best define the output value of the target 
function – this will give the root of the Case Based Graph and the possible values 
of each attribute will be the branches. We continue this process for the remaining 
levels and for each attribute until complete. Then ID3 classifies the attributes 
based on the descriptor and builds the graph – the descriptive indicator is a 
statistical value, which is called entropy in information theory. We shall 
characterize the ID3 algorithm by looking for a consistent solution in the existing 
Case Based Graph – as the ID3 algorithm builds the tree of decision (hypothesis) 
from an empty graph to an increasingly complex one. We use the Formula (1), 
where S is the set of examples, B is the binary target attribute, Splus is positive, 
Sminus is a set of examples with negative target attributes, therefore sSplus, if B(s) 
= , and sSminus, if B(s) =. For each Entropy count, log 0 should be 0.  𝐸𝑛𝑡𝑟𝑜𝑝𝑦 (𝑆) =  − (|𝑆𝑝𝑙𝑢𝑠||𝑆| 𝑙𝑜𝑔2 |𝑆𝑝𝑙𝑢𝑠||𝑆| + |𝑆𝑚𝑖𝑛𝑢𝑠||𝑆| 𝑙𝑜𝑔2 |𝑆𝑚𝑖𝑛𝑢𝑠||𝑆| )  (1) 

The Entropy (S) specifies the minimum number of bits in an encoded bit sequence 
for a given example. If it is 0, then the target function in S is the same, so it does 
not have to be encrypted as we know what it was. If this is 1, it cannot be 
compressed and encoded, as positive and negative examples are equally likely. If 
it is a number between 0 and 1 (e.g. 0.7), then at least 0.7 bits must be used when 
encoding. We got the following values in Figure 2. 

Entropy (S, Immersion) = 0.3401 

Entropy (S, Fellowship) = 0.3163 

Entropy (S, Fun) = 0.3124 
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Figure 2 

Informativity of Attributes (Source: Screenshot by Authors from Doctus) 

As Immersion, Fellowship and Fun had the strongest explanatory force, the root of 
the Case Based Graph will be Immersion and the resulting edges will be matched 
to its possible values. Subdivisions that fit into new branches will not be built on 
the whole set of S, but only with the examples in which the Immersion attribute 
takes the value corresponding to that branch. We could characterize the ID3 
algorithm by looking for a consistent solution in the existing Case Based Graph. 
Based on the ID3 algorithm, we developed the following graphical model seen in 
Figure 3. 
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Figure 3 

Case Based Graph (Source: Screenshot by Authors from Doctus) 

As the Case Based Graph is founded on the statistics for all given attribute values 
in our examples and because we may have been using faulty data, we will need to 
modify the termination condition of the machine learning algorithm, to make it 
work better – we have to accept some imperfect consistencies. Experience shows 
that the more examples we work on, for a particular situation, produce more 
precise Case Based Graph. This observation is also valid for problem scenarios: 
The bigger the graph is, the more precisely we can set the value of the target 
attribute, but, surprisingly, after approximately 25 leafs, the accuracy decreases 
constantly. 

5 Conceptual Model 

Based on Nassim Taleb [29] those living in Mediocristan were satisfied with using 
arithmetic-based, Multiple Criteria Decision Analysis (MCDA) systems; they 
were perhaps afraid of new knowledge and the losses that come with change. 
Those living in Extremistan [29], are practically waiting for some new knowledge 
to challenge the current knowledge. If we say that it is currently possible to model 
the Working Memory of the intuitive Decision-Makers, then we will appear 
frightening in Mediocristan. We may cause a lot of trouble, if we rob someone of 
their belief in numbers. Life in Mediocristan is nice and calm, if we believe that 
Artificial Intelligence will bring the faster recalculation of the past. Very few 
intuitive Decision-Makers live in Extremistan, but they are always happy to see 
the knowledge representations modeled by knowledge-based systems. 
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The weak point of Doctus Knowledge-based System is that it is only able to show 
the mindset patterns of those who have them. In other words, machine learning is 
only able to help those who have natural intelligence. Perhaps even the concept of 
intelligence will need further clarification. Let us not dream of a world where 
every puzzle can be solved by a crutch. Puzzles were created for people who, 
every now and then, succeed with a good shot. Not everyone has to be a puzzle 
solver, that is, to try to reach the one true solution quickly. 

It is possible that knowledge-based expert systems have to pull themselves out of 
their predicament. Bootstrapping is a commonly used phrase today. Bootstrapping 
in Artificial Intelligence and machine learning, according to one definition, is a 
technique used to interactively improve performance, in other words, recursive 
self-improvement. For example, Ryan Smith talks about why every start-up 
should be a bootstrap [30]. The new wave of Artificial Intelligence can start the 
third S-curve found in Figure 4. 

 

Figure 4 

The third S-curve (Source: Drawn by Authors) 

The harmony between the model and algorithm presented herein, can lead to the 
development of a tool that conforms to the already established user habits of 
digital natives who behave according to bootstrap patterns. This generation is 
already on the stage in the business world as well, but is often still forced to use 
the legacy tools of digital outsiders. Let us not forget, however, that the generation 
of the future, who grew up on computer games, does not want to read help files 
and does not really want to attend a course where they will only learn the use of 
one tool. 

Conclusions 

Although more and more data is being analyzed in the world, the decision-making 
process will not become smarter. Smartly prepared business decisions are born, 
based on knowing. An intuitive Decision-Maker can only be in balance with a 
smart tool if the invisible model between them, distorts as little as possible. In this 
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paper, we demonstrated that Working Memory can be mapped to artificial 
Working Memory. This means that the tool does not replace the intuitive 
Decision-Maker by making a decision for them; it simply frees up their memory 
capacity limits. In this case, nothing stands in the way of a Decision-Maker, if 
they want to use further, new attributes, in a new decision. The tool can, however, 
help make the new attributes consistent and congruent with those already 
established. Knowledge-based systems, if they can be rejuvenated, will always 
remain tools, they will never become scary monsters that overcome humans. Just 
like all other tools, these can also help augment and expand the capacity limits of 
Working Memory. 
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