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Preface 
 

Special Issue on Cognitive Infocommunications 

CogInfoCom is an interdisciplinary research field that has emerged as a synergy 
between infocommunications and the cognitive sciences. One of the key concepts 
behind CogInfoCom is that humans and ICT are becoming entangled at various 
levels, as a result of which new forms of blended cognitive capabilities are 
appearing. These new capabilities – not separable into purely natural (i.e., human), 
or purely artificial components – are targeted towards in theoretical investigations 
and engineering applications. This special issue presents various new results on 
this scientific disciplina in the following papers: 

1) Uncertain words, uncertain texts. Perception and effects of uncertainty in 
biomedical communication 

Literature on epistemic stance has thoroughly investigated certainty and 
uncertainty markers, but their effects on the reader are still unclear. This paper 
investigates the reader’s perception of the communication of uncertainty in 
biomedical texts and its effects on the reader’s emotions and decision making. 
Four versions of a scientific paper on the risks of egg consumption, with varying 
degrees of certainty, were submitted to participants in two pilots and two studies. 
The pilots reveal that although participants are sensitive to changes in degree of 
certainty, they are not so aware of the epistemic markers of uncertainty in the 
articles. Study 1 shows that with a different framing of the risks of egg 
consumption – increase of cholesterol vs. risk of heart attack –, (un)certainty has 
an effect both on participant’s emotions and subsequent intentions; study 2 
highlights a difference between bare “lexical” certainty (simple presence of 
epistemic markers) and “textual” certainty (induced by contradictory sentences). 

2) Placing event-action based visual programming in the process of computer 
science education 

Based on research results and experience, students who finish K-12 education lack 
the necessary computational thinking skills that they would need to continue their 
studies effectively in the field of computer sciences. The goal of the paper is to 
examine the currently used methods and programming languages in K-12 
education and to find and present an alternative approach. The paper presents 
event-action based visual programming, as an alternative to today’s most 
frequently used methods, which do not restrict the students’ development ability to 
simplified and basic applications while retaining the advantages of visual 
languages. The authors of the paper organized four workshops in which they 
presented this programming approach to four distinct groups involved in 
education. The participants were guided to develop a multiplatform mobile 
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application using Construct 2 event-action based visual programming. At the end 
of the sessions the authors collected data in the form of group interviews and 
questionnaires on the possibilities of including event-action based visual 
programming in computer science education. Based on the results, the participants 
found the method suitable for beginner programmers to help them lay the 
foundations for more complex, text- based programming languages and to develop 
a positive attitude towards programming. 

3) Efficient Visualization for an Ensemble-based System 

Ensemble-based systems have proved to be very efficient tools in several fields to 
increase decision accuracy. However, it is a more challenging task to become 
familiar with the operation and structure of such a system that contains several 
fusible components and relations. This paper  describes a visualization framework 
in connection with an ensemble-based decision support system in the domain of 
medical image processing. First, the paper formulates the operations that can be 
used for composing such systems. Then, the paper introduces general visualization 
techniques for the better interpretability of the components and their attributes, the 
possible relations of the components, and the operation of the whole system as 
well. The case study in the paper assigns the general framework to image 
processing algorithms, fusion strategies, and voting models. Finally, the paper 
presents how the implementation of the visualization framework is possible using 
the state-of-the-art 3D collaboration framework VirCA. The proposed 
methodology is suitable for both visualization and visual construction of 
ensembles. 

4) Comparison of event-related changes in oscillatory activity during different 
cognitive imaginary movements within same lower-limb 

The lower-limb representation area in the human sensorimotor cortex has all joints 
very closely located to each other. This makes the discrimination of cognitive 
states during different motor imagery tasks within the same limb, very 
challenging; particularly when using electroencephalography (EEG) signals, as 
they share close spatial representations. Following that more research is needed in 
this area, as successfully discriminating different imaginary movements within the 
same limb, in form of a single cognitive entity, could potentially increase the 
dimensionality of control signals in a brain- computer interface (BCI) system. This 
report presents research outcomes in the discrimination of left foot-knee vs. right 
foot-knee movement imagery signals extracted from EEG. Each cognitive state 
task outcome was evaluated by the analysis of event- related desynchronization 
(ERD) and event-related synchronization (ERS). Results reflecting prominent 
ERD/ERS, to draw the difference between each cognitive task, are presented in 
the form of topographical scalp plots and average time course of percentage power 
ERD/ERS. Possibility of any contralateral dominance during each task was also 
investigated. The authors of the paper compared the topographical distributions 
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and based on the results they were able to distinguish between the activation of 
different cortical areas during foot and knee movement imagery tasks. Presented 
results could be the basis for control signals used in a cognitive 
infocommunication (CogInfoCom) system to restore locomotion function in a 
wearable lower-limb rehabilitation system, which can assist patients with spinal 
cord injury (SCI). 

5) An Audio-based Sequential Punctuation Model for ASR and its Effect on 
Human Readability 

Inserting punctuation marks into the word chain hypothesis produced by automatic 
speech recognition (ASR) has long been a neglected task. In several application 
domains of ASR, real-time punctuation is however vital to improve human 
readability. The paper proposes and evaluates a prosody inspired approach and a 
phrase sequence model implemented as a recurrent neural network to predict the 
punctuation marks from the audio. In a very basic and lightweight modeling 
framework, authors show that punctuation is possible by state-of-the-art 
performance, solely based on the audio signal for speech close to read quality. The 
approach tested on more spontaneous speaking styles and on ASR transcripts 
which may contain word errors. A subjective evaluation is also carried out to 
quantify the benefits of the punctuation on human readability, and the paper also 
shows that when a critical punctuation accuracy is reached, humans are not able to 
distinguish automatic and human produced punctuation, even if the former may 
contain punctuation errors. 

6) Effect of affective priming on prosocial orientation through mobile 
application: Differences between digital immigrants and natives 

Digital revolution has drastically changed people’s lives in the last three decades 
inspiring scholars to deepen the role of technologies in thinking and information 
processing. Prensky has developed the notion of digital generation, differentiating 
between natives and immigrants. Digital natives are characterised by their highly 
automatic and quick response in hyper-textual environment. Digital immigrants 
are characterised by their main focus on textual elements and a greater proneness 
to reflection. The main goal of the present research is to investigate the effect of 
affective priming on prosocial orientation in natives and immigrants by using a 
mobile application. A quasi- experimental study has been conducted to test 
whether and how the manipulation of the priming, through positively and 
negatively connoted images, influences prosocial orientation. The results attested 
that negative affective priming elicited by app influences negatively prosocial 
orientation, while positive affective priming influences it positively prosocial 
orientation. However this effect is true mainly for digital natives. Overall, findings 
underline the relevance of taking into account the effects of affective priming in 
technological environment, especially in the case of digital natives. 
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7) Recognition Technique of Confidential Words Using Neural Networks in 
Cognitive Infocommunications 

A well-recognized technology that ensures privacy is encryption; however, it is 
not easy to hide personal information completely. One technique to protect 
privacy is to find confidential words in a file or a website and change them into 
meaningless words. This paper uses a judicial precedent dataset from Japan to 
discuss a recognition technique for confidential words using neural networks. The 
disclosure of judicial precedents is essential, but only some selected precedents are 
available for public viewing in Japan. One reason for this is the concern for 
privacy. Japanese values do not allow the disclosure of the individual's name and 
address present in the judicial precedents dataset. However, confidential words, 
such as personal names, corporate names, and place names, in the judicial 
precedents dataset are converted into other words. This conversion is done 
manually because the meanings and contexts of sentences need to be considered, 
which cannot be done automatically. Also, it is not easy to construct a 
comprehensive dictionary for detecting confidential words. Therefore, we need to 
realize an automatic technology that would not depend on a dictionary of proper 
nouns to ensure that the confidentiality requirements of the judicial precedents are 
not compromised. In this paper, the authors propose two models that predict 
confidential words by using neural networks. They use long short-term memory 
(LSTM) and continuous bag-of words (CBOW) as our language models. Firstly, 
the possibility of detecting the words surrounding an confidential word by using 
CBOW is discussed. Then, the authors propose two models to predict the 
confidential words from the neighboring words by applying LSTM. The first 
model imitates the anonymization work by a human being, and the second model 
is based on CBOW. The results show that the first model is more effective for 
predicting confidential words than the simple LSTM model. It is expected that the 
second model to have paraphrasing ability to increase the possibility of finding 
other paraphraseable words; however, the score was not good. These results show 
that it is possible to predict confidential words; however, it is still challenging to 
predict paraphraseable words. 

8) Eye-tracking Based Wizard-of-Oz Usability Evaluation of an Emotional 
Display Agent Integrated to a Virtual Environment 

This paper presents the results of the usability testing of an experimental 
component of the Virtual Collaboration Arena (VirCA) softvare. This component 
is a semi-intelligent agent called the Emotional Display object. The authors 
applied Wizard-of-Oz type high-fidelity early prototype evaluation technique to 
test the concept. The research focused on basic usability problems, and, in general, 
the perceptibility of the object as uncovered by eye-tracking and interview data; 
authors analyzed and interpreted the results in correlation with the individual 
differences identified by a demographic questionnaire and psychological tests: the 
Myers-Briggs Type Indicator (MBTI), the Spatial-Visual Ability Paper Folding 
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Test, and the Reading the Mind in the Eyes Test (RMET) – however, the main 
goal of this paper outreaches beyond the particular issues found and the 
development of an agent: it shows a case study on how complex concepts in 
Virtual Reality (VR) can be tested in very early stage of development. 

9) Revolutionizing healthcare with IoT and cognitive, cloud-based telemedicine 

Telemedicine instruments and e-Health mobile wearable devices are designed to 
enhance patients’ quality of life. The adequate man-and-machine cognitive 
ecosystem is the missing link for that in healthcare. This research program is 
dedicated to deliver the suitable solution. This research’s goal is the establishment 
of adaptive informatics framework for telemedicine. This is achieved through the 
deployed open telemedicine interoperability hub-system. The presented inter-
cognitive sensor-sharing system solution augments the healthcare ecosystem 
through extended interconnection among the telemedicine, IoT e-Health and 
hospital information system domains. The general purpose of this experiment is 
building an augmented, adaptive, cognitive and also universal healthcare 
information technology ecosphere. This study structures the actual questions and 
answers regarding the missing links and gaps between the emerging Sensor Hub 
technology and the traditional hospital information systems. The Internet-of-
Things space penetrated the personal and industrial environments. The e-Health 
smart devices are neither widely accepted nor deployed in the ordinary healthcare 
service. This paper reviews the major technological burdens and proposes 
necessary actions for enhancing the healthcare service level with Sensor Hub and 
Internet-of-Things technologies. Hereby authors report the studies on varying 
simplex, duplex, full-duplex, data package- and file-based information technology 
modalities establishing stable system interconnection among clinical instruments, 
healthcare systems and eHealth smart devices in trilateral cooperation comprising 
the University of Debrecen Department of Information Technology, Semmelweis 
University Second Paediatric Clinic and T-Systems Healthcare Competence 
Center Central and Eastern Europe. 

10) Morphology-based vs Unsupervised Word Clustering for Training Language 
Models for Serbian 

When training language models (especially for highly inflective languages), some 
applications require word clustering in order to mitigate the problem of 
insufficient training data or storage space. The goal of word clustering is to group 
words that can be well represented by a single class in the sense of probabilities of 
appearances in different contexts. This paper presents comparative results 
obtained by using different approaches to word clustering when training class 
Ngram models for Serbian, as well as models based on recurrent neural networks. 
One approach is unsupervised word clustering based on optimized Brown’s 
algorithm, which relies on bigram statistics. The other approach is based on 
morphology, and it requires expert knowledge and language resources. Four 
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different types of textual corpora were used in experiments, describing different 
functional styles. The language models were evaluated by both perplexity and 
word error rate. The results show notable advantage of introducing expert 
knowledge into word clustering process. 

11) LIRKIS CAVE: Architecture, Performance and Applications 

LIRKIS CAVE is a contemporary Cave Automatic Virtual Environment, 
developed and built at the home institution of the authors. Its walls, ceiling and 
floor are covered by stereoscopic LCD panels, user movement is tracked by 
OptiTrack cameras and scene rendering is carried out by a cluster of seven 
computers. The most unique feature is a portable design, allowing to disassembly 
the whole CAVE and to transport it to another location. The paper describes the 
hardware and software of the CAVE and presents results of several performance 
evaluation experiments. It also deals with current and future applications of the 
CAVE, which fall into the area of cognitive infocommunications and are primarily 
aimed at impaired people. 

12) Desktop VR as a Virtual Workspace: a Cognitive Aspect 

This paper explores the benefits of using a desktop VR as a virtual workspace. 
Forty-nine participants data included in this study. With a between-subjects 
design, we compared the use of extra information between a desktop VR (23 
people) and a web browser (26 people). Their tasks were to solve numerical tasks 
and write the results in a separate spreadsheet. They could follow their 
performance (solved task / all tasks) on a graph. Then they filled out a 
questionnaire where they had to estimate their performance, and indicate the 
source of this estimation (the only valid source was the provided graph). In the 
subsample of those who used the graph, those who worked in VR estimated 
significantly more accurately their performance than those who solved the task in 
a web browser. Therefore the 3D desktop VR workspace can provide benefits to 
its users by displaying extra information permanently. 
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Abstract: Literature on epistemic stance has thoroughly investigated certainty and 

uncertainty markers, but their effects on the reader are still unclear. This paper 

investigates the reader’s perception of the communication of uncertainty in biomedical 

texts and its effects on the reader’s emotions and decision making. Four versions of a 

scientific paper on the risks of egg consumption, with varying degrees of certainty, were 

submitted to participants in two pilots and two studies. The pilots reveal that although 

participants are sensitive to changes in degree of certainty, they are not so aware of the 

epistemic markers of uncertainty in the articles. Study 1 shows that with a different framing 

of the risks of egg consumption – increase of cholesterol vs. risk of heart attack –, 

(un)certainty has an effect both on participant’s emotions and subsequent intentions; study 
2 highlights a difference between bare “lexical” certainty (simple presence of epistemic 

markers) and “textual” certainty (induced by contradictory sentences). 

Keywords: certainty; uncertainty; epistemic stance; effects on decision; effects on emotions 

1 Introduction 

The 21st Century world is characterized by strict intertwinings among people, 
sciences, technological tools and media. This leads to a high level of complexity 
of the picture humans have to confront in trying to comprehend and manage the 
world they live in. 

Like for any sort of complexity, even a tentative comprehension cannot be 
achieved without to some extent disentangling the intertwined aspects of the 
picture, and trying to understand them singularly. Nevertheless once reached a fair 
level of understanding of the single aspects, they must be re-combined, finally 
seeing the picture in its complex intertwining again. 

mailto:isabella.poggi@uniroma3.it
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This is one of the points of the emerging research in CogInfoComm (Baranyi and 
Csapó, 2012; Baranyi et al., 2015), an interdisciplinary field that aims at 
“providing a systematic view of how cognitive processes can co-evolve with 
infocommunication devices so that the capabilities of the human brain may […] 
interact with the capabilities of any artificially cognitive system” (Baranyi et al., 
2015). Such field hence connects research areas such as, for instance, Human-
Computer Interaction and Social Signal Processing, Affective Computing and 
Cognitive Linguistics, Multimodal Interaction and Brain-computer interfaces. 

All these disciplines can be exploited to approach any domain in a bidirectional 
fashion. Not only is it necessary to have basic knowledge of one single field of 
human cognition and then move to its reproduction and simulation in artificial 
systems, but also the other way around. Simulation and the building of virtual 
agents endowed with the capabilities under analysis are a wonderful tool to 
investigate human aspects in more depth. In a word, a back and forth movement is 
required for an exhaustive understanding of both sides. 

A topic on which the above areas can meet is a relevant aspect of human 
knowledge: the certainty of our beliefs. 

Beliefs are representations of the world that we need when we make plans in order 
to reach our goals. But these representations are of use only to the extent to which 
we can rely on them, that is, only if we feel certain of them. Knowledge 
transmission is affected by this issue: namely, the receiver of our communication 
has the right to know how certain we are of the beliefs we convey, and we fulfill 
such duty by displaying the level of certainty of our communicated knowledge 
through verbal or multimodal markers of certainty or uncertainty. 

The receiver’s awareness of belief (un)certainty is of the utmost importance when 
it comes to information in the health domain. To help both doctors and patients 
assess the likeliness of facts, conditions or causal relations in biomedical 
literature, linguistic research must write down repertoires of verbal markers of 
uncertainty (Zuczkowski et al., 2016; 2017) and other attenuations of certainty 
(Allwood et al., 2014). In addition, multimodal analysis has to find out the typical 
body signals of high certainty and obviousness (Debras, 2017; Vincze & Poggi, 
2018), or uncertainty and ignorance (Bourai et al. 2017; Hübscher et al. forth.) and 
cognitive psychology should test sensitivity to them in human readers. It is also 
relying on all such investigation that computational linguistics may find tools for 
their automatic detection (Omero et al., forth.). 

This paper, sticking to an experimental psychology approach, aims to investigate 
the effects of uncertain communication on interlocutors, in terms both of aroused 
emotions and of behaviour changes. Section 2 overviews previous works on 
uncertainty, while Section 3 the cognitive model of mind, action, emotion, and 
communication we adopt in our research. Sections 4, 5, 6 and 7 present two pilot 
and two experimental studies investigating the cognitive, affective and decisional 
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effects of the communication of uncertainty in biomedical texts, by taking into 
account different types of uncertainty, linguistic and conceptual. 

2 Previous Works on Uncertainty 

Research on uncertainty runs parallel in at least two different fields: 
communication studies and linguistics. Both have investigated uncertainty in 
various domains: health, climate, work environment; but while the perspective 
taken by communication studies is on how to manage uncertainty and reduce the 
negative emotions it produces in people, linguistic studies have mainly 
investigated how speakers communicate their uncertainty by lexical and morpho-
syntactic “epistemic markers”. 

In the first case, research mainly focuses on the uncertainty people affected by 
chronic and acute illnesses live with (Babrow et al. 1998). In patients with HIV 
the trajectory of illness is highly variable across people, and most treatments are 
considered experimental, which leads to questions about their safety and efficacy 
(Brashers et al. 1998). In this case uncertainty is seen as something to be managed 
or reduced, to limit the occurrence of negative emotions (Brashers et al. 1998). 
Yet, although uncertainty is generally associated with anxiety (Gudikunst 1995), it 
encompasses a whole range of emotional even positive responses: at times it 
allows people affected by chronic illnesses to maintain hope and optimism 
(Brashers 2001). The importance of how to communicate uncertainty in scientific 
communication is again acknowledged by Zehr (2017). Yet Johnson & Slovic 
(1995), in a study aimed to find out whether lay people notice ranges of risk 
estimates in simulated stories, showed that people are unfamiliar with uncertainty 
in risk assessment, and with uncertainty in science generally. 

In the linguistic and cognitive domain. the notion of uncertainty has been dealt 
with from different points of view. In the sociolinguistic perspective, Jaffe (2009, 
3) defines stancetaking as “taking up a position with respect to the form or the 
content of one's utterance”. Beside the “affective” stance, related to the emotions 
expressed towards the ongoing object of discourse, the “epistemic” stance is 
defined as the speaker’s attitude towards the reliability of conveyed information 
(Dendale and Tasmowski 2001); commitment to the truth of the message (De 
Brabanter and Dendale, 2008); its degree of certainty, i.e. likelihood of the 
proposition (Castelfranchi & Poggi, 1998); certainty or uncertainty of the 
information being communicated (Zuczkowski et al., 2017). 

Epistemicity is a linguistic notion, referred to the markers through which the 
levels of certainty and the sources of knowledge are communicated. Whether one 
is certain or uncertain about the communicated content is conveyed by lexical and 
morphosyntactic “epistemic markers”: verbs like assert, adjectives like uncertain, 
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adverbs like probably, verb mode like conditional or subjunctive, but also 
sentence types like questions, if-clauses or the epistemic future (Zuczkowski et al., 
2017). The linguistic resources used by speakers/writers to mark their 
commitment to the conveyed information have been thoroughly investigated in 
linguistics (Dendale and Tasmowski 2001; Mushin 2001; Heritage, 2013; 
Zuczkowski et al. 2017, among others). In all this literature uncertainty is 
conceptualized, on the one side, as something giving rise to intense emotions 
(either negative, like anxiety and fear, or positive: hope), on the other, as the 
speaker’s degree of confidence in his beliefs. In this perspective, linguists analyse 
how uncertainty – whatever may have caused it – is communicated to the 
interlocutor, in contexts ranging from everyday conversation to medical contexts 
(Peräkylä 1997; Maynard & Heritage 2005; Landmark et al. 2015). 

Still, we do not have a complete grasp on how the communication of 
speaker’s/writer’s uncertainty affects the Addressee (listener or reader). Only a 
handful of studies have taken the interlocutor into account, focusing on the effect 
that verbal resources have on the listener (Morency et al. 2008; Sperber et al. 
2010). 

3 A Cognitivist View of Certainty and Uncertainty 

According to a model of mind, social interaction, emotion, and communication in 
terms of goals and beliefs (Castelfranchi & Poggi, 1998), the life of any system is 
regulated by goals. The system can achieve its goals through planning of 
hierarchical structures of actions and goals. In order to choose goals to pursue, 
actions to perform, pre-conditions for actions, the system makes use of beliefs: 
representations of states of the world or of mental states of the system itself, 
acquired through perception, elaborated through inferences, stored in memory and 
then retrieved from it, or received through communication. 

Beliefs are of vital importance for goal achievement. They are hence an essential 
resource for humans, and communication – i.e. providing beliefs to other people – 
can be seen as a gift, governed by the Grician Cooperation principle (Grice, 1975): 
a law of “altruism of knowledge” (Castelfranchi and Poggi, 1998) that imposes 
humans to share true beliefs any time someone needs them. But beliefs, besides 
being true (a good representation of the real world) must also have a high level of 
certainty, as one cannot rely on uncertain beliefs for goal planning. This is why in 
communicating our beliefs to others we also convey how certain we are of them. 

When assuming a belief in our mind, we do not only have a representation of its 
content, but also a meta-representation – a meta-belief stating the degree of 
certainty we attribute to it. The degree of certainty of a belief is determined by two 
factors: a first determinant is the cognitive system it comes from (perception, 
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memory, inference, communication) and a meta-cognitive evaluation of its 
reliability. Generally, we trust our perception above all, but if I know I am a bit 
drunk I may not trust it so much; if I am not very self-confident I might rely more 
on what others tell me than on my own reasoning. The other device that raises or 
lowers the degree of certainty of beliefs is their processing and integration in 
memory. In fact, we usually compare new-coming beliefs and try to connect them 
through inferences with our beliefs previously stored in our long-term memory. If 
they are congruent, then both the new and previous beliefs are confirmed, i.e., 
their degree of certainty increases; if they are contradictory, either the new or the 
old belief are disconfirmed, and the whole belief network must undergo belief 
revision. Though the degree of certainty may change due to the interaction with 
other persons’ minds, in this “cognitivist” view, certainty is not only a linguistic 
concept, but before being so, it is primarily a property of the speaker’s beliefs. 
Therefore, we can distinguish between “certainty in the mind” and “certainty in 
communication”. 

Certainty can be defined as the probability an Agent subjectively attributes to the 
event mentioned by a belief, and since probability is a gradable property, we can 
say that the Agent is more or less certain of a given belief. Further, when one 
communicates one’s beliefs to another person, s/he must not only comply with the 
norm of altruism of knowledge (tell the truth), but also disclose the degree of 
certainty of the communicated beliefs. One can do so by exploiting all the devoted 
linguistic devices: lexical and morpho-syntanctic epistemic markers. 

This is how the level of certainty in one’s mind is conveyed to another mind.    
But how does the Addressee process such communication, and what happens 
later? 

4 Perception and Effects of Uncertainty in Medical 
Communication. An Empirical Research 

What are the effects of certain versus uncertain beliefs on the Interlocutor’s 
decision making? Since the main input to decision and planning are beliefs, and 
also their level of certainty, what is the difference in the possible decision in case 
the beliefs one receives are communicated as certain or not? How does the 
Interlocutor of an uncertain message perceive the communication of uncertainty, 
and how are his/her emotions and decisions affected by this possible 
acknowledgment? 

This paper presents a research on the effects on readers of a certain versus 
uncertain epistemic stance taken by the author of a scientific medical text. In the 
context of a National Research Project on uncertain communication in the 
biomedical literature, focused on medical communication in a corpus of scientific 
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papers published in the British Medical Journal (BMJ), we designed 2 pilot and 2 
experimental studies. They were based on semistructured surveys, to investigate 
how certain versus uncertain messages, not directly having a persuasive intent, are 
processed, whether readers grasp the modulations of (un)certainty in written texts, 
and if different degrees of certainty impact on their emotional reactions and future 
behaviour. 

4.1 Hypotheses and Research Questions 

Our general hypothesis is that if someone is uncertain concerning some belief, one 
is less likely to take a particular course of action that the belief might induce: the 
degree of certainty will affect emotions, evaluations and behavioral intentions. 

In particular, given an informative text conveying information that might induce a 
change in decision making, our  research questions were: 

1. are the readers aware of the degree of certainty conveyed by the text? 

2. are there differences in the subsequent intended course of action, or in the 
strength of intention, depending on the degree of certainty explicitly or 
implicitly communicated? 

3. are readers aware of the ways in which the degree of (un)certainty is 
conveyed? 

4. are the emotional states possibly triggered by the text different depending 
on the conveyed degree of certainty? 

4.2 Materials 

To build our text stimuli, we chose a paper from the BMJ corpus on a topic of 
possible general interest: a study investigating the relationship between egg intake, 
cholesterol level, and cardiovascular risk (Rong et al., 2013). Starting from this 
text, we constructed a brief text in Italian concerning the relationship between the 
consumption of eggs and the risk of cardiovascular disease. We manipulated the 
level of author’s certainty and fabricated three versions of texts: highly certain, 
certain and uncertain. Our hypothesis was that reading the uncertain version, 
where the causal relationship between egg intake and risk of stroke and heart 
attack was not expressed in a very certain way, would not induce the reader to eat 
less eggs per week, whereas the same content, if expressed with more certainty, 
might induce such a change in behavior intention. 

Two pilot studies were carried out to test the messages for subsequent 
experimental studies. 
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4.3 Pilot 1 

The experimental design is a between-subjects study: the independent variable is 
the uncertain vs. certain phrasing of the text, and the dependent variable is the 
intention or not to eat more eggs per week than usual. 

Materials 

Two versions of the “eggs” text were created, one certain and one made uncertain 
by inserting uncertainty lexical and morpho-syntactic markers. For example, a 
present indicative mode in the first version was replaced by a conditional in the 
uncertain version, and uncertainty adverbs were added; sentences were rephrased: 
from ‘it reduces the risk’ to ‘it could reduce the risk’; from ‘results do not 

support…’ to ‘results do not seem to support…’. 

Participants and procedure 

Forty four participants (4 males, 40 females), students in Education Sciences 
between 19 and 63 years old, participated in the experiment on a voluntary basis. 
Twenty four of them were submitted the uncertain version and twenty the certain 
one. To begin with, participants had to answer three questions concerning their 
dietary habits (weekly egg consumption); dietary preferences (how much they 
liked eggs on a scale from 1 to 5, with 1 meaning “not at all” and 5 “a lot”); and 
opinions on healthy diets (whether they considered eggs a healthy food on a scale 
from 1 to 5, with 1 meaning “absolutely unhealthy” and 5 “very healthy”). Then 
they had to carefully read the text and finally fill in a second set of questions. The 
question on dietary habits was again presented, but now it inquired on future 
intake of eggs, to find out possible variation as a consequence of reading the text 
in one condition rather than the other. In the following six questions, participants 
had to assess on a scale from 1 to 5 (1 meaning “not at all”, and 5 “a lot”) whether 
they considered: the topic interesting, the results presented in the text surprising, 
the argumentation advanced in the text reliable, the results presented in the text 
certain; and how much they considered the relationship between egg intake and 
stroke and heart attack plausible. The first two items (investigating interest and 
surprise) were distractors, the last item (on the plausibility of the relationship 
between egg intake and heart diseases) was aimed to probe their prior opinion on 
the issue; instead, the purpose of the items ‘certainty’ and ‘reliability’ was to 
investigate whether participants ranked the ‘certain’ version higher in terms of 
certainty and reliability as compared to the ‘uncertain’ version. Each question was 
accompanied by an open question (‘Why?’), where participants were encouraged 
to motivate their ranking. The last question was a manipulation check testing 
whether the manipulation of certainty was successful. It included six items 
probing the ‘quality’ of the argumentation advanced in the text: participants had to 
assess on a scale from 1 to 5 whether the argumentation advanced was (1) 
convincing; (2) interesting; (3) reasonable; (4) useless; (5) predictable; (6) 
uncertain. 
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Results 

The closed (yes/no) answers were subject to quantitative statistic analysis, while 
the open answers to a qualitative analysis. Manipulation checks are satisfactory: in 
the “uncertain” condition participants feel argumentations as more uncertain (2.59 
vs. 2.05), more useless (2.05 vs. 1.42) and less trivial (1.95 vs. 2.42), and their 
perception of uncertainty of results is significantly higher for the uncertain than 
for the “certain” text (3,46 vs 2,9; p<0.025). Further, the average number of eggs 
they intend to eat after reading the text is, as predicted, higher for the uncertain 
than for the certain text (2.09 vs. 1.55; p<0.05). While results on the manipulation 
confirm that participants are sensitive to the level of certainty of a text, those on 
egg eating intention confirm that certainty induces change in behavior more than 
uncertainty: if you are informed about some risk of eating eggs, but information is 
uncertain, there is no reason to decrease egg intake. Yet, the results of the 
qualitative analysis of the open questions are quite surprising. From answers to 
question 11, “What, in terms of its phrasing, makes you think the text is more 
certain / uncertain?” participants seem to judge the text either from outside 
(external perspective) or from inside (internal perspective) the text. 

In the External perspective participants take their personal epistemic stance 
towards the text, where three types can be distinguished: 

1. A “scientific” critical position: 

       The participant does not judge the level of certainty for what appears in the 
text, but the scientific reliability of the results. 

        6. In any case, research results have to be tested across time and in relation with 

different samples of people 

2. A personal epistemological theory 

       The participant has his/her own idea of what is scientific (i.e., to him/her, 
reliable) and what is not. 

       11. [it is uncertain because] I do not know exactly which is the source 

3. A personal opinion 

       The participant simply judges the certainty of the text by comparing its 
content to his own opinion 

        8. Every metabolism is different so I think that results only concern a probability 

An internal perspective is taken, instead, when the participant really tries to tell 
what aspects of the text make it look certain or uncertain, and these can be either 
conceptual or verbal aspects. 

1. Conceptual: 

       The participant notes the presence or absence in the text of data, numbers, 
statistics, arguments, mention of the source 

        22. [it is certain] because the results are the consequence of statistical studies         
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2. Verbal 

       Here participants show a true metalinguistic awareness, acknowledging that 
(un)certainty is conveyed by 

a. Epistemic markers    

12, [it is uncertain] because it is stated in the text that “the results of the analysis do 

not seem to show significant relations between egg consumption and risk of stroke”  

b. Aspects or linguistic fragments that summarize the gist of the text.  

12. “significant relations between egg consumption and risk of stroke”  

    c.    logical coherence / incoherence of the text (argumentations) 

d.    stylistic elements  

From a quantitative point of view, the answers mentioning verbal markers are 
really few. So we wondered whether the aspects that are taken to convey certainty 
or uncertainty in the text are different from bare epistemic markers. 

4.4 Pilot 2 

Starting from such “irrelevance” of verbal epistemic markers resulting from pilot 
study 1, we designed a second pilot study: between subjects, 2 x 3, with the 
independent variables text length (long / short) and level of certainty (neutral / 
weak uncertainty / strong uncertainty) and, as dependent variables, the same of 
pilot 1: egg eating intention after reading the text, perception of certainty, text 
evaluations. 

The short version was a synthesis of the long one, and in both the level of 
certainty was modulated by adding several uncertainty markers or only a few, for 
the strong and weak uncertainty, respectively. The survey was submitted to 97 
subjects, 86% females, 14% males, medium age 21,8. 

In this study the manipulation of certainty did not result effective: from an Anova 
analysis, the only significant result is the effect of text length [F(1,96) = 3,646; p < 
0.05]: a longer text is perceived as more certain and more reliable. In the short text 
the absence of uncertainty markers makes it less certain than the long one (2,87 
vs. 3,47); a medium level gives both the short and the long text the same highest 
degree of certainty (3,24 for both), while when marked as highly uncertain the 
short text is still slightly less certain than the long one (3,12 vs. 3,25). 

The two pilot studies allowed us to tune the health message in conditions of 
certainty and uncertainty, given that participants’ intentions resulted sensitive to 
the degree of certainty. But we also concluded that a longer text is in general 
perceived as more certain and more reliable. 
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5 Study One. Text Certainty plus Risk Level 

To gain a more articulated insight of the effects of our informative message on 
action intention, we designed a study varying the message seriousness. 

5.1 Hypotheses 

A relevant part of the literature on the effects of persuasive messages revolves 
around the framing device. As posited by Prospect theory (Kahneman & Tversky, 
1979; Tversky & Kahneman, 1981), people are more averse to lose than they seek 
gains, hence the probabilities (certain vs. uncertain) of an outcome influence 
decisions  based on their being framed as desirable or undesirable: People will be 
averse to risk when outcomes are presented in terms of gains, while they will seek 
risk when outcomes are framed in terms of loss (Grant & al., 2017). Messages 
concerning health may typically be framed in terms of either loss or gains 
(Rothman & Salovey, 1997), and generally positive framing (gain: what goals you 
achieve if you do X) is more effective in encouraging prevention behaviours (e.g. 
daily jogging or sunscreens), whereas negative framing (loss: what goals can be 
thwarted if you do not do X) is generally more effective in promoting behaviours 
aimed at early diagnoses (e.g. breast self-examination). In our Study 1, we 
adopted a similar approach, testing whether the same informative message had 
different effects depending on its being framed as more or less alarming, i.e., 
stating that eggs simply raise cholesterol level, or that they increase the risk of 
stroke or heart attack. Further, we wanted to test how a possible framing effect 
interacts with different degrees of certainty of the text. 

5.2 Method 

We designed a 2 x 3 between subject study. The independent variables were text 
framing (high risk, i.e. heart attack or stroke, vs. low risk, cholesterol) and text 
certainty (uncertain/certain/highly certain) manipulated through addition of 
uncertainty lexical and morphological markers: beside the dependent variables of 
the pilots studies – intention to eat more eggs, (un)certainty perception, text 
evaluation – we added a new variable of felt emotions, measured through the 
PANAS (Positive and Negative Affect Scale: Watson et al., 1988): participants 
were asked to self-assess, on a 1 to 5 Likert scale, how much had they had felt the 
following emotions: interested, stressed, alerted, annoyed, attentive, defective, 
worried, excited, embarrassed, enthusiastic, hostile, stimulated, irritable, proud, 
nervous, determined, agitated, strong, scared, activated, afraid. The questionnaire 
was submitted to 85 participants, 53 females (62%) and 32 males (38%), mean age 
28,7. 
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5.3 Results 

The results of this study highlight the role of manipulation on behavioural data: 
the Anova shows a significant interaction effect [F(1,78) = 14,28; p < 0.000] 
between the variable level of risk (high vs. low) and time (before vs. after reading 
the text). As shown in Fig. 1, participants’ opinion on how healthy eggs are is 
more optimistic after reading the low-risk text than the high-risk one: the intention 
of egg consumption increases from 3.09 to 3.32, as opposed to decreasing from 
2,84 to 2,38 in the high-risk condition. 

2,2

2,4

2,6

2,8

3

3,2

3,4

before after

low high  

Figure 1 

Healthy egg eating: Interaction effect time x risk 

The high-low risk variable affects emotions too (Fig. 2). In the high risk condition 
participants feel more interest (2.96 vs. 2.32; p<0.005), stress (1.90 vs. 1.18; 
p<0.000), alert (2.29 vs. 1.29; p<0.000) and upset (1.51 vs. 1.15). 

On an Anova analysis of the PANAS items, instead, the “certainty” variable only 
has some weak effects on the emotions annoyed (p<0.07) and nervous (p<0.06): 
both are higher in the “highly certain” condition (Fig. 3). 
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Figure 2 

Main effect of risk on emotions 

A significant interaction effect of the text certainty and risk is found on stress 
[F(1,78) = 6,025; p < 0.05; (Fig. 4)]: in high-risk participants feel significantly 
more stress for all levels of certainty, but mainly while reading the high certainty 
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text. On the contrary, the stress induced by the low-risk text has a slight decrease 
in the ‘very certain’ condition. 
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Figure 3  Figure 4 

Main effect of certainty on emotions  Interaction effect on stress: certainty x risk 

The qualitative analysis on the detection of cues to certainty revealed the same 
categories found in pilot 1: in the external perspective, “scientific” critical 
position, personal epistemological theory, personal opinion, and in the internal 
perspective the mention of conceptual and verbal cues. But also in this study the 
metalinguistic awareness of participants on the text certainty results quite low. 
This is coherent with the quantitative result that the uncertainty of the text has a 
minor import, and only a high level of certainty, combined with a high level of 
risk, increases stress. This might be accounted for by hypothesising that the two 
levels of risk – high and low – activate different processes: only when the risk is 
high a “central” process (in terms of Petty & Cacioppo, 1986) is activated, and 
consequently, the check on the level of certainty is triggered too. To better 
investigate this issue, and to understand why the epistemic markers of uncertainty 
in a text are not clearly perceived by the reader, we conducted a further study. 

6 Study Two. Risk Level Plus “Conceptual” 
Certainty 

What is it in a text that makes the reader feel certain or uncertain about the 
knowledge communicated, even independent on whether such certainty is 
metacommunicated by linguistic markers? As predicted by the model in Sect. 2, 
we become more certain of some belief as another congruent belief adds to it, 
whereas we start to be less certain when the new beliefs are in contradiction with 
the former, so as to extenuate the level of certainty it had achieved. For example, 
if in a text Sentence S1 states belief B1 and S2 states B2 that contrasts with B1, 
this undermines our trust in both B1 and B2, which both come to be assumed with 
a lower degree of certainty. The introduction of a new belief B2 that contradicts 
B1, thus lowering its credibility, may be due either to an internal contradiction of 



Acta Polytechnica Hungarica Vol. 16, No. 2, 2019 

 – 25 – 

the writer who is himself uncertain and provides contradictory knowledge, or else 
to the writer quoting another source that provides contrasting information. In both 
cases, the reader may be puzzled by the contradiction and feel less certain on the 
conclusions to be drawn from that combination of beliefs. 

In some sense, our hypothesis is similar to what was argued by Pastore & 
Dellantonio (2016) about the existence of cues to certainty that are more in terms 
of text arguments; but we aimed to test it empirically on the side of the reader’s 
perception. 

The degree of certainty of the beliefs proposed by A to B may increase 
(confirmation) or decrease (disconfirmation). It is increased, for example, 

1. when A communicates to be very certain of X, for instance by means of 
certainty markers; but also 

2. when B comes to know the same belief from another source (C) 
considered reliable; and finally 

3. when B acquires new beliefs that support belief X. 

Conversely, the degree of certainty with which B assumes belief X may decrease 

1. due to A’s uncertainty, expressed or communicated through uncertainty 
markers 

2. when B comes to know another belief contrasting with one 
communicated by A on the part of a third source (C) considered reliable 

3. when B acquires other beliefs that directly or indirectly contradict the 
previous belief by stating of letting B infer an opposite one 

6.1 Hypothesis 

To determine the level of certainty embedded in a text, one should not confine 
oneself to the scrutiny of epistemic markers: the increase or decrease of certainty 
is not affected only by words, but by the combination of sentences and the specific 
beliefs they convey. 

We should then distinguish two types of cues to uncertainty in a text. The first 
type, that we call “linguistic” certainty, is one explicitly conveyed by certainty 
markers, namely lexical markers like think, belief, certain, perhaps, seem, appear, 
and morphosyntactic markers like subjunctive, conditional, if-clause. The second 
type, that we call “conceptual” certainty, includes two subtypes.  In some cases, 
that we call “textual” or “argumentative” certainty, (un)certainty is not explicitly 
marked at all, and can only be drawn by understanding the text sentences and their 
logical relationships: this is the case, for instance, when the belief communicated 
by a sentence is contradicted, attenuated or limited by those of subsequent 
sentences. A frequent case of this is the Section “Limitations” that is often present 
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in scientific papers (Scardigno et al., forth), which typically downgrades the 
assertive attitude of the Authors by stressing possible flaws and hence, by 
restricting the application of results, lowers their reliability. 

In other cases, that we call “phrasing” certainty, some explicit expression of 
high or low certainty is present, but it does not exploit the classical epistemic 
markers. Compare for example these two sentences: “there is a strict relationship 

between eggs consumption and cardiovascular disease” and “there is some 

relationship between eggs consumption and cardiovascular disease”. The first 
conveys certainty in its asserting that eggs may cause cardiovascular disease, 
while the second is more doubtful about the same relation: the level of certainty is 
embedded in the words “strict relationship” and “some relationship”, so it is 
“linguistic”; but the words some and strict do not always convey this meaning, 
they do so only in this context: unlike epistemic markers, they are not “codified” 
with a meaning of (un)certainty. To test the existence and relevance of a “textual” 
certainty, we moved from the hypothesis that a particular case of uncertain text is 
a contradictory one, and predicted that a text in which sentences point to opposite 
directions is more uncertain than one with all congruent sentences. Of course, this 
type of uncertainty might require more deep processing of the given information 
(Craik and Lockhart, 1972), since it occurs more at a sentence-level or text-level, 
unlike the processing of simple lexical or morphosyntactic markers. But this might 
make its perception clearer and its memory longer lasting. 

6.2 Materials and Method 

We designed a 2 x 2 between subject study with the independent variables textual 
certainty (certain/congruent vs. uncertain/contradictory) and risk level (high 
alarm/heart attack vs. low alarm/high cholesterol). 

To build cases of textual uncertainty we worked on the congruence / contradiction 
of the stimuli. Namely, in new versions of the text on egg consumption we 
replaced congruent sentences with contradictory ones. For instance, in the 
“congruent” text all sentences aim at the conclusion that eggs should be avoided, 
while in the “contradictory” text some sentences aim at concluding that egg 
consumption is safe, others that it is not. Like in Table 1. 

Our prediction was that the contradictory text would be seen as less certain and 
induce less behavior intention than the congruent one. 

101 participants (balanced for gender, 53% women, mean age 30.02), each read 
one of the six texts corresponding to the six conditions. The procedure was similar 
to Study one. First, questions on dietary habits and preferences, opinions on 
healthy diets; text; repeated questions on future egg intake intention; questions 
about the text evaluation: certain and alarming as a manipulation check, then level 
of interest, surprise, convincing, reliable argumentation, strength of relationship 
between eggs and cholesterol or heart attack, with the open question Why. 



Acta Polytechnica Hungarica Vol. 16, No. 2, 2019 

 – 27 – 

Subsequently, participants had to fill in the brief version of the scale on tolerance 
of uncertainty, and the PANAS on negative and positive emotions on a five-point 
Likert scale. 

Table 1 

Manipulation of textual certainty 

CONTRADICTORY TEXT  CONGRUENT TEXT  

Since eggs are a relevant source 
of cholesterol in the diet – one 
egg contains 219 mg. of 
cholesterol – it has been 
recommended to limite egg 
consumption. 

NO  
(do not 
eat 
eggs) 

Since eggs are a relevant source 
of cholesterol in the diet – one 
egg contains 219 mg. of 
cholesterol – it has been 
recommended to limite egg 
consumption. 

NO  
(do not 
eat 
eggs) 

unless consumption of other food 
rich in cholesterol is decreased.  

YES 
(eat 
eggs) 

even if consumption of other food 
rich in cholesterol is decreased. 

NO  
(do not 
eat 
eggs) 

Yet, eggs are also a cheap and 
low-fat food which provides 
minerals, proteines and 
unsaturated fatty acids, that may 
lower cholesterol.  

YES 
(eat 
eggs) 

Though eggs are a cheap and 
low-fat food which provides 
minerals, proteins and 
unsaturated fatty acids,  these 
cannot lower cholesterol 

NO  
(do not 
eat 
eggs) 

In addition, in peoples following 
a diet with a low amount of 
carbohydrates, eggs might 
increase concentration of HDL 
cholesterol, which seems to have 
a protective function against 
cardiovascular diseases.  

YES 
(eat 
eggs) 

And even in peoples following a 
diet with a low amount of 
carbohydrates, eggs do not 
increase the concentration of 
HDL cholesterol, which seems to 
have a protective function against 
cardiovascular diseases. 

NO  
(do not 
eat 
eggs) 

6.3 Results 

In this study, the uncertainty manipulation significantly affects our dependent 
variables as for behavioral intention, evaluation, and emotional reaction. 

First, the Anova analysis on the certainty evaluation of the text (manipulation 

check) shows a significant effect [F(1,101) = 14,28; p < 0.000]: in the certain 
condition the texts are perceived as more certain than in the uncertain condition 
(3,04 vs 2,71). On the contrary, texts are not evaluated as more alarming 
according to different risk conditions. 

Second, an Anova with repeated measures shows a significant interaction effect 
[F(1,101) = 10,03; p < 0.002] between level of certainty and time (before and after 
reading the text) as to behavioral intention. Namely, participants intend to eat 
more eggs after reading the uncertain than the certain version of the text (1,808 vs. 
1,551 per week), while with the certain text their intention of egg consumption 
decreases (1,551 vs. 1,776) (Fig. 5). A main effect of time (before and after) 
[F(1,101) = 10,03; p < 0.002] is reportable also on egg likeability because after 
reading the text about the risk of egg eating, participants report they like eggs less 



I. Poggi et al. Uncertain Words, Uncertain Texts.  
 Perception and Effects of Uncertainty in Biomedical Communication 

 – 28 – 

(3,238 vs. 3,119) (Fig. 6). A slight main effect of certainty also shows [F(1,101) = 
3,300; p < 0.07]: when certainty increases, likeability strongly decreases. 
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Figure 5   Figure 6 

N. of eggs participants intend to eat after reading the text  How much participants like eggs after reading the text 

Eggs are judged as less healthy mainly after reading the certain text [healthy, 
time*certainty: F(1,101) = 17,43; p < 0.000]; but this item also shows an 
interaction effect: time* certainty * risk [F(1,101) = 8,504; p < 0.004]: in the high-
risk condition (eggs increase heart risk), participants consider eggs less healthy, 
regardless of the level of uncertainty; differently in the low-risk condition (eggs 
increase cholesterol) if the text is uncertain participants consider eggs more 
healthy than after the certain text (Fig. 7 a, b). The result on participants’ belief on 
healthy eggs can be connected to the data of Study 1 on “linguistic certainty”, 
where the high level of risk makes participants suspend their judgment about the 
degree of certainty of their beliefs. Differently, low risk enables a better 
assessment of the certainty of the text; this would account for why only in  certain 
conditions does the evaluation of eggs as healthy decrease. 
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Figure 7a   Figure 7b  

(low) How healthy do you think eggs are?  (high) How healthy do you think eggs are? 

In this study on “textual certainty”, as opposed to different from the “linguistic 
certainty” of study 1, certainty manipulation does work: in fact, other significant 
effects concern the evaluation of the certain and uncertain text. Bad news make 
the certain text more alarming (2,449 vs. 1,769; p<0.001) and less reassuring 
(2.020 vs. 2,654; p<0.005), but also less inconclusive (2,347 vs. 2,846; p<0.005) 
than the uncertain one (Fig. 8). 
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Figure 8 

Text evaluations 

This alarming nature of the certain text leads participants to consider also the 
scientific relation between eggs and heart attack more plausible compared to the 
uncertain text (main effect of certainty [F(1,101) = 6,931; p < 0.01] and the issue 
more relevant [F(1,101) = 3,801; p < 0.05]. 

A confirmation of this comes from Pearson correlations (Table 2): the alarming 
nature of the text is positively correlated with plausibility of the relation between 
eggs and heart attack, the importance of the issue and reliability and interest of the 
results. On the contrary, when participants judge the text inconclusive (mostly in 
uncertain condition) they also question the reliability and plausibility of the risky 
relation. 

Since in this study the difference between certain and uncertain text results quite 
significant, the open question concerning the cues to (un)certainty is relevant. In 
this case, too participants’ answers cluster around an “external” and an “internal” 
perspective, like in the previous studies. 

“External perspective”: 

1. “Scientific” critical position: 

94. [what makes it uncertain is] it’s being based on statistics from a not so high 

nor so various a sample with regards to the possible pathologies that can affect 

the relationship between cholesterol and egg consumption (diabetic patients, life-

styles and feeding styles)   

2. Personal epistemological theory 

102. it is a scientific paper which credits it with some degree of certainty in terms 

of results 

3. Personal opinion 

39. I rarely eat eggs but my cholesterol level is high. 

“Internal perspective” 
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4. Conceptual: 

00. It is not an argument on scientific grounds, it generically quotes studies 

results and draws conclusions without quoting sources, names, and contexts 

5. Verbal: 

Here participants show a fair level of metalinguistic awareness, 
acknowledging that (un)certainty is conveyed by 

a. Aspects or linguistic fragments that summarize the gist of the 
text 

38 the fact that it is argued how complex is the relation between egg 

consumption and risk of heart attack and stroke 

b. logical coherence / incoherence of the text (argumentations) 

86 I think the text presents various contradictions. 

c. stylistic elements  

74. The scientific style by which it is written, typical of articles in this 

field 

Yet, no epistemic marker is quoted in their answers  

An interesting aspect of participants’ answers comes out when comparing this 
Study 2, focused on “textual” certainty, with pilot study 1, focused on “linguistic” 
certainty and verbal epistemic markers. In both, the “external” and the “internal” 
“conceptual” categories (n. 1, 2, 3 and 4) are mentioned, but within the “verbal” 
categories, epistemic markers are only mentioned in pilot study 1. Instead, 
categories 5. a., b. and c. are almost only mentioned by participants in study 2. 
This confirms that two different kinds of certainty cues can be distinguished: 
linguistic and textual ones. 

Table 2 

Correlation between Text and evaluation of results 
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7 Discussion and Conclusion 

The goal of this work was to investigate the ways in which readers perceive the 
certainty or uncertainty of a text concerning health issues, their cognitive 
apprehension, and their affective and motivational effects. Our hypothesis was 
that people could be aware not only of the degree of certainty a text conveyed, but 
also of the cues to it. Such prediction was not confirmed by the pilot studies, 
where the differences in text certainty, manipulated by adding classical epistemic 
markers and by varying text length, did not have relevant significant effects of 
certainty. If in pilot 1. some differences were found in the effect on subsequent 
behavior intention, in both pilots 1 and 2 participants’ awareness about what made 
a text more or less certain was not high. 

In Studies 1 and 2, where the message framing was varied as high vs. low risk, 
significant results were obtained. In Study 1 the different frames elicited some 
significant effects both on subsequent intention and the readers’ emotions. In 
Study 2 text certainty was manipulated not through strictly linguistic variants but 
through conceptual, namely argumentative devices. Such devices, combined with 
the differences in framing, not only had significant effects on emotions and 
behavioral intentions, but also showed some awareness in participants about the 
strategies that provide a text with a higher or lower degree of certainty. 

We can draw the following conclusions: first, as predicted by previous research, 
the cognitive status of beliefs in a person’s mind importantly affects emotions and 
actions; second, the degree of certainty in a text is not only – and even not 
primarily – manifested by strictly linguistic devices such as epistemic markers, but 
also, or even mainly, by higher level “conceptual” devices: for instance, by the 
logical relations among sentences and, possibly, rephrasing that can summarise 
whole sequences of text. In both our pilots and in Study 1, though participants 
correctly perceived the certain text as more certain, and showed future intention 
accordingly, their awareness of epistemic markers was low. This might mean that 
metalinguistic knowledge is a sophisticated capacity not so frequent in people, or 
else that the import of uncertainty borne by such linguistic devices is so subtle as 
to work almost as a subliminal cue, one that does have some effect, but is not 
awarely perceived. On the other hand, participants in Study 2 seem to be more at 
ease with that deeper comprehension of text structure that allows them to grasp 
text (un)certainty, and even to input it to contradictions. On the “conceptual” side 
of certainty cues, the congruence among sentences, investigated in Study 2, is 
probably only one among possible relevant devices. Other devices should then be 
studied, like the presence/absence of counter-arguments, or of what we have 
called “re-phrasing”. 

This research points out that the merely linguistic aspects of a text are not enough 
to account for the degree of certainty with which the information conveyed is 
finally assumed by the reader. Indeed a broader view of “certainty cues” is to be 
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taken: not only epistemic markers, but several devices may be used to make a text 
more or less certain, and consequently have different effects on the Addressee’s 
comprehension, emotions, and action. 
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Abstract: Based on research results and experience, students who finish K-12 education 

lack the necessary computational thinking skills that they would need to continue their 

studies effectively in the field of computer sciences. Our goal was to examine the currently 

used methods and programming languages in K-12 education and to find and present an 

alternative approach. Using visual programming environments in education to develop 

students’ computational thinking and algorithmic skills is a widespread practice in K-12 

education. These environments mostly provide simplified versions of “real” programming 

languages. In this paper, we present event-action-based visual programming, as an 

alternative to today’s most frequently used methods, which do not restrict the students’ 
development ability to simplified and basic applications while retaining the advantages of 

visual languages. We organized four workshops in which we presented this programming 

approach to four distinct groups involved in education. The participants were guided to 

develop a multiplatform mobile application using Construct 2 event-action-based visual 

programming. At the end of the sessions we collected data in the form of group interviews 

and questionnaires on the possibilities of including event-action based visual programming 

in computer science education. Based on the results, the participants found the method 

suitable for beginner programmers to help them lay the foundations for more complex, text-

based programming languages and to develop a positive attitude towards programming. 

Keywords: visual programming; algorithmic skills; computational thinking; computer 

science education; Construct 2 

1 Introduction 
One of the most important aspects and goals of computer science education is to 
develop students’ computational thinking and algorithmic skills [1]. These skills 
are not just important in the context of computer science, but in everyday life as 
well because they provide the basics for slow thinking approaches [2], [3], [4] 
used to solve novel problems in various situations. Based on the results of an 
international research project [5], first-year undergraduate students lack the 
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required level of these skills to continue their studies efficiently. Therefore, it is 
not uncommon that these students need reiteration and sometimes complete re-
learning of basic topics in order to develop an adequate level of computational 
thinking on which their following courses can be built. 

1.1 Developing Computational Thinking 

Computational thinking and algorithmic skills are considered most important in 
the field of programming and software development. Some educators focus on 
developing these skills through various forms of programming environments. The 
text-based programming languages used in education range from modern object-
oriented languages (for example: Java, C++, C#) to older procedural examples 
such as Pascal, which are not widely used and can only be found rarely in the 
contemporary IT industry. These languages present students with steep learning 
curves and tend to confuse them with syntax and instructions which seem complex 
for beginner programmers [6] [7]. Therefore, the teaching efficiency of the topic 
in K-12 education cannot completely fulfill the requirements stated in the 
curriculum [8]. To solve this problem, numerous EPLs (Educational Programming 
Languages) have been developed in order to help students understand the basic 
concepts of programming logic, often through visual programming approaches. 
While using these languages to teach programming in education has been a 
widespread practice over recent years, they have not solved the problem that 
students who complete K-12 education cannot solve basic tasks that require 
algorithmic skills [5]. We provide an overview of the most commonly used EPLs 
in the following section. 

In an ideal educational environment, the development of computational thinking is 
not only focused on the programming topic, but rather integrated into all topics of 
ICT (Information and Communication Technology) education, such as Sprego and 
ERM (Spreadsheet Lego and Error Recognition Model), respectively [9], [10], 
[11], [12], [13], [14], [15]. Teaching birotical software receives great emphasis in 
the Hungarian K-12 curriculum [8], but most educators miss the opportunity to 
develop students’ algorithmic skills by using such software [16]. Either by 
assuming that these skills can only be developed in the programming topic, or by 
being unaware of methodologies that focus on this area of computer science 
education [17]. 

1.2 Goals of the Present Work 

Following on from the papers by Soloway and Ben-Ari, and on the principles of 
the Sprego and ERM methodologies, our goal was to analyze the EPLs currently 
used in computer science education and present an alternative approach for 
teaching programming which has the potential to increase the efficiency of the 
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learning processes and the development of algorithmic skills though event-action-
based visual programming. 

2 Visual Programming 
Visual programming uses graphical elements to represent and build up algorithms 
while focusing on the underlying logic of the application under development. The 
developers combine various pre-defined elements to construct the visual code. 
These building blocks differ from each other in terms of their purpose and 
functionality and revolve around the design of the visual language. While this 
approach to software development is not new, as a result of continuous 
progression of visual languages, today various IDEs (Integrated Development 
Environments) integrate distinct forms of visual programming to aid development 
processes. These languages help developers construct and define the logic behind 
their applications without the need to focus on the syntactical details of 
programming languages. The novel versions of such languages come with easy to 
understand presentations and self-explanatory instruction sets. These advantages 
over text-based programming languages make visual programming a compelling 
tool in the educational field as well. However, it is worth mentioning that while 
these languages tend to provide an easier and more rapid development experience, 
they are usually limited in terms of functionality. With some general-purpose 
exceptions on the market, visual programming languages do not hold the same 
potential as text-based languages, considering the complexity of the logic they are 
capable of handling. For this reason, experienced programmers do not favor visual 
programming throughout the whole development cycle of their applications, but 
rather use them as supplementary tools. In some cases, the visual programming 
IDEs offer the opportunity to include custom text-based code alongside the visual 
elements to customize the projects and to break free of any possible limitations the 
environments might pose on the developer. 

The various forms of visual programming languages create a divergent market, as 
the user cannot find two identical implementations of this programming method. 
Furthermore, these implementations are not compatible with each other - the 
visual code created in an IDE cannot be transferred directly to a different 
environment as is possible with text-based languages. After analyzing various 
popular occurrences of visual programming languages on the market, we defined 
4 categories into which these languages can be classified [12]. Note that an ideal 
visual programming language incorporates more than one of the following 
categories. 

 Behavior-based languages: Behaviors are pre-coded scripts that the developers 
can implement into their projects with minimal effort. The goal of these scripts 
is to speed up the development process rapidly by removing the need for 
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developers to define basic functionalities. On the other hand, the behaviors are 
limited to basic operations with few customization options and are not suitable 
for constructing complex, custom algorithms. For this reason, this form of 
visual programming rarely stands alone and is rather accompanied by one of 
the following, more flexible approaches. The Construct 2 [18], Construct 3 
[19] and GameMaker: Studio [20] development environments all include 
behaviors. 

 Event-action-based languages: As the name of this category implies, the 
developers define events in the visual code and assign actions to them which 
run when the events’ conditions are met. The complexity of the logic that can 
be constructed with this method depends heavily on the available, pre-defined 
event and action arrays. It provides an easy to understand and transparent 
visual code, even for more complex projects. From all the visual programming 
categories, the event-action approach has the smallest professional market 
share and only a few IDEs can be found which integrate this method: 
Construct 2 [18], Construct 3 [19], GDevelop [21] and Clickteam Fusion [22]. 
In education, only the Kodu Game Lab [23] and the Lego Mindstorms [24] 
environments are known to be based on this method. 

 Block-based languages: These languages resemble the syntax of text-based 
programming and provide building blocks with traditional programming 
elements to construct the code visually. The developers combine these 
elements by simple drag and drop means. This form of visual coding is 
considered a general-purpose approach and rarely limits the user in terms of 
logical complexity. However, due to the fact that they are based on text-based 
languages, beginner programmers might find it difficult to start learning with 
block based visual languages. The Stencyl [25] IDE, the Scratch [26] and 
Alice [27] EPLs all focus on this approach. 

 Node-based languages: The last category of visual languages provides a 
flowchart or mind map-like experience for the developers, who define nodes 
from a pre-constructed array and relate them together using various types of 
connections. This form poses the least limitations on developers and is usually 
accompanied with the ability to create custom nodes using text-based 
languages. Working with complex projects using this approach can prove to be 
difficult because defining complex logic on a flowchart can easily result in an 
unreadable visual code. Despite this, this method has the largest professional 
market share as more and more environments integrate it into their code 
editors. For example, the popular Unreal Engine 4 [28] calls this form of 
programming “blueprints” and its applications range from creating application 
logic to designing materials or animations, as well. In 2017 the Godot Engine 
[29] and the GameMaker Studio [20] also implemented node-based 
programming. In the current state of our research, we do not know of any 
EPLs which are based on this type of visual code and would be suitable for 
low-complexity software development. 
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2.1 Visual Programming EPLs 

Using visual programming languages and environments designed specifically for 
educational usage to teach students the fundamentals of programming and to 
develop their computational thinking and algorithmic skills is an accepted practice 
in contemporary education. While tertiary education focuses primarily on text-
based languages, we can find various EPLs that are used in K-12 and higher 
education. The following environments were designed for beginner programmers 
and just as with visual programming languages, these development environments 
also vary in their approach to the topic and in the form of programming they 
implement. 

2.1.1 Alice 

Alice [27] is a block-based visual programming environment designed for 
education. With its help, students can create interactive 3D animations and by 
design, it serves as an introductory language for object-oriented programming 
[30]. While it also includes events in its workflow, it is not to be confused with the 
event-action based visual programming approach as the majority of the code 
follows the block-based principle. Alice is used in a wide range of educational 
institutes in secondary and tertiary education, mainly as an introduction to 
programming. Based on student feedback, measurements and educators’ 
observations, students find the 3D animations made with Alice interesting and 
entertaining, while the workflow of the software is useful and easy to understand 
and to get into for beginners [31]. 

2.1.2 Lego Mindstorms 

The idea of building robots and programming them in education is an approach 
popularized by Lego Mindstorms [24] although it was not the first endeavor in this 
area. The kits available come with a variety of programmable parts that can be 
built into the robots, for example motors, sensors, and lights. The students build 
algorithms to pass instructions to the robots and control them in different 
situations. This provides several opportunities to teach programming concepts and 
gives real-world feedback to students. The official visual programming 
environment available uses a special case of event-action-based visual 
programming and is only recommended for beginners based on its instruction 
array. While for advanced users, the robots can also be controlled with text-based 
languages (C++ and Java), in this paper we only focus on the visual programming 
aspect of this approach. Lego Mindstorms is used not only in public education, but 
also in tertiary education [32]. However, despite the advantages and visually 
engaging experience of this approach, according to research conducted at Hanover 
College, students learning programming with Mindstorms did not achieve better 
results than learners who used text-based language IDEs. Also, robot 
programming seems to offer no additional motivational drive to encourage 
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students to continue their studies at higher levels in tertiary education [33]. If the 
goal is to make every student learn to build algorithms, then every learner must be 
provided with the opportunity to write code, therefore, they must work in small 
groups. Although the Mindstorms kits are not the priciest, they are still expensive 
for educational purposes, especially if every student needs a kit. A large number 
of K-12 institutes do not have the resources to buy even one robot. Another 
potential problem with teaching with Lego Mindstorms is that the robots have to 
be built before the programming part of the lessons can begin. This process needs 
to be either part of the classes with the accompanying sacrifice of time, or teachers 
have to build all student robots outside of teaching time as additional work. 
Educators who decide to use Lego Mindstorms to teach programming should keep 
in mind that while its visual language is easy to understand, it focuses on the 
concept of controlling robots and is not a general-purpose method of 
programming. Beyond these concerns, most students in the target groups do not 
have the necessary background knowledge in physics for building and using the 
robots. 

2.1.3 Scratch 

Scratch [26] is a well-known EPL at all levels of education. It was developed by 
MIT Media Lab Lifelong Kindergarten Group and it uses a block-based visual 
programming language to construct the logic of interactive stories, games, and 
animations. It was designed for beginner programmers, even for young (8-16 
years old) students who could not imagine themselves as developers before trying 
out Scratch [34]. It has several design features to aid educational processes; for 
instance, completed projects can be shared with the Scratch community and 
students can open every shared work to view its source code. The visual 
programming approach of this environment even allows learners to construct 
highly complex projects. The Theme Park God [35] is a prominent example of 
what can be achieved with this EPL. Note that while building composite projects 
is possible with Scratch, the resulting source code can be difficult to read and see 
through. Although students found this environment easy to use, several studies 
point out potential problems regarding its workflow and effectiveness. In a 
primary school, learning programming with Scratch did not result in increased 
problem-solving skills for 5th grade students as opposed to learning with 
traditional methods [36]. Teaching computer science concepts is only possible 
with this EPL if it is paired with an adequate, purposefully designed educational 
context, because learners tend to follow bad programming practices while 
developing their projects. Instead of focusing on the algorithms, students usually 
drag and drop into their codes all the blocks they think are necessary to solve the 
problem. This can result in bricolage projects, instead of a well-analyzed approach 
to a problem. Overly deconstructed elements without logical coherency are also 
common in students’ work [37]. Scratch does not reinitialize the value of the 
variables between project executions by default. This leads students to mistaken 
initialization practices and makes knowledge transfer to future environments 
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troublesome [38]. While this visual language was designed for education, its 
popularity inspired developers who created a visual programming environment 
aimed for production called Stencyl [25], which uses the same programming 
approach as Scratch. 

2.1.4 Kodu Game Lab 

The developers of Kodu Game Lab [23] reacted to the increasing popularity of 
video games and created an environment in which students have the ability to 
build simple visually appealing 3D interactive games and stories that are rich in 
multimedia elements and are able to stimulate multiple sensory organs 
simultaneously. Kodu uses a simplified event-action based visual programming 
approach. It targets young students, and by its design it promotes learning through 
independent exploration [39]. This visual language is based on a when-do 
structure, where students first have to define the events with conditions (when) 
and then the actions (do) which are run when the corresponding event’s conditions 
are met. This EPL is suitable to teach computer science concepts with its language 
structure and can be used as a launching point for learning text-based languages 
[40]. Interestingly, Kodu Game Lab was first developed for the Xbox360 console 
and was later ported to Windows operating systems, which makes it exceptional in 
terms of supporting a popular gaming platform. 

2.1.5 Summarizing EPLs 

The visual EPLs described above are used in practice to teach programming at 
various levels of computer science education. Most of them focus on games or 
game-like projects being aware of their effects on educational processes through 
positive emotions, not exclusively restricted to ICT education [41] [42] [43] [44]. 
With these environments, students can create their own, visually more appealing 
projects compared to traditional texts-based IDEs. Similar attempts for content-
development-focused approaches can be observed in other fields of education [45] 
[46] [47] [48]. Content creation can also be suitable in the area of self-learning; 
however, teachers favoring this approach must take into consideration the 
difficulty level of such tasks they pose towards students [49]. 

The educators (just as with every educational tool) have to be well informed and 
cautious about the limitations of these environments, what can be achieved with 
them and in what educational contexts they should be used to make developing 
computational thinking and algorithmic skills more effective. Based on our 
analyses and feedback from students, learners usually find these environments 
childish, which make working with them with higher age groups difficult. 
Moreover, these programming environments were all designed for educational 
purposes and therefore they are not suitable for use outside of the educational 
context. Following on, we also have to consider the integration of BYOD (Bring 
Your Own Device) approaches. Students trying out or developing their own 
projects on their own devices would be extensively motivating for them [50]. 
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However, we must be aware that most EPLs do not provide functionality to 
achieve this goal regardless of its potentials. It is important to emphasize that this 
is also true for other widespread EPLs, which are not necessarily based on visual 
programming, such as Logo [51]. In the following section we introduce an event-
action based visual programming environment that was designed with software 
development in mind, but has all the elements which are required to make it a 
compelling candidate for educational usage. 

2.2 Construct 2 

Developed by Scirra, Construct 2 [18] is an integrated development environment 
which implements the event-action and behavior based forms of visual 
programming languages. This environment is designed to develop video games 
and multimedia web applications, and therefore uses a general-purpose approach 
in terms of its language and instruction set. After examining several visual 
programming environments designed primarily for software development and not 
only for education, we chose Construct 2. Mainly, because its implementation of 
event-action-based visual programming poses few limitations in terms of possible 
logic complexity and diversity, and because students can develop interactive 
projects during the first lessons effortlessly. Furthermore, the design of the 
environment supports learning through experience and offers convenient help 
tools. Despite the English language of the user interface, we found it simple to use 
and, based on our observations, after a few translational explanations, Hungarian 
high-school students had no problem navigating and using the features of 
Construct 2. 

The environment is based on an in-house developed lightweight HTML5 2D 
engine and primarily aims for the web platform, with other options available using 
wrappers. The developers implemented various optimizations in their engine to 
make the applications developed with it run as efficiently as possible, including 
optimized GPU (Graphics Processing Unit) draw calls, and optimized collision 
checks. 

2.2.1 The Development Workflow in Construct 2 

The interface of Construct 2 is separated into 3 columns. The most dominant 
central area is the workspace where the majority of the development process takes 
place. This is where the user designs the graphical layout of the project, as well as 
defines the visual code on different tabs. On the left side of the interface, the 
properties of the selected element are listed. In the right column, the project tree is 
displayed, similar to what in-service developers use in various IDEs focusing on 
text-based programming languages. 

The main building blocks of the projects are the objects; these are the elements 
which define the usable instruction array (conditions and actions). The System 
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object is present in every application and handles various system related tasks (for 
example, managing variables and creating loops). It is important to distinguish 
local and global objects: while local objects are only available and visible at the 
parts of the project to which they were added, global objects can be accessed 
throughout the whole application. Objects cover various functionalities of the 
underlying engine, such as displaying an image, playing an audio file or 
processing user inputs. 

Everything the end-user sees is placed on layouts. These elements can be 
interpreted as canvases on which the objects are drawn. Layouts possess all the 
required functionality to construct visually complex applications, as managing 
different layers with their own changeable properties make them similar in this 
field to raster graphics editor applications and students can build upon the 
knowledge they learned in that topic of computer science education. It is worth 
mentioning that similarly to other game engines on the market, Construct 2 allows 
objects to be placed on the layouts outside of their boundaries. 

Behaviors (as described in Section 2) are pre-written scripts with a few 
customization options to allow rapid implementation of commonly used 
functionalities (for instance 8-directional movement or applying physics to an 
element). Behaviors have to be attached to objects in order to access their 
functions and while they provide an easily understandable and swift option to 
make interactable objects, they are not suitable for developing custom algorithms. 
However, using behaviors in education can improve student motivation because 
learners receive spectacular feedback on their work instantly. Note that setting 
behaviors to objects will expand the available instruction array with the conditions 
and actions of behaviors. 

 

Figure 1 

An example of the event-action based visual code of Construct 2 

The event-action based visual programming is used to create the logic of the 
projects on event-sheets in the work-space area. When the developer creates an 
event, referencing an already existing object, a condition first has to be selected 
from the available array, and then the parameters of the condition have to be set. 
When the first condition is defined, an event block is automatically created with 
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the condition in it. The next step is to attach actions to this block using the same 
approach as is used with conditions. The completed event block lists the added 
condition and actions with object references in an easy to read, natural text format 
with highlights of the defined parameters. For instance, on Figure 1, the keyboard 
is the object, the first event has a condition which requires a button to be set to 
monitor its state when it is pressed down. This form of event-action based visual 
programming, provides the developers with several options to create high-
complexity algorithms (for example: AND or OR logical connections between 
multiple conditions, sub-events, embedding event-sheets into each other). 

While it is obvious that the defined events and actions run in a sequential order 
and conditions inside an event block are realizing selection as usual, iterations can 
be confusing for developers who only use text-based programming languages. 
Construct 2 has several hidden functionalities that make the development progress 
easier and smoother, but some can potentially interfere with the education of 
programming concepts. For instance, the third event block in Figure 1 checks for 
collisions between the player and enemy objects. If the developer places multiple 
instances of the same object on the layout, the event block watches all of them 
automatically, which requires a loop using text-based languages. Furthermore, the 
engine iterates events periodically in a loop to check for the conditions defined at 
each rendered frame. These particularities of this environment require novel 
methods for introducing loops, because the educators have to design specific cases 
in which using the loop events included (for, for-each instance of an object with 
ordered option, repeat N times, and while) are required. 

Developers have the option to include three types of variables, based on their 
declaration location: global, local, and instance. The latter is associated with an 
object and follows the object-oriented paradigm, just as managing multiple 
instances of the same object. Functions are also available in the environment, by 
using the Function object type which manages defined functions, parameters, 
calls, and return values through events and actions. 

The environment includes a debugger functionality to help developers monitor 
various aspects of their projects during runtime, and receive performance 
measurements on used resources. While some of the features of the debugger are 
not available in the free version of Construct 2, it is a powerful tool which could 
be used to teach student-project analysis and code debugging. 

2.2.2 Supporting Materials for the Educational Use of Construct 2 

The developers of this environment and the user community (with in-service 
teachers included) created numerous resources to help beginner programmers 
understand the fundamentals of the workflow of the software and to aid its 
integration into educational processes. The official manual [52] explains the 
individual elements of the environment in an easy to understand composition with 
a logical structuring in compliance with the design of the software. The tutorials 
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listed on the official website [53] are primarily community created materials that 
cover specific problems and their solution over a wide range of topics. Students 
can find resources to help grasp the basic development process of Construct 2, but 
they are provided with tutorials that cover more advanced, platform-specific topics 
or optimization techniques as well. It is important to note that while these user-
created resources are available in several languages, at the time of our research no 
Hungarian tutorials can be accessed on the website. For those users who prefer 
learning from video materials instead of written guides, given the popularity of the 
environment amongst developers, various educational videos are also available. 
For instance, the Construct 2 Academy channel on YouTube [54] offers the 
opportunity to learn by creating different types of projects. Professional online 
courses [55] created for Construct 2 are also an option that further widens the 
range of supporting materials. The official community forums [56] present a place 
for English speaking students to post their questions and receive help directly 
from either a more experienced user or from the developers of the environment. 
Furthermore, the forums include a section for educational use of Construct 2 
where teachers and students can share their experiences regarding the software 
and provide help and advice for each other. While it is not essential in the context 
of education, developers who find the functionality of the core environment 
limiting have the option to install third-party add-ons which are shared in the 
appropriate section of the forums. Computer science teachers experienced in 
JavaScript can also create their own add-ons by using the official SDK [57]. 

Similarly to the service Scratch provides, students have the option to share their 
completed works on the Scirra Arcade website online [58] for free. This service 
provides opportunities for learners to optionally share the source code of their 
projects, as well, and to gather feedback in the form of ratings or comment-based 
discussions. Detailed statistics are displayed for each shared project to help the 
developers analyze user traffic, play times, and downloads based on locations. 
While Scirra Arcade might not be the ideal platform for deploying completed 
commercial projects, it is suitable for educational usage for students and teachers 
alike. It allows them to share their prototypes or simple applications with easy to 
integrate online high-score management. 

The free version of Construct 2 comes with a variety of limitations compared to 
paid licenses. The most notable restrictions are the limited number of event blocks 
(100), layers (4), no object grouping options or sub-folder creation in the project 
tree, limited export platforms (only web applications, including publishing to the 
Scirra Arcade are allowed) and commercial usage is forbidden. It is important to 
note that the developers of this environment allow educational usage of the free 
version and, based on our observations and experiences; it can completely cover 
the requirements of the Hungarian curriculum [8]. For those developers, 
companies and institutions who find the restrictions of the free version too 
limiting for their needs, various paid license options are available which all unlock 
the full potential of Construct 2. 
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2.2.3 Developing Projects in the Web Browser 

While in this paper we focus on the educational possibilities of Construct 2, it is 
important to note that its successor, Construct 3 has been released which includes 
further potential features for education. Alongside the new functionalities to aid 
the smooth development principles which its predecessor embodies, the most 
notable addition is that the environment runs completely in a web browser as a 
PWA (Progressive Web App). While managing to keep all functionalities of an 
integrated development environment with a responsible interface, Construct 3 also 
opens new possibilities in terms of supported platforms. Every device that has a 
modern web browser installed is capable of running the environment without the 
need for additional installation. It is compatible with Construct 2 projects which 
do not rely on third party add-ons, so students can effortlessly import and convert 
their work. One of the additions to the new version we would like to point out is 
the option to translate the user interface into several languages. Consequently, 
bridging language gaps is now possible for students who might have problems 
understanding the English interface. While the free version of Construct 3 can also 
be used in education, all of the licensing options have switched to a subscription 
based model. 

2.3 Visual Programming within the Frame of CogInfoCom 

CogInfoCom emphasizes a systematic viewpoint on how modern 
infocommunication tools can develop synchronously with the cognitive processes 
of the users [59] [60] [61] [62]. In our current work we focus on the software tools 
within the scope of the mathability sub-field of CogInfoCom [3] [4] [63]. 

Using programming with high mathability problem solving aids the educational 
and cognitive processes with the development of logical reasoning and sequencing 
skills and abilities [63] [64] [65] [4] [15]. Furthermore, using visual programming 
technologies also develops the students’ spatial visualization abilities [66]. 
Construct with our concept-based methodology [4] offers the advantages of high 
mathability visual programming methods in addition with the possibility to extend 
the capabilities of the human brain through interactive 3D educational 
environments. Because Construct 3 is built solely on web technologies, similar 
educational spaces can be created such as the Sprego virtual collaboration space 
presented in our prior work [67] in MaxWhere [68] [69] [70] [71] [72] [73]. 
Consequently, developing spaces for teaching and learning with Construct 3 is a 
compelling future research project. We have to emphasize that our methodology 
focuses on the core of high mathability product-creation with the use of existing 
tools [3]. 
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3 Event-Action-based Visual Programming 
Workshops 

In order to accomplish our goals (Section 1.2), four workshops were held during 
the 2016/2017 academic year, in which the participants created a simple 
interactive mobile game in Construct 2. We wanted them to experience the 
workflow of the event-action based visual programming first hand, so during the 
workshops we provided the conditions necessary for individual work alongside 
lecturer guidance with a presentation. Depending on the participants’ work speed, 
each workshop lasted between 2 and 4 hours, and finished when the project was 
completed and was tested by everyone. Because we set out to collect feedback and 
experience regarding the visual programming approach of Construct 2, and about 
its possibilities for integration into classes, we targeted four distinct groups with 
our workshops which are all involved in computer science education at different 
levels. 

3.1 The Characteristics of the Target Groups 

The first workshop was organized for high-school students (N = 2, the other 
students who registered did not show up) at a local institute in Debrecen, Hungary. 
Choosing this school was a compelling option because it focuses mainly on 
humanities and its primary profile is drama education. Therefore, based on our 
prior experience with several classes, the students do not view computer science 
as an important subject and only a few of them have experience with 
programming or software development outside the classes based on the 
curriculum [8]. Our second target group was undergraduate students (N = 14) at 
the University of Debrecen Faculty of Informatics. We held the workshop during 
the Professional Days event organized in each semester. The students in this group 
are taking computer science courses; therefore, they have an overview and 
experience of software development and programming languages. While there are 
four majors available at the institute each specialized for a different area of 
computer sciences, we did not filter the students by the courses they had taken, or 
by their terms. The third experiment group was pre-service teachers of informatics 
(N = 5) studying at the University of Debrecen Faculty of Informatics. Developing 
the workshop project with these participants using Construct 2 was an obvious 
choice as these students had tried various forms of educational programming 
languages during their studies and could provide feedback on the educational 
possibilities of the event-action based visual programming language from a 
contemporary perspective. While all the students from the chosen group 
participated in the workshop, their small number can be justified by the fact that 
only a few students regularly enroll for informatics (computer science) teacher 
education in the institute. We targeted in-service computer science teachers 
(N = 19) with our latest workshop at a postgraduate training organized in Zamárdi, 
Hungary. We counted on the participants’ field experience and the wide range of 
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their knowledge of teaching programming for our data collection. Similarly to the 
previous pre-service computer science teacher group, the participants worked with 
several EPLs, but they also view these tools through their long involvement in the 
educational processes. In summary there were 40 participants at all workshops. 

During our workshops we collected data regarding the possible options for 
integrating the selected visual programming method and environment into 
computer science education. We presented questionnaires at the end of each 
session to inquire about the previous programming (including visual 
programming) and software development experiences of all participants and the 
previous programming languages and methods they learned in the student groups. 
After the questionnaires, we conducted group interviews in which we collected 
data and feedback about the workflow of Construct 2, the project and the software 
development potential of the environment, with additional information about the 
possible integration and placement of the event-action based visual programming 
method in computer science education in tandem with currently applied 
approaches. We extended the collected data with our observations on the 
participants and their reaction to the environment and its workflow during the 
development process. 

3.2 The Composition of the Developed Project 

In advance of the workshops, we designed a 2D, interactive, simple, mobile game 
project targeting the HTML5 platform, supported by the free edition of 
Construct 2. Besides the goals we described above (Section 1.2), we also wanted 
the participants to experience that simple applications can be developed with this 
environment in only a few hours. 

While the logic of the project and the accompanying sound files were our design, 
the assets we used for its visual appearance originated from a package whose 
license we purchased [74]. The created project also served as an example of multi-
platform application development because it was designed to be playable both on 
desktop operating systems and on touch screen devices. The concept of the project 
was the following: fish appear at random generated Y coordinates at the left side 
of the game layout (outside of the visible area) and they swim towards the right 
side of the screen. The user’s goal is to catch the fish by touching or clicking on 
them. The game counts the captured fish and displays this number for user 
feedback. While this game does not terminate and as such plays endlessly, it was 
an appropriate way for us to include and present various programming concepts in 
a short time. Because each workshop was limited in terms of available time 
depending on the hosting event and environment, we focused on developing the 
core functionalities of the project during the workshops. Therefore, functionalities 
we considered supplementary (for example the game menu, creating particle 
effects and using the vibrate function of smart devices) were left out as required, 
in order to provide time for implementing user ideas and functions. 
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Although due to the time restrictions, the project operated with simple algorithms 
(Figure 2), it allowed us to provide an example for the participants of how the 
following programming concepts can be implemented into a project with this 
environment: declaring and initializing global variables, setting variable values, 
displaying and changing strings on the screen during runtime, playing sound files, 
creating and destroying object instances with code, defining conditions on stored 
values, generating random numbers in a pre-defined value range, listening to user 
touch inputs, and using platform specific functionalities (in this case, the vibration 
function of smart devices). 

 

Figure 2 

The visual source code of the core functionalities of the workshop project 

Note, that in this chapter we do not describe the basic and self-explanatory 
functionalities of the software that were necessary to create the project (for 
instance adding new objects to a layout, or setting behaviors). We also touched 
briefly on the optimization topic of software development by showing the 
participants the debugger and creating the 2nd event block seen in Figure 2 to 
avoid fish object instances that left the visible game area filling up memory. 

4 Summary 
In this section we highlight the results of our research in a summarized form. 
Based on the data we received from the questionnaires relating to the participants’ 
prior knowledge and experience regarding text-based or visual programming 
languages, only four undergraduate students had no programming knowledge 
before the workshop. The participants who learned text-based programming 
languages divide equally between procedural (N = 26) and object-oriented 
(N = 26) languages. While the undergraduate students had more experience with 
procedural languages, the in-service teachers of informatics tend to work with 
object-oriented programming practices (whether for educational or personal 
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purposes was not specified in the inquiry). There was no difference between the 
proportion of the two types of programming languages in the high-school 
students’ and in the pre-service teachers’ groups. It is worth mentioning that 
several participants (N = 11) listed web, data-management and special-case 
programming languages beside the aforementioned two categories. 

Regarding prior knowledge in visual programming, a considerable number 
(N = 19) of participants had no experience of this type of programming. Amongst 
those students and teachers who had used some form of visual programming 
beforehand, the Scratch [26] EPL was the most widespread (N = 16), and 8 other 
environments with high differentiation were listed. Interestingly, only 1 
participant mentioned LabView [75], the well-known environment in tertiary 
education. As regards software development experience, 10 participants stated that 
they did not have any background in the area, while 28 claimed that they 
developed software on their own. Note that the questionnaire did not specify the 
scope of these applications. It is also important to point out that the participants 
responded to the majority of the questions with multiple answers and therefore 
some of the summarized results are above 100%. For instance, the summarized 
number of participants who had experience in procedural and object-oriented 
programming would indicate that there were 52 total responders. Furthermore, a 
varying number of uncategorizable answers were found for each question which 
were disregarded in the summarized results described above. 

The group interviews were focused on the Construct 2 environment and its 
workflow. After the questionnaires, we interviewed the participants and recorded 
their answers. We also kept in mind to encourage all members of the groups to 
speak up and gave everyone the opportunity to express their opinion and feedback. 
To the question considering the overall experience of the environment, almost all 
of the groups responded positively, with some exceptions in the undergraduate 
students’ group. These students found the progression slow in the development 
process, which can be explained by the time needed to understand the basic 
principles of the software. 

As regards using the environment easily, and how difficult it is to learn the basics, 
the high-school students found the initial learning process troublesome, while the 
undergraduates stated that it was exceptionally easy to get into, and they made the 
comparison that Construct 2 feels like a toy. The pre-service teachers found the 
software easy to use, and in their opinion it would be much less complicated to 
start learning programming with this approach. However, they also pointed out 
that they would have liked to see the whole source code of the project as multiple 
event sheets on one page. The in-service teachers also learned the basics without 
complication, but highlighted that to complete the basic operations routine, this 
environment requires more practice and time than we had during the workshop. 

Responding to the question about the difficulty level of coding the algorithms with 
event-action based visual programming, both the high-school and undergraduate 
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students answered that it was straightforward. The environment seemed a well-
structured system and the participants claimed that programming in text-based 
languages is more complicated. The pre-service teachers of informatics provided 
more details, by stating that this form of programming should be used before any 
other programming methods and with this environment the coding part of the 
learning process can be hidden to help students understand the background 
processes of their projects. They also added that unlike text-based languages, 
Construct 2 provides spectacular feedback for the students. The in-service teachers 
saw this environment as an intermediate step in teaching the topic, because 
mastering the environment may be difficult for young learners and can be limited 
for students on more advanced programming levels. However, they saw it as a 
compelling option for project work that lasts over several weeks. 

To the questions about whether this environment could be integrated into 
computer science education and whether students would be learning or teaching 
programming with its help, the high-school students’, the pre-service and in-
service teachers’ groups responded positively. The pre-service teachers also stated 
that they would rather learn and teach programming using this method than text-
based languages and that the knowledge gained from this visual programming 
approach can be utilized in different areas of computer science education. In 
contrast, the undergraduate students only saw the environment as a starting point 
to avoid creating negative experiences in beginner programmers. They would be 
ready to learn with Construct 2, but only if there were a different environment 
later on. 

Based on our observations and experiences with the groups during the workshops, 
we found that the participants handled the environment with ease, and only a few 
technical questions emerged at the time of the development of the project. While 
following the presentation and guidance of the lecturer, the participants enjoyed 
working with Construct 2 and easily understood its workflow. Therefore, 
suggestions and new ideas emerged about further expanding the project or trying 
out new functionalities. 

Conclusions 

In this paper we presented the Construct 2 event-action-based visual programming 
environment and the workshops we held to introduce it to four groups involved in 
computer science education. The data we gathered from the questionnaires, group 
interviews and from our observations indicate that this form of visual 
programming has the potential to be integrated into the field of computer science 
education. Based on the information we received, we see high-school computer 
science classes and introductory programming courses in tertiary education as 
ideal affiliations. We view our results as a starting point for the next steps required 
to achieve this aim. Further work includes developing the methodology for 
teaching the programming topic with this environment in alignment with the 
requirements present in the Hungarian curriculum [8]. Because only two students 
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enrolled for our high-school workshop, we want to expand our data on how 
students at this level of education view and react to this environment. Therefore, 
testing our future methodology and this form of visual programming in classes is 
an important task. We also plan to conduct measurements on the effectiveness of 
this approach with control groups to obtain detailed results on its potential in 
comparison with the abilities of currently applied EPLs to develop computational 
thinking and algorithmic skills. 
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Abstract: Ensemble-based systems have proved to be very efficient tools in several fields to 

increase decision accuracy. However, it is a more challenging task to become familiar with 

the operation and structure of such a system that contains several fusible components and 

relations. In this paper, we describe a visualization framework in connection with an 

ensemble-based decision support system in the domain of medical image processing. First, 

we formulate the operations that can be used for composing such systems. Then, we 

introduce general visualization techniques for the better interpretability of the components 

and their attributes, the possible relations of the components, and the operation of the 

whole system as well. Our case study assigns the general framework to image processing 

algorithms, fusion strategies, and voting models. Finally, we present how the 

implementation of the visualization framework is possible using the state-of-the-art 3D 

collaboration framework VirCA. The proposed methodology is suitable for both 

visualization and visual construction of ensembles. 

Keywords: customizable content management; information visualization; application 

generation; collaboration arena; 3D Internet 

1 Introduction 
Using ensemble-based systems [1] is a rather popular approach in several 
application fields [2, 3], since such a system usually outperforms any of its 
members in terms of accuracy. An ensemble-based system is constructed by 
selecting and combining members that have diverse operating principles or 
models using an appropriate strategy in order to solve a given (machine learning) 
problem. In our former practice, we also successfully adopted this methodology to 
compose an ensemble-based system for the screening of diabetic retinopathy 
based on the processing of digital retinal images [4]. In our system, ensembles are 
created at multiple levels containing components having the same detection or 
classification tasks [5, 6]. The complete decision process currently includes the 
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execution of 38 algorithms that can be started also in a strict order, since their 
operations depend on each other’s outputs. When our system grew large, we faced 
the problem how we should make it easily interpretable and configurable for 
interested users. Classic techniques like flowcharts or UML diagrams [7] are not 
appropriate in our case since they do not provide visual tools for specific 
operations and elements that are considered in an ensemble-based system. To 
address this issue, in this paper we introduce a 3D visualization framework for the 
better understanding and easier construction of ensemble-based systems. 

The comprehension of an ensemble-based system requires the creation of mental 
models on several levels of abstraction. An appropriate visualization framework, 
which takes advantage of the strengths of human cognition but also takes the 
human limits, needs and behavior [8] into account, can significantly facilitate the 
creation of mental models and thus support the reasoning about the system. 

To measure the visualization tools that are necessary for our system, first we 
formally define the general rules for ensemble creation. These steps will include 
the possible fusion of components having different functionalities, and the 
organization of components having the same functionality into ensembles. Besides 
these tasks, we need tools to visualize the components that can be also interpreted 
as a set of attributes. For the description of the properties of components we can 
use color, shape, and size features [9]; however, to support more complex 
parameter settings we consider attribute panels too. Components belonging to the 
same functionality groups are visualized by their spatial arrangement, as well. 

As we propose techniques for a decision support system, we also need specific 
elements that are necessary to evaluate the accuracy of the system in terms of the 
reliability of its decision. Such evaluation can be made taking specific error 
(energy) functions into consideration with testing on specific databases, which 
elements need visualization as well. In this way, the performance of a system can 
be evaluated. When the aim is to compose a system that is optimal regarding a 
specific error function, the necessary components and decision rules can be 
determined by optimization algorithms, which process is called automatic 
application generation. For an automatic generation, the proposed visualization 
tools help the users discover the automatically selected components and their 
relations. On the other hand, the users are allowed to compose an ensemble by 
manually selecting its components and defining the relations between them. Thus, 
to support this form of interaction we also introduce visual elements and tools for 
the selection of components and performing operations. This type of interaction 
with the system is called manual application generation [10]. As a result, after 
selecting a database and an appropriate energy function, the users can evaluate the 
performance of the ensemble composed by them. 

As it can be seen, our aim is not only to visualize an ensemble with an already 
fitted model but also to allow efficient interaction between the users and a system 
that can be considered an artificially cognitive one [11] due to its decision-making 
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and self-adjusting capabilities. The users can learn from the applications 
(ensemble setups) generated automatically by the system and can create 
applications fitting better their data processing needs using the acquired 
knowledge. That is, the decision making efficiency of the system can be improved 
based on the blending of human and artificial cognitive capabilities [12, 13]. 

In our case study dedicated to diabetic retinopathy screening based on digital 
images, the components are image processing algorithms. These algorithms 
belong to specific functionality groups, e.g. based on whether their aims are image 
preprocessing, the detection of anatomical parts or lesions, etc. Algorithms having 
the same functionality can be organized into ensembles to raise the accuracy of 
that given functionality. Moreover, it is also possible to fuse algorithms that have 
different functionalities (e.g. a preprocessor can be fused with a detector to gain a 
new detector algorithm). The proposed general visualization framework will be 
explained on this specific system. As for the implementation of the visual 
framework supporting both automatic and manual application generation, we have 
selected the state-of-the-art 3D collaboration framework VirCA [14, 15]. We 
present how this VIRtual Collaboration Arena is capable of meeting the 
visualization and interaction requirements of our methodology. 

The rest of the paper is organized as follows. In Section 2, we introduce our 
formal description for the composition of ensemble-based systems being 
investigated, and summarize the requirements for the visualization of the 
elements. In Section 3, we discuss on how cognitive biases affecting the 
perception of a visual scene are addressed in our approach for the visualization of 
the system. Section 4 contains our case study together with the proposed 
visualization techniques and a description of its elements represented by an XML 
schema. In Section 5, we present how our approach can be implemented in the 
VirCA system. Finally, some conclusions are drawn in Section 6. 

2 Formal Description for Ensemble-based Systems 
In this section, we give a general formal description for the ensemble-based 
systems discussed. The formalization covers all such types of members, and 
operations between them that can be used to compose a complete system. Then, 
using this general model, we will be able to list all the operators and operands 
(components) and also the results of such operations that need to be visualized. In 
later sections, we will give a concrete realization of the proposed formalism 
regarding the operations, and also an application with concrete components. 

We start with defining possible functionalities 𝐹1, 𝐹2, … , 𝐹𝑁 assets containing 
components 𝐶1,1, … , 𝐶1,𝑀1 , 𝐶2,1, … , 𝐶2,𝑀2 , 𝐶𝑁,1, … , 𝐶𝑁,𝑀𝑁 having the corresponding 
functionality: 
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𝐹𝑖 = ⋃ 𝐶𝑖,𝑗  ,  𝑖 = 1, … , 𝑁.𝑀𝑗𝑗=1   (1) 

The cardinality |𝐹𝑖| = 𝑀𝑖  can be arbitrarily large, that is, the number of 
components having the same functionality can be extended freely. In our 
interpretation, a component will be a concrete algorithm having a specific 
functionality. 

Since we let the components interact in our system, we go on with defining 
possible operations between components. For this aim, note that operations are 
needed between components having both the same and different functionalities. In 
case of same functionalities, some components can be grouped together to form an 
ensemble at functionality level. Since these ensembles can be considered as new 
components having the same functionality, formally we define this element as a 
function instead of a simple relation. Thus, for the functionality 𝐹𝑖  we define the 
following function to set up ensembles from the components 𝐶𝑖,1, … , 𝐶𝑖,𝑀𝑖 : 𝐸𝑁𝑆𝑖 ∶ 𝐹 ⊆  𝐹𝑖 × 𝐹𝑖  → 𝐹𝑖 ,  𝑖 = 1, … , 𝑁.  (2) 

Note that with definition (2) we let the creation of ensembles that have only two 
members; however, larger ensembles can be easily generated by 
applying 𝐸𝑁𝑆𝑖  multiple times. 

Besides creating ensembles, we also allow the creation of new components by 
merging components having possibly different functionalities. The new 
components must belong to an existing functionality, which may be different from 
any of the ancestor components. Thus, we introduce the following fusion 
operation between components 𝐶𝑖,𝑗 , 𝐶𝑖′,𝑗′  with 𝑖, 𝑖′ ∈ {1, … , 𝑁}, 𝑖 ≠ 𝑖′: 𝐹𝑈𝑆𝑖 ∶ (𝐶𝑖,𝑗 , 𝐶𝑖′,𝑗′) ∈ 𝐹𝑖 × 𝐹𝑖′ → 𝐹𝑘  ,   𝑘 ∈ {1, … , 𝑁}.  (3) 

Regarding the possible number of basic components that can be fused, we can 
make the same comment as for (2). That is, by applying the fusion operator 𝐹𝑈𝑆more than once, several algorithms can be merged. In our practice, a merged 
component will have the functionality of either of its ancestor components; 
however, we do not need to apply this restriction in our formalization. 

Besides the above operations to set up an ensemble-based system, we need some 
other special elements regarding evaluation and optimization purposes. We need 
databases 𝐷𝐵𝑖 for two reasons: First, in the case of manual selection of ensemble 
components, the created system can be evaluated on a given database. Second, in 
the case of automatic generation of the system, the database can be used during 
the optimization process to find the components of the system by data mining 
algorithms. Besides databases, energy functions 𝐸𝐹𝑖  should be considered for the 
same two reasons. That is, for manual generation, the user can see the accuracy of 
the system regarding a given energy function. Moreover, in the case of automatic 
generation, the optimization is carried out using the energy as the objective 
function. 
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For a more detailed presentation of the components, the visualization of their 
attribute values is also necessary. Such attributes can be the name, accuracy, 
speed, and controlling parameters of the component. That is, a component 𝐶𝑖,𝑗 ∈ 𝐹𝑖 formally can be split further into a collection of attributes: 𝐶𝑖,𝑗 = (𝐴𝑖,𝑗,1, 𝐴𝑖,𝑗,2, … , 𝐴𝑖,𝑗,𝑇),  (3) 

where the number of attributes T can be component-specific, so in general we do 
not restrict its value, just leave as an arbitrarily large integer. However, in practice, 
components that have the same functionality should have the same number of 
attributes. 

As a summary, in Table 1 we collect all those elements from the above 
formalization that needs visual representation. Note that, in case of manual 
application generation, selectability should be supported, as well. 

Table 1 

Elements that need visualization for an efficient presentation of the whole system 𝐹𝑖 Visualizing different functionalities 𝐶𝑖,𝑗  
Visualizing/selecting components belonging to different 
functionalities 𝐴𝑖,𝑗,1, 𝐴𝑖,𝑗,2, … , 𝐴𝑖,𝑗,𝑇 Visualizing attributes of the components 𝐹 
Visualizing the subset for ensemble creation, showing 
selectable components 𝐸𝑁𝑆𝑖 Visualizing the resulted ensemble 𝐷𝐵𝑖 Visualizing/selecting databases for testing/evaluation 𝐸𝐹𝑖 Visualizing/selecting energy functions for testing/evaluation (𝐶𝑖,𝑗 , 𝐶𝑖′,𝑗′) Visualizing a pair of components for fusing, showing fusible 
components 𝐹𝑈𝑆𝑖 Visualizing the fused component 

3 Cognitive Aspects and Biases 
The comprehension of the operation principles of an ensemble-based system 
requires the creation of mental models at several levels of abstraction, taking into 
consideration the operation of the individual components, the possible component 
fusions, the ways of ensemble creation, and also the system as a whole. An 
appropriate visualization framework that assigns easy-to-recognize visual 
elements to the concepts and the components can significantly facilitate this 
process, and thus, support the reasoning about the system. 
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During the construction of the corresponding visualization, we have to take into 
account the possible cognitive biases of the users as well. Cognitive biases are 
patterns of deviation in judgment that occurs in particular situations, and the 
fundamental attribute of these is that they manifest unconsciously. According to 
recent psychological studies [16, 17], cognitive biases are heuristics selected by 
evolutionary pressure. Therefore, they are not flaws but features of human 
cognition, which emerged in order to aid rapid decisions. 

From our perspective, the most important question is how these biases affect the 
perception of a visual scene. Based on their past experiences and everyday 
interactions with objects, humans continuously develop their concepts about how 
certain things should appear and behave, and where they should be located in 
various situations. As humans tend to seek for evidence that confirms what they 
accept as true, the visual representation of the system will also be viewed in this 
way. That is, the users will perceive and try to match the visualization principles 
and elements of the system to their own concepts. 

The relative position and appearance of the visual elements are also very 
important from a human comprehension perspective. The basic principles of the 
Gestalt psychology [18] (e.g. law of proximity, similarity, symmetry, "common 
fate", and closure) describe how humans perceive visual objects. These principles 
have to be considered in a visualization method to compose logical groupings and 
visual hierarchies. 

If the appearance, arrangement or the expected behavior of the elements of a 
visualization technique opposes the cognitive heuristics and the most common 
concepts, it highly reduces its usability and efficiency. This is particularly true in 
the case of those visual elements that are critical or frequently used in a user’s 
work-flows. Moreover, the consistency of the functionalities assigned to the visual 
elements has to be maintained as well, as humans expect similar elements to 
behave similarly. 

An efficient visualization technique has to be able to display information that is 
semantically related in the given context and to allow the users to freely explore 
them. In our case, it affects, e.g. the visualization of the possible fusions and 
ensembles, and component properties. Displaying information within context is 
primarily preferred, but the visual scene has to be created in that way that it 
diminishes the cognitive overload, as well. The visualization framework also has 
to avoid employing menus or other elements that do not fit the visualization logic, 
in order to keep up the focus and attention of the user [19]. Our efforts to translate 
the manipulation of elements to physical, real-world-like interactions have been 
motivated also by this issue to avoid menu-based manipulation. 

Our approach for visualization takes the features of the process of understanding 
and reasoning into account to suppress the negative effects of cognitive biases 
besides taking advantage of the strengths of human cognition. 
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4 Case Study 
In this section, we introduce general visualization techniques for the elements 
described in section 2, to facilitate the interpretability and efficient construction of 
ensembles. These techniques are presented through a medical decision support 
system [3] that aims to detect the signs of diabetic retinopathy (DR) on digital 
retinal images. 

As the manual DR grading of retinal images is a slow and resource-intensive task, 
automated software systems which can distinguish healthy retinas from 
pathological ones are welcome, in order to perform triage and to pre-screen 
patients prior to further medical examinations. The users of such a system have to 
be allowed to customize its operation according to their purposes, therefore a 
suitable visual representation of the system components and their attributes, and 
the concepts corresponding to the ensemble creation and component fusion are 
necessary. 

The visualization framework that we introduce employs manipulable objects 
arranged in the 3D space to represent the different elements of the system. In this 
space, the point-of-view can be freely moved by the user to interact with a specific 
element. Compared to conventional user interfaces, this direct manipulation-like 
behavior has benefits, mainly during the learning phase [20]. As the human visual 
system is able to quickly recognize different scenes [21], the time needed to get an 
overview of the system components and their relations can be reduced as well 
through showing them in a more natural, spatial arrangement. 

4.1 Visual Representation of the System 

4.1.1 System Functionalities 

To realize its goal, our system contains a number of different image processing 
algorithms that belong to specific functionalities (𝐹𝑖). The list of these 
functionalities is given in Table 2. 

Table 2 

Functionalities of our image-analyzing system 𝐹1 Region of interest detection 𝐹2 Vascular system detection 𝐹3 Image preprocessing 𝐹4 Optic disc detection 𝐹5 Macula detection 𝐹6 Exudate detection 𝐹7 Microaneurysm detection 
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Different system functionalities are visualized as sets of the corresponding 
components, having common appearance and grouped by their spatial proximity. 
The components are enclosed by a borderline to contribute to the easier distinction 
of groups. The label of the group is affixed to the top of this borderline (see Fig 1). 

 

Figure 1 

Visual representation of a functionality group 

4.1.2 System Components and Their Attributes 

In our system, we consider the different image processing algorithms as 
components𝐶𝑖,𝑗 ∈ 𝐹𝑖. For example, the components of the𝐹7functionality are given 
in Table 3. 

Table 3 

List of the microaneurysm detector components of our system 𝐶7,1 Lazar et al. - rotating cross-section based microaneurysm detector 𝐶7,2 Walter et al. - bounding box closing based microaneurysm detector 𝐶7,3 Zhang et al. - 5 Gaussian filter based microaneurysm detector 

Each component has a specific number of attributes, whereof three are common: 
the state, the name, and the description attributes. In our system, the components 
have two possible states (selected and not selected) what is indicated by the 
generally used colors green and gray, respectively. The names of the components 
are displayed as simple text labels. For example, the attributes of the 
component  𝐶7,1  is given in Table 4. 

The state of a component can be toggled with a point-and-select gesture. On a 
selected component, the user is enabled to perform the following manipulations 
using its icon menu [15]: 
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 displaying the attribute panel (gear icon) on which the user is allowed to set 
the parameters of the component with standard user interface elements, like 
sliders, spinners, and input boxes, etc. rendered in the 3D space (see Fig. 2); 

 initiating ensemble creation (voting hand icon) and show the selectable 
components within a functionality group to form an ensemble with; 

 initiating algorithm fusion (zipper icon) and show the selectable components 
in other functionality groups for algorithm fusion; 

 displaying information about the component (info icon), including description 
of the method, explanation of its parameters, and its accuracy measured on 
different databases, if applicable. 

Table 4 

Attributes of the Lazar et al. microaneurysm detector algorithm 

 Attribute Type 𝐴7,1,1 State Boolean value 𝐴7,1,2 Name String 𝐴7,1,3 Description String 𝐴7,1,4 2D smoothing parameter Boolean value 𝐴7,1,5 Smoothing radius parameter integer value 𝐴7,1,6 Smoothing sigma parameter real value 𝐴7,1,7 Levels parameter integer value 𝐴7,1,8 Threshold parameter integer value 𝐴7,1,9 Accuracy real value 

 

 

Figure 2 

A system component with its attribute panel 
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4.1.3 Ensemble Creation and Algorithm Fusion 

Components having the same functionality can be organized into ensembles in 
order to raise the accuracy of the given functionality. As for ensemble creation, we 
consider majority and weighted majority voting models, depending on the member 
components. 

In our visual representation, ensemble creation can be initiated using a 
components icon menu. For clarity, if necessary the components are spatially 
rearranged before the subset 𝐹 of components available for ensemble creation is 
visualized with arrows pointing at them from the selected one (see Fig. 3). The 
user can select any of these components and finish the operation using the icon 
menu again. The components of the result of the ensemble creation (𝐸𝑁𝑆𝑖) are 
represented through green color and spatial grouping. 

 

Figure 3 

Selectable components for ensemble creation 

Our system also contains algorithms that provide functionalities that can be 
composed in order to obtain a new component with different or improved 
functionality. For example, the fusion of an image preprocessor and a 
microaneurysm detector algorithm together can form an improved microaneurysm 
detector component. 

In our visual representation, algorithm fusion can be performed in a similar way as 
ensemble creation. The fusible pairs (𝐶𝑖,𝑗 , 𝐶𝑖′,𝑗′) consisting of the selected 
component and specific components in other functionality groups are visualized 
with connecting arrows; however, the user can select only one of these 
components at once (see Fig. 4). 

The result of the algorithm fusion is a new component 𝐹𝑈𝑆𝑖  that is represented 
with different color and the icon of algorithm fusion (see Fig. 5). 
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Figure 4 

Visualization of the fusible pairs between a functionality group and a component 

 

Figure 5 

Result of the algorithm fusion: a new component is created 

4.1.4 Databases and Energy Functions 

The different databases 𝐷𝐵𝑖  and error (energy) functions 𝐸𝐹𝑖 are involved in 
application generation. In the case of automatic application generation, the aim is 
to compile a system that is optimal regarding a given energy function on the 
selected database(s) without user intervention. In our system, we consider two 
energy functions: optimization for accuracy and optimization for computational 
time. These energy functions are represented by icons that refer to the target of 
optimization (see Fig. 6). 

In case of manual application generation, databases are used to evaluate the 
performance of the system constructed by the user, and to obtain information 
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about the accuracy of different components, in order to assist the selection of the 
best ones fitting the requirements of the user. 

 

Figure 6 

Icons for the energy functions in our system 

Databases are represented by the usual database icon in our visualization (see Fig. 
7). The user can also display information about a database and statistics about its 
content using its component icon menu. 

 

Figure 7 

Database icon in selected state 

4.2 Metadata Description 

We defined an XML schema to be able to describe the elements of our decision 
support system in a uniform way. It is practical to provide descriptions in this 
manner, as this schema can also be considered as an easily extendable 
communication interface between the visualization platform and the application 
server of the system for the implementation. 

Next, we briefly present the main sections of the XML schema. Namely, these are: 

 Algorithms 
 Detectors (for functionalities 𝐹4, 𝐹5, 𝐹6 and 𝐹7 (see Table 2)) 
 Preprocessors (for functionalities 𝐹1, 𝐹2, and 𝐹3) 

 Energy functions 
 Databases 
 Definition of the applicable voting models for ensemble creation. 

In the schema, each component has a globally unique identifier attribute for the 
ease of reference. Each preprocessor is defined with the Algorithm complex type, 
which describes a general individual algorithm, having the following attributes: 
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state, name, and algorithm description, and an arbitrary number of controlling 
parameters required for the algorithm. 

The detectors are defined by the DetectorAlgorithm complex type that extends 
Algorithm with a set of accuracy attributes that are the measured accuracies of the 
given algorithm on different databases. The metadata description of the 
Algorithms section of the schema is shown on Fig. 8. 

 

Figure 8 

Metadata description for the algorithms/components of the system 

In this XML schema, databases are defined to have an attribute that describes their 
content, and energy functions are defined to have attributes describing formally 
the target of optimization. The applicable voting models are defined by the 
attributes of the possible voting schemes and the formal description of the method 
used for combining the outputs of the members. 

5 Implementation in the VirCA System 
We have studied various 3D graphical systems, VRML worlds and other 
frameworks for the visual representation of our general formal description for 
ensemble-based systems. However, most of them have limitations in the number 
of the parallel handled users, in the interaction capabilities, or in the level of 
collaboration. 

We have found that the high-level requirements that are needed for the realization 
of such a complex system can be fulfilled only by a visual collaboration platform 
having even a physical simulation subsystem. For this reason, we can recommend 
VirCA as a good environment for implementing these compound graphical user 
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interfaces. VirCA is a highly customizable 3D collaboration framework [22, 23] 
that is able to handle several users and their interactions with the objects in the 
visualized scene in real time [24]. It has a versatile viewpoint system having freely 
portable predefined cameras with the capability of zooming to interact with the 
visual elements that can be manipulated using a multilevel command system. 
Furthermore, the network communication is implemented using the ZeroC ICE 
(Internet Communications Engine) [25] object-oriented platform, through which 
the visualization interface of the system can interact with the underlying 
application server. 

5.1 Visual Elements and Handling 

The described visual representation can be accomplished in VirCA by using 
spatial elements as spheres, ellipsoids, cubes, cones, pyramids, etc. to represent 
components that belong to the different functionalities. The control elements (e.g. 
sliders, spinners, etc.) of the attribute panel and the description box of a 
component can be implemented using the platform independent Qt [26] widgets. 

To interact with the elements of the interface, we can use for example traditional 
or spatial mouse, camera, motion, eye-gaze, and hand gesture sensors, or even a 
Microsoft Kinect game controller. Each interaction gives a clear visual feedback, 
and audio feedback also can be set up through the text-to-speech function of the 
system. The physical subsystem of VirCA is able to handle only a few thousand 
elements. However, this is not a limitation for our purposes since the number of 
visual elements required for the visualization of the systems we consider is 
expected to be much lower than this limit. 

5.2 Performance and Implementation Issues 

Techniques to dynamically create and modify objects in real time in contrast of 
using statically created and stored models and objects can make the 
implementation of the visual interface more efficient. Currently, even a simple 
color change in the visualization needs the same model to be stored in multiple 
instances according to the number of colors used. In the forthcoming versions of 
VirCA, it will be possible to generate objects dynamically using OpenGL function 
calls. Using dynamic generation, the meshes and materials do not have to be 
stored in files in advance, but they can be created or modified during operation. In 
this way, when it comes to the modification of an object, calling a delete and 
construct procedure pair is not necessary, which yields to performance gain. By 
building the complex objects programmatically, it is easier to create joint points 
and make a skeleton to move as required, thus the animation of the model will be 
more natural by this approach. 
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Conclusions 

In this paper, we have described a 3D visualization framework that assists the 
comprehension of and interaction with an ensemble-based system by emphasizing 
the human factors and natural communication in its design. We have given a 
general formal description for all the elements and operations that can be used to 
compose such systems. As a case study, we have considered an ensemble-based 
decision support system for diabetic retinopathy screening to assign the concepts 
of the visualization framework to a real-world application. Accordingly, we have 
introduced visualization techniques to facilitate interpretability of the system 
components and functionalities and the reasoning about their relations. The 
framework we have proposed supports the better understanding of the applications 
automatically generated by the system, and allows the users to modify these 
ensembles or to create new ones that fit better their requirements. In this way, the 
decision making process of the system visualized can evolve based on the 
blending of human and artificial cognitive capabilities. Furthermore, 
implementing the proposed visualization in a 3D collaborative framework like 
VirCA allows multiple users to simultaneously explore, gain knowledge of [27] 
and modify the ensemble setups, which promotes both intra-cognitive and inter-
cognitive information transfer [11] about the decision process of such a system. 
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Abstract: The lower-limb representation area in the human sensorimotor cortex has all 

joints very closely located to each other. This makes the discrimination of cognitive states 

during different motor imagery tasks within the same limb, very challenging; particularly 

when using electroencephalography (EEG) signals, as they share close spatial 

representations. Following that more research is needed in this area, as successfully 

discriminating different imaginary movements within the same limb, in form of a single 

cognitive entity, could potentially increase the dimensionality of control signals in a brain-

computer interface (BCI) system. This report presents our research outcomes in the 

discrimination of left foot-knee vs. right foot-knee movement imagery signals extracted 

from EEG. Each cognitive state task outcome was evaluated by the analysis of event-

related desynchronization (ERD) and event-related synchronization (ERS). Results 

reflecting prominent ERD/ERS, to draw the difference between each cognitive task, are 

presented in the form of topographical scalp plots and average time course of percentage 

power ERD/ERS. Possibility of any contralateral dominance during each task was also 

investigated. We have compared the topographical distributions and based on the results 

we were able to distinguish between the activation of different cortical areas during foot 

and knee movement imagery tasks. Currently, there are no reports in the literature on 

discrimination of different tasks within the same lower-limb. Hence, an attempt towards 

getting a step closer to this has been done. Presented results could be the basis for control 

signals used in a cognitive infocommunication (CogInfoCom) system to restore locomotion 

function in a wearable lower-limb rehabilitation system, which can assist patients with 

spinal cord injury (SCI). 

Keywords: Cognitive state; motor imagery; electroencephalography; brain-computer 

interface; event-related desynchronization; event-related synchronization 
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1 Introduction 

Brain-computer interface (BCI) is an emerging technology that connects human 
brain to an output device, in order to communicate the cortical command signals 
to manipulate the actuator. These cortical signals are translated to device (e.g. 
computer) operatable commands [1]. The state-of-the art BCI is based on the idea 
of developing an artificial, muscle-free communication channel that acts as a 
natural communication channel between the brain and a machine [2, 3]. 
Applications of BCI systems are widespread and vary from the fields of 
neuroscience, rehabilitation, cognitive infocommunications (CogInfoCom) [4] to 
entertainment, and defence [5]. Neurorehabilitation is the research area, which 
caters audiences with neurodegenerative disorders, spinal cord injury (SCI), 
amyotrophic lateral sclerosis (ALS) [6, 7], or lower-limb amputation [8]. The 
applications include neurorobotics, e.g. BCI-controlled wearable/assistive robots 
for mobility restoration. Such devices can be useful for direct communication in 
inter-cognitive CogInfoCom applications [2, 9], and necessitates more research in 
this area. 

In this study, the physiological signals used to detect natural cognitive capability 
of humans, are based on non-invasive modality, i.e. electroencephalography 
(EEG). We use this approach for its low cost and easy handling. When the human 
cognitive capability is combined with information and communication 
technologies (ICT), it results in an important aspect of CogInfoCom [10]. In order 
to connect high-level brain activity to infocommunication networks, BCI enables 
flow of rich information from the brain, and eventually heterogeneous cognitive 
entities into the ICT network [9, 10]. In this study, the source of information 
relevant to human cognitive states, include information on level of engagement 
during imagination of task and rest/idling, reflecting a decrease and increase in 
mu wave (8-12 Hz) respectively [11]. 

Investigations on the possibility to use BCI system for post-stroke rehabilitation 
have been carried out in order to reinstate upper and lower-limb functions [12]. 
However, applications of existing BCI systems, for the control of various devices, 
such as a robotic exoskeleton, are not straightforward. One potential factor is the 
low dimensional control of these systems, i.e., they can only identify limited 
number of cognitive tasks as unique control commands. The most frequently used 
cognitive state motor imagery tasks, in a BCI system, are left hand vs. right hand, 
and foot kinesthesis motor imageries [13]. Successful control of cursor movement 
in two dimensions, on a computer screen, based on left vs. right hand motor 
imagery, was done by deploying the mu (8-12 Hz) and beta (18-26 Hz) rhythm, 
followed by several training sessions [14]. The same BCI cursor control strategy 
was extended to three-dimensions, where in addition to left-right hand imagery, 
foot motor imagery was incorporated, as well [15]. 
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Successful quantification of left vs. right hand and foot motor imagery have been 
reported, including studies on the discrimination of different upper limbs [16], but 
no literature exists on the decoding of different movements within the same ‘lower 
limb’. Investigations on independent lower-limb motor imagery tasks have been 
reported recently [2, 17-19], however, those studies did not cover the same limb 
tasks. This is because of the well-established fact about ‘mesial wall’ location of 
lower-limb representation area on the sensorimotor cortex. That precludes its 
exploitation during different imagery tasks. In addition to that, each joint 
representation within the same limb has a very close spatial representation to each 
other [20], which makes it difficult to discriminate each movement with 
electroencephalographic (EEG) signals. 

In our research, we included foot and knee kinaesthetic imagery tasks within the 
same limb, as cognitive states. Each state was further divided into left vs. right 
imagery tasks, in order to increase the possibility for discriminating each task; 
thereby increasing the dimensionality of the BCI control signal. Recorded EEG 
signals, against each task, were quantified by observing the event related changes 
associated to the task in oscillatory mu rhythm. The changes in oscillatory activity, 
with respect to an internally, or externally paced events, are time-locked, but not 
phase-locked, i.e. induced, known as event related desynchronization (ERD) or 
event related synchronization (ERS) [21, 22]. This study could be useful for the 
development of multi-dimensional control signals as a single cognitive entity in a 
BCI system for rehabilitation  applications [9, 23]. Presented results are in 
accordance with an important aspect of CogInfoCom, i.e. the combination of the 
natural cognitive capability of human and ICT [24]. 

2 Methods 

2.1 Experimental Protocol 

This study was based on experiments performed on three healthy subjects with no 
history of neurological disorder, or any impairment. The age range was between 
25-27 years, where all subjects participated on voluntary basis. None of the 
participants had any experience with BCI before. Ethics approval, for this 
research, was granted by the College Human Ethics Advisory Network (CHEAN) 
of RMIT University, Melbourne, Australia. 

During the experiment every subject was directed to sit on a comfortable chair 
placed in front of a monitor screen (17’’) at a length of approximately 1.5 m. The 
experimental protocol was based on the standard Graz protocol for synchronous 
BCI. Each trial began with a blank black screen that lasted for 30 seconds, in order 
to let the subject relax and get familiar with the environment. Following that, the 
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trial began with the presentation of a green fixation cross on screen for 3 seconds 
(used as reference period for processing of epochs). One second long audio beep 
stimulus, right before the visual cue display, was incorporated in the first trial 
only, to alert the subject about the beginning of the experiment, see Figure 1 (left). 
Next, the visual cues of 2 seconds length were displayed followed by a 5 seconds 
long blank screen to perform the related task (imagery), making a total of 10 
seconds for each trial. The visual cues in each trial reflected either the left or right 
movement. The foot and knee session was carried out separately. Our 
experimental paradigm consisted of alternate sessions, i.e. the first session for left-
right foot kinaesthetic motor imagery (KMI), next session for left-right knee KMI, 
third for foot KMI and finally knee KMI. The cue set for each session is shown in 
figure 2. This was introduced to avoid a state of confusion for the subject with 
several tasks in a single session. 

A standard one session protocol is composed of 40 trials, including 20 trials for 
each tasks, i.e. left or right KMI. The visual cues in each trial were displayed in a 
random order so that no adaptation could occur. Each trial was followed by a 
random pause interval of 1.5 to 3.5 seconds, in which the subjects were asked to 
rest. The experiment was divided into 4 sessions, i.e. foot, knee, foot and knee 
KMI respectively. Figure 1 (left) presents the schematic of experimental protocol 
reflecting the timing of cues, where each trial is 10 seconds long. For each session 
the respective visual cue set is given in figure 2, where (a) depicts left and right 
foot movements (dorsiflexion for 1 second) and (b) depicts left and right knee 
movements (extension for 1 second) respectively. 

 

Figure 1 

Experimental protocol timing in seconds (left) and 10-20 electrode channel locations (right) 
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Figure 2 

Visual cues in the experimental protocol, for (a) left - right foot dorsiflexion, and (b) left- right knee 

extension 

2.2 EEG Recording 

In order to record EEG activity, the EEG neurofeedback BrainMaster Discovery 
24E amplifier (BrainMaster Technologies Inc., Bedford, USA) was utilised. The 
standard Graz synchronous BCI protocol was established using OpenViBE 
software (http://openvibe.inria.fr/downloads/) that also enabled the embedding of 
time stamps in each recorded trial. Overall experimental set up had the amplifier 
interfaced with the acquisition server of OpenViBE. To acquire brain signals from 
the motor cortex, the standard 10-20 Electro-cap was used [25]. The EEG system 
had 19 channels (10-20 sites), channel 20 (A2) was referenced to A1 (A2-A1) 
(Figure 1, right). Remaining channel including AUX1 and AUX2, provided for 
monitoring of other electrophysiological signals were not used. All channels were 
sampled using 256 Hz sampling frequency, with 24-bit resolution. The DC 
amplifier bandwidth was from 0.0 Hz to 100 Hz, followed by EEG channel 
bandwidth from 0.43 to 80 Hz. 

The customized experimental protocol was designed using OpenViBE designer 
tool that comes along integrated feature boxes. The designer tool window is based 
on Lua script that was modified for generating customized scenario, Graz-

http://openvibe.inria.fr/downloads/
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Stimulator box was used to allow for the onset of different visual cue timings. 
Figure 3 reflects the connection established between the BrainMaster Discovery 
24E and OpenViBE together synchronized. Each session was recorded in the 
standard EDF and GDF file formats using writer boxes of designer tool in 
OpenViBE. 

 

Figure 3 

Established connection for real-time EEG data acquisition and incorporation of event time-stamps in 

the data stream 

2.3 Signal Processing 

In order to process and visualize the acquired data offline, the statistical EEGLAB 
package was used. During offline processing, the EEG data was converted to 
reference-free form by using the common average reference method. The data was 
pre-processed using FIR bandpass filter between 8-12 Hz, which was the required 
frequency bandwidth range for mu rhythm. Next, each epoch, i.e. trial of 10 
seconds length was extracted, which included 3 seconds period prior to cue onset, 
to be used as reference period during analysis. 

The epoched data was then filtered using spatial filter, i.e. the independent 
component analysis (ICA) for artifacts removal. 

For each subject, spectral plots were generated that reflected the 2-class statistics, 
where each class was related to each task. Following this, the average time course 
ERD and ERS for mu rhythm (8-12 Hz) were plotted, where only statistically 
significant ERD/ERS were displayed. This was done using validation method to 
ensure statistically significant data, i.e. to allow assigning measures of accuracy 
(confidence interval) to sample estimates. We used the bootstrap statistical 
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significance method, with confidence interval of 95%. In this way the significant 
ERD-ERS features were selected. The central electrode areas C3, Cz, and C4 
linked to sensorimotor cortex were used to analyse mu band with the most 
significant bandpower decrease, or increase, during each task. 

The standard procedure for calculation of ERD/ERS patterns was adopted from 
[26]. After bandpass filtering of each trial, the samples were squared and 
subsequently averaged over trials and over sample points [27]. This directed to the 
resulting proportional power decrease (ERD), or power increase (ERS) compared 
to the reference interval, which was selected as the period of 3 seconds before the 
trigger onset of visual cues. In order to overcome masking of induced activities 
caused by the evoked potentials, the mean of the bandpass filtered data was 
subtracted from the data for each sample [28]. 

The ERD/ERS was calculated from EEGLAB [29, 30] integrated function event-
related spectral perturbations (ERSP) based on wavelet decomposition. ERSP 
detects the event-related shifts in the power spectrum. It measures the mean event-
related changes in the power spectrum at one data channel averaged over trials. Pj 
is the power or intertrial variance of the jth sample and R is the average power in 
the reference interval [r0, r0+k]. To convert ERSP to ERDS, equations 1 and 2 
were used; ERSP was normalized to the reference interval [29]: 

       (1) 

      (2) 

3 Results 

The results obtained from all three subjects, s1, s2 and s3 are presented in this 
section. 

3.1 ERD/ERS Quantification 

In order to quantify the significant cognitive bandpower changes of mu rhythm, 
each combination of lower-limb tasks was pre-processed and spatial filter was 
applied on the filtered data. Resulting signals were evaluated for each central 
electrode position directing towards the sensorimotor cortex, and the potential area 
where mu rhythm elicits. Table 1 shows the illustration of quantification approach. 
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Table 1 

Unsupervised feature extraction-based approach 

Tasks Pre-
processing 

Spatial 
filter 

Scalp 
location 

Time-frequency 
feature 

extraction 

LF vs. LK  
Bandpass 
filtering, 
Epoching 

 
ICA 

C3  
Wavelet (short-

time DFT) 
transform 

RF vs. RK C4 

LF-LK vs. 
RF-RK 

Cz 

3.1.1 Spectral Topographical Plots 

The cognitive state output, in the form of percentage power ERD and ERS 
spectral maps, for all participants, against the foot and knee tasks for each session 
respectively, were plotted between 8-12 Hz frequency of mu band. Each session 
comprised of left-right tasks of foot followed by knee, i.e. different movements 
within the same limb. Figure 4 represents the topographical scalp plots of each 
subject during left-right foot and left-right knee imagery respectively, for 8 to 12 
Hz. 

For s1, it was observed that during left foot, and left knee, imagery tasks, the foot 
as well as hand area mu rhythm (mu ERD) was enhanced in both cases. However, 
with left foot imagery the ERD was localized towards left hemisphere, C3, 
whereas the left knee imagery showed broad-banded ERD towards central area Cz 
and edged towards parietal region. The right foot and knee tasks, in the same limb 
somehow revealed similar output. However, with right foot imagery prominent mu 
ERD overlying the primary hand area was observed, where ERD was dominantly 
visible at electrode position C3 in addition to Cz. This pointed towards the 
possibility of contralateral spectral power dominance during right foot task. On 
the other hand, the right knee imagery depicted an enhancement in the mu ERD 
foot area representation edged towards parietal region. 

The left foot imagery with s2 enhanced the ERD patterns at central electrode 
positions predominantly C3, similar to s1, as well as the premotor areas. This was 
not the case with left knee imagery task, which did not exhibit enhancement in 
power concentration. Following this, during the right foot imagery an overall 
increase in mu ERD power concentration was observed over the primary, 
supplementary and pre-motor areas with contralateral dominance. Interestingly a 
small increase in mu ERS spectral power was visible during the right knee 
imagery task, which was strictly localized towards the central and parietal regions. 
This directed towards no prominent ERD. 

The resulting plots of s3, during left foot task, elicited power concentration in 
ERD focused towards the hand and foot area. However, the left knee imagery 
depicted a very clear focal enhancement in mu ERD foot area representation. 

Avg 
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During the right foot task, a higher power concentration in mu ERD overlying the 
central cortical regions with a shift towards parietal area was visible. Similarly, 
the right knee task, elicited increased power ERD strictly in cortical foot area, at 
central region of the cortex. No contralateral power distribution was visible with 
subjects 2 and 3. 

3.1.2 ERD/ERS Average Time Course in mu Rhythm 

The resulting cognitive states, in form of ERD/ERS time course for mu rhythm 
with frequency range of 8-12 Hz at electrode positions C3, C4, and Cz are shown 
in Figure 5. The results elicited by s1 are presented. 

In order to compute the specified time and frequency resolution, i.e. averaging 
over sample points, the EEGLAB integrated sinusoidal wavelet transform (short-
time discrete fourier transform (DFT)) was used. A t percentile bootstrap statistic 
(percentile taken from baseline distribution, with a significance level of α = 0.05, 
was applied to get significant ERD and ERS values [29]. The basic aim of 
bootstrap technique is to replace the unknown population distribution with a 
known empirical distribution and based on the empirical distribution estimator, 
determine the confidence interval, in this case 95% confidence [21]. 

Different movements within the same lower-limb elicit various percentage power 
ERD and ERS. Figure 5 reflects each combination of tasks for different joint 
positions, within the same lower-limb. The selection of central electrode position, 
for plotting each combination of tasks, within the same limb, was based on the 
probability to observe any contralateral dominance in the power concentration 
ERD. Therefore, C3 was selected for observing right imagery task characteristic 
ERD within the same limb. C4 was selected to detect left task characteristic ERD, 
Cz was chosen to observe left and right task ERD characteristics and their impact 
on the midline of the central lobe for each participant. The task combinations 
within the same lower-limb are given in Table 2. 

Table 2 

Task combinations within the same lower-limb 

Electrode position Mental task Bandpower features 

C3 Imagery right foot vs. right knee             ERDS average 

C4 Imagery left foot vs. left knee              ERDS average 

Cz Imagery right foot-knee vs.                 
left foot-knee  

ERDS grand average 

At C3 during right foot and knee imageries, ERD time course was obtained by 
taking average of power changes in mu rhythm across all trials with each subject. 
At the end of visual cue (shown by green window in Figure 5), the mu power 
attenuates for approximately 0.6 seconds, after onset of cue. Evident ERS was 
visible at approximately 3 seconds, which is referred to the period of task 
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performance. Since each of the foot dorsiflexion and knee extension task, were 1 
second in length, the appearance of an ERS at 3 seconds correlates to the 
completion of task by the subject. 

The left foot and knee imagery movements at electrode position C4 did not depict 
a very prominent ERD. However, at the beginning of cue onset at approximately 
0.3 seconds a desynchronization of the foot area is visible followed by another dip 
at approximately 4 seconds (imagery interval). ERS was visible between 4 and 5 
seconds towards the termination of the task performance interval. 

Finally, at electrode position Cz, most dominant percentage power decrease, ERD 
was visible throughout the beginning of visual cue onset window followed by the 
task performance interval. These results are in accordance with the established 
results from the spectral power distribution maps. The presence of large centrally 
localized ERD patterns validates the notion of enhanced foot mu area 
representation elicited by Cz upon foot and knee imagery related tasks. 

Clear results at Cz were due to the grand average taken for all four trials and 
sessions for each participant, which was not the case with C3 and C4, where the 
average of each trial and session for only two tasks was taken. 

The grand-average amplitude of mu ERD for all subjects based on common 
average reference derivation at central electrode positions is shown in figure 6. 
The error bars represent the standard deviation. As depicted earlier from results, 
there was no significant inter-task difference within the same limb, observed at 
electrode positions C3, Cz and C4 (P<0.05, t-test). However, it is important to 
mention here that the bar graphs were only plotted for mu ERD and not ERS, to 
infer knowledge about its behavior output. Taking beta ERD/ERS features into 
account could add to the overall information during lower-limb tasks within the 
same limb. 
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Figure 4 
Topographical scalp maps of each subject during left-right foot and left-right knee imagery 

respectively between frequencies of 8-12 Hz 
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Figure 5 

ERD and ERS time course for mu rhythm (8-12 Hz) of subject 3 at electrode position C3 for right foot 

and right knee imagery alongside their average, C4 for left foot and left knee imagery alongside their 

average, and Cz for left and right foot and knee imagery respectively alongside their average. The 

green window indicates visual cue presentation from 0 and 2 seconds 
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Figure 6 
Average amplitude of mu ERD from all subjects based on common average reference derivation at 
central electrode positions. The red and blue bars indicate left foot and left knee motor imageries, 
respectively, and pale red and pale blue bars indicate right foot and right knee motor imageries, 

respectively. Error bars represent standard deviations 

4 Discussion 

We analysed the discrimination of cognitive states, as a result of imaginary left-
right foot and knee motor tasks within the same limb. It was observed that an 
increase in power concentration of mu ERD overlying hand and foot area occured 
with majority of the subjects. Although the hand area in this study was not needed 
to perform a task, we therefore, consider it to be in an idling state. Generally, no 
explicit contralateral dominance was visible, except for s1 and s2, who both 
showed contralateral dominance during right foot imagery task at C3. As foot, the 
knee area representation is also situated in the mesial wall, which makes it 
difficult to elicit clear ERD patterns upon knee imagery tasks. However, with left 
and right knee discrimination tasks, in all subjects, centrally localized ERD 
patterns were mainly observed throughout. The focal mu rhythm was visible in 
cortical foot representation area with small activation of hand area with s1 only 
during left knee imagery. 

For neurorobotics and human ICT applications, this can lead to the inference that 
kinaesthetic knee imagery blocks or desynchronizes foot area mu rhythm, at 
central electrode positions and shifts over supplementary, pre-motor areas and in 
some cases towards parietal region. Results suggest that the cortical knee 
representation area is situated near the foot sensorimotor areas. The other task in 
same lower-limb, i.e., foot motor imagery, not only activated hand and foot area 
mu ERD but also elicited contralateral dominance during right foot kinaesthetic 
imagery. The knee kinaesthetic imagery on the other hand does not provide 
enough evidence of contralateral dominance of the cognitive states upon left vs. 
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right imagery tasks. This was also validated by the average mu ERD bar graph, 
that reflected difference during left-right foot tasks but no significant difference 
during the knee tasks. More investigations in this area could be very useful for 
CogInfoCom based systems to highlight the activeness of specific brain regions 
indicating human level engagement in biofeedback-driven frameworks. 

5 Conclusions and Future Work 

This research broadened new horizons towards investigation of cognitive states as 
event-related changes in oscillatory activity of mu during foot and knee motor 
imageries within the same lower-limb. The results provide useful information on 
human level of engagement during imagination of task and rest, as reflected by mu 
rhythm activity. Despite a small lower-limb sensorimotor area representation in 
the homunculus, the foot and knee movement imagery elicited ERD patterns. 
Based on the spectral power plots, an increase in the mid-central ERD was 
observed overall with all the subjects. The kinaesthetic knee imagery triggered mu 
ERD, mainly in the cortical foot area representation, with small shift towards 
parietal lobe. No contralateral dominance of cortical areas was present in the case 
of left-right knee imagery tasks, unlike with foot tasks. Obtained results suggest 
that intra-subject cognitive-state variability exists during the reactivity of mu 
components. This makes it difficult to draw a clear difference between different 
lower-limb tasks within the same limb. However, clear results with one subject; 
indicate the possibility of discriminating different movements within the same 
lower-limb. Suggested protocol could be exploitable to increase the 
dimensionality of control signals, as a cognitive entity, in a BCI system. 
Involvement of more participants and classification of feature vector is the future 
aim of this investigation, to develop a multi-dimensional CogInfoCom tool for 
BCI controlled devices. 
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Abstract: Inserting punctuation marks into the word chain hypothesis produced by 

automatic speech recognition (ASR) has long been a neglected task. In several application 

domains of ASR, real-time punctuation is, however, vital to improve human readability. The 

paper proposes and evaluates a prosody inspired approach and a phrase sequence model 

implemented as a recurrent neural network to predict the punctuation marks from the 

audio. In a very basic and lightweight modeling framework, we show that punctuation is 

possible by state-of-the-art performance, solely based on the audio signal for speech close 

to read quality. We test the approach on more spontaneous speaking styles and on ASR 

transcripts which may contain word errors. A subjective evaluation is also carried out to 

quantify the benefits of the punctuation on human readability, and we also show that when 

a critical punctuation accuracy is reached, humans are not able to distinguish automatic 

and human produced punctuation, even if the former may contain punctuation errors. 

Keywords: punctuation; prosody; speech recognition; recurrent neural network; human 

readability 

1 Introduction 

Most Automatic Speech Recognition (ASR) systems treat speech as a word 
sequence, and then, based on acoustic models (e.g. phonemes) and a language 
model (typically an N-gram), a so-called recognition network is created, along 
which the speech frames are aligned using the Viterbi-algorithm. The recognition 
hypothesis is yield by the most likely alignment path in the network, given the 
acoustic observation (e.g. speech frames). Despite the advanced search space 
reduction techniques (beam-search and pruning), decoding is still computationally 
expensive as the recognition network is usually quite complex for tasks such as 
dictation and closed captioning. 
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In this framework, inserting punctuation marks into the word sequence hypothesis 
has long been neglected, as research was mostly concerned by reducing word error 
rates and augmenting transcription accuracy for the word chain. On the other 
hand, punctuation is not relevant in applications where the text output is not 
directly required, but rather the system is expected to react according to the 
received commands or queries. In dictation systems, where punctuation is the 
most relevant, a telegraphic style alike explicit dictation of the punctuation marks 
was foreseen, similarly to commands intended to provide text formatting, i.e. 
“SET_BOLD SET_INITIAL_CAPITALS dear mister smith COMMA 

SET_NORMAL NEWLINE ...”. Nevertheless, providing punctuation automatically 
is the only applicable approach in several use-cases, i.e. for closed captioning of 
audio data (subtitling), transcription of meeting records, audio indexing followed 
by text analysis, etc. In dictation systems, also, it is more natural and easier to 
speak normally, whereby the system automatically detects where punctuation is 
necessary. 

In ASR, two main approaches can be applied or combined for punctuation 
insertion. Text based punctuation (hereafter TBP) approaches exploit word context 
dependency of the punctuation marks (for example, conjunction words are usually 
preceded by commas), whereas audio based punctuation approaches (hereafter 
ABP) exploit acoustic markers which correlate with clause or sentence 
boundaries. 

Speech prosody is the most often used feature in ABP as prosody is known to 
reflect the information structure of the speech to some extent [16]. Features 
representing intonation, stress and pausing (F0 slopes and trends, pause durations) 
are found to be the most effective [3, 6]. ABP approaches have the advantage of 
being independent of ASR errors, albeit usually yield weaker performance than 
TBP approaches. 

Regarding TBP, a straightforward way is to use N-gram language models 
enhanced with punctuation marks [5, 18], optionally complemented by involving 
the modeling of non-word events in the acoustic models [4]. A considerable 
drawback of using enhanced N-grams may be however, that punctuations are 
usually missing from human made speech transcripts associated with training 
corpora. Alternative approaches have been also proposed, based on the paradigm 
of sequence to sequence modelling with either Hidden Markov Models (HMM), 
maximum entropy models or conditional random fields, etc. [4, 10]. Recently, 
sequence to sequence approaches based on Recurrent Neural Networks (RNN) 
have been proposed, which first project the context words into an embedding 
space able to represent syntactic and semantic relations, and then predict the 
punctuation for a very long (~100) word sequence. Albeit still computationally 
expensive, these models yield the highest accuracy in state-of-the-art punctuation 
of transcripts by low word error rates. However, they often rely on future context, 
which obviously turns into high latency (wait for future tokens before processing 
the current ones) and hence, these models are not suitable for scenarios where 
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either real-time operation or resource efficiency are required [23], or if the ASR 
works with higher word error rates. 

The present study is interested in providing a lightweight, automatic punctuation 
approach with real-time capabilities. We rely exclusively on acoustic cues, and 
minimize latency and resource demand prior to maximizing punctuation accuracy. 
We do this inspired by the paradigm of cognitive infocommunication [1], i.e. we 
expect the human brain to “repair” part of the punctuation errors if a sufficient 
amount of punctuations is predicted correctly. We suppose that precision is more 
crucial in this sense than recall, i.e. false detections should be minimized, and 
human reader should rather be required to insert missing punctuations “in mind” 
than eliminating incorrect ones, the latter being more disturbing from a perception 
point-of-view [14]. In other words, we expect the human brain to interact with the 
automatic process and repair an amount of (tolerable) errors [2]. We suppose that 
a certain amount of punctuation errors is recoverable quasi unconsciously by the 
user, hence it is sufficient to provide a “good enough” punctuation for acceptable 
user satisfaction [21]. To further investigate this aspect, we also carry out 
subjective evaluation tests and hypothesize that (i) human readers are less 
sensitive to punctuation errors than to ASR errors; and that (ii) by low punctuation 
error rates, readers are not able to distinguish machine made (with some errors) 
and human made (error free) punctuation. 

In this paper we first present an acoustic-prosodic phonological phrasing 
approach, which is used to extract prosodic markers, expected to reflect the 
information structure and hence punctuation of the word sequence. Thereafter, we 
propose a tiny RNN punctuation model exploiting the phonological phrase 
sequence and its characteristics. An experimental evaluation is presented for 
Hungarian, completed by subjective tests (Mean Opinion Score, MOS) to compare 
machine and human made punctuation from a perceptual point-of-view. 

2 Feature Extraction 

We do not use acoustic cues directly, but rather adopt an approach by which we 
obtain a phonological phrasing quickly and automatically. The phonological 
phrase (hereafter PP) is defined as a prosodic unit, which is characterized by a 
single occurrence of stress [16], in other words, it is a unit that lasts from stress to 
stress. In the prosodic hierarchy, PPs are situated between the better known 
intonational phrase and prosodic word levels. The strength and the place of the 
stress within the PP, as well as its intonational contour may vary, depending on 
higher, utterance or intonational phrase level constraints, leading us to a tiny 
inventory of PP types (see Table 1). 
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Table 1 

PP inventory for Hungarian 

Label Stress Location Intonational shape 

io strong IP initial IP onset + descending 

ss strong IP internal Prominence + descending 

ms medium IP internal Prominence + descending 

ie medium IP terminal Prominence + descending 

cr medium IP terminal Prominence + ascending (continuation rise) 

ls neutral IP initial Descending (without initial stress) 

sil neutral N.A. Silence 

2.1 Phonological Phrasing 

In [24], a Hidden Markov Model (HMM) based approach was proposed, further 
enhanced by [19], to automatically recover the PP structure of speech utterances. 
The algorithm involves a modelling step carried out by machine learning for the 7 
different PP models in Hungarian for declarative modality (as presented in Table 
1, [19]), and an alignment step to recover the phrase structure. 

The PP models use directly the acoustic-prosodic features, i.e. continuous F0 and 
energy streams, with added deltas calculated with several different time spans in 
order to represent short and long-term tendencies seen in the features (intonational 
slopes). Each PP type is modelled by a HMM / Gaussian Mixture Model (GMM) 
composite, where the HMM is responsible for dynamic time warping, and the 
GMM is used to derive matching likelihoods (or kind of similarity measures). The 
PP sequence corresponding to the utterance is obtained by Viterbi-alignment as 
the most likely path through an unweighted and looped network (phrase grammar) 
of singular PPs. Given the low dimensional acoustic feature set, the low number of 
mixture components in the GMMs and the simple phrase grammar, the PP 
alignment process has low resource demand and introduces low latency. The 
complete PP segmentation system, hereafter called Automatic Phrasing Module 
(APM) is thoroughly documented [19, 24], hence we refer the reader to these 
papers for further details and performance evaluation of the APM. Here we briefly 
mention that precision and recall of phrase boundary recovery is 0.89 for 
Hungarian on a read speech corpus (for the operation point characterized by equal 
precision and recall). 
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2.2 Phrase Density 

Speech prosody, especially the F0 contour is characterized by prominent sections 
(local maxima can be spotted in the visualized F0 track). Prominence can be 
associated with prosodic stress (or accent in case of the F0 track), but micro-
prosodic variation can also occur as a byproduct (noise) of the speech production 
process, especially voiced plosives may lead to a slight F0 peak. If the prominence 
is considerable, it can be regarded to infer stress exclusively. However, slight 
prominence may result either from secondary stress or microprosodic effects. 

The sensitivity of the APM can be tuned whether it reacts to only the strong or 
also to the slight prominence. In the Viterbi-algorithm, this tuning parameter is 
called insertion likelihood. The higher this value is set, the more the PPs tend to 
split up to sub-phrases recursively, i.e. the denser the alignment will be. From 
ABP perspective, an optimization step is required to determine the optimal phrase 
density, which we will carry out and evaluate in the Results section. 

2.3 Matching the PP Sequence with Word Boundaries 

It is very important to notice that the boundaries of PPs usually coincide with 
word boundaries, especially in fixed stress languages such as Hungarian. 
Therefore, in the APM, we constrain PPs to start and end at word boundaries. This 
results in a word sequence, segmented for PPs: a PP may spread over several 
words, but contains at least one word. Readers interested in the correspondence 
between sentence level syntax and PP structure are referred to [12] and [20]. 

3 The Punctuation Model 

The proposed punctuation model exploits the expected correlation between 
phonological phrasing and punctuation marks. As the phonological phrasing 
represents the building blocks of sentence level intonation, we model them as a 
sequence and map this sequence to the sequence of the punctuation marks. The 
most suitable machine learning framework for such tasks is using recurrent neural 
networks with Long-Short Term Memory cells (LSTM). 

LSTM networks [17] are built up from cells which contain a memory unit, 
preserving past states of the cell. The memory unit itself, as well as the output of 
the cell combined from a weighted contribution of the current input and the 
memory unit, are regulated by the data flow. These regulating weights are learned 
during the training phase. Connecting LSTM cells sequentially leads to powerful 
sequential models, whereby typically each cell receives the features at a given 
time frame. It is common to incorporate future features into the processing 
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framework, that is, the output of the network at time t depends on inputs ranging 
from t-k .. t .. t+k. This is usually more effective if we allow for a bidirectional 
(from past to future and from future to past) flow of the information within the 
network (e.g. Bidirectional LSTM, BiLSTM). Obviously, the future is not known, 
so technically such networks wait until future samples become available, and 
delay their output accordingly. For reasons explained in the Introduction, we have 
to limit this future context to preserve low latency operation of the model. 

3.1 Phrase Sequence Features 

We start from the automatic PP alignment and the word sequence, which are 
supposed to be known (as PP sequence hypothesis from APM and word sequence 
hypothesis from ASR). As said before, PPs are constrained to start and end on 
word boundaries, as punctuation marks may also be required at word boundaries 
(so called slots). Then, we extract the following features to be input to the RNN: 

 the type of the PP (PPlabel) 

 the duration of the PP (PPdur) 

 the duration of short pause or silence following the PP (SILdur) 

These features build up a phrase sequence representation and are used as input to 
the RNN model. 

3.2 The RNN Model 

From the feature sequence, we use k samples (pp1, pp2, … ppk; 4 < k < 16) at once, 
then we move on to the next sample (appending it) and drop the first one from the 
sequence. These are input to a bidirectional LSTM layer, followed by another 
similar layer. The first layer is composed of 20 LSTM units with sigmoid inner 
activation and RELU output activation. Dropout is set to 0.3. The second layer has 
40 LSTM units and a dropout of 0.25 [13]. The output is derived from a fully 
connected layer using softmax activation, which yields posteriors for the modelled 
punctuation marks for the slot located between ppk-1 and ppk. This means that the 
past context consists of k-1 PPs, and a single PP represents the future context. 

The RNN is trained with the Adam optimizer by using adaptive estimates of 
lower-order moments [7]. We perform up to 30 epochs, but also apply early 
stopping with a patience of 5 epochs to prevent overfitting. Class-weighting is 
applied to compensate for the imbalanced nature of the data, as there are more 
empty slots (without punctuation) than slots which require punctuation. 

For such a lightweight network, training is not time-consuming; the network can 
be trained within 3-5 minutes even on CPU on a standard 8 core Intel(R) 
Core(TM) i5-6600K CPU @ 3.50 GHz workstation. Automatic punctuation 
requires feature extraction and a forward pass, both with low computational needs. 
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4 Punctuation Experiments 

Implementing the feature extraction and the punctuation model presented so far, 
we intend to evaluate its performance. We use word error free speech transcription 
and ASR output test sets, the latter may contain word errors. 

Table 2 
The used corpora and number(#) of words, PP, comma and period slots 

Corpus Size # words # PP slots # commas # periods 

BABEL 2k utts 20k 7-20k 3k 2k 

BN 50 blocks 3k 1.5-3k 300 500 

4.1 Speech Corpora 

We use Hungarian BABEL [15], a read speech corpus recorded from non-
professional native speakers; and a Broadcast News (BN) corpus [25]. BABEL is 
split up to train, validation and test sets (80%, 10%, 10% of utterances, 
respectively). The BN corpus is used for testing. Characteristics of the used data 
sets are presented in Table 2. Please note that the number of PP slots depends on 
PP density. The APM is also trained on BABEL train set, as well as the RNN 
punctuation model. The latter is validated on the validation set using the 
categorical cross-entropy loss function. 

4.2 Performance Measures 

The punctuation mark set consists of 3 elements: comma, period and empty 
(none). As question and exclamation marks are heavily underrepresented in the 
used corpora, we map these to period, as well as semicolons and colons. Dashes 
and terminal citation quotes are mapped to comma, whereas leading citation marks 
are removed. For revealing questions based on prosody, [3] proposed an approach; 
in this paper we focus only on phrasing related comma and sentence terminal 
period (full stop) recovery. 

As performance measures we use retrieval statistics, i.e. precision (PRC), recall 
(RCL) and F-measure (F1). Actual values depend on the operating point of the 
system: regarding the extremities, permissive prediction leads to high recall, but 
also to high false alarm rate, translated into low precision; accepting only 
predictions with high confidence means high precision, but low recall. The RNN 
punctuation model yields posteriors for each punctuation class (comma, period, 
none). Based on these, operation characteristics can be plotted in the precision / 
recall space. 
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Additionally, there exists a measure designed uniquely to assess punctuation 
performance: the Slot Error Rate (SER) [11]. SER is obtained as the ratio of the 
correctly punctuated word slots vs. all word slots. 

In the proposed approach, we predict only for word slots which are located at PP 
boundaries. All other slots are treated as being of 'none' punctuation. We define a 
measure, the Slot Miss Ratio (SMR), to evaluate the loss resulting from 
disregarding word slots with no PP boundary. SMR reflects the number of missed 
word slots which should have been punctuated with a non-empty mark (in the 
reference they carry a non-blank punctuation) versus all word slots with non-blank 
punctuation. Obviously, our goal is to keep SMR low. 

5 Results 

5.1 Sparse versus Dense PP Alignments 

As explained in the respective section, by tuning the sensitivity of the APM, we 
can control how dense the resulting PP alignment becomes. We hope that the 
reader can easily deduce from the description provided so far in the paper, that in a 
dense alignment, phrases with a slight stress and a descending contour (ms in 
Table 1) will dominate in contrast to a sparse alignment, where PPs characteristic 
for intonational phrase or utterance onsets and endings will be found. Taking into 
account that we model the sequences of such phrases, PP density becomes a 
hyperparameter of our model to be optimized. It seems to be obvious that there is 
no point in augmenting the density of the PP alignment when trespassing a 
threshold, but still, we are interested in where this threshold can be found, and if 
there is significant difference in punctuation performance between using a sparse 
or a dense PP alignment. 

Fig. 1 shows operation characteristics for comma and period punctuation based on 
a dense (logPins=0) and on a sparse (logPins=-50) PP alignment on the BABEL 
test set. In this scenario, we use reference transcription, (word error free), but 
perform a forced alignment [11] with the ASR to obtain the word boundaries. 

In operating points more relevant for exploitation (high precision), not much 
difference is seen between a dense and a sparse alignment. From latency 
perspective, however, the denser the alignment, the lower the latency becomes, as 
we have to wait the kth PP to terminate for punctuation prediction for the slot 
between the k-1th  and kth PPs. In a denser alignment, average PP length is lower. 
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Figure 1 
Precision and recall for commas and periods on BABEL based on dense and sparse PP alignments 

We also report overall performance metrics for individual operating points 
completed by SER and SMR in the top 4 rows of Table 3. By decreasing PP 
density, SMR increases from 2% to 5%. At higher recall rates of the operation 
curve, especially regarding commas, sparse PP alignment performs better, 
although we consider that if precision is below a threshold, punctuation errors, 
even if associated with a higher recall, start to be disturbing for the user and hence 
we propose to maintain the system operating in the upper left quartile of the PR 
diagram. Using dense alignment is moreover advantageous from the perspective 
of SMR as well. 

Table 3 
Punctuation performance for 4 scenarios with sparse and dense PP alignment densities 

Testset PP 
density 

comma period [%] 

PRC RCL F1 PRC RCL F1 SER SMR 

BABEL, true 
transcript 

dense .83 .45 .58 .82 .89 .85 39.4 2.0 

sparse .81 .42 .55 .85 .86 .85 40.3 5.1 

BABEL, ASR 
transcripts 

dense .74 .44 .56 .83 .83 .83 39.1 6.5 

sparse .72 .49 .59 .81 .82 .82 38.3 7.3 

BN, ASR 
transcript 

dense .43 .38 .40 .76 .73 .75 51.2 7.2 

sparse .45 .38 .41 .77 .77 .77 54.8 9.7 

BN, ASR + 
adapt RNN 

dense .55 .32 .41 .80 .74 .77 45.5 6.5 

sparse .82 .25 .38 .80 .76 .78 51.3 9.0 
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5.2 Feature Analysis 

We are also interested in the contribution of the different features to punctuation 
performance. Therefore, in Fig. 2 we present operational characteristics for the 
cases when (i) only the type of the PP (PPlabel) is used as RNN input, (ii) when we 
add the duration of the PP (PPdur) and (iii) when we use the three alltogehter. In 
Fig. 2 we can see that we obtain a big ratio of classification power from SILdur, 
that is the length of the pause following the PP. The length of the PP itself does 
not lead to significant improvement when added to PP type feature. 

Figure 2 
Precision and recall for commas and periods with different feature sets on BABEL test set 

Regarding the length k of the input sequence, we observed modest impact on 
performance with k=4 being a local maximum for most of the tested PP densities. 
Further augmenting the length of the sequence did not lead to significant 
improvement; hence it is worth to keep k as small as possible to favour a 
lightweight model. 

5.3 Switching to ASR Transcripts 

The realistic use-case for automatic punctuation is punctuating ASR output. 
Therefore, we evaluate our system on text converted from speech. Such text 
transcripts (ASR transcript) may contain ASR errors – word substitutions, word 
insertions or word deletions – and lack any punctuation mark and often also 
capital letters at sentence onsets. Due to word errors, we can expect a performance 
decrease of the punctuation when compared to the baseline used on error free text 
(falign – force aligned on true transcripts to obtain word slots). Results are 
presented in Fig. 3 and the respective rows of Table 3 for BABEL, where WER is 
7.5%. 
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Figure 3 

Precision and recall for commas and periods with true error free transcripts (falign) and ASR 

transcripts (ASR) on BABEL test set 

In case of ASR transcripts, word recognition errors may propagate further into the 
processing pipeline. Periods seem to be resistant to these, whereas we can observe 
a modest performance drop for commas, which we explain partly by the 
propagated errors originated in the ASR. 

5.4 Switching to Broadcast News 

As we saw, punctuation results for commas dropped when using ASR transcripts 
(Fig. 3). When using BN data, where we have only ASR transcripts available 
obtained by WER=10.5%, this gap gets significantly larger: the curves for comma 
show lower precision and recall. Observing speech characteristics shows us that 
speaking style in the BN corpus is different to the BABEL one. We observe that 
BN utterances have consistently less characteristic acoustic-prosodic marking of 
comma slots. Therefore, we attempt an adaptation of the punctuation model by 
transferring parameters trained on BABEL and run 10 epochs on a held out set 
from BN data (25 blocks). Given the lightweight network, we let all parameters to 
learn. Fig. 4 shows results before and after this adaptation (validated and tested on 
the remaining 10+15 blocks). We notice a modest improvement only in period 
precision (for commas, only the operation point is shifted by closely the same F1). 
We think that signal level acoustic mismatch between BABEL and BN influences 
less the performance of the RNN punctuation model than does the speaking style: 
we suppose that the poorer comma recovery in the BN case is caused by the 
speaking style, i.e. acoustic-prosodic marking of comma slots is less characteristic. 
In the lack of these, the only way to restore punctuation is to use a TBP method. 
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Figure 4 

Precision and recall for commas and periods for ASR transcripts (noadapt) and for ASR transcripts 

(ASR) on BN test set 

6 Subjective Assessment of Punctuation 

It is an interesting question how the users themselves perceive punctuation 
accuracy and quality. All the measures used so far are objective measures and 
these are computed from comparing the automatic punctuation to the reference 
one. Although rarely, but it may happen that the same utterance has several correct 
punctuation patterns, such as in the well-known letter of the archbishop of 
Esztergom, John from Merania. His sentence, written in latin, “Reginam occidere 

nolite timere bonum est si omnes consentiunt ego non contradico”, has two 
opposite interpretations based on where commas are inserted. Moreover, using 
punctuations when writing is a less conscious process than correct spelling of 
words, especially humans will not always agree, where to put commas into an 
unpunctuated text. We hypothesize that some eventual punctuation errors are even 
not spotted by the user. 

Taking as an example the closed captioning of live video or audio with ASR, from 
a user perception point-of-view, subtitles are visible for some seconds, whereas 
the user concentrates on getting the meaning and following the video as well. In 
other words, it is more important, what is written, than how it is written. In 
addition, we may suppose that an unconscious error repair mechanism [21] is 
functioning, which, just like in self repairing coding, restores the correct 
punctuation sequence or ignores the errors in it, as far as error ratios are below a 
critical threshold. 
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Although we cannot carry out a throughout testing to determine this threshold for 
punctuation, [22] found a similar behaviour in human perception of audio, where 
phone errors were inserted in a gradually ascending manner. Within the present 
work, we undertake a comparison of automatically punctuated texts versus error 
free reference punctuated texts. A similar comparison is run for reference 
transcripts versus ASR transcripts, in order to compare the effect on human 
perception of ASR and punctuation errors. We use the Mean Opinion Score 
(MOS) metric, which we compute as the average of user ratings. 

To carry out the subjective tests, we select 4 samples, composed of 5-7 coherent 
sentences from the BN corpus, and prepare 3 types of text for each: (i) a reference 
transcript with automatic punctuation (AP), (ii) an ASR transcript with reference 
punctuation (AT), and (iii) reference text with reference punctuation as a control 
set (CTRL). Users are asked to rate the text on a scale from 1 to 5 according to the 
following guideline: “In the following text word or punctuation errors may 

appear. To what extent do these errors influence your ease of understanding? ”. 
During the evaluation, we contrast AP with CTRL and AT with CTRL. WER of 
the AT is 5.5%, SER of the AP is 6.4% in the selected blocks overall. 

35 subjects, 28 male and 7 female with 29,6 years mean age took part in the tests, 
assessing two types of text out of the three possible. Most of them were university 
students or tercier sector employees. The subjects got the texts on a sheet and they 
had to read through once the 2 short blocks. One of the blocks tested for word 
errors, the other one for punctuation errors. The users were unaware of whether 
they receive a correct (reference or 100% accurate automatic) text or an incorrect 
text with eventual errors. They had to rate the texts according to how disturbing 
the errors were regarding the interpretation of the meaning (with score 5 = not 
disturbing at all to score 1 = text not understandable due to the errors). 

Table 4 
Mean Opinion Score and chi-square test results 

Text set MOS chi-square p (significance) 

AP 4.28 14.0497 .00089 

AT 4.05 5.1826 .07492 

CTRL 4.19 N.A. N.A. 

Results are summarized in Table 4. On the ratings we calculated MOS and 
performed a chi-square test to see whether differences are statistically significant. 
Surprisingly, MOS for AP is higher than for the control blocks, but it is more 
important that even by 1% significance level (p<.01), subjects were not able to 
make a difference between correct and erroneous texts in terms of punctuation. 
Spotting ASR errors is easier, regarding the AT vs. CTRL task we found a 
statistically significant difference in ratings by 5% significance level (p>.05). 
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Figure 5 

Distribution of subjective ratings for AT, AP and CTRL 

Fig. 5 shows the distribution of votes. It is a bit surprising to observe that control 
and hence error free texts are evaluated as score “5” in only about 50% of the 
cases. We explain this by two factors: (i) subjects knew that they had to rate 
possibly erroneous text samples, which made them more “suspicious” and biased 
the rating; (ii) humans are not 100% accurate in correct spelling and correct 
punctuation and they are not able to spot all of the errors, hence they favour the 
rate “4”, “acceptable with minor errors”. 

Overall, results confirm our initial hypotheses: if punctuation error is low, humans 
are not able to locate punctuation errors, whereas they are more sensitive to ASR 
errors than to punctuation errors. Although we did not assess MOS for texts 
without any punctuation, based on our experience we regarded these as hard to 
follow and understand if provided on a word-by-word basis in sequence. 

Conclusions 

In this paper we presented a novel prosody based automatic punctuation approach 
and evaluated it in realistic use-case scenarios. The model relies on phrase 
sequence information, exploited in a recurrent neural network framework. The 
model is implemented such that it has minimal latency and resource demand, in 
order to allow for real-time exploitation. Additionally, we performed subjective 
tests to assess whether errors affect readability and text understanding in texts with 
automatic punctuation. Results showed that humans are less able to spot 
punctuation errors and they are less sensitive to these kinds of errors than to ASR 
errors; hence, a “good-enough” punctuation may be sufficient is several cases 
when ASR is used for speech to text conversion. 
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Abstract: Digital revolution has drastically changed people’s lives in the last three decades 

inspiring scholars to deepen the role of technologies in thinking and information 

processing (Baranyi et al., 2015). Prensky (2001) has developed the notion of digital 

generation, differentiating between natives and immigrants. Digital natives are 

characterised by their highly automatic and quick response in hyper-textual environment. 

Digital immigrants are characterised by their main focus on textual elements and a greater 

proneness to reflection. The main goal of the present research is to investigate the effect of 

affective priming on prosocial orientation in natives and immigrants by using a mobile 

application. A quasi-experimental study has been conducted to test whether and how the 

manipulation of the priming, through positively and negatively connoted images, influences 

prosocial orientation. The results attested that negative affective priming elicited by app 

influences negatively prosocial orientation, while positive affective priming influences it 

positively prosocial orientation. However, this effect is true mainly for digital natives. 

Overall, findings underline the relevance of taking into account the effects of affective 

priming in technological environment, especially in the case of digital natives. 

Keywords: prosocial orientation; affective priming; mobile application; digital generation; 

quasi-experimental study 
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1 Introduction 

The present contribution can be included within the Cognitive Infocomm research 
field (Baranyi & Csapó, 2012).) that studies cognitive processes which operate 
when humans interact with ITC. In particular our study deals with Affective 
Computing (Picard, 2003) and Social Signals Processing (Vinciarelli et al., 2011) 
research fields, the study is aimed at examining the role played by the visual cues 
(positively and negatively connoted images) and related emotions (positively and 
negatively affectivity) in priming the behavioral orientation through a mobile 
application. Specifically, following this approach which underlined how emotions 
are intimately linked with cognitive processes, the study aims to observe the 
potential impact of affective images on individuals prosocial behavioral 
orientations. Moreover, considering that the ‘digital revolution’ has not only 
significantly transformed people’s lives and practices, but it also divides 
generations depending on their modality of interaction with new media, 
differences across generations were examined. Prensky (2001a) distinguished 
between digital natives and digital immigrants and highlighted their different 
cognitive functioning when interacting with technologies. Specifically, the former 
are those exposed to technologies either since they were born or early in their 
development, and in general, they are characterised by their highly automatic and 
quick response in a hyper-textual environment. In contrast, the latter acquired the 
use of technologies as youth or as an adult, and in general, they are characterised 
by their greater proneness to reflection and preference for textual reading (Jenkins 
Purushotma, Weigel, Clinton, & Robison, 2009). Although the differences 
between natives and immigrants in their different modalities in using technology 
have been largely discussed in the literature (Palfrey & Gasser, 2008; Prensky, 
2001b, 2009), the great majority of the studies examining psychological variables 
in technological environments focus attention mainly on youth. As a result, 
differences associated with a potential difference in familiarity with the new 
languages of communication have been disregarded. For instance, it is 
acknowledged that technological environments are characterised by different 
combinations of text, images, and sensorial stimuli conveying positive and/or 
negative information that may activate affective processes (i.e., affective priming) 
in users (Norman, 2004). However, it is not clear whether the influence of such 
stimuli could be different between digital natives and immigrants. 

Based on these premises, in this contribution, we aim to compare the role of 
affective priming activated by a mobile app on prosocial orientation between 
digital natives and immigrants. The role of affectivity in directing prosocial 
behaviour has been largely recognised (Carlson & Miller, 1987; Shaffer & 
Graziano, 1983); however, this has been overlooked in technological 
environments. Overall, others’ needs for help may activate positive (e.g., pride, 
tenderness, or joy) or negative (e.g., personal distress, disgust, or anger) affective 
states that may, respectively, make it easier to help (Carlson, Charlin & Miller, 
1988; Rosenhan, Salovey, Karylowski, & Hargis, 1981) or more difficult, 
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especially when personal costs are at stake (Batson, Fultz, & Schoenrade, 1987; 
Paciello, Fida, Cerniglia, Tramontano, & Cole, 2013). However, what happens 
when prosocial orientation is examined within an emotionally connoted 
technological environment? Is prosocial orientation within technological 
environments different across generations? Specifically, do digital natives and 
immigrants show different prosocial orientation across positive or negative 
affectively connoted technologies? To address these questions, this contribution 
will test whether and how affective priming activated by a purposely developed 
mobile app affects prosocial orientation in digital native and immigrants through a 
preliminary study and a main quasi-experimental study. 

2 Digital Immigrants vs Digital Natives 

Given the acceleration of the technological development in the last three decades, 
resulting in continuous updates and the constant rise of tools and media, it is 
important to consider that a user’s age tends to be related to their specific digital 
‘literacy’ (Jenkins, 2006, Jenkins et al., 2009; Prensky, 2001a). This led to the 
suggestion of the possibility of differentiating individuals depending on the 
‘digital generations’ to which they belong. Unlike previous generations, 
technology provides individuals in the last decades with a massively broader 
explorative ‘area’, which could affect, at least to some extent, the process of their 
identity construction. Indeed, very often this new generation tends to show ‘fluid 
identity’, which comes from the fusion of real and virtual experiences and is 
characterised by high flexibility (Gardner & Davis, 2013). Prensky (2001b) 
described digital natives as equipped for managing parallel and multitasking 
processes mainly based on visual images, characterised by graphics awareness, 
multidimensional visual-spatial skills, attentive deployment in multiple locations 
simultaneously, and fast responses to expected and unexpected stimuli. In 
summary, they have hyper-text minds that tend to surf through images and videos 
to discover new sources of information and to share content with friends. In 
addition, Jenkins  and colleagues (2009) highlighted how the most frequent 
methods to acquire and produce information are ‘multitasking’, ‘mash up’, and 
‘remix’ based on attractive external stimuli or more in general ‘outward-facing, 
and constrained by the programming decision of the app designer’ (Garder & 
Davis, 2013; p. 60). Alternatively, digital immigrants tend to be sequential, mainly 
focused on textual elements and more characterised by a greater proneness to 
reflection and metacognition (Ferri, 2011; Gardner & Davis, 2013; Jenkins et al., 
2009). Prensky (2009) also differentiated between digital skills and digital 
wisdom, suggesting that, while digital natives tend to have higher skills but a 
lower capability to use them in a positive and wise way, the opposite pattern tends 
to be true for digital immigrants. More recently, Gardner and Davis (2013) 
developed a new label akin to digital natives. Specifically, they introduced the 
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term generation apps meaning a ‘packaged identity’ focused on specific technical 
skills based on contextual stimuli. External appearance is central to them, and 
their identity is mostly rooted in quantifiable indicators (e.g., expressing and 
counting ‘likes’ on posts and photos or comments on social networks), while other 
or community-oriented goals are considered less relevant. This ‘self-centred 
identity’ is strongly linked to the notion of self-presentation. Indeed, digital 
natives learn from the first stage of their life to express their emotions and identity 
by means of ‘selfies’ that allow them to exhibit their own self to be immediately 
shared with others through instant messaging apps. This generation tends to use 
apps for sharing photos and videos sometimes with a strict and quick expiring 
time (as in the case of Snapchat), reinforcing the idea that self-presentation 
implies optimal ‘performance’ (Gardner and Davis 2013) where, for instance, 
formal and aesthetic features need to be maximised. 

Following Gardner and Davis (2013), it is likely that digital natives (or generation 
apps) are also characterised by a lower prosocial orientation than that of digital 
immigrants in technologically mediated environments. However, to the best of our 
knowledge, no previous studies have empirically tested digital generation 
differences in prosocial orientation, despite the importance of promoting this kind 
of behaviour in both natives and immigrants. Indeed, prosocial behaviour is a 
good predictor of positive social adjustment, of civic and moral responsibility, and 
of inclusive participation. 

3 Prosociality in Technologically Mediated Contexts 

Within the literature on information technology communication and potentially 
even on Cognitive Infocommunications (CogInfoCom; Baranyi et al., 2015), 
prosocial behaviour has been used in different prosocial media that are 
technological devices strategically created to promote this kind of behaviour (i.e., 
virtual games, social networking, and more recently in apps) (Gentile et al., 2009). 
For instance, in a longitudinal study, Prot (2014) showed how prosocial video 
games can contribute to increasing empathy and helping behaviour among 
adolescents across different cultures. This ‘prosocial effect’ has been further 
supported by Greitemeyers and Osswald (2009), highlighting that the more that 
games are sophisticated and emotionally involving, the greater the promotion of 
prosocial conduct, assessed in terms of reaction times to prosocial words. Finally, 
Cohen (2014) studied ‘serious narrative digital games’ and underlined that they 
may promote positive emotions, and in turn, the sharing of positive messages 
about social causes. Prosocial behaviour in social networks has been particularly 
investigated in two studies. Wright and Li (2012) underlined the association 
between online and off-line prosocial behaviour, and Shin, Lee and Kim (2015) 
showed that social presence, in terms of visibility, and other contextual factors 
related to different degrees of normativeness could promote prosocial intentions 
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and activities among university students. Prosocial apps have also been developed 
for different social campaigns and causes. A pioneering example is the Nostalgia 
interface, aimed to facilitate networking between elderly people in England with 
the aim of providing reciprocal support (Nilsson, Johansson, & Håkansson, 2003). 
A more recent example is the UNICEF Tap Project (‘UNICEF’ App, 2014), an 
app developed to gather information and updates as well as sustain UNICEF 
activities through donations and/or involvement in volunteering activities. 

Overall, although a growing body of research is focusing attention on the 
relationship between technologies and prosocial behaviour, underlining the 
relevance of affective activation of the users, empirical evidence on the use of 
apps in mobile devices is still very preliminary. Furthermore, the aforementioned 
studies have been invariably implemented on young participants who, in the most 
recent years, are likely to be assimilated to digital natives, leaving the effect of 
technologies in digital immigrants quite unexplored. 

4 Affective Dimensions of Prosociality and 
Technologies 

The affective relevance of technologies has been studied within human computer 
interaction (HCI) and social robotics to build affective and empathic interfaces 
and technologies in dialogue with humans. Norman (2004) emphasised the role of 
affordance as an external sensorial feature (visual, tactile, auditory, and so on) of a 
technology that can produce pleasure or displeasure or, more in general, positive 
or negative affect. Specifically, when interacting with an app, a website, or a 
technology, the user can undergo an emotional experience elicited by external 
features that indeed act as affective priming. Affective priming refers to the 
automatic relevance of different sensorial stimuli that can activate consistent 
polarised individuals’ affective states, influencing their perceptions, judgements, 
and behaviour (Chen & Bargh, 1997; Greewald, Draine, & Abrams, 1996; Klauer 
& Musch, 2003). Some examples are smiling vs angry faces, round vs sharp 
objects and shapes, bright vs deep colour tones, and peaceful vs exciting music. 
Hence, affecting priming can be negatively or positively oriented, correspondingly 
resulting in positive or negative emotions, such as in the case of a scene of danger 
that elicits a fearful emotional state and can be associated with a set of consistent 
negative memories (Bower, 1981). 

According to previous studies on affective priming, while negative emotional 
states can promote more systematic information processing and less proactive 
reactions, positive affective state results in the opposite pattern (Forgas, 2007; 
Sinclair & Mark, 1995). This emotional dynamic can provide a rationale to 
understand prosocial orientation within technological contexts, where there is a 
wide variety of sensorial stimuli potentially resulting in affective priming.        
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This priming can affect prosocial orientation in various ways. For example, 
images can play a pivotal role. Indeed, Bebko, Sciulli, and Bhagat (2014), echoing 
Burt and Strongman’s findings (2005), observed, through eye-tracking that the 
emotional activation raised from specific content of social advertisement images 
(e.g., a smiling face) is associated with a greater emotional response and, in turn, 
resulted in higher donation. Further research has suggested that the positive 
emotional activation elicited by images of flourishing futures also have an effect 
on participation in social causes as opposed to negative emotions raised from 
negative prospective scenarios (Lennon & Rentfro, 2010). 

It must be acknowledged that there are also studies suggesting a rather different 
relationship between affective activation and prosocial behaviour. Tan and Forgas 
(2010), in particular, showed that while positive mood tends to increase 
selfishness, negative mood tends to result in fairness and donations. However, this 
specific study was based on a particular economic task named ‘dictator game’ in 
which participants must also consider their personal economic benefit, as a 
counterbalance of donations to others. Hence, in this case, the donation is not a 
pure prosocial behaviour, but it is the result of a cold cost-benefit calculation. To 
understand the relationship between affective priming and prosocial behaviour, it 
is important to consider the costs associated with different types of support 
(D’Errico, Leone, & Poggi, 2010; Leone, 2012; Nadler, 2012). For example, a 
‘remote’ donation of money does not imply the same level of involvement and 
emotional activation as donating one’s own time in a critical real situation. This 
effect is further clarified by the experiment conducted by Skandrani-Marzouki, 
Marzouki, and Joule (2012) in which affective priming (manipulated by means of 
happy vs angry faces) influences helping behaviour (assessed in terms of time 
devoted to volunteering activities). Specifically, positive affective priming is 
associated with greater helping behaviour, while negative affective priming is 
associated with lower helping behaviour (for a review on the relationship between 
affect and prosocial behaviour, see Bieroff, 2008; Isen, 2000). 

Overall, the existing literature provides evidence and support of the relationship 
between affective priming and prosocial orientation in a technologically mediated 
environment, although the results are not yet conclusive and consistent 
particularly in relation to the role of negative affectivity and of the perceived 
personal costs associated with the potential engagement in a specific form of 
prosocial conduct. 

5 Present Research 

The main goal of the present research is to investigate the role of affective priming 
on prosocial orientation in digital natives and immigrants. Our research questions 
were as follows: 
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Question 1: Can the affective priming elicited by an app (via mobile device) 
influence prosocial orientation? In line with the literature (Isen, 2000; Skandrani-
Marzouki et al., 2012), pointing out how positive affect induces greater prosocial 
behaviour than negative affect, we hypothesised that the positive priming will 
result in a higher level of prosocial orientation, while the negative priming will 
result in a lower level of prosocial orientation. 

Question 2: Can differences between digital natives and digital immigrants be a 
crucial variable for being affected by (positive vs negative) priming? How can this 
influence promote different prosocial orientations? Since digital natives can be 
more attracted by visual stimuli presented in technological devices (Gardner & 
Davis, 2013; Presky, 2001b), it is plausible to hypothesise that they will be more 
subject to the effect of affective priming than immigrants. Thus, they will be more 
prone to be prosocially oriented in positive priming condition and less prone in 
negative condition. 

To address these research questions and to test our hypotheses, we apply the 
affective priming paradigm using visual stimuli via an app developed ad hoc for 
this research. In the method section, we will present: 1) a preliminary study aimed 
to identify and validate priming stimuli affectively connoted as positive vs 
negative, and 2) a quasi-experimental study aimed to test whether and how the 
experimental manipulation (positive vs negative vs neutral conditions) affects 
prosocial orientation. 

5.1 Method 

5.1.1 Preliminary Study 

The aim of this preliminary study was to identify the images to be used in the 
quasi-experimental study on the role of affective priming in influencing prosocial 
orientation. Images have been identified by three experts on prosocial behaviours 
considering two features: content and affective valence. Specifically, all images 
were expected to show situations in which the need for help was evident and that 
could potentially activate three different kinds of prosocial behaviour: helping, 
sharing, and caring. Regarding the affective valence, images were expected to 
activate positive or negative affective reactions. Specifically, negative images 
should have represented situations in which a helpee was alone, a high personal 
cost for a helper was a stake (e.g., dramatic or perceived dangerous situations), 
and the helpee expressed high levels of negative emotions (e.g., presence of high 
distress). In contrast, positive images should have represented situations in which 
a helpee was supported by others, there was low personal cost for a helper (e.g., 
supporting behaviours between two friends), and the helpee expressed positive 
emotions (e.g., presence of relief). 
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5.1.2 Priming Stimuli 

As a result of the first step, the experts identified 24 non-copyrighted images as 
priming stimuli. Further to the above-mentioned criteria, the experts also followed 
Norman’s suggestions (2004) to classify images as positive or negative, 
specifically considering the presence or absence of colours (black and white or 
vividly coloured images) and facial expression (positive or negative emotions). 
Overall, negative images were black and white images describing negative 
situations where the person was in extreme state of need, left alone while 
expressing negative emotions (sadness, fear, or anxiety). Positive images instead 
were coloured pictures describing positive situations in which the person in need 
is supported and expressed positive emotions (relief, joy, or gratitude; see Fig. 1). 

Figure 1 

Example of visual priming stimuli 

Positive Images Negative Images 

  

5.1.3 Sample and Procedure 

Twenty-six university students (58% females, mean age = 37.2, SD = 12.5) 
attending an online undergraduate module in cognitive psychology were invited to 
participate in an online survey. Specifically, for each of the images identified, 
participants were asked to associate a word with each image (semantic 
dimension), classify it as positively or negatively connoted (affective polarity), 
and rate the intensity of their emotional activation (affective intensity). 

Before starting, on the class web-forum, a researcher explained the study 
procedures and was available for dispelling any possible doubts. All students gave 
their informed consent to participate. At the end of the data collection, the students 
received feedback on their responses and they were invited to discuss on the 
relationship between images and affect collectively with the researcher. 



Acta Polytechnica Hungarica Vol. 16, No. 2, 2019 

 – 117 – 

5.1.4 Measures 

Semantic dimension was assessed by asking participants to freely associate a word 
with each image. 

Affective polarity was assessed by asking participants to classify priming stimuli 
as positively or negatively connoted. Affective intensity was assessed by asking 
participants to rate the level of affective intensity related to each image on a 10-
point scale (1 = very low intensity to 10 = very high intensity). 

5.1.5 Data Analyses 

To examine whether each image was positively or negatively connoted, a 
semantic analysis was undertaken on freely associated words, specifically, using 
the lexicographic approach (Lebart, Lebart, L., Salem, & Berry, 1998), and the 
frequencies of the words associated with each picture was analysed. A chi-square 
test was used to verify the congruence between the polarity (positive vs negative) 
evaluated by the students (empirical responses) and the expected polarity 
(theoretical classification). To test whether the positive and negative images were 
similarly activated, we implemented a t-test on the mean intensity rating. 

5.1.6 Results 

Results from the semantic analysis are presented as word clouds in Figure 2. This 
analysis suggested the differentiation between two aspects: one related to different 
kinds of prosociality and states of need, while the other is related to emotions. 
Specifically, the findings showed that, in relation to the positive images, 
participants significantly mentioned (p < 0.05) words like sharing, generosity, 
support, help, and care (from the helper point of view), while, for the negative 
images, they significantly associated words (p < 0.05) like poverty, needs, and 
abandon (mainly oriented toward the helpee’s state of need). As to the emotions in 
positive priming, the most frequent emotions cited (p < 0.05) were: friendship, 
trust, happiness, tenderness, love, and relief, while, in the negative priming, 
tiredness, boredom, pain, suffering, and depression were cited. 

Results of the chi-square showed a significant association between the theoretical 
and empirical classification of the stimuli (χ2 = 239.86; p <.01). Specifically, both 
for the positive and negative images, the theoretical and empirical classifications 
were significantly associated (Table 1), attesting to the adequacy of the images 
identified by the experts to be used in the quasi-experiment. 

The intensities reported for positive vs negative images did not significantly 
differ, as attested by the t-test t(37) = .39, p = .693. In particular, intensity is 
particularly high for both positive (ranging from 3 to 8.70; mean = 7.11, SD 
= 1.40) and negative images (ranging from 1 to 8.68; mean = 7.02, SD = 1.76). 
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Figure 2 

Words-clouds for positive and negative priming stimuli 

Positive Stimuli Negative Stimuli 

  
Table 1 
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Positive Affectivity 
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Affectivity  

Marginal  
Row Totals 

Positive Stimuli  263   (84.3%)     49    (15.7%)    312 

Negative Stimuli   70   (22.4%)   242   (77.6%)    312 

Marginal Column 
Totals 

333 291 624  

5.1.7 Discussion 

Results of this preliminary study confirmed the goodness of the priming stimuli 
selected for the quasi-experiment, as supported by the significant association 
between the classifications of the experts and participants. The polarity of the 
affective priming is also confirmed by the qualitative analysis. Specifically, 
positive images characterised by the presence of support and positive feelings 
between the helper and helpee activated emotions like joy, love, and relief and 
were semantically associated with help, friendship, union, and protection. The 
negative images characterised by the absence of support and high distress 
activated emotions like pain, anxiety, and boredom and were semantically 
associated with poverty, suffering, marginalisation, and isolation. Furthermore, the 
results indicate that the selected images were not neutral but were affectively 
connoted, and both positive and negative images highly affectively primed 
participants. 
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6 Main Study 

The main study was aimed to examine whether positive and negative affective 
priming – activated by the images selected in the preliminary study – were 
associated with different prosocial orientation assessed using a mobile application. 
As anticipated, in line with the literature (Isen, 2000; Skandrani-Marzouki et al., 
2012), we expected that positive and negative activation can positively or 
negatively influence prosocial orientation. In addition,we also aimed to investigate 
the possible differences between digital natives and immigrants in affective 
priming on prosocial orientation. 

6.1.1 Participants and Procedure 

Participants were enrolled in a quasi-experimental study using an application on a 
mobile device (tablet or smartphone) to assess individual prosocial orientation. 
Overall, 299 individuals (72% female) participated. They were from Europe 
(42%) and North America (58%), with a mean age of 33 years (SD = 10.7, 
ranging from 18 to 60). 

The digital natives and immigrants were identified based on their age: natives 
were participants under 30 years of age (N = 124, mean age = 22.3, SD = 4.0), and 
immigrants were people over 30 years of age (N = 175, mean age = 40.6, SD = 
6.9). 

All participants voluntarily took part in the study and provided their consent (via 
the app) before starting the quasi-experiment. They were free to stop the 
procedure at any time, if they chose to do so. The research was previously 
approved by the Ethical Committee of the first author’s faculty and was monitored 
by a software developer together with the authors. 

6.1.2 Experimental Design 

The quasi-experimental study has a factorial between subjects design with two 
independent variables. The first corresponds to the manipulation of the affective 
priming (positive vs negative vs neutral control conditions), and the second is the 
type of digital generation (digital natives vs immigrants). In addition, gender and 
country (Europeans vs North Americans) were included as control variables. The 
dependent variable is the prosocial orientation. 

Priming conditions were created by manipulating the presentation of 12 prosocial 
items selected from the original scale developed by Caprara and colleagues 
(Caprara, Steca, Zelli, & Capanna, 2005). These items were associated with three 
possible conditions: 1) neutral, without images; 2) negative priming, in which 
prosocial items were associated with negative affective images; and 3) positive 
priming, in which prosocial items were associated with positive affective images. 
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The three conditions were implemented using the ‘Prosociality’ mobile 
application (available on the Google Play Store) that randomly assigns 
participants to negative, positive, or neutral conditions. 

6.1.3 Measures 

The participants were asked to rate 12 items assessing prosocial orientation on a 5-
point scale (ranging from 1 = never to 5 = almost always). The scale provides the 
score in one dimension (Cronbach’s alpha = .87). However, since the items refer 
to helping (4 items; e.g., ‘I try to help others’), sharing (4 items; e.g., ‘I share the 
thing that I have with others’), and caring (4 items; e.g., ‘I try to console those 
who are sad’), the three corresponding sub-scores were computed and considered 
in the following analyses as well. Cronbach’s alphas were .72, .68, and .75, 
respectively. 

6.1.4 Data Analyses 

Preliminarily, subject distribution in the three priming conditions was examined. 
Then, to study the priming effect on prosocial orientation, we used a 3 (priming 
conditions) x 2 (generations: digital natives vs digital immigrants) analysis of 
covariance (ANCOVA) factorial design, controlling for countries (Europe vs 
North America) and gender. The condition levels represent the assignment of 
participants to one of the three conditions: neutral, positive affective priming, or 
negative affective priming. The priming effect was examined on total prosocial 
orientation and then on the three sub-scores (helping, sharing, and caring). In case 
of significant effects, we implemented multiple pairwise comparisons using 
Bonferroni corrections. 

6.1.5 Results 

The responses in the three priming conditions across digital generations were 
balanced, as indicated by a not significant chi-square 2 (2) = 2.19; p = .334). 
Results of the ANCOVA, considering the overall prosocial orientation score, 
attested to the significant effect of the priming condition [F(2,298) = 4.06, p < .05; 
2 = .03] and the interaction between digital generations and the priming 
condition [F(2,298) = 3.99, p < .05; 2 = .03]. The main effect of the digital 
generation was not significant [F(2,298) = 3.03, p = .08]. The results of the 
pairwise comparisons showed that the levels of prosocial orientation were lower in 
the negative affective priming condition than in the positive affective priming 
condition, controlling for both gender and country, and that the levels of prosocial 
orientation in the control group were not different in both positive and negative 
conditions (Table 2). 
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Table 2 

Observed means and standard deviations of prosocial orientation in priming conditions across digital 

generations 

    
Positive 

Priming 

Neutral 

Condition Negative Priming Total  

 Mean SD Mean SD Mean SD 
Mea
n SD 

  
Native Digitals 

 
3.91(a) 

 
.63 

 
3.56 (ab) 

 
.85 

 
3.32 (c) 

 
.67 

 
3.61 

 
.75 

Digital Immigrants 3.73 .64 3.73 .70 3.71 .57 3.72 .64 

 
 
Total Sample 

 
3.81(a) 

 
.64 

 
3.67 (ab) 

 
.76 

 
3.54 (b) 

 
.64 

 
3.68 

 
.69 

Note: Different letters indicate significant differences across priming conditions  

With regard to the interaction between priming conditions and digital generations, 
the pairwise comparison indicated that the difference in the prosocial orientation 
between negative and positive conditions was significant only for the native group 
(Figure 3). 

 
Figure 3 

Prosocial orientation in priming conditions across digital generations 

Results of the ANCOVA on the three different forms of prosocial behaviours 
(sharing, helping, and caring) attested that the main effect of the priming 
conditions was significant for both caring [F(1,287) = 3.61 p < .05, 2 = .02] and 
sharing [F(1,287) = 3.15 p < .05, 2 = .02] but not for the helping subscale [F(1, 
287) = 2.61 p = .07]. The results confirmed that the participants in the positive 
priming conditions scored higher in both caring and sharing, controlling for both 
gender and country. However, the levels of prosocial behaviour in the control 
group were not different for both positive and negative conditions (Table 3). 
Furthermore, the main effect of digital generation was significant for helping [F(1, 
287) = 4.29 p = .04, 2 = .01] and sharing [F(1, 287) = 4.44 p = .04, 2 = .01], 
confirming that immigrants tend to be more oriented toward others (Freund & 
Blanchards-Fields, 2014). 
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Table 3 

Observed means and standard deviations of helping, sharing and caring orientation in priming 

conditions across digital generations 

    Helping  Sharing  Caring  

 Mean         SD Mean SD Mean SD 

Positive 
Priming 

Natives  3.95 (a) .70 3.93 (a) .71 3.84 (a) .75 

Immigrants 3.88 .71 3.77 .73 3.54 .73 

        

Neutral 
Condition 

Natives  3.75 (ab) .90 3.49 (b) .95 3.43 (ab) .99 

Immigrants 3.83 .68 3.79 .78 3.55 .83 

        

Negative 
Priming  

Natives 3.41 (b) .81 3.37 (b) .84 3.17 (b) .87 

Immigrants 3.88 .63 3.73 .63 3.50 .76 

        
Total  Natives 3.71 .83 3.62 .86 3.50 .91 

 Immigrants 3.87 .67 3.77 .72 3.52 .77 

Note: Different letters indicate significant differences across priming conditions in native digitals 
sample 

In addition, the findings showed that the interactions between the priming 
conditions and digital generations were significant for all three forms of prosocial 
behaviour [helping: F(1,287) = 3.60 p < .05, 2 = .02; sharing: F(1,287) = 3.16 
p < .01, 2 = .02; and caring F(1,287) = 3.00 p = .05, 2 = .02]. Specifically, as in 
the case of the overall prosocial score, the differences between positive and 
negative priming conditions were significant only for the native group. In 
addition, in the case of sharing, the control group scored lower than the positive 
priming group but was not different from the negative condition. 

6.1.6 Discussion 

The findings of this study confirmed the role of affective priming on prosocial 
orientation, when controlling for gender and country. Specifically, participants 
rated their level of prosocial orientation higher in this scale, when items were 
associated with images showing situations in which a helpee was supported by 
others and showed positive emotions, than participants in the negative priming 
condition. In addition, results showed that both digital natives and immigrants did 
not differ in their level of prosocial orientation. However, they differed on the role 
of affective priming on prosocial orientation. Indeed, while digital natives were 
influenced by the type of images associated with the items they were rating, the 
immigrants were not. This interaction was also confirmed when separately 
considering the different forms of prosocial behaviour (helping, sharing, and 
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caring). Overall, these results confirmed that digital natives could be more 
susceptible to the influence of technologically mediated visual stimuli than digital 
immigrants. 

6.2 General Discussion 

In line with affective computing literature (Picard, 2003) the present research 
suggested that affective processes, even when activated through a mobile app 
(Isen, 2000; Skandrani-Marzouki et al., 2012), may play a key role in directing 
individuals prosocial  orientation. Specifically, findings from the quasi-experiment 
highlighted that prosocial orientation is higher in the positive affective priming 
condition and lower in the negative affective priming condition. In other words, 
the affective activation elicited by the images and the prosocial orientation are 
consistent: images negatively activating individuals tend to result in a reduced 
prosocial orientation, on the contrary images positively activating individuals tend 
to result in an increased prosocial orientation. This effect is significant also after 
controlling for a socio-demographic factor as gender, and a cultural factor as 
national context that are relevant in relation to prosociality in a technological 
environment (Penner et al., 2005). This result is in line with the classical literature 
on priming underlining the impact of stimuli, according to which negative stimuli 
lead to an avoidance response while positive stimuli lead to an approaching 
behaviour (Hamm, Schupp, & Weike, 2003; Lang, 1995). With particular 
reference to prosocial orientation it is likely that the presentation of images 
negatively connoted may recall participants about situations in which providing 
support implied the management of negative emotions, a condition people would 
usually refrain from (Bower, 1981). On the contrary, positive images are likely to 
recall participants about pleasant situations in which the positive affective 
activation fostered their propensity to provide support (Bieroff, 2008). 

However, when considering digital generations, results showed that, although 
digital natives and immigrants did not significantly differ on prosocial orientation, 
only digital natives were influenced by manipulation of priming conditions. In 
agreement with the emerging literature on digital natives (Garner & Davis, 2013; 
Jenkins, 2009) it is likely that the presence of visual stimuli played an essential 
role. Digital natives are particularly attracted by images (Presky, 2001) and may 
be more sensitive to the influence of the elicited affective activation (D’Errico et 
al., 2018). On the contrary, for digital immigrants it is likely that their greater 
proneness to pay attention to textual contents attenuated the effect of the affective 
priming elicited by images. In interpreting this specific result, it is also important 
to consider that in digital immigrants, being older, the prosocial orientation may 
be more stable across situations and less sensitive to external factors (Freund & 
Blanchard, 2014). Hence digital immigrants may be mainly self-regulated in their 
prosocial orientation, while digital natives may be more externally-regulated, 
being still in a developmental stage of their identity. 
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The significant interaction between affective priming and digital generations 
emerged for each form of prosocial orientation examined in the present 
contribution. This attests that, regardless of the specific type of required support 
(practical help, comfort, sharing), the way in which the request is affectively 
primed influences the digital natives’ prosocial orientation. This has a relevant 
practical implication because the presence of external negative visual stimuli may 
involuntarily distance natives from a request for support. In this sense, the present 
findings could contribute to implementing a tailored system who takes into 
account individual’s differences in visual information processing through mobile 
applications (Adams & Hannaford, 1999). It is hence necessary, also in 
technologically mediated contexts, to identify strategies aimed to booster the 
development of emotional competences needed to manage the negative activation 
potentially associated to others’ state of need. Indeed, the classical literature on 
the helping behaviour has always emphasised how the ‘effective helper’ (Paciello 
et al., 2013; D’Errico et al. 2010; Nadler, 2012) has the ability to manage at the 
same time their own emotions and others’ difficulties. 

There are a number of limitations in the present research that need to be 
acknowledged. First, a measure of the actual prosocial behaviour (or a proxy) was 
not included, leaving unexplored whether findings related to prosocial orientation 
can be indeed extended to individual conduct in real situations. Second, the app 
was freely downloadable and participants were completely unconstrained about 
when or when access it. As a result there was no control on the participants’ 
responding conditions, and the impact of other external factors influencing 
responses cannot be excluded. Nevertheless, this can be indeed acknowledged as a 
general limit when data are collected via mobile applications (Bouwman et al., 
2013). Third, the current version of the app does not allow researchers to keep 
track of response and reaction times or to assess other individual characteristics 
that can be relevant in relation to both prosocial orientation and priming. Future 
studies should explore these additional variables in order to strengthen the 
findings of the present research.  Finally, the sample size is quite limited and it 
would be worthy to scale it up in future research. However, our sample included 
participants coming from two different geographical areas (Europe vs. North 
America). Notwithstanding the above mentioned limits, results are promising, and 
open up to further future investigations through innovative methodologies, 
particularly relevant for research on digital generations. 

Conclusion 

The digital revolution has produced changes not only in people habits but has also 
an influence on individuals’ cognitive and affective processes. In the line of 
cognitive infocommunication research (Baranyi et al., 2015), and particularly in 
reference to affective computing research (Picard, 2003), we examined the effect 
of affective priming on prosocial orientation. Literature on technologically 
mediated environment has mainly focused the attention on bullying and cheating 
(Vandebosch & Van Cleemput, 2008). A limited attention has been directed to 



Acta Polytechnica Hungarica Vol. 16, No. 2, 2019 

 – 125 – 

explore the potential role of technology as a means to influence prosocial conduct, 
despite its importance for individual and communities. Using an app specifically 
developed for this research the study attested how the presence of affectively 
connoted images may exert an influence on individuals’ orientation to help, share 
with and take care of others. Findings provide empirical evidence on the 
differences between digital natives and immigrants in relation to the influence of 
priming on prosocial orientation. 

In the affective computing research field, this research contributes to 
understanding the interplay between affective technological cues and behavioral 
orientations. At the same time, it aims to highlighting the promotion of conscious 
filters for potential priming effects, especially in new generations. The app 
developed for the present study may provide innovative tool for future research. 
On one hand, the app represent a prototype that help to design future apps and 
technologies by taking into account the affective import of visual cues. On other 
hand, it may be used to further explore the role of affective images in unconscious 
influence as to regard prosocial behaviours. 
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Abstract: Cognitive Infocommunications (CogInfoCom) involves communication, especially 

the combination of informatics and telecommunications. In the future, infocommunication 

is expected to become more intelligent and supportive of life. Privacy is one of the most 

critical concernsin infocommunications. A well-recognized technology that ensures privacy 

is encryption; however, it is not easy to hide personal information completely. One 

technique to protect privacy is to find confidential words in a file or a website and change 

them into meaningless words. In this paper, we use a judicial precedent dataset from Japan 

to discuss a recognition technique for confidential words using neural networks. The 

disclosure of judicial precedents is essential, but only some selected precedents are 

available for public viewing in Japan. One reason for this is the concern for privacy. 

Japanese values do not allow the disclosure of the individual's name and address present in 

the judicial precedents dataset. However, confidential words, such as personal names, 

corporate names, and place names, in the judicial precedents dataset are converted into 

other words. This conversion is done manually because the meanings and contexts of 

sentences need to be considered, which cannot be done automatically. Also, it is not easy to 

construct a comprehensive dictionary for detecting confidential words. Therefore, we need 

to realize an automatic technology that would not depend on a dictionary of proper nouns 

to ensure that the confidentiality requirements of the judicial precedents are not 

compromised. In this paper, we propose two models that predict confidential words by 

using neural networks. We use long short-term memory (LSTM) and continuous bag-of-

words (CBOW) as our language models. Firstly, we explain the possibility of detecting the 

words surrounding an confidential word by using CBOW. Then, we propose two models to 

predict the confidential words from the neighboring words by applying LSTM. The first 

model imitates the anonymization work by a human being, and the second model is based 

on CBOW. The results show that the first model is more effective for predicting confidential 

words than the simple LSTM model. We expected the second model to have paraphrasing 

ability to increase the possibility of finding other paraphraseable words; however, the 
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score was not good. These results show that it is possible to predict confidential words; 

however, it is still challenging to predict paraphraseable words. 

Keywords: Cyber court; High Tech court; Neural network; CBOW; NLP; LSTM; RNN; 

Word2vec; Anonimity 

1 Introduction 

Cognitive Infocommunications (CogInfoCom) [1] [2] describes communications, 
especially the combination of informatics and communications. Cognitive 
infocommunications systems extend people’s cognitive capabilities by providing 
fast infocommunications links to huge repositories of information produced by the 
shared cognitive activities of social communities [3]. Future infocommunication is 
expected tobe more intelligent and would even have the ability to support life. 
Figure 1 shows the idea of CogInfoCom. Clearly, privacy is one of the most 
critical concerns in infocommunication. Encryption is a well-recognized 
technology used for ensuring privacy; however, encryption does not effectively 
hide personal information completely. One technique to protect privacy is to find 
confidential words in a file or a website and convert them into meaningless words. 
It will be good if a network becomes intelligent and automatically changes private 
words into meaningless words. We think that this is one benefit of introducing 
cognitive infocommunication into our life. 

Based on a Japanese judicial precedents dataset, we discuss a recognition 
technique of confidential words using neural networks. The disclosure of judicial 
precedents is indispensable to ensure the rights to access legal information from a 
citizen. If we use big data analysis technique in artificial intelligence (AI), we can 

 

Figure 1 

Infocommunication model 
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receive substantial benefits in the judicial service. However, most precedents are 
not available publicly on the Web pages of Japanese courts since specifying an 
individual’s name, or other personal details violates the Japanese understanding of 
privacy. Confidential words, such as personal names, corporate names, and place 
names, in the precedents available for public viewing, are converted into other 
words to protect privacy. In Japan, this procedure takes time and effort because 
this procedure is performed manually. Also, globalization has led to the 
participation of people from various countries in these trials; therefore, a 
dictionary of proper nouns would take additional time to create. 

Neural networks are also being increasingly used in natural language processing in 
recent years. There is ongoing research to predict words and to derive a vector 
based on the meanings of words [4]. Therefore, in this paper, we discuss ways of 
applying a neural network to the task of detecting confidential words. 

In Chapter 2, we explain how the converted words in the dataset of Japanese 
judicial precedents are processed. In Chapter 3, we refer to some neural network 
models. Then, we explain the concept of predicting confidential words and result 
of preliminary experiment to detect feature around the confidential words in 
Chapter 4, and we propose models to predict confidential words and result of an 
experiment in Chapter 5. Finally, we provide our conclusions in Chapter 6. 

2 Converting Words 

2.1 Confidential Words in Japanese Judicial Precedents 
Dataset 

Some judicial precedents datasets are available for free on the websites of the 
Japanese courts [5]. Confidential words in these precedents that are available for 
public viewing on the website are converted into uppercase letters. (In paid 
magazines and websites, Japanese letters are sometimes used.) Figure 2 shows an 
example of such changed words. 

In the example shown in Figure 2, the personal name “Kiryu” is substituted by the 
letter “A.” If there are some more words that need to be kept confidential, other 
letters of the alphabets are used (e.g., B, C, and D). 
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Figure 2 

Example of Converted Words 

2.2 Problem of Detecting Confidential Words using a 
Dictionary 

Studies are also being conducted in other fields on various methods of hiding 
confidential proper nouns. The primary method is to create proper noun 
dictionaries, such as personal name dictionaries or place name dictionaries, and 
match them with the target documents. 

The merit of this method is that the more the dictionary is enhanced, the more the 
accuracy improves. However, in Japanese, it is sometimes uncertain whether a 
word is a name or not unless it is read in the context of the entire sentence. Also, 
as globalization progresses, foreigners often join in trials, and it is difficult to 
create a dictionary that includes names of people from different continents. Also, 
certain spelling patterns need to be followed when translating foreign names into 
the Japanese language. 

In this paper, we consider a method for using a neural network to solve the 
technical problems involved in using dictionaries. 

3 Language Models with Neural Networks 

3.1 Neural Probabilistic Language Model 

The Neural Probabilistic Language Model was published by Bengio in 2003; this 
model makes predictions from the words that are already present [6]. This method 
maximizes the probability of the target word with the maximum likelihood 
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principle in the score of the softmax function.When the word  that has already 
appeared is given, the probability that    appears is 

This equation is maximized by using the maximum likelihood method; it is the 
same as maximizing (2), which is log-likelihood function of (1). The problem with 
this method is that the number of calculations increases with the increase in the 
size of the dictionary of members . In other 
words,  JML  can be written as follows: 

 

(2) 

 

3.2 Continuous Bag-of-Words 

Mikolov proposed the continuous bag-of-words (CBOW) method to speed up the 
train of the Neural Probabilistic Language Model and derive embedding vectors to 
improve the meaning [7]. 

CBOW predicts  from the  words . 

(We call this number  as the window size.) There are two aspects of the Neural 

Probabilistic Language Model. First,  is 
calculated with not all the words in the dictionary but with randomly sampled 
words in the dictionary. This technique is called negative sampling. Second, each 
input word vector is compressed into the embedding vector, and all of these are 
added together. This method reduces the weight matrix to the output layer. An 
overview of CBOW is shown in Figure3. 

                          (1) 
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Figure 3 

Continuous Bag-of-Words 

It is known that the embedding vector derived by CBOW is a vector space based 
on the word meanings. Even if the spelling of the word is different, if the 
surrounding words are similar, their embedding vectors will be similar. 

3.3 Long Short-Term Memory 

Long Short-Term Memory (LSTM) is a kind of recurrent neural network (RNN). 
Adaptation to the language model was made by Mikolov, et al. (2010) [8]. With 
RNN as the language model, continuous data (wi) is input and often handled in the 
task of predicting the next word. RNN has a feedback structure and calculates the 
output from the input (wi) and the feedback (Fi-1). Various models have been 
proposed for this calculation method. However, we have used LSTM in this paper 
since we would like to start to develop our model from the simple one. 

 

 

Figure 4 

Structure of RNN (LSTM) 
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4 Prediction Method Using Neural Networks 

4.1 Concepts Used 

As described in Section 2, we propose a method using a neural network without 
the use of proper-noun dictionaries. A function is required to recognize the context 
and determine whether or not the target word needs to be converted to maintain 
confidentiality. LSTM is one of neural network models and handles continuous 
data. LSTM is useful in the task of predicting the next word; therefore, we 
performed our experiment based on this model. 

However, the goal of our research was little different from the goal of the Neural 
Network Language Model (NNLM). In our study, we recognized a common 
concept that we should change words treated as having different meanings in the 
corpus (see Figure 5). In the previous tasks, the meanings of the words were used 
and recognized in the same context. For example, the same predicted confidential 
word sometimes means “name” and at other times means “place”. In this case, it 
has completely different meaning and return different letter of the alphabet. In 
other words, the concept of “confidential words” encompasses many words, and it 
will be difficult to derive this concept as an embedding vector. However, the 
CBOW model successfully expresses ambiguous meanings that were earlier 
difficult to express. Therefore, we decided to base this research on the CBOW 
model. 

 

 

Figure 5 

Difference between our research and previous research: 

The neural network predicts each word in the sentence from the words that have appeared so far. 

In previous research, learning was performed using the word appearing in the sentence as the correct 

answer (For example, “dogs” and “cats” in Figure 5). However, in our research, a proper noun must be 

learned to predict it as a confidential word. In Figure 5, “Dr.Kiryu” is a proper noun; however, it must 

be predicted as A (confidential word). 



Y. Kiryu et al. Recognition Technique of ConfidentialWords Using  
 Neural Networksin Cognitive Infocommunications 

 – 136 – 

Our proposed approach is to predict confidential words from the words 
surrounding the target words. We assume that there are features in the distribution 
of words around the confidential words. Therefore, the neural network model can 
capture that features of the distribution of words around the confidential words. 
We experimented using CBOW to confirm our assumptions. The details of the 
experiment are described in Section 5. 

4.2 Preliminary Experiment 

In this section, we explain the result of the experiment using the method given in 
Section 4.1. As mentioned in Section 3.2, a feature of the CBOW model is that the 
embedding vectors will be similar if the surrounding words are similar. 

Confidential words in the precedents published by the Japanese courts are usually 
converted to uppercase letters, such as A, B, and C. The same letters cannot be 
used for different individuals in the same judicial precedents dataset. 

Therefore, if the CBOW model can capture the feature of confidential words, the 
similarity of each of the converted confidential words (i.e., A, B, C, ... X, Y, Z) 
would also be high. In this paper, similarity is defined as the cosine similarity, as 
shown in (3). 

Here, α and β are the embedding vectors of the words to be compared. The closer 
the cosine similarity is to 1, the higher is the similarity between the words. 

The judicial precedents dataset used in this experiment were 20,000 precedents 
available on the Japanese court website. The various parameters are shown in 
Table 1. Table 2summarizes the results of calculating the cosine similarities of 
each confidential word by using the training result. 

Table 1 

CBOW parameters 

 
 

 

                                                                                                        (3) 
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Table 2 
Top 10 WordsSimilar to Converted Words 

 

The precedents are written in Japanese; therefore, very few are capitalized. It is 
more common for English words to have the first letter capitalized than Japanese 
words. In other words, the judicial precedents were Japanese sentences; therefore, 



Y. Kiryu et al. Recognition Technique of ConfidentialWords Using  
 Neural Networksin Cognitive Infocommunications 

 – 138 – 

it was extremely rare that an uppercase letter was used for English words. Table 2 
shows the cosine similarity of the top 10 words to the confidential words 
(appearing as uppercase letters); these are the training results in precedents 
available for public viewing on the website of the Japanese court. As a result, the 
top 10 confidential words become uppercase letters. 

From the above, we can see that the CBOW model can capture a part of the 
features of the distribution around the confidential words. Also, a previous study 
uses the CBOW model as a predictor based on the meanings of words [9]. 
Therefore, in this paper, we use several neural networks based on the CBOW 
model to predict confidential words and consider a network model effective for 
predicting them. 

5 Predicting Confidential Words 

In this section, we describe an experiment to predict confidential words by using 
neural networks. We propose two models: one model imitates a human being 
(explained in 5.1.1), and the other model is based on the concept of the CBOW 
model (explained in 5.1.2). 

5.1 Proposed Model 

5.1.1 Bi-directional LSTM LR 

Bidirectional Long Short-Term Memory Recurrent Neural Network (BLSTM-
RNN) has been shown to be very effective for modeling and predicting sequential 
data, e.g. speech utterances or handwritten documents [10]. From the viewpoints 
of CogInfoCom, [11] introduces an RNN-based punctuation restoration model 
using uni- and bidirectional LSTM units  as well as word embedding. 

Bi-directional LSTM LR (Left to Right) is a model that imitates the 
anonymization done by humans. When humans perform anonymization, they 
make a judgment after reading to the left and the right of the target word. 
Therefore, it becomes a shape as shown in Figure 6 (c). The input order on the 
back (right side) of the target word is reverse of the sentence order because we 
assume that the words closer to the target word have higher importance. 

5.1.2 SumLSTM 

The SumLSTM,which is based on the CBOW model, is a model that validates the 
effectiveness of the model given in Chapter 4 (Also, see Figure 6 (b)). In addition 
to the normal LSTM calculation, the total of all the input vectors is calculated and 
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activated by the softmax function in the output layer. The model combined with 
the Bi-directional LSTM LR model is shown in Figure 6 (d). 

5.2 Corpus and Evaluation Method 

We used 50,000 judicial precedents for the training data and 10,000 judicial 
precedents for the test data. These data included the records of trials from 1993 to 
2017. We used the precedent database provided by TKC, a Japanese corporation 
[12]. We converted all the confidential words into the uppercase letter “A” and 
separated the Japanese words with spaces by using MeCab, a Japanese 
morphological analyzer. MeCabw as required because we were using Japanese 
judicial precedents dataset [13]. Also, word prediction required stop words; 
therefore, word prediction was not excluded in this experiment. 

 

Figure 6 

Four neural network models used in experiment. Figure 6(a) is previous simple LSTM model. 

Figures 6(b) and (c) are the proposed models.  

Figure 6(d) is a combination of the two proposed models. 

5.3 Result of the Experiment 

In this experiment, we also prepared a simple LSTM model to compare the two 
models proposed in Section 5.1. This model had a three-layered structure: an input 
layer, a hidden (LSTM) layer, and an output layer. The size of the hidden units 
was 200. The input/output layer size was the same as the vocabulary size 
(approximately 200,000 in our corpus ). 
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The Bi-directional LSTMLR model had two simple LSTM model structures, and 
SumLSTM also inherited the simple LSTM structure. In addition, we combined 
the SumLSTM and LSTM LR models and named it SumBi-directional LSTM LR 
(see Figure 6(d) ). 

This experiment was conducted using the four models shown in Figure 6. Also, 
the embedding vector was 200 for all models [12]. For accuracy, we used 
perplexity (PPL) that was used in a previous research for predicting the next word. 
PPL was given by the following equation: 

          

In (4), P is the probability, and PPL represents the number of prediction choices 
that are narrowed down to neural networks. The smaller the value, the better the 
prediction results. 

Table 3 shows the results. CW_PPL is the average PPL of the test data whose 
answer reflects the confidential words. However, PPL is the average of all the test 
data. The PPL scores in Table 3 show that the Bi-directional LSTM LR model 
decreased by 0.195 as compared with the SimpleLSTM model. Also, the 
SumLSTM model decreased by 0.247 as compared with the SimpleLSTM model. 
The combination of the two methods scored the best results, which was 4.462. 
Therefore, the proposed models are effective for PPL in our corpus. 

Let’s look at the results of CW_PPL directly related to the task of predicting the 
confidential words. We will find that the difference of scores is at least 32.492 
between PPL and CW_PPL. This result suggests that the task of predicting 
confidential words is more difficult than the task of predicting other words. Also, 
each CW_PPL score shows that the Bi-directional LSTM LR model decreased by 
18.934 as compared with the SimpleLSTM model. (The score for the Bi-
directional LSTM LR model was 37.343, which was the best score). However, the 
SumLSTM model increased by 16.186 as compared with it. Furthermore, the 
combination of the two methods recorded the worst score. 

In PPL, we found that all the proposed methods were more effective than the 
simple model. However, for the prediction of confidential words, only the Bi-
directional LSTM LR model showed good results. SumLSTM based on CBOW 
might have produced these results. CBOW is an effective model for paraphrasing 
words, and SumLSTM also uses this mechanism. Therefore, when SumLSTM 
predicted a word whose answer is “confidential,” the CW_PPL became worse 
because there was a possibility of paraphrasing words such as 
“plaintiff,”“defendant,”“doctor,”and “teacher.” Knowing the paraphrased words 
of the confidential words meant that the embedding vectors of the confidential 
words could be successfully generated. This meant that the model could recognize 
the meaning of “confidential.” However, the prediction accuracy did not improve; 
therefore, there was a problem in calculating the probability of the prediction task. 
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To solve this problem, we could exclude these paraphraseable words from the 
choices when calculating the probability. It is also important to examine scores 
other than PPL. 

Table 3 

Result of prediction with proposed neural networks 

Conclusion 

CogInfoCom is a form of communication that involves a combination of 
informatics and communications. It is expected that in the future, 
infocommunication will become more intelligent and will even support our life. A 
brief review of the computationa lintelligence and data mining methods utilized in 
industrial Internet-of-Things experiments is presented in [14]. 

Privacy is one of the most important issues in CogInfoCom. Encryption is one of 
the most well-recognized technologies for providing privacy; however, it is not 
easy to hide personal information completely. One technique to protect privacy is 
to find confidential words in a file or a website and convert them into meaningless 
words. It would be useful to have a network that is intelligent enough to 
automatically anonymize confidential words. There are several papers relating to 
privacy and anonimity in CogInfoCom research. [15] is a research on modelling 
multimodal behavior that often requires the development of corpora of human-
human or human-machine interactions. In the paper, ethical considerations related 
to the privacy of participants and the anonymity of individuals are mentioned. [16] 
mentions that to realize the social interactions in a virtual workspace, anonymity 
can influence the process’ outputs significantly. 

Based on a Japanese judicial precedent, we proposed a recognition technique for 
confidential words using a neural network. Our proposed model will help solve 
the privacy problems associated with communication. In the current Japanese 
judicial precedents dataset, proper nouns that could identify individuals were 
converted into unrecognizable words, and the Japanese court used these words. 
Currently, this task is expensive and time-consuming because it is performed 
manually. Also, using dictionaries is not practical. Globalization has increased the 
number of trials on foreign subjects, however, it is not practical to include all 
names of people from all over the world in the dictionary. 

Therefore, in this paper, we introduced a technology to predict confidential words 
using a neural network and without the aid of a dictionary of proper nouns. Firstly, 
we evaluated CBOW for this purpose. We confirmed that CBOW could capture 
the features of the words surrounding a confidential word. 

 
 

SimpleLSTM 
Bi-directional 

LSTM LR 
SumLSTM 

SumBi-directional 
LSTM LR 

PPL 4.851 4.656 4.603 4.462 
CW_PPL 56.277 37.343 72.463 77.031 
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Next, we proposed two models to predict confidential words from neighboring 
words. The two proposed models are effective for predicting all the words. 
However, only the Bi-directional LSTM LR model was effective for predicting 
confidential words. This could have happened because SumLSTM was based on 
CBOW. CBOW is an effective model for paraphrasing words; therefore, 
SumLSTM also has that mechanism. Therefore, when SumLSTM predicts a word 
whose answer is “confidential,” the CW_PPL became worse because there was a 
possibility of paraphrasing words such as “plaintiff,” “defendant,” “doctor,” and 
“teacher.” The CBOW mechanism that was good at paraphrasing showed good 
performance for the recognition of “confidential” words; however, it was not 
effective for prediction. 

Also, the parameters of these models were based on Mikolov’s paper [7]. 
However, there were other important parameters as well. Therefore, to improve 
accuracy, we plan to optimize with Bayesian optimization in the future. 

Our proposed method aims to compensate for the drawbacks of the method that 
uses the dictionary, but our method does not work on a single unit. In the future, 
we need to consider how to use the output of the two methods. Another method is 
to use a proper noun dictionary as input to a neural network. By using the 
dictionary information for input to a neural network, we expect the accuracy to 
increase. If the target word appears in the dictionary, it is easy to provide the 
correct answer. Even if the target word does not appear in the dictionary, and it is 
a confidential word, the input vectors would have an easy pattern. Therefore, we 
expect to achieve high accuracy if we combine a dictionary and the prediction 
method. However, parameter adjustment would still remain a major concern. Also, 
we would like to detail the requirements between identity and anonymity in a 
judicial precedents by referring [17]. 

Finally, we can conclude that the function to find a confidential word can be 
realized and will be an important function of future CogInfoCom. 
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Abstract: This paper presents the results of the usability testing of an experimental 

component of the Virtual Collaboration Arena (VirCA) developed by the Cognitive 

Informatics Group of the Computer and Automation Research Institute of the Hungarian 

Academy of Sciences. This component is a semi-intelligent agent called the Emotional 

Display Object. We applied Wizard-of-Oz type high-fidelity early prototype evaluation 

technique to test the concept. The research focused on basic usability problems, and, in 

general, the perceptibility of the object as uncovered by eye-tracking and interview data; 

we analyzed and interpreted the results in correlation with the individual differences 

identified by a demographic questionnaire and psychological tests: the Myers-Briggs Type 

Indicator (MBTI), the Spatial-Visual Ability Paper Folding Test, and the Reading the Mind 

in the Eyes Test (RMET) – however, the main goal of this paper outreaches beyond the 

particular issues found and the development of an agent: it shows a case study on how 

complex concepts in Virtual Reality (VR) can be tested in very early stage of development. 

Keywords: usability evaluation; Wizard-of-Oz; concept testing; early prototype; eye-

tracking; human-robot interaction; virtual reality (VR); virtual agent; uncanny valley; 

individual differences 

1 Introduction 

The Emotional Display object as a virtual agent was integrated into a 3D virtual 
environment, the Virtual Collaboration Arena (VirCA) developed by the 
Cognitive Informatics Research Group of the Computer and Automation Research 
Institute of the Hungarian Academy of Sciences [1]–[3]. 
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The research team of the Department of Ergonomics and Psychology at the 
Budapest University of Technology and Economics joined the project in its final 
phase to study the Emotional Display object in context of use. 

1.1 Background of the Tested Emotional Display Agent: The 
Idea of Ethology-Inspired Robots 

People do not like human-like robots, if the robots reach nearly perfect similarity 
with human robots, according to the “uncanny valley” hypothesis of Mori [4], [5]. 

Figure 1 shows that if a robot looks and works obviously as a machine, some 
similarity with humans can support its acceptance by humans in Human-Robot 
Interaction (HRI). Furthermore, for definitely machine-like robots, it looks true 
that the more the similarity with humans, the more affinity felt by humans. 

 

Figure 1 

The Uncanny Valley, as Mathur and Reichling [6] adapted the hypothesis from Mori [5], [4] 

Theoretically, if a robot is indistinguishable from a human being, humans like to 
interact with it, as they would do with another real human. However, robots 
indistinguishable from human beings are parts of a possible future or they are 
featured in science-fiction novels and movies only, like some androids of the 
novel “Do Androids Dream of Electric Sheep?” by Philip K. Dick [7] (and the 
movie titled “Blade Runner” based on it). Until the realization of this – whether 
this is wanted or unwanted –, if the similarity of a human-like robot gets close to 
perfect similarity, humans feel uncanny instead of having a positive affinity: in 
this case, the robot looks to be like a moving corpse or zombie. 

So, beside the developments in the direction of human-like humanoid robots [8]–
[10], there are other directions to improve HRI. One promising way is the so-
called etho-robotics: applying analogous ethological patterns borrowing not from 
the human-human interactions, but, for example, from the human-dog interactions. 
The domestication of dogs and more than 30,000 years of living humans and dogs 



Acta Polytechnica Hungarica Vol. 16, No. 2, 2019 

 – 147 – 

together resulted behavioural changes in dogs that enhanced the human-dog social 
interaction. This social competence of dogs may inspire a model for HRI [11]. 
Miklósi, Korondi, and their colleagues [12] argue that the robots’ embodiment and 
behaviour should fit their specific environments and functions: instead of aiming 
to build more and more human-like robots, various species can be considered as 
an analogue. 

In this train of thought, we can go further: (1) Human-human interaction as a 
model for HRI can cause uncanny effect. (2) Human-dog interaction as a model 
for HRI can be applied, however, selecting the dog form the species can be 
considered to be arbitrary. (3) Interaction of humans and any existing species 
having social competence should be generalized. (4) Based on these experiences, 
social interaction of humans and new, non-human and non-animal type of 
artificial robots would come into the focus of the developers. One attempt to this 
generalization was developing a robot with wholly artificial form, but with social 
ability and behaviour that humans can respect [3], [13], [14]. It could mean a 
prospective realization of a new level of Human-Machine Interaction according to 
the Cognitive Infocommunications (CogInfoCom) approach [3], [13]. 

Researchers of the Department of Ethology at Eötvös Loránd University 
developed a virtual form consisting of a sphere and labyrinth-like perpendicular 
lines what can visualize emotions that participants of experiments can identify as 
emotional states of happiness, despair, fear and anger [13], [14]. So, it looks 
totally artificial. However, it inherited some behavioural ability from animal 
analogues to show emotions. (Referring the curve of Figure 1, this virtual “robot” 
can be placed close to 0 point of the horizontal dimension: it looks much more 
artificial than a humanoid robot, and looks more artificial than an industrial robot 
as well.) This always spinning Emotional Display object achieves these emotional 
states by changing its size, colour, and rotation rate, and pulsation of vertical 
position (“jumping”). This object is shown in Figure 2 and on the lower left side 
of Figure 3. 

 

Figure 2 

The Emotional Display object applied in this research. It is always spinning. Sometimes, it changes its 

size, colour, and rotation rate, or starts to pulsate its vertical position (“jumping”) 
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1.2 Related Works 1: Practice of Usability Evaluations in 3D 
Virtual Environments 

In the research published in this paper, we aimed at performing the usability 
evaluation of a new object of a 3D virtual environment. The term ‘usability’ and 
the usability evaluation methods are matured in Human-Computer Interaction 
(HCI) [15], [16]. Already existing empirical usability evaluations, also in 3D 
virtual environments, have traditions: some of them focus on interaction styles, 
such as gesture control [17]; some of them focus on specific features of virtual 
environments, such as colours [18]; others focus on broad term of usability issues 
[19]–[24]. 

1.3 Related Works 2: Experiences on Individual Differences in 
Usability Evaluations 

Usability evaluations often faltered at the level of identifying usability problems in 
general, without respecting the different needs of various users. However, the 
myth of “average user” [25] is exceeded by a number of studies involving 
individual differences, such as cultural background [26], personality types [27]–
[29], and cognitive styles [30]–[32]. The current research published in this paper 
emphasizes the importance of the approach of taking care of individual 
differences. 

2 Methods 

2.1 Participants 

Eighteen participants were involved, eleven female and seven male between the 
ages of 20-33 (mean age: 24). 

2.2 Experimental Setting 

All participants were seated in front of a Tobii T120 eye-tracking device, in the 
laboratory of the Department of Ergonomics and Psychology. Beyond eye-
tracking, the user camera of the Tobii equipment also recorded the participants’ 
facial expressions. 

The VirCA software and an intelligent cyber object of the VirCA system, the 
KUKA robot worked in the user’s computer. 
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The Emotional Display object and a user interface to control its “behaviour” were 
installed on an adjacent computer. The “behaviour” of the Emotional Display 
object was simulated by the experimenter following predefined rules and based on 
the user’s behaviour, as it is described below. This Wizard-of-Oz setup is often 
used in the evaluation of 3D environments, as described by Bowman et al. [33]. 

The virtual room of the VirCA contained a KUKA-type industrial robot, the tested 
Emotional Display object, some other objects, and some posters on the walls 
(Figure 3). 

In mechanical engineering, the robot type called “KUKA” refers to a standard 
construction-type of industrial robots: a robotic arm, where the first axis is 
vertical, and then the next two axes are horizontal. The “KUKA” name came from 
the name of the German company that made it widespread in industry. On the 
margin, the applied virtual robot is a model of a particular, existing industrial 
robot (KUKA KR 6) made by the mentioned company. The participants were able 
to control this virtual industrial robot selecting it by a virtual cross-hair, then 
giving orders by a menu displayed in three dimensions. 

 

Figure 3 

The basic layout of the room in VirCA with the KUKA robot, two tables and three balls belonging to 

the KUKA object, an additional ball, and the tested Emotional Display object on the left side. The 

poster showing the instructions can also be seen in the background 
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Around the KUKA robot, other related objects were placed: two tables and three 
balls. The menu of the KUKA contained a direct command to move a ball from 
one table to another. An additional (non-working, immobile) ball was placed on 
one of the tables of the KUKA. 

The tested Emotional Display Object was also placed close to the industrial robot. 
It looked as it was described at the end of the Section 1.1 (Figure 2). 

There were two additional objects (a domino and another ball) on the floor in the 
middle of the room. There were posters hanging on the walls. One of them 
showed the instructions for the participants. 

2.3 Procedure 

After the instructions, the participants completed three tasks with the VirCA: 

1) The first task was to look at the posters on the walls at a glance just to practice 
a basic navigational task. 

2) Then they had to delete two objects in the room using the menu to become 
more familiar with the object selection and menu functions. 

3) Finally, they had to go to a given position and turn to a given direction to 
recreate the initial view they saw upon entering the space. This is how we 
ensured that the Emotional Display Object stayed in sight while the participant 
performed the actions. From this position, they had to command the industrial 
robot to move three balls from one table to another. 

The overall position of the Emotional Display object was stationary all through 
the session, although it was not motionless. When it was idle, it had a continuous 
rotation; and, when it was in specific non-idle states, it changed its size, colour, 
and/or rotation speed as defined by its emotional state [13], [14]. The Emotional 
Display object had three emotional states thus behaving like an intelligent agent 
although operated by a human in the Wizard-of-Oz setup. 

The predefined rules of the behaviour of the Emotional Display Object were the 
following: 

• It showed the “happy” animation (animations were based on previous research 
[13], [14]) several times: first when the participant first saw the space, next 
when it was mentioned during the briefing, and then every time the participant 
succeeded in moving a ball. 

• There were two other emotion animations, which were played in specific 
situations.  If a participant failed to move a ball from one table to another in 
three tries, the Emotional Display Object displayed the “sad” animation. If 
someone failed to move a ball five times or made many wrong attempts at 
interacting with the system, it showed the “angry” animation. 
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As they were highly situational, most participants did not have the chance to see 
them. After the participants finished these tasks, they were interviewed about their 
experience with the system and completed several questionnaires: 

• demographic questionnaire on their experience regarding First-Person Shooter 
and Simulator games or any other software that requires manipulating 3D 
environments (AutoCAD, etc.) and their experience with pets (what kind of 
pets and for how long did they have them), 

• the RMET (Baron-Cohen’s Reading the Mind from Eyes Test [34]), 

• a standard Paper-Folding Test [35], 

• and the Hungarian version MBTI (Myers-Briggs Type Indicator [36]). 

Our hypotheses were the following. First, we expected the participants with better 
spatial skills and more experience with 3D manipulation to be better at detecting 
any changes happening to the Emotional Display Object. We also expected that 
participants with higher RMET values to be able to recognize emotions simulated 
by the Emotional Display more easily. We also hypothesized that the longer time 
the participant had pets in the past, the more accurate his/her thoughts will be 
regarding the emotional state and overall functionality of the Emotional Display. 

2.4 Statistical Analysis 

Because of the type of the variables and the small number of cases, the 
connections between the variables were tested by carefully selected methods: 

• In cases of testing connections between scale and ordinal variables, 
Spearman’s ρ (rho) correlation coefficients were calculated. 

• In cases of testing differences between values grouped by dichotomy variables 
(comparing distributions across groups using grouping variable with two 
discrete values), non-parametric Mann-Whitney U tests were applied. 

Statistical analyses were performed using the IBM SPSS Statistics software, 
version 22.0. 
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3 Results 

3.1 Perceiving the Changes of the State of the Emotional 
Display Object 

As the post-experiment interviews and eye-tracking data revealed, most of the 
participants did not see any change in the state of the Emotional Display Object at 
all. All were aware of the Emotional Display Object’s presence, because we 
mentioned it in the briefing as the representation of the industrial robot. However, 
most of the participants did not care to look at it during the tasks. This was 
somewhat expected based on earlier research [37]–[40]. The effect of selective 
attention can be quite powerful. A new task can use up all of the available 
attentional resources. This makes the participants focus only on the most 
important parts of the screen (Figure 4). 

 

Figure 4 

Eye-tracking heat map of a typical interaction. Note that fixations only appear at areas needed 

exclusively for the task 

The surprising fact was that even when people fixated on the Emotional Display 
for a long time (4-5 s, Figure 5) while it was animated, they still were not able to 
report any changes in its behaviour during the post-experiment interviews. 
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Figure 5 

Fixating on the Emotional Display while its animating didn’t ensure that the participant noted any 
changes 

We also found that visibility may have been an issue. In its idle state, the 
Emotional Display differed from its background in colour. However, as you can 
see in Figure 6, as it plays the “happy” animation, its colour almost matches that 
of the background. This clearly worsened the visibility of the Emotional Display 
Object in a state when we wanted participants to notice it. 

Also, the way the “happy” animation is presented made it more difficult to spot 
the Emotional Display. With the start of the animation, the object’s inner wire 
structure shrunk in size and levitated towards the floor. This, on some occasions, 
made some of its lower section to sink into the floor. 

Since users could not interpret the emotions of the Emotional Display Object, we 
analyzed their ability to simply perceive and recognize the changes in the 
Emotional Display Object in the space. 
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Figure 6 

The Emotional Display object during the “happy” animation. The series of the fixations marked by the 
red dots show that the glaze of the user kept off the Emotional Display object in spite of its changing 

state 

3.2 Factors Impacting the Observation of the Emotional 
Display Object 

We found a significant correlation between the number of fixations on the 
Emotional Display being in its idle state and in its animated state (Spearman’s ρ = 
0.779, p = 0.000). This result means that the changes in its movement, size, shape, 
and colour did not draw any attention. This finding suggests that if someone 
noticed the Emotional Display Object at all then he/she looked at it more often 
irrespective of the movements and changes in it, and thus had a better chance of 
seeing its animations. 

According to the scores of the MBTI psychological test, participants characterized 
with Feeling instead of Thinking fixated significantly longer (Spearman’s ρ = 
0.622, p = 0.006), and for more often (Spearman’s ρ = 0.553, p = 0.017) on the 
Emotional Display Object. 

Participants characterized more by Intuition than by Sensation also looked at the 
Emotional Display Object more often (Spearman’s ρ = 0.459, p = 0.055). 
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3.3 Factors Impacting the Observation of the Emotional 
Display Object’s Changes 

We found a significant correlation between participants’ ability to connect the 
changes of the Emotional Display Object’s state to a particular action or event and 
the length of owning pets (Spearman’s ρ = 0.423, p = 0.040, Figure 7). 

 

Figure 7 

If the participants are grouped by their ability to connect the changes of the Emotional Display object’s 
state to a particular action or event, significant correlation can be identified: the longer time one had 

pets, the better his/her ability is to recognize the Emotional Display object’s reactions. 

Spearman’s ρ = 0.423, p = 0.040 

It seems that the longer a participant had pets, the better his/her ability was to 
recognize the Emotional Display Object’s reactions. This result is promising for 
the future development of the Emotional Display Object. 

The results of the Spatial-Visual Paper Folding Test also correlated strongly 
(Spearman’s ρ = 0.638, p = 0.004) with recognizing changes in the Emotional 
Display Object. The better the test result was, the more likely the participant was 
to attribute the observed change to some other action. 

3.4 A Sample Usability Problem 

A frequently occurring usability problem was passing the pointer hand through the 
object. This prevented the pointer from selecting the object. 
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Figure 8 

According to the scores of the Myers-Briggs Type Indicator (MBTI) psychological test, participants 

characterized by Judgment instead of Perception were more likely to make this mistake as a trend (p = 

0.022) 

We identified a significant connection between the occurrence of this problem and 
a cognitive style dimension of the MBTI test: participants characterized by 
Judgment instead of Perception were more likely to make this mistake as a trend 
(Mann-Whitney’s U test, p = 0.022, Figure 8). 

3.5 Confusion between the Role of the Emotional Display 
Object and the KUKA Industrial Robot 

Another frequently occurring problem was that some of the users selected the 
Emotional Display Object instead of the KUKA industrial robot to command the 
robot. This happened in spite of the participants being instructed: “This rotating 
structure is a small creature who is a representation of the internal state of the 
robot.” 

We identified a tendency-like connection between the occurrence of this problem 
and a cognitive style dimension of the MBTI test: participants characterized by 
Thinking instead of Feeling were more likely to make this mistake as a trend 
(Mann-Whitney’s U test, p = 0.088, Figure 9). 

Those who avoided this problem were more likely to notice changes in the 
Emotional Display object (Mann-Whitney’s U test, p = 0.019). 
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Figure 9 

Distribution of the scores of the Thinking-Felling scores of the Myers-Briggs Type Indicator (MBTI) 

psychological test in cases when the users were confused between the role of the Emotional Display 

object and the KUKA industrial robot or not. The difference is not significant, but can be considered as 

a tendency (p = 0.088) 

4 Discussion and Suggestions 

The users were too focused on their tasks to notice the Emotional Display Object. 
A possible explanation of this is that the users in our experiment were all 
inexperienced in the use of the environment and did not have a chance to spend 
longer practicing the interaction methods. As previously demonstrated in the 
literature [37]–[40], selective attention can be a powerful effect in given 
circumstances. In longer and/or multiple interaction sessions users could gain 
significantly more experience with the interaction. This experience would reduce 
their cognitive load resulting from the interaction and better allow them to observe 
and recognize the Emotional Display Object. Thus, a study with multiple 
interaction sessions may result in different perceptions. 

The Emotional Display Object’s lack of movement may have also contributed to 
its “invisibility” to some of the participants. Our original idea included a moving 
agent that could have guided the gaze of the participants by flying closer to 
objects relevant to the task at hand. 

This dynamic location changing behaviour of the Emotional Display Object could 
make it more visible and functional. Its motion alone would draw more attention 
to it while directing the gaze of the participant to the objects required to finish a 
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task. In its current, stationary form, it often leaves the users field of view. By 
dynamically adjusting to the field of vision (by constantly staying in the lower left 
or right corners of the screen), it would assure its visibility. Beyond that it would 
not seem like just another object in the virtual space but it could be a part of the 
user interface. This, however, could not have been implemented by the time of our 
data collection. 

The development process can continue in a new VR environment: the successor of 
the VirCA system applied now is the MaxWhere VR platform [41]–[44] that 
promises new prospects. 

On the grounds of our research, further ideas of development can be produced that 
can later be evaluated in a set of studies that would also incorporate the lessons 
learned for the evaluation of 3D spaces. The lessons learned from this research 
have outreached beyond the particular issues found and the development of an 
intelligent object: this case study have shown a successful practice of methods 
capable of testing complex concepts in Virtual Reality (VR) in very early stage of 
development. 
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Abstract: Telemedicine instruments and e-Health mobile wearable devices are designed to 

enhance patients’ quality of life. The adequate man-and-machine cognitive ecosystem is the 

missing link for that in healthcare. This research program is dedicated to deliver the 

suitable solution. This research’s goal is the establishment of adaptive informatics 
framework for telemedicine. This is achieved through the deployed open telemedicine 

interoperability hub-system. The presented inter-cognitive sensor-sharing system solution 

augments the healthcare ecosystem through extended interconnection among the 

telemedicine, IoT e-Health and hospital information system domains. The general purpose 

of this experiment is building an augmented, adaptive, cognitive and also universal 

healthcare information technology ecosphere. This study structures the actual questions 

and answers regarding the missing links and gaps between the emerging Sensor Hub 

technology and the traditional hospital information systems. The Internet-of-Things space 

penetrated the personal and industrial environments. The e-Health smart devices are 

neither widely accepted nor deployed in the ordinary healthcare service. This paper 

reviews the major technological burdens and proposes necessary actions for enhancing the 

healthcare service level with Sensor Hub and Internet-of-Things technologies. Hereby we 

report the studies on varying simplex, duplex, full-duplex, data package- and file-based 

information technology modalities. We establish with that stable system interconnection 

among clinical instruments, healthcare systems and eHealth smart devices. Our research is 

based on the trilateral cooperation comprising the University of Debrecen Department of 

Information Technology, Semmelweis University Second Paediatric Clinic and T-Systems 

Healthcare Competence Center Central and Eastern Europe. 

Keywords: Cognitive healthcare; telemedicine; telecare; e-health; IoT; sensor hub; hybrid 

cloud; healthcare IT 

1 Introduction 

Today, the information revolution affects all areas of life as people use 
continuously electronic devices on a regular basis. These equipments assist their 
users to simplify their everyday life, for example avoiding traffic jams or tracking 
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their fitness activity. These gadgets hold various sensors and built-in interfaces to 
share the collected data with external tools and systems. Our aim is to let the 
produced data used in as many ways as possible. 

The most common and widely used hardware component in smart devices is the 
global positioning system (GPS) sensor. Most of the mobile phones have GPS 
capability and host multiple mobile applications using this sensor. Navigation 
applications collect and analyse the collected GPS coordinates and share these 
with further applications running on servers. These server applications process the 
received coordinates and calculate the best route to reach the destination or help 
the user to avoid traffic jams. Using navigation applications became part of our 
everyday life. Another commonly used device group consists of the fitness 
activity trackers. These collect health-related data as long as their users wear them 
[Figure 1]. Usually, users wear the fitness trackers during fitness activities like 
cycling, running, swimming, etc. These trackers are capable of collecting heart 
rate values, temperature, air pressure values or even more health-related data. 

 

Figure 1 

Biosensory data processing with healthcare IoT devices 

Multiple applications can process these measurement values, but most of them are 
only simple client applications on the user’s device. Client applications are 
working locally on their host mobile device (smartphone) and usually do not share 
the measurement results with external systems. If an application shares the 
measurement values, mostly it does it just to archive them. The hospital 
information systems unfortunately cannot work with large amounts of health-
related measurement values: they cannot access them since they usually remain in 
separated, closed systems. 

The doctor or specialist could use the tracked data during a medical examination if 
it is immediately accessible to him. The measurement values are helpful when the 
patient requires treatment, and the doctor needs to examine different parameters to 
make a justified decision [1]. For certain medical examination rely on measured 
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heart rate values: these values can be extracted from fitness trackers or wearable 
devices with our solution. Sensor-based wearable devices are producing sufficient 
volume of health-related data every day [2]. Our article focuses on sensor data and 
describes our developed hub system between the internet of things (IoT) devices 
and health-related systems. In particular, the actual phase of our research 
concentrates on privacy and the credibility of the measurement chain. 

2 Cognitive Telemedicine 

This paper derives and adapts the principles of cognitive info-communications [3] 
to our described scientific research. The application of the given synergies leads to 
the foundation of the cognitive telemedicine. The inter-cognitive sensor-bridging 
communication is the specific area, where our research and the cognitive info 
communication are interlocked [4]. The human-machine interaction has been 
researched since 1976 [5]. The Cognitive Infocommunication presents the next 
significant milestone concerning the human-ICT interconnection. Our paper 
augments this scientific area with the practical e-Health implementation. 
Therefore, our research delivers the operational information technology realization 
for the next generation human-machine interaction for the e-Health. In our 
research the human patients are interconnected through bio-sensory e-Health 
devices to the international information technology landscapes and also to further 
human actors. 

Our previously proposed private cloud architecture [15] gives room for intra-
cognitive sensor-bridging and inter-cognitive sensor-sharing communications. 
This is the suitable category of Cognitive Infocommunications for the enhanced 
telemedicine systems allowing doctors to assess remotely patients’ physiological, 
psychological and neural state. The cloud architecture provides the link between 
the cloud architectural solution for telemedicine systems and the Cognitive 
Infocommunications: patient information is directed to the doctor using the 
telemedicine cognitive subsystem, while the data is captured by medical sensors. 
As telesurgery systems gain ground, the drafted cloud computing architecture 
links the human doctor with the remote surgery machine: it concludes an intra-
cognitive sensor-sharing cognitive info communication. [5] 

Our research plays a significant role in the enhancement of the Human and Bio-
interfaces chapter of the Cognitive Infocommunication [6] discipline. There were 
already significant scientific achievements published in this area, for example: 
"The significance of cognitive info-communications in developing assistive 
technologies for people with non-standard cognitive characteristics: CogInfoCom 
for people with nonstandard cognitive characteristics" [7]. Our presented paper’s 
secondary area within the Cognitive Infocommunications is the “Human factors, 
E-health, and People with Specific Needs”. Two previous major publications 
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within this topic are „Cognitive Infocommunication for Monitoring and Improving 
Well-being of People” [8] and "Cognitive workload classification using 
cardiovascular measures and dynamic features" [9]. 

Telemedicine involves the distribution of health-related services and information 
via electronic information and telecommunication technologies [10]. There is no 
single definition for telemedicine systems. Some definitions include all aspects of 
medical care including also preventive health care. Others use telemedicine and 
telehealth interchangeably. Therefore, our definition of telemedicine is the use of 
information technology and telecommunication to provide clinical health care 
from a distance. It is used to overcome the distance and to improve access to 
health care services where it is not consistently available. 

 

Figure 2 

Spirometer devices for telemedicine 

Telemedicine systems are also used to provide better outcomes in critical care and 
emergency solutions [11]. Telemedicine depends on the 20th Century 
telecommunication and information technologies [Figure 2]. These technologies 
ensure the communication between patients and medical staff; and they help to 
transmit health-related data and images reliably from one site to another. The first 
form of telemedicine was relying on simple telephone connections. Later, the 
advanced medical diagnostic methods were supported by client-server 
applications working with additional telemedicine devices to support in-home 
medical examinations. 

Telemedicine allows medical contact and healthcare services from distance. It has 
many forms: supporting advice-giving, making health-related reminders, 
education, remote admissions, remote monitoring and healthcare system 
integration. Telemedicine should make learning, supervision and health data 
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management simpler even when the required expert and the patient are far away 
from each other. With telemedicine, the patient and the expert can make clinical 
discussion over video conference. 

Telemedicine does not purely consist of technology and devices, but it has a 
determining social aspect. Telemedicine improves access to health care services 
that would often not be consistently available in distant communities [12] [13]. 
Patients need to transmit important and sensitive messages, personal health 
records through a publicly available network connection. It will happen only if 
people trust the telemedicine systems and the underlying technologies. 

The most important telemedicine or telehealth feature regarding our presented 
article is the patient remote monitoring or home monitoring. This feature allows 
the expert to follow the patient’s health-related measurement values. While the 
patient is using a wearable device or devices the telemedicine system can read the 
data measured by the device. To achieve real-time health monitoring, the expert 
and the patient must have reliable, uninterrupted internet connection, trusted 
wearable healthcare device or devices, and a software to evaluate the 
measurement data. 

2.1 Sensor-based Adaptive e-health Systems 

Telemedicine and information technology allow to create systems that collect, 
transform and transmit the data measured by the users’ wearable devices. The 
most people have one or more wearable devices which can record health-related 
data, these are typically fitness trackers. Fitness trackers can follow multiple 
health-related information during a fitness activity. The most fitness tracker can 
measure the current heart rate value, air pressure, calories, sleep quality, altitude, 
distance, and steps. The most tracker contains GPS locator, it could be useful in 
case of urgent medical cases. 

The trackers can collect multiple information about the wearer and they could 
send them to a telemedicine system that can process the received data and send 
notification or alert if it is necessary [14]. These telemedicine systems could be 
integrated to any other health-related systems. Hospital information systems or 
other medical systems should use the information received from telemedicine 
systems. The system vendors are responsible for integrating external telemedicine 
systems and using the publicly available and free health-related data. This large 
amount of publicly available data is suitable for making a more accurate medical 
decision and creating real-time health monitoring systems [Figure 3]. 
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Figure 3 

Cloud architecture types for healthcare services 

The most tracker has multiple sensors that capable to record different health-
related data, e.g.: heart rate value or calories. Beyond the fitness trackers, there are 
several further devices that capable to record health-related data. Smart scale 
records the users’ weight as often as the users’ uses that. Blood glucose meter for 
home use records the users’ current blood glucose level. Smart blood pressure 
meter records the current blood pressure and has multiple interfaces to transfer the 
result to external device or system. In a modern home can be found multiple 
devices that can collect health-related measurement values: that could be useful 
during a medical examination [15]. 

If the patient trusts the external system and the medical expert handles the 
measurement values with reservations, the sensor based telemedicine systems 
could be a useful part of the medical- or the hospital information systems. 

2.2 Implementing IoT in the Healthcare Supply Chain 

Internet of things is the network of devices embedded with multiple sensors and 
capability of network connectivity enabling these objects to connect to other 
devices or systems sharing information with them. An IoT object can be sensed or 
controlled remotely across the existing network infrastructure [16]. It gives the 
opportunity for direct integration of these objects into external systems. The 
“things” in the IoT expression can refer to any device equipped with sensors and 
holding an active network connection [17]. Today, most types of these devices 
have sensory and network capability. There are many application areas for the 
internet of things as shown in Figure 4: 



Acta Polytechnica Hungarica Vol. 16, No. 2, 2019 

 – 169 – 

 

Figure 4 

Application areas for IoT 

As it was described earlier in this article most people have multiple devices to 
record health-related measurement data or non-health-related measurement values. 
If these devices have one or more interfaces to connect external systems or other 
devices the measured values can be forwarded for further processing in industrial 
healthcare systems. This ability makes the data aggregation reasonable from a 
simple wearable sensory device into a commercial telemedicine system. 

2.2 Open Telemedicine Hub-Software 

Open telemedicine interoperability (OTI) hub is a complex application based on 
internet of things devices. It provides a set of publicly available application 
programming interfaces (API). OTI hub allows IoT devices to share health-related 
measurements with other systems. Through the open API, the health-related 
systems use the provided health records. The OTI hub provides the information in 
multiple formats. To serve the requests from the hospital information system the 
OTI hub uses HL7 formats. This format is widely accepted in the international 
healthcare domain. Figure 5 represents the relevant healthcare data sources and 
consumers: 
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Figure 5 

Open telemedicine interoperability hub-software’s data-link diagram 

The OTI hub collects the measurement values from the health-related devices and 
cleans the received data from the measurement errors. The error-free measurement 
values are stored for further use. The integrated healthcare systems can create 
parameter-based customized reports. The retrieved information is used during 
medical examinations and for disease-prediction [18]. The telemedicine 
environment was adjusted to meet the requirements of the statistical evaluation of 
the captured bio-sensory data [19]. 

The OTI hub provides useful real-time health monitoring. In our case, the OTI hub 
works as a cross-functional channel between the smart end-devices and industrial 
healthcare systems. The OTI hub itself does not make medical decisions: it acts as 
a proxy transforming and transmitting the measurement values to the integrated 
systems in the requested format and structure. Then, the external systems issue 
reports, notifications and alerts based on the received values. Figure 6 shows the 
OTI hub’s reference architecture: 
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Figure 6 

Open telemedicine interoperability hub-software’s reference architecture 

The OTI hub has the following common IoT services: 
 Consumption services: these services are responsible for data 

aggregation and data transformation. They prepare the captured 
measurement values for archiving them. During the transformation 
phase, the measurement errors are removed. 

 Analytics services: it is responsible for creating analytics on the 
historical data-flow and making predictions. The prediction function is 
applied during medical examinations. The analytics services are using 
machine learning algorithms relying on pattern analysis. 

 Presentation services: these services visualize the received 
measurement values to the users. Visualization is real-time, and it is 
based on current values. 

2.3 Research Methodology and Software Technology 

Clinical systems interoperability reaches beyond plain data-exchange: it 
constitutes interoperability at technical, semantic and at the process level. In the 
empirical model of the research the OSI model (ISO/IEC 7498-1:1994 [20]) is 
mapped against the aforementioned interoperability levels. Therefore, these three 
interoperability modalities are interpreted also at the corresponding information 
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technology abstraction layer. Technical and semantic interoperability is targeted 
within the presented research. Among the technical interoperability modalities 
instead of the TCP/IP, the file-based interface connection has been elected: this 
option offered significantly more flexibility during the research, as shown in 
Figure 7: 
 

 

Figure 7 

Open telemedicine interoperability hub-software’s architecture 

The following instruments have been selected and allocated to the research 
program: Spirometer PDD-301/shm as clinical telemedicine instrument, Microsoft 
Band I and Microsoft Band II smart wristband as eHealth sensory devices, Nokia 
Lumia 930 smartphone (Windows 10 Mobile operating system), Dell Latitude 
E6520 (Windows 10 32 bit operating system, i5-2520M chipset, 4 GB RAM and 
256 GB HDD) primary laptop, Dell Latitude E6220 (Windows 7 64 bit operating 
system, i5-2520M chipset, 4 GB RAM, 128 GB SDD) secondary laptop, three 
Lenovo MIIX 300-10IBY tablets and an ACER SWITCH SW3-013-12CD tablet. 
Each tablet is equipped with 10,1 display (WXGA and HD IPS), 2 GB memory, 
64 GB internal storage and Windows 10 operating system. All laptops and tablets 
fit the 802.11g WLAN and Bluetooth 4.0 standards. The spirometer is USB-
enabled. The selected smart wristbands are manufactured with built-in- Bluetooth 
4.0 communication chipsets. Each instrument of the lab equipment package has 
been individually tested prior to the experiment. 

A specific communication link over was established between the smartphone and 
the bio-sensory healthcare IoT device, as shown in Figure 8. 
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Figure 8 

Communication link for OTI-HS app and bio-sensory device 

A specific private cloud was established for the research. This ran on stand-alone 
x86-64 architecture equipped with Intel i5 processor, 256GB SSD, and 4 GB 
RAM. The operating system for the private Cloud is Red Hat Enterprise Linux 7.0 
3.10.0229, the virtualization is provided by VMware Workstation v6.5.0 and the 
relational database management system is supplied by MySQL v5.6. The cloud-
based version of the hospital information test system runs in a commercial private 
cloud (Telekom Cloud). The Open Telemedicine Interoperability Hub data 
transmission module is embedded in a commercial public cloud (Microsoft 
Azure). 

The HIS runs on J2EE WebSphere Application server V6, relying upon Oracle 
RDBMS 10gR2 and Progress V10 OpenEdge RDBMS. The HIS is hosted on 
Unix operating system. Floating licenses were made available for reaching the 
online, cloud-based edition of the selected HIS through the research tablets. The 
Open Telemedicine Interoperability Hub development environment consisted of 
the Universal Windows Application Development Tools (1.4.1), Windows 10 
Software Development Kit 10.0.25431.01 Update 3 and Microsoft .NET 
Framework Version 4.6.01038. The OTI-Hub internal database was developed by 
SQL Server Data Tools 14.0.60519.0. The OTI-Hub App was developed with 
Visual Studio Tools for Universal Windows Apps 14.0.25527.01. The OTI-Hub 
middleware was settled in Microsoft Azure Mobile Services Tools 1.4. Red Hat 
Enterprise Linux 7.0 3.10.0-229 provided the operating system for the private 
cloud established specifically for the research. 

The spirometry desktop program has been installed on a standalone Dell Latitude 
E6520 laptop equipped with Windows 10 operating system. The spirometer has 
been calibrated by the manufacturer for the research. Forced vital capacity 
spirometry test has been undertaken with a healthy individual. Having the test 
results stored in the spirometry desktop software, the HL7 v2.3.1 interface file has 
been exported. This interface file has been processed by the cloud-based OTI-
Hub. The OTI-Hub appended the spirometry information with the previously 
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transformed cardio body sensor information captured by the L18 Smart Bluetooth 
Wristband. The generated HL7 interface file is imported after parameterization 
into the factory acceptance test instance of the MedSol hospital information 
system. Both the imported spirometry and cardio test results are retrieved and 
displayed in the patient report query of the hospital information system. The 
information technology results are validated by the Department of Information 
Technology, University of Debrecen and by T-Systems Healthcare Competence 
Center Central and Eastern Europe. The clinical results are validated by the 
Semmelweis University 2nd Department of Paediatrics. 

The implemented system is a distributed, cloud-based and scalable. In case of load 
increase, the system can be scaled up by the automatic allocation of new resources 
into the OTI-Hub cluster. 

2.4 Research Methodology and Software Technology 

The OTI-Hub was interconnected to the mirrored HIS industry test system. The 
test plan included individual, cluster and integration tests. The individual tests 
concerned the single research software environment element: the receiver, 
transformational, storage, interpreter and integrational module of the OTI-Hub. 
The cluster tests focused both on the eHealth smart device and on the telemedicine 
instrument thread of the OTI-Hub. 

The clinical spirometer emits elementary data. However, the smart wearable 
eHealth device produces continuous time-series. Therefore, a cluster test was 
carried out. During this cluster test, primary data both from the spirometer and 
from the wearable eHealth device was successfully processed. The integration test 
provided the overall quality assurance for the OTI-Hub. The telemedicine 
instrument and the eHealth smart device measured real bio-sensory signals of 
anonymized individuals and sent it to the OTI-Hub. 

The OTI-Hub interpreted, saved, transformed and sent these data to the mirrored 
HIS industry test system. The allocated tablets were used to load the Cloud-based 
HIS graphical user interface. The tablets were connected via dedicated WLAN to 
the HIS industry test system. The results were validated through the GUI on the 
tablets by clinical professionals. However, the OTI-Hub module, which is 
responsible for the eHealth wearable device signals interception, proved to be 
unstable due to the regular mandatory operational system upgrade. 

A separate load test was performed regarding the automatic cloud architecture 
scaling. For this validation, exponentially increasing number of parallel input was 
delivered to the dedicated cloud system. This test was successful as the virtual 
cloud infrastructure scaled up automatically to process the significantly increased 
workload. The load test was started with five compute-optimized virtual 
machines. These virtual machines were predefined with the following parameters: 
16 virtual CPU cores, 32 GB allocated RAM and 256 GB allocated disk space. 
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These tests simulated up to 100 000 concurrent wearable eHealth device data 
flows and up to 10 000 simultaneous simplified medical information system data 
flows. During these load tests, the virtual-wearable eHealth devices sent the test 
measurement values to the OTI-Hub. It processed, transformed and transmitted 
the captured measurement values into the simulated simplified medical 
information systems. The load test was successful, as the system successfully 
transmitted the previously specified number of transactions. A daily total 8 500 
000 000 simulated heart rate transaction volume was processed without error 
during the load test. 

3 Modernizing Medical Solutions with IoT 

The modern medical solutions are required to apply the latest medical standards 
and to continuously follow the constantly changing laws and regulations. These 
circumstances and prerequisites are hard to fulfill by the medical contributors and 
vendors. Even market-leading medical solution can hardly keep pace with the 
always changing environment, and only a portion of them can integrate IoT 
capability [21] [22]. This article does not deal with the ruling healthcare laws and 
regulations, but it focuses on the data privacy and security challenges regarding 
IoT integration into the healthcare supply chain. 

3.1 Personal Assistant Roll-Out 

By collecting sensor data, we can continue our proposal with a new and 
interesting feature which forms a personal assistant for its users by analyzing data 
sets. Without analytics, our solution is only a half one. Analytics could drive our 
application and provide value-added services. 

We can easily imagine several situations where the combination of different 
sources could result in interesting facts. While we are periodically measuring our 
heart rate by our smart bracelet we can correlate it with the user's calendar and 
GPS position to derive new facts, e.g. when we are on a business meeting its 
normal that our pulse could be over the normal values. It means, our system will 
not fire an alert when it detects some kind of abnormality in the measured values. 
Our system could be extended to learn these conditions, like the above average 
pulse on business meetings or on take-outs. 

Naturally, the sources are endless. We can easily find smart scales, smart watches, 
smart blood pressure and smart blood glucose meters to collect not just the 
location, GPS coordinates or pulse from the users. The strength of our extensible 
architecture and data integrations is the possibility to derive new and useful 
information for our users. Like a recommendation and monitoring system which 
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could share its data using a common format – in our case its HL7 with other 
medical application or Hospital Information Systems. We have made a short 
investigation about the used interchange formats in our national hospitals and that 
showed us to apply HL7 for export operations from our Med-i-Hub. 

Based on the original example, using the calendar and location data we can find 
favorite places and events: so if it is connected to an Event management system, 
we can get event recommendations. Naturally, this is not the primary goal of our 
research just a use-case to expose the possibilities. It will much easier to derive 
information about places where users are feeling relaxed. Our assistant could learn 
from the location, event and pulse triplet: based on them recommendations could 
be provided when detecting abnormal user conditions. 

These examples are highlighting that the Analytical module is playing a very 
important role in our research and the derived value-added services are forming 
the base for a visionary Personal Assistant application. Naturally, we need to find 
solutions for storing and analyzing this huge amount of data but the previously 
mentioned scalable architecture is full-filling these requirements. 

3.2 Solving the Data Privacy Issues for Telemedicine 

Available medical solutions are putting emphasis on data security and data privacy 
[23] [24]. It is critical to handle the user’s data prudently in a secure manner. It is 
common to grant security using secure channels during the communication 
between the OTI hub and the end-users’ devices; and also between the OTI hub 
and the industrial, integrated medical system. 

There are various legal prerequisites and regulations in force to protect personal 
data in different geographical regions. However, health-related data protection 
rules are even stricter than common personal data protection rules. 

The OTI hub communicates through secure channels with external environments 
and healthcare devices. The recorded bio-sensory data is handled according to 
predefined user’s rules. The data owner classifies the recorded data. External 
systems can access the health-related data marked with the flag ‘accessible’ 
through the OTI hub. The data owner defines multiple rules for data accessibility. 
The medical systems can identify the user with the medical identifier. This 
identifier is issued by the users’ healthcare institution. 

The identifier is the key connecting the OTI hub user-ID with the examined 
patient in the medical system. The OTI hub does not require any other 
identification information from the external medical system, as it works as a data 
provider. In this sense the OTI hub does not handle sensitive personal information, 
therefore, it meets the required privacy and security level. 
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The second method is when the OTI hub acts as a data consumer. In this case, the 
health-related data produced by the IoT devices are forwarded to the hub system. 
This forwarded health record holds sensitive personal information. Therefore, the 
OTI hub system handles these measurement values as sensitive personal 
information and these are handled according to the predefined user’s accessibility 
rules. 

3.3 Safety and Security for Medical IoT Equipment 

The IoT revolution’s biggest challenge is data security [25]. IoT devices sense 
multiple types of data and they share with external systems. Each type of captured 
data should have its own security level. There is also non-sensitive information 
transmitted by IoT devices, e.g. temperature or humidity. This kind of information 
does not need to be handled protected. However, another type of information, like 
GPS coordinates are sensitive. IoT devices do have generally applicable data 
security features. They use multiple types of networks where different security 
levels are required. The general rule is, that the aggregator system is always 
responsible for ensuring the security of the received data [26]. 

The second data security challenge is trust. The external systems must use the 
received information as reliable data received from a reliable source [27] [28]. 
Therefore, the consumer services use authentication and authorization. The most 
important security challenges are shown in Figure 9: 

 

Figure 9 

IoT security risks classification for e-health 
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3.4 Data Reliability for Cognitive Medical Systems 

Beyond data security, the hospital information systems must be aware that the 
measurement values recorded by consumer IoT smart devices are captured by 
from healthcare’s point of view uncertified sensors. Therefore, these values must 
be flagged with the estimated quality, and the estimation calculation must be 
completed before these are fed into the corresponding industrial medical system 
[29]. Alternatively, the healthcare systems evaluate the calculated measurement 
quality and the values themselves accordingly. 

The OTI hub flags every health-related data with the estimated quality. It stores 
the accompanying metadata linked to the health record, e.g. the type of the used 
sensor, sample rate, measurement error rate and delta comparison against the last 
measurement cycle. The OTI hub provides the metadata to the measurement 
values according to the specification in the data request. 

The OTI hub also provides measurement statistics, e.g. real-time average. It assists 
data series visualization for the patient and general practitioner. The statistics 
service increases the measurement values’ level of reliability; however, it also 
hides key values unveiling special disease types. The OTI hub supports 
parametrization for statistics services. The following expression [Figure 10] 
defines the applied real-time (moving) heart-rate average calculation in the OTI 
hub: 

 

Figure 10 

The real-time heart-rate calculation formula 

where n is the number of the values in the series and M is the total number of 
healthcare records. 

The OTI hub calculates real-time statistics for the captured health-related time 
series. The statistics are provided beside the row values when the requesting 
application asks for them. These calculated statistics values are not stored in the 
Hub, but these are (re)calculated upon request. 

Conclusions 

Our proposed hybrid cloud architecture assures the essential scalability for the 
OTI-Hub in order to bear with the necessarily robust transaction processing 
capacity. The illustrated architectural topology and systems integration provides a 
technological solution for the integration of bi-directional international body-
sensory, telemedicine, and classical healthcare data exchange. 
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We learned from the experiment that the biggest challenge is the integration of the 
different data structures emitted by e-Health smart devices produced by alternative 
manufacturers. The illustrated results offer some optimism; however, current 
national healthcare data-related legal prerequisites need international 
harmonization to reach the required breakthrough. The illustrated OTI-Hub 
solution provides international e-Health data-exchange. 

The IoT revolution dictates that industrial healthcare systems will deal with home-
use consumer smart devices equipped with multiple sensors. They are operating 
multiple types of bio-sensors and provide health-related bio-sensory raw data. 
These wearable devices provide valuable real-time information regarding their 
user and their environment. The collected information requires data cleaning and 
transformation. 

These two steps signify the broken link in the integration of smart IoT devices in 
the overall healthcare supply chain. This is the reason, why the IoT technology 
still could not revolutionize the healthcare services domain. The next generation 
IoT bio-sensory sensors promise increased reliability and accuracy. When their 
precision reaches the critical threshold, then the spread of wearable IoT healthcare 
devices will be unstoppable. 

The second success factor will be the free share and circulation of primary 
healthcare information. As people volunteer to share their medical raw 
information unanimously just easy as clicking on the pop-up menu at their 
smartphone app, new types of population-level disease follow-up and intervention 
will come into reality. This will also open new horizons for the human medicine. 
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Abstract: When training language models (especially for highly inflective languages), some 

applications require word clustering in order to mitigate the problem of insufficient 

training data or storage space. The goal of word clustering is to group words that can be 

well represented by a single class in the sense of probabilities of appearances in different 

contexts. This paper presents comparative results obtained by using different approaches to 

word clustering when training class N-gram models for Serbian, as well as models based 

on recurrent neural networks. One approach is unsupervised word clustering based on 

optimized Brown’s algorithm, which relies on bigram statistics. The other approach is 

based on morphology, and it requires expert knowledge and language resources. Four 

different types of textual corpora were used in experiments, describing different functional 

styles. The language models were evaluated by both perplexity and word error rate. The 

results show notable advantage of introducing expert knowledge into word clustering 

process. 

Keywords: N-gram; language model; word clustering; morphology; inflective languages 

1 Introduction 

Language models (LMs) are used for solving tasks related to many different 
fields. They are usually incorporated into system aimed at facilitating different 
modes and types of cognitive infocommunications, e.g. machine translation [1], 
automatic speech recognition [2], data compression [3], information retrieval [4], 
spell checking [5], plagiarism detection [6], diagnostics in medicine [7] etc. One 
of the most important roles of these models is within systems based on speech 
technologies and utilized as assistive tools. Assistive technologies, in general, 
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represent a very popular research topic [8], [9]. Another domain of application of 
language models is reflilated to the preservation of standards for different styles of 
communication, given the exponential growth of means through which people 
conduct their written correspondence. The issue of preserving standards in 
communication and usage of modern applications and devices has recently gained 
significant attention [10]. 

Practical application of language models usually implies some specific tasks for 
which insufficient training corpora are available. When no training data for a 
specific purpose are available, general language models may be used, but in such 
cases, they usually produce inferior results. In case a small training corpus 
consisting of topic-specific data can be obtained, word clustering can help 
optimize the resulting language model for the intended task [11]. The model 
trained by using in-domain data can also be interpolated with a general-purpose 
language model, by using one of a number of interpolation techniques [12], in 
order to improve performance. 

Statistical N-gram language models [13] have been studied for decades and many 
improvements for specific applications have been developed [14], [15]. The 
introduction of neural network language models (NNLMs) [16] has brought 
general improvements over the N-gram models (even though NNLMs are more 
complex), especially when recurrent neural networks were considered as the 
means to take into account longer contexts (theoretically infinite ones). Recurrent 
neural network (RNN) language models were later optimized and have shown 
considerable improvements over many variations of N-gram models that they have 
been compared to [16]. Both statistical N-gram and RNN language models have 
been included in this research in order to obtain detailed information on how 
expert knowledge can contribute to word clustering, which is the basis for 
building high-quality class language models. 

The corpora used in the experiments are a part of the textual corpus collected for 
training language models for an automatic speech recognition (ASR) system for 
Serbian [17]. Four segments have been isolated from the original corpus. Each of 
the segments represents one of the following functional styles – journalistic, 
literature, scientific and administrative. It has been shown that the functional style 
influences morphology-based word clustering since sentence structures differ 
significantly from one functional style to another [18]. 

In order to implement morphology-based word clustering for Serbian, a 
part-of-speech (POS) tagging tool [19] and morphologic dictionary [20] for 
Serbian were used. The clustering was done by assigning each word from the 
training corpus to a single morphologic class without considering the adjacent 
words. The number of morphologic classes that were defined within this research 
is 1117, but not all of them appear in the training corpora. In order to compare 
morphologic clustering to the unsupervised word clustering method, the number 
of morphologic classes that appeared in each corpus was set as the input parameter 
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for the corresponding unsupervised clustering. The unsupervised clustering was 
conducted by using an optimized version of Brown’s algorithm [21]. The original 
Brown’s algorithm was too complex for the experiments to be conducted in 
reasonable time, and even the optimized version took around 96 hours to complete 
the clustering on journalistic corpus (for which the vocabulary contained about 
300,000 entries) on an Intel Core i5-4570 (3.2 GHz), RAM 16 GB DDR3 (1,333 
MHz). 

The rest of the paper is organized as follows. Section 2 briefly describes the 
training corpora used in the experiments. In Section 3, morphologic clustering for 
Serbian is presented. Section 4 gives a short overview of the unsupervised 
clustering method. In Section 5, the experiments are described in detail and the 
corresponding results are presented and discussed. The concluding section of the 
paper summarizes the main findings and outlines the plans for future research. 

2 Training Corpora for Serbian 

The training corpora for Serbian consist of many different text documents, which 
are classified into four groups, as described in the introduction. The journalistic 
corpus, which is the largest (around 17.4 million tokens), consists mainly of 
newspaper articles. The literature corpus (around 4 million tokens) consists of a 
collection of novels and short stories. The scientific corpus (around 865 thousand 
tokens) includes documents such as scientific papers, master and PhD theses. The 
administrative corpus is a collection of different legal documents (around 380 
thousand tokens). In the experiments, 90% of data for each functional style was 
used for training LMs, and the remaining 10% was used for evaluation. It should 
be noted that text preprocessing included the removal of punctuation marks, 
converting letters to lowercase, and converting numbers to their orthographic 
transcriptions (POS tagging tool is used to determine the correct orthographic 
form). In Table 1, detailed information on corpora used for training LMs (90% of 
the entire textual content for each functional style) is provided. 

Table 1 

Contents of corpora for training language models for different functional styles 

functional style sentences total words vocabulary morph. classes 

administrative 13,399 340,261 17,924 447 

scientific 36,621 776,926 59,705 646 

literature 272,665 3,557,738 175,523 828 

journalistic 662,813 15,645,691 299,472 836 
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3 Morphologic Clustering for Serbian 

Morphology of the Serbian language is very complex and many morphologic 
features need to be included in the clustering process in order to obtain optimal 
results. The morphologic dictionary for Serbian contains the most important 
morphologic features of each entry. Some of these features have been empirically 
determined to have negligible effect on the quality of morphologic class-based 
LMs (they appear rarely or never in training corpora). This is, naturally, related to 
the size and content of training corpora and will most likely change in the future. 
The features that are currently in use for morphologic clustering, as well as some 
heuristics, will be presented here for each of the ten word types that exist in the 
Serbian language: 

Nouns. Relevant morphologic information includes case, number, gender and 
type. Relevant types of nouns are proper (separate classes for names, surnames, 
names of organizations and toponyms), common, collective, material and abstract. 

Pronouns. Morphologic features include case, number, gender, person and type. 
Not all the features are applicable to all pronoun types. For example, person is 
only applicable to personal pronouns. Furthermore, some types or groups of 
pronouns, or even single pronouns have been isolated and represent classes of 
their own. This is due to empirical knowledge and mostly refers to relative and 
reflexive pronouns. 

Verbs. Features used (if applicable) are related to number, gender, and person, as 
well as to whether or not a verb is transitive or not and whether it is reflexive or 
not. Verb form types used to construct particular tenses or moods are, naturally, 
separated to different classes, although some of them are grouped together. 
Another relevant detail is related to whether a verb is modal/phase or not. 
However, as is the case with pronouns, some verbs are treated as separate classes 
(e.g. for the verb “nemoj” (don’t) in the imperative mood, forms for each person 
are treated as separate classes, as is the case with the enclitic form of the verb “ću” 
(will)). 

Adjectives. The morphologic features used include degree of comparison, case, 
number and gender. Invariable adjectives comprise a single class. Only one 
adjective is treated as a separate class due to its specific behaviour – “nalik” 
(similar to). 

Numbers. Morphologic features include case, number and gender, but different 
types are treated separately, and there are many exceptions. For example, number 
one is treated separately and it forms 18 different classes, depending on its 
morphologic features. Furthermore, classes related to numbers two and three are 
joined together. Aggregate numbers represent a special group of classes. A class 
“other” is even formed from very rare cases. 
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Adverbs, conjunctions, particles. The classes are formed empirically. For frequent 
conjunctions and particles, most classes contain only one word. 

Prepositions. Classification is based on the case of the noun phrase with which the 
preposition forms a preposition-case construction. 

Exclamations. All exclamations form a single class. 

As can be concluded, a great effort and expert knowledge are needed to define 
morphologic classes. When it comes to morphologic clustering for Serbian, it 
should be noted that the previously mentioned POS tagging tool supports context 
analysis (based on hand-written rules) and consequent soft clustering of words, 
which results in higher accuracy of language representation. However, this 
requires POS tagging in run-time when a language model is used, which is time-
consuming, and therefore not suitable for some applications. Furthermore, 
morphology-based models with soft clustering cannot be compared directly to 
models based on unsupervised clustering, which is why context analysis was not 
used in the experiments described within this work. 

4 Unsupervised Word Clustering 

As opposed to morphologic clustering, automatic clustering that requires no expert 
knowledge or additional resources, relying only on statistics derived from textual 
corpus, was considered within the experiments. For unsupervised clustering, 
Brown’s clustering was performed by using the SRILM toolkit [22]. 

The time complexity of the Brown’s algorithm in its original form [21] is O(V3), 
where V is the size of the initial vocabulary. The algorithm involves initial 
assignment of each of the types (distinct words) to a separate class, after which 
greedy merging is applied until the target number of classes is reached. An 
optimized version of the Brown’s algorithm, also described in [21], which has the 
time complexity O(VC2), involves setting a parameter C, which represents the 
initial number of clusters. The idea is to assign C most frequent types to separate 
clusters, after which each new type (or cluster) is being merged with one of the 
existing clusters in an iterative manner. Even though there are some obvious 
problems with the Brown’s algorithm, it has given relatively good results for 
English [22]. 

It should be noted that this unsupervised clustering method offers some 
advantages in the context of semantic information extraction (N-gram statistics 
often reflect semantic similarity). However, in direct comparison to the 
morphologic clustering, this is not very noticeable, since the number of target 
classes is determined by the number of morphologic classes, which is small and 
results in inevitable merging of groups of words that are not semantically similar. 
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Another detail that should be mentioned is that the implementation of Brown’s 
clustering within SRILM includes only bigram statistics [22], while morphologic 
analysis, depending on the case, can take into account much wider context. 

5 Experiments and Results 

In order to compare unsupervised and morphologic clustering, perplexity (ppl) and 
word error rate (WER) evaluations were conducted for different types of models. 
It should be kept in mind that both ppl and WER depend on the data set that is 
used for evaluation. However, prior to the experiments that will be described 
within this section, ppl tests were conducted using 10 different test data sets (per 
functional style) extracted from the corpora, on trigram word-based models. 
Perplexities obtained on different data sets were very similar for three out of four 
functional styles, indicating that test data sets are fairly representative. The only 
style for which ppl varied significantly for different data sets was literature. This 
was to be expected since the literature corpus contains novels from different time 
periods that vary in vocabularies, as well as sentence structures. The test data set 
that was chosen for each of the functional styles was the one for which 
out-of-vocabulary (OOV) rate, obtained with the model that was trained on the 
corpus for the corresponding functional style, was the lowest. The OOV rates for 
administrative, literature, scientific, and journalistic styles are 1.88%, 2.11%, 
3.61% and 0.79%, respectively. 

5.1 Perplexity Evaluation 

Perplexity evaluation was conducted for both statistical N-gram and recurrent 
neural network language models. For training and evaluation, SRILM toolkit was 
used for N-gram models, and RNNLM toolkit [23] for RNN LMs. 

Statistical N-gram models of different orders were included in the experiments in 
order to compare how the length of the context that is taken into account 
influences the quality of LMs depending on the manner in which word classes are 
derived. As mentioned before, four different functional styles were analyzed. For 
each morphology-based LM (hereinafter referred to as M model), a corresponding 
model with the same number of word classes derived by using optimized Brown’s 
algorithm was created (hereinafter referred to as U model). Since the number of 
classes is small for all the models (class “vocabulary”, hereinafter referred to as C, 
contains between 443 and 836, depending on functional style), there was no need 
for pruning LMs after training. 

The experiments included models of orders from 2 to 5. Since the difference 
between the results obtained for 4-gram and 5-gram models was insignificant, 
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only the results for bigram, trigram and 4-gram models will be presented. Table 2 
shows the obtained perplexity values. 

Table 2 
Evaluation results for N-gram language models of different order, that are based on different word 
clustering methods (U – unsupervised, M – morphology-based) and different functional styles (C – 

class “vocabulary” size) 

functional style clustering type 2-gram ppl 3-gram ppl 4-gram ppl 

administrative 
(C = 443) 

U 1,052.64 816.64 762.74 

M 1,250.72 912.68 834.86 

literature 
(C = 828) 

U 8,089.15 6,974.93 6,896.57 

M 3,629.93 2,949.15 2,877.67 

scientific 
(C = 646) 

U 6,596.25 5,868.64 5,795.55 

M 3,268.83 2,727.51 2,679.21 

journalistic 
(C = 836) 

U 9,235.24 6,450.65 5,631.81 

M 7,744.16 5,753.14 5,057.89 

The perplexity values for class N-gram models are calculated by using word 
N-gram probabilities estimated according to Equation 1 (w represents words, c 
represents classes): 

P(wn | w1...wt−1) = P(wn | cn) P(cn | c1...cn−1).     (1) 

The values presented in Table 2 seem to be large in general, when compared to 
some results that were obtained in previous research for Serbian, on standard 
models [24]. This indicates that increasing the number of classes would help 
improve the quality of the models, since the number of morphologic classes is 
rather small, and is appropriate for either situations when some domain-specific, 
very small corpora are available for training, or when class models are 
interpolated in some way with standard models, in order to resolve issues with 
words that appear rarely but avoid over smoothing at the same time. There are also 
some applications that require language models to be small due to some hardware 
restrictions, in which cases word clustering, even to a very small number of 
classes, is the appropriate approach. However, the aim of this research was to 
compare morphologic clustering and clustering based on Brown’s algorithm. It 
can be concluded that morphologic clustering is better for initial clustering, but 
increasing the number of classes and finding the optimal number for a specific 
application should be performed. Increasing the number of classes that are initially 
created by using morphologic information could be performed by a number of 
criteria, even by applying Brown’s algorithm for further clustering within each of 
the morphologic classes. As additional information related to the comparison of 
the clustering methods, class-level perplexity values for the models presented in 
Table 2 are given in Table 3, illustrating that the M models predict classes more 
successfully than the U models. 



S. Ostrogonac et al. Morphology-based vs Unsupervised Word Clustering for  
 Training Language Models for Serbian 

 – 190 – 

Table 3 
Class-level perplexity values for N-gram language models of different order, that are based on different 
word clustering methods (U – unsupervised, M – morphology-based) and different functional styles (C 

– class “vocabulary” size) 

functional style clustering type 2-gram ppl 3-gram ppl 4-gram ppl 

administrative 
(C = 443) 

U 55.49 41.5 38.76 

M 31.05 22.55 20.68 

literature 
(C = 828) 

U 125.94 108.6 107.38 

M 64.52 52.14 50.93 

scientific 
(C = 646) 

U 124.32 110.61 109.23 

M 43.74 36.23 35.68 

journalistic 
(C = 836) 

U 77.72 54.29 47.4 

M 43.8 32.31 28.35 

The RNN language models were trained using parameter values that were within 
recommended ranges [23] for average-size tasks – hidden layer contained 500 
units (-hidden 500), a class layer of size 400 was used in order to decrease 
complexity (-class 400), and the training (backpropagation through time – BPTT) 
algorithm ran for 10 steps in block mode (-bptt-block 10). Since these models 
consist of a much larger set of parameters, and the training parameters were not 
optimized within this research, they can not be compared to N-gram models 
directly (and there is no need for that since the goal is to compare different types 
of clustering), but the general conclusion related to M and U clustering methods 
can be drawn from the same evaluation procedure. The results are given in 
Table 4. 

Table 4 
Evaluation results for RNN language models based on different word clustering methods (U – 

unsupervised, M – morphology-based, C – class “vocabulary” size) and different types of training data 

functional style M ppl U ppl 

administrative (C = 443) 1,389.87 1,636.44 

literature (C = 828) 4,065.68 10,500.93 

scientific (C = 646) 3,994.52 10,412.45 

journalistic (C = 836) 6,273.07 11,543.21 

The results presented in Table 4 refer to the same training corpora that were used 
in the experiments for which the results are given in Table 2 (except that the test 
data set was split to validation and test data sets of equal sizes), the symbols for 
clustering methods have the same meaning and the sizes of class vocabularies are 
the same as well. The advantage of morphologic over unsupervised clustering is 
evident with RNN LM for all functional styles. Furthermore, it seems that the 
difference between the compared techniques is more emphasized with RNN LMs. 
This is probably due to long context that RNNs take into account. Theoretically, 
longer contexts can be modelled with higher order N-grams as well. However, in 
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practice, the back-off procedure introduces inaccuracies in the probabilities 
estimation process, which prevail over the benefits of introducing some 
information on longer contexts. RNNs model longer contexts more successfully, 
and therefore make better use of the contextual information contained within 
morphologic class models. This explains why here the results for M models are 
better than the results for U models for administrative style as well. 

5.2 Word Error Rate Evaluation 

Perplexity values calculated on test data do not always correlate with a language 
model’s contribution when it is tested within a real system [16]. A common way 
of evaluating a language model within a practical application is conducting a word 
error rate test. The goal of a WER test is to determine the contribution of a 
language model to the accuracy of an automatic speech recognition system. 

In order to perform word error rate comparisons between results using 
morphologic and automatic word clustering respectively, several tests were run, 
using AlfaNum speech recognition system [17]. All tests were based on a Serbian 
corpus of around 18 hours of speech material, including 26 different male and 
female speakers, divided into 13,000 utterances consisting of almost 160,000 
tokens (words) and around 27,000 types (distinct words) [25]. This speech corpus 
is the most comprehensive corpus that currently exists for the Serbian language, 
and it has two quite different parts, one consisting of utterances from studio 
quality professionally read audio books, in which, naturally, the literature 
functional style dominates, and the other one, made of mobile phone recordings of 
commands, queries, questions and similar utterances expected in human-to-phone 
interaction via voice assistant type applications. This needs to be kept in mind 
when analysing WER results for different functional styles. All audio recordings 
were sampled at 16 kHz, 16 bits per sample, mono PCM [26]. 

As an acoustic model, a purely sequence trained time delay deep neural network 
(TDNN) for Serbian was used [17]. These so-called “chain” models are trained 
using connectionist temporal classification (CTC) in the context of discriminative 
maximum mutual information (MMI) sequence training with several specifics and 
simplifications, most notably frame subsampling rate of 3. It was trained on the 
training part of the above-mentioned speech corpus, which has almost 200 hours 
of material (140 hours of which were audio books). Neural network parameters 
were optimized on a range of different values until the best combination was 
decided on. This setting included the usage of three additional pitch features 
alongside standard MFCCs and energy, and separate models for differently 
accented vowels, which produced the best WER using the original 3-gram 
language model trained with SRILM on the described training corpus 
transcriptions, with the addition of a section of the journalistic corpus for better 
probability estimation. 
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In WER experiments within this research, class language models were used, along 
with corresponding class expansions files (in the form required by SRILM). 
Furthermore, N-grams including words missing from the particular language 
model training corpus were excluded from the final language model. This was 
done for all 4 functional styles, for both morphologic and unsupervised word 
clustering methods. As the testing was done for bigram, trigram and 4-gram 
models, there were 24 tests performed in total. In this way, many 
out-of-vocabulary words were created, but the same number of them existed for 
all experiments for the given functional style, so WERs can be compared to each 
other. 

The tests were performed using the open source Kaldi speech recognition toolkit 
[27], which utilizes weighted finite state transducers (WFSTs) and the token 
passing decoding algorithm for calculation of the best path through the generated 
lattice. All the tests were run automatically using a shell script that invoked 
particular helper scripts and Kaldi programs on several server machines. After 
initial high-resolution feature extraction (40 MFCCs, as in most typical similar 
setups) and per-speaker i-vector calculation (in an “online” manner), for each 
language model the decoding graph was created using information from the 
language model, pronunciation dictionary, desired context dependency and 
acoustic model topology (transitions), and finally the decoding procedure and best 
possible WER calculation was initiated. A range of language model weight values 
were tried (in comparison to a fixed acoustic weight), as well as several word 
insertion penalties. 

The results of the tests are given in Table 5. It should be noted that OOV rates for 
administrative, literature, scientific and journalistic models on the transcription of 
the speech database that was used in these tests were quite high (especially for the 
administrative style, for which the corpus is very small, and contains very specific 
content): 36.37%, 3.93%, 19.3% and 4.62%, for the above-mentioned functional 
styles, respectively, which may explain generally high WER. 

For scientific and journalistic style, morphologic clustering showed significantly 
better results. For administrative style, M models were only slightly more 
successful, while for literature style, U models were slightly more adequate. As 
expected, perplexity results were not correlated to WER results for all tests. 
However, WER results depend on acoustic models, as well as other parameters. 
Still, a general impression related to the content of Table 5 is that M models are 
more suitable for an ASR task. An interesting detail is related to relative WER 
between functional styles. The models related to different functional styles are not 
of the same size and cannot be compared directly. However, it can be observed 
that the best WER result (by far) was obtained for the model that was trained on 
literature style, even though journalistic training corpus is much larger, for 
example. This confirms the importance of functional style adaptation when 
training language models since the corpus that was used for WER tests consisted 
mainly of textual content written in literature style. Another interesting 
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observation is that ASR does not seem to benefit from trigram and 4-gram entries. 
This might be related to the quality of modelling longer contexts with N-gram 
models (effects of the backoff procedure). Unfortunately, RNN models that could 
provide more information on this phenomenon were not included in WER tests 
within this study, since the implementation of evaluation framework for these 
types of models is not yet finished. 

Table 5 

Evaluation results in terms of WER [%] for language models based on different word clustering 

methods (U – unsupervised, M – morphology-based, C – class “vocabulary” size), different types of 
training data, and different N-gram order 

functional style clustering type 2-gram WER 3-gram WER 4-gram WER 

administrative 
(C = 443) 

U 58.14 58.31 58.32 

M 57.45 57.61 57.65 

M 31.15 31.30 32.07 

scientific 
(C = 646) 

U 45.64 45.58 45.55 

M 42.81 43.14 43.44 

journalistic 
(C = 836) 

U 40.59 41.09 41.29 

M 35.66 36.29 36.82 

One significant advantage of morphologic clustering is the fact that the models 
can lean on information from the morphologic dictionary for Serbian, that was 
mentioned earlier. Namely, for all the words that are contained within the 
dictionary (around 1,500,000 orthographically distinct surface forms) morphologic 
classes can be determined from the corresponding morphologic information, by 
applying the same procedure as with training corpora. In this way, a new 
word-class map is generated. If every word w, that belongs to a class c, is then 
assigned a probability P(w|c), these words can be used to deal with the OOV word 
problem. In order to explore the benefits of using the information from the 
morphologic dictionary, another set of WER experiments was conducted. The 
added words were assigned values of P(wi|ci) that were basically the averaged 
values of corresponding probabilities of all the words that originally belonged to 
classes ci. The results of the experiments are presented in Table 6. 

Table 6 

Evaluation results in terms of WER [%] for language models based on morphologic word clustering, 

different types of training data, and different N-gram order, when additional information is obtained 

from the morphologic dictionary for Serbian 

functional style 2-gram WER 3-gram WER 4-gram WER 

administrative 24.66 25.13 25.24 

literature 27.51 27.78 28.58 

scientific 22.44 23.00 23.30 

journalistic 31.37 32.06 32.57 



S. Ostrogonac et al. Morphology-based vs Unsupervised Word Clustering for  
 Training Language Models for Serbian 

 – 194 – 

A drastic improvement in terms of WER can be observed for all functional styles. 
Furthermore, in order to optimize models, the added words to class expansions 
were implemented as separate maps that are used only when a word cannot be 
found in the initial class expansion file. In other words, the addition of dictionary 
information does not significantly increase a model’s complexity since the new 
map is only used when an OOV word is encountered. 

Conclusions 

The experiments described within this paper have shown that morphologic word 
clustering for Serbian, in comparison to the unsupervised clustering method based 
on Brown’s algorithm, generally results in considerably more adequate language 
models, regardless of the language modelling concept (RNN or N-gram) or of the 
type of textual data (functional style). Morphologic clustering with the restriction 
of assigning each surface form to only one class has shown fairly good results, 
which is important for practical applications, since it only requires a simple look-
up table for run-time word classification. Naturally, context analysis in the process 
of morphologic clustering can introduce further improvements (with inevitable 
rise in complexity). 

The WER results for LMs based on morphologic classes, while promising, are not 
sufficiently good for many applications. In some applications, where there is no 
limit on memory storage or computational cost, these models can be interpolated 
with word-based LMs, in order to obtain better results. However, if only small 
class LMs are acceptable, it is an imperative to store as much linguistic 
information as possible in a small number of word classes. The aim of further 
research will be to explore other approaches to improving the word clustering 
process. The main idea is to increase the number of classes by starting with 
morphologic classes described within this research and perform further division of 
classes based on some other criteria. These models would still be much smaller 
than word-based models, but the number of classes would be adjustable in order to 
obtain optimal results for a specific application. Furthermore, word clustering 
based on semantics is another challenge and an object of further research for 
Serbian. It will, however, require deeper knowledge of how language is learned by 
a human brain, which is a topic that is also gaining popularity [28]. 
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Abstract: LIRKIS CAVE is a contemporary Cave Automatic Virtual Environment, 

developed and built at the home institution of the authors. Its walls, ceiling and floor are 

covered by stereoscopic LCD panels, user movement is tracked by OptiTrack cameras and 

scene rendering is carried out by a cluster of seven computers. The most unique feature is a 

portable design. It allows for disassembly of the whole CAVE to transport it to another 

location. The paper describes the hardware and software of the CAVE and presents results 

of several performance evaluation experiments. It also deals with current and future 

applications of the CAVE, which fall into the area of cognitive infocommunications and are 

primarily aimed toward impaired people. 

Keywords: Virtual Reality; CAVE; Stereoscopy; Visualization; Wheelchair simulation 

1 Introduction 

Thanks to recent technological advancement virtual reality (VR) has become a hot 
topic, again. The most common types of devices that allow for an immersion into 
a virtual world are head-mounted displays, or VR headsets, and CAVE systems. It 
is the first type that is primarily responsible for the recent VR boom. The increase 
of mobile computing systems performance and display quality allowed to create 
head-mounted displays affordable for the general public. The price of VR 
headsets, such as Oculus Rift1 and HTC VIVE2, is around 500 €. And there are 
even cheaper solutions available. For example, Google Cardboard3 and derived 
products can create a stereoscopic display from a smartphone for about 10 €. 

                                                           
1 https://www.oculus.com/ 
2 https://www.vive.com/ 
3 https://vr.google.com/cardboard/ 
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On the other hand, CAVE (Cave Automatic Virtual Environment) systems will 
not become so widespread any time soon, at the very least because of their size. A 
typical CAVE system has a form of a room, where the walls, and in some cases 
also the floor and the ceiling, are used to display the virtual world. When CAVE 
systems had been originally introduced in 1990s, they offered two features that the 
VR headsets of that era weren’t able to deliver [1]: an unprecedented field of view 
and no need for a virtual representation of the user’s body, because the user 
physically entered the virtual space. While some expensive contemporary headsets 
offer a wide field of view4, the second feature is still exclusive to CAVE systems. 
In addition, several persons can occupy a CAVE simultaneously and they can 
interact naturally, as in the real world. And it has been shown that CAVE systems 
cause less simulation sickness than VR headsets [2]. It should be also noted that 
CAVE systems have evolved significantly since their introduction, too [1]: High-
performance computer clusters allow high-resolution graphical output rendering 
and multiple user input processing in real time. The original CRT projectors have 
been replaced by DLP, LCD or LCoS ones. And the introduction of large-size 
high-resolution LCD panels has offered an alternative to the projector screens. 

One of the most recent CAVE systems that fully utilizes these technological 
developments is the LIRKIS CAVE. It has been designed and built at the home 
institution of the authors on the basis of their previous experience with virtual 
reality technologies [3], [4]. The LIRKIS CAVE is an LCD panel-based CAVE 
system of a cylindrical shape, which provides a 250 degree panoramic space. LCD 
panels cover the walls as well as the ceiling and the floor of the CAVE. The 
system supports various control devices such as a joystick, a gamepad, the MYO 
armband and an EEG headset. Users may also use hand gestures and head 
movements, which improve their immersion into the virtual scene. Maybe the 
most original feature of the CAVE is its compact and transportable design. 

The LIRKIS CAVE is described in detail and evaluated in the rest of this paper, 
which is organized as follows. First, Section 2 lists other similar CAVE systems 
and compares them to our solution. It also relates the CAVE to the cognitive 
infocommunications research and development. Section 3 describes the LIRKIS 
CAVE and its software and hardware components. Section 4 reports results of 
several performance tests carried out in the CAVE, including a test of a newly 
developed thread-based scene computing. Section 5 outlines applications of the 
CAVE. Finally, Section 6 concludes with a summary of achieved results and plans 
for future development from the cognitive infocommunications point of view. 

                                                           
4  For a detailed comparison, please see http://virtualrealitytimes.com/2017/03/06/chart-

fov-field-of-view-vr-headsets/ 
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2 Related Work 

There are several contemporary CAVE systems that share particular features with 
the LIRKIS CAVE. Probably the most related one is CAVE2 [5], which is similar 
in the overall shape and hardware configuration. Both CAVEs are of a cylindrical 
shape with LCD panels and optical, camera-based, motion tracking systems. 
CAVE 2 is a large one, with 7.5 meters in diameter and 72 LCD panels. The 
LIRKIS CAVE uses 20 LCD panels and has 2.5 meters in diameter. The 
panoramic space is larger in CAVE2. It offers 320 degrees, while the LIRKIS 
CAVE has 250 degrees. On the other hand, there are no ceiling and floor displays 
in CAVE2 and it is not transportable. 

With 3 meters in diameter, StarCave [6] offers nearly the same internal space as 
our solution. The biggest difference is in the display technology where StarCave 
uses a backward projection and the LIRKIS CAVE the LCD panels. Both 
technologies have their advantages and disadvantages. Projectors can generate a 
continuous image for all walls of a CAVE, without any visible seams. On the 
other hand, they require considerable extra space outside the CAVE (about 2.6 m 
for each wall in StarCave). Because the StarCave designers didn’t have the 
necessary space below the floor of their CAVE and considered the floor projection 
important, they used a down-projection. Therefore, StarCave doesn’t have any 
ceiling projection. In addition, the image projected on the floor is imperfect 
because users stand in the way of the projectors. In the LCD panels-based LIRKIS 
CAVE no extra space is required and both the ceiling and the floor have the 
screens. However, the visible bezels of the LCD panels may disturb some users. 
Another difference between the CAVEs is the horizontal screens organization. In 
StarCave they form all 5 sides of a pentagon, while in the LIRKIS one seven sides 
of a decagon. 

The space requirements of the backward projection-based CAVEs are also evident 
in the Zvolen CAVE [7]. It is situated at the Technical University in Zvolen, 
Slovakia and its primary purpose is a forestry-related visualization. It has a block 
shape with 3 m width 3 m length and 2.5 m height. But the room where it is 
situated is about three times bigger to make the space for the projectors. The 
stereoscopic image is projected directly on three horizontal walls and by means of 
mirrors on the floor and ceiling. In addition to the similar usable space, the 
visualization software of the Zvolen CAVE is also based on the same graphics 
library as our CAVE, i.e. on OpenSG5. 

Compared to the aforementioned solutions, the LIRKIS CAVE offers an original 
combination of a compact and transportable design, a self-supporting construction, 
a high image resolution provided by full HD LCD panels, a wide viewing angle 
and a presence of both the floor and ceiling displays. In addition, the system is 

                                                           
5 https://sourceforge.net/projects/opensg/ 
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designed as modular with a possibility to change or extend both the hardware and 
software components. This is also true for the displays, provided that new ones 
will be of the same size as the currently used ones. 

With respect to the cognitive infocommunications [8], the LIRKIS CAVE can be 
related to the VirCA [9], [10] collaboration VR platform, which later evolved into 
MaxWhere6. In MaxWhere, a 3D virtual scene serves as a space, where users 
share documents, multimedia and other resources. The collaboration is possible 
thanks to multiple web browser panels, included in the scene. The browser panels 
allow accessing the resources directly or by running corresponding web 
applications. Recent experiments [11], [12] proved that MaxWhere is an effective 
platform for collaborative information and workflow sharing. The platform has 
been also used for other interesting tasks, such as an evaluation of a 2D 
advertising in 3D virtual space [13], an assessment of the role of VR in 
communication and memory management [14] and a virtual laboratory system 
[15]. The LIRKIS CAVE can be used for such collaboration and experimentation, 
too. It can be achieved by adapting MaxWhere or developing a similar software 
platform. Being a fully immersive VR installation with rich peripherals, the 
LIRKIS CAVE can serve as a home for multiple cognitive infocommunications – 
related experiments and applications: A wheelchair simulation, with goals similar 
to [16], is under development now (section 5). The CAVE can be also used for so-
called exergames [17], utilizing its OptiTrack motion tracking system or other 
sensors, such as Microsoft Kinect or the Myo armband. Another application area 
is a virtual reconstruction of historical sites, in a way similar to [18]. 

3 LIRKIS CAVE 
The LIRKIS CAVE (Fig. 1) consists of two standalone components: a rack 
holding a computing cluster of the CAVE (the white rack in Fig. 1 a) and the 
CAVE itself (the rest of Fig. 1 a). The CAVE is situated inside a self-supporting 
steel frame, which is 2.5 m wide, 2.5 m long and 3 m high. The frame holds all the 
LCD panels and audio and tracking systems of the CAVE. Twenty stereoscopic 
LCD TV sets with diagonal 55” are used as the panels. They are distributed 
vertically along the sides (14 panels) as well as horizontally (3 panels in the 
ceiling and 3 panels under the floor). The 14 vertical panels form 7 sides of a 
decagon. This can be seen in Fig. 1 b), where the solid lines represent the panels 
and the dashed rectangle is the steel frame. The position of the user is the same as 
in Fig. 1 a). The floor panels are installed under a safety glass, which can support 
five adults. The total weight of the CAVE is about 2000 kg. The frame doesn’t 
need to be fixed to the floor or walls of the room where it is situated by any 

                                                           
6 https://store.maxwhere.com/ 



Acta Polytechnica Hungarica Vol. 16, No. 2, 2019 

 – 203 – 

means. The whole CAVE, including the frame, can be disassembled and 
transported to another place. 

  
a) b) 

Figure 1 

LIRKIS CAVE with a user controlling a hydraulic arm in the virtual scene by a joystick (a) and a 

schema showing placement of its vertical LCD panels from above (b) 

3.1 Hardware 

The LIRKIS CAVE hardware consists of a computing cluster, user input devices, 
LCD panels and an audio system. The audio system is a THX-Certified 6 channels 
speaker system by Logitech, which noticeably contributes to the immersion in a 
virtual scene. 

3.1.1 Computing Cluster 

The computing cluster is responsible for the user input processing, audiovisual 
output rendering and control over the whole system. Clusters are popular in 
CAVE systems as they support variability of an attachment and configuration of 
display units for computing [19]. In the cluster structure, each computing unit 
controls a portion of the three-dimensional environment. The number of 
computers depends on the number and resolution of the displays, the complexity 
of the virtual scene and required performance. 

The LIRKIS CAVE cluster contains 7 computers, 1 master and 6 slaves (Fig. 2). 
The master computer manages the communication between all the computers in 
the cluster and also supplies the slaves with the data necessary for the 3D scene 
rendering. The slave computers carry out the rendering itself and related tasks. 
Each slave renders several parts of the scene, one for each LCD panel attached to 
it. To provide sufficient graphical performance, the slaves are equipped with 
NVIDIA Quadro graphics cards. The configuration of the cluster computers is 
given in Table 1. 
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Figure 2 

Cluster rendering with master and slave computers 

The scene rendering is synchronized exclusively via the master computer; the 
slaves do not communicate with each other. The master also provides a basic level 
of control over individual slaves for the user. In the current configuration of the 
CAVE, each slave renders the image for 3 to 4 LCD panels (Fig. 2). However, it is 
possible to change the configuration in the control software of the CAVE. 

Table 1 

Configuration of the LIRKIS CAVE computing cluster computers 

PC Processor Graphic Card RAM  capacity 
Drive type/ 

capacity 

Master 
Intel® Core™ i7-

7700K  
integrated 16GB SSD / 500GB 

Slave 
Intel® Core™ i7-

7700K  

NVIDIA Quadro 

K5000 4GB 
16GB SSD / 500GB 

3.1.2 Input Devices 

Input devices of the LIRKIS CAVE fall into two categories. The first one is a real-
time user tracking and it is solely occupied by a system of eight “OptiTrack Flex 
13” cameras. To provide the best capturing performance, the cameras are arranged 
along the top of the CAVE with 7 cameras in the upper corners of the vertical 
LCD panels and one behind the user, on the metal frame (Fig. 3 a). 

The user tracking is necessary for providing faithful representation of the virtual 
environment: While the images for all screens are rendered from the same point in 
the scene, each of them is under a different angle. And these angles are changing 
when the user moves inside the CAVE. The position of the point in the scene is 
changing, too. Therefore, to maintain the illusion of the presence in the virtual 
world, the visualization engine of the CAVE reads the user position from the 
OptiTrack system and adjusts the position and angles before each frame rendering. 
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a) b) 

Figure 3 

Placement of OptiTrack cameras (red triangles) in the LIRKIS CAVE (a) and an OptiTrack marker 

located on 3D glasses (b) 

The OptiTrack system scans the user position by means of a marker, fixed to the 
user’s 3D glasses (Fig. 3 b). To understand the need of the user tracking one may 
compare Fig. 3 b) and Fig. 11 a) (Section 5). In Fig. 3 b) the rendered image 
continues correctly from one LCD panel to another. However, there is an 
observable deformation between the panels in Fig. 11 a), because the camera 
taking the image was far from the marker position. Other CAVEs, e.g. [6], [7], use 
this approach, too. Its slight disadvantage is that only one person, the one with the 
marker, gets the perfect immersion. 

The second category contains devices used to control the rendered scene and 
objects in it. Multiple devices can be used at once, simultaneously with the 
OptiTrack system. A wide range of devices is currently supported by the CAVE: 
from the traditional devices such as a mouse and a keyboard, through gaming 
devices (joystick, gamepad) to very specific ones, e.g. a 3D mouse, the Emotive 
Epoc7 EEG headset and the Myo8 gesture control armband. The current status of 
the support is in more detail described in [20]. 

3.1.3 LCD Panels 

The choice of LCD panels as display devices was a necessary one considering the 
desired compactness and transportability. The panels used are 55” LCD TV sets 
manufactured by LG, each with the full HD resolution (1920 x 1080 pixels). They 
produce stereoscopic image, utilizing passive 3D technology and circular 

                                                           
7 https://www.emotiv.com/epoc/ 
8 https://support.getmyo.com 
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polarization. Therefore, it is needed to wear 3D glasses in order to experience 3D 
illusion of the displayed scene. The organization of the vertical displays into the 
decagon (Fig. 1 b) is not a typical one, but was selected for two practical reasons. 
The first one was our intention to provide as natural viewing angles as possible, 
considering the small size of the cave. Second, we tried to keep the number of 
displays forming a single wall to a minimum in order to make their bezels as 
unobtrusive as possible. Now a single wall consists of only two displays, 
organized vertically in the portrait position (Fig. 1 a). Unfortunately, it was 
impossible to use bezel-less displays as they were not commercially available and 
the limited CAVE development budget didn’t allow any customization. During the 
acquisition of the TVs we encountered a strange issue: the stereoscopy settings 
varied noticeably from set to set. Because it is impossible to change these settings, 
it was necessary to inspect about fifty units before twenty with acceptable 
differences have been selected. 

3.2 Software 

 

Figure 4 

Modules of the LIRKIS CAVE control and visualization software 

The LIRKIS CAVE visualization software can be divided into five modules (Fig. 
4). The Control Center is the main one and provides the communication between 
all other modules. It also allows a user to control the system. It is located on the 
master computer and its other responsibility is to deliver scene and user input data 
to the Video Renderer modules. These run on the slave computers and render a 
scene to the LCD panels of the CAVE. What data to send to which renderer is 
decided by the Control Center on the basis of a dedicated configuration file. The 
number of Video Renderer instances that run on a slave computer is equal to the 
number of the panels connected to the slave. The Video Renderer is based on the 
OpenSG 3D graphics library. 
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The third module, the Java Console, can be seen as a graphical user interface of 
the Control Center. It communicates with the Control Center via a local network 
and allows a user to control individual computers in the cluster. Namely, the user 
is able to run or stop all instances of the Video Renderer and load, start or stop 
scene visualization. In addition, it allows configuring in-scene cameras of video 
renderers. This means that the whole CAVE can be rearranged to another shape 
and the displays can be added or removed. The console also displays a customized 
control panel for each loaded scene. 

A scene package contains all the content necessary for the corresponding scene 
visualization (execution). The content consists of three parts: Ruby scripts, a 
graphic content and sounds. The scripts provide dynamic interaction between 
users and the scene. They are written in the Ruby scripting language (version 
1.8.6). At least one script has to be present in each package. It is the main scene 

script, which serves as an entry point of the scene. Its task is to load all necessary 
elements and start the scene. The graphic content may consist of files representing 
various 3D objects, textures, 2D animations, transparent billboards and so on. The 
software supports several 3D formats, including 3ds, obj, vrml, and fbx. All files 
must be logically arranged in the folders of the package and the texture files must 
be stored in the same folder as the 3D model files. All sounds have to be stored in 
one folder and the allowed formats are wav, wma and ogg. The loading of the 
graphic content and sounds is managed by the scripts. Available scene packages 
can be accessed via the Java Console. The fifth software module is a set of Ruby 

libraries, necessary for the scripts execution. 

To make a scene available in the CAVE, one must upload its package to a 
corresponding folder on the master computer. Then, the main script of the scene 
can be launched from the Java Console. After the launch, the Control Center 
copies the scene package to each slave computer for rendering. Each Video 
Renderer on a slave computer renders a different part of the scene from a different 
angle, according to the configuration of the CAVE and the position of the user 
with the OptiTrack marker. 

3.2.1 Thread-based Scene Computing of 3D Objects 

3D scenes and virtual environments may contain a large number of 3D objects 
with a high number of polygons. In addition, many of them have the dynamics 
(behavior) described by scripts. In the case of the LIRKIS CAVE, the scripts are 
written in Ruby and Ruby is an interpreted programming language. During a 
visualization of highly detailed dynamic scenes in the CAVE a noticeable latency 
has been observed between a command from an input device and the 
corresponding response in the virtual environment. Similarly, there were visible 
delays in an object behavior when collisions of the objects and changes in their 
movement had to be computed. To improve the response of the virtual 
environment, the Thread - Based Scene Computing 3D (TBSC 3D) has been 
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implemented. TBSC 3D distributes the execution of the scripts of the 3D objects 
into concurrently running threads. In each 3D scene script, threads are used to 
control different types of dynamic and static properties of 3D objects. These 
threads are divided into four categories (Fig. 5). 

 

Figure 5 

Parallel processing of 3D objects behavior in the LIRKIS CAVE 

The first one is the main scene thread. It is created after a scene is started. Its role 
is to control and distribute tasks to other threads. After the scene is started, the 
thread works with global scene data such as the location of the objects in the 
scene, their size and visibility. It monitors all other threads, calls them and 
terminates them. 

The second one is the control thread, which is created by the main thread. Its 
primary task is to manage input peripherals and assign them to 3D objects. The 
control thread calls the necessary number of peripherals threads and sends them 
the global information of the virtual scene. The number of the called threads 
depends on the number of connected input devices. When an input device 
connection is terminated, the control thread terminates its peripherals thread. 

The peripheral thread is the third one and is called and controlled by the control 
thread. Its main task is to send data from an input device to the scene and to 
control it. Its significant feature is the ability to receive force feedback commands, 
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e.g. vibration signals, from object behavioral threads and to send the signals to the 
corresponding peripheral. 

The last one is the object behavioral thread. It receives global information about 
scene objects and input signals for controlling 3D objects from other threads. 
After receiving the data, it deals with the behavior of 3D objects in the virtual 
environment, acquiring the data from the main scene thread. 

As the results in Section 4.3 show, TBSC 3D noticeably increased the LIRKIS 
CAVE performance. 

4 Performance Evaluation 

Several experiments with various test scenes have been performed to evaluate the 
performance of the LIRKIS CAVE. Here, we present results concerning the 
impact of different 3D model and texture formats, a model complexity, lighting 
methods and the impact of the TBSC 3D utilization. 

4.1 Model Format and Complexity 

Because the user experience in a CAVE system depends significantly on the 
quality of the rendered scene content, the first two sets of experiments measured 
the influence of 3D model-related properties on the frame-rate. 

 

Figure 6 

Influence of 3D model format and complexity on the frame-rate per second during visualization 
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The goal of the first set was to observe the impact of the 3D model format and 
complexity. By the complexity we mean the number of polygons of the model. 
The experiments were conducted on a scene with a corridor. First, a hollow 
corridor containing 50 000 polygons was used. Then, more details were added 
gradually, up to 300 000 polygons. The results can be seen in Fig. 6. Considering 
30 frames per second as the lowest acceptable frame-rate, the models up to about 
250 000 polygons can be used, but only in 3ds or obj formats. The differences 
between the formats were a bit surprising, but the success of 3ds and obj can be 
explained by a simpler structure of the 3ds format and obj being the native binary 
format of OpenSG. 
 

  
a) b) 

Figure 7 

Texture used for texture format impact evaluation (a) and a graph showing the impact of various 

combinations of texture and 3D model formats in a 100 000 polygons scene on the frame-rate (b) 

The second set tested the impact of texture format and was performed on a scene 
with a 3D object of 100 000 polygons. The used texture can be seen in Fig. 7 a). 
Its resolution was 1024 x 1024 pixels. With the resolution fixed, the primary 
factors influencing the frame-rate were the size of the texture file and the used 
compression method. Therefore, 3 formats were included: an uncompressed 
format (bmp), a format with lossless compression (png) and a format with lossy 
compression (jpeg). As expected (Fig. 7 b), the best scene fluency was achieved 
with the jpeg textures. However, the difference between the jpg and png is not 
significant, so png textures can be used when the high quality of the visual output, 
without compression artifacts, is required. 

4.2 Lighting Effects Rendering 

VR scenes combine visual effects and program logic for a more realistic user 
experience in a virtual environment [21]. The most common effects are lighting 
effects, which are applied to the surface of objects in the scene. 
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Figure 8 

Rendering performance with real time light rendering and baked textures 

Real time rendering of lighting effects, such as shadows and reflections, can cause 
significant drops in frame-rate. Fortunately, an alternative approach exists, where 
all lighting effects are generated beforehand, in a 3D modelling tool, and saved as 
a part of the 3D model texture. Such textures are then called baked textures. A 
typical scene with baked textures uses only the diffuse lighting. The performance 
impact of the diffuse lighting is minimal because it is constant in all parts of the 
scene. As Fig. 8 shows, there was only a small latency when the number of lights 
increased in the scene with baked textures. On the other hand, the real time use of 
the OpenSG lighting components affected the frame-rate significantly. The results 
in Fig. 8 were obtained during a visualization of a scene with 40000 polygons and 
3D objects in 3ds format. 

  
a) b) 

Figure 9 

Visual difference between baked textures (a) and OpenSG standard lighting components (b) in similar 

scenes 
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However, the baked textures also have a significant disadvantage: They allow 
static lighting only. For example, lights affecting only a static surface, such as 
walls and ceilings, without any interaction with dynamic objects can be pre-
rendered into baked textures (Fig. 9 a). But a light interacting with moving 
objects, such as the rotating text “TUKE FEI VR LAB” in Fig. 9 b), has to utilize 
the real-time light rendering. 

4.3 TBSC 3D Performance Impact 

The improvement achieved thanks to the thread-based scene computing 3D 
(TBSC 3D) has been measured using scenes with 3D models in 3ds and obj 
formats. These were chosen because of their performance in previous tests. The 
test was performed on the same scene as the first set in Section 4.1. 

  

Figure 10 

Rendering performance using 3ds models from 50 000 to 300 000 polygons with and without TBSC 

3D 

As the results in Fig. 10 show, the improvement is significant. FPS is noticeably 
higher, and the system response to the 3D object behavior is much more accurate. 
The scene does not produce duplicate data, which need high performance 
processing. Every problem is split to small tasks and only the necessary ones are 
computed. The results in Fig. 10 are for 3ds format, the ones for obj format are 
very similar. 
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5 Applications 

Similarly to other CAVE systems, the LIRKIS CAVE is suitable for applications 
where a virtual environment is a satisfactory and cost-effective replacement of a 
real one. An example of an application for which the LIRKIS CAVE is fully 
prepared is a virtual inspection (Fig. 11 a) of vehicles, machinery or architecture 
under development. Thanks to its support of standard 3D formats a 3D model can 
be easily imported from the corresponding CAD software and visualized by the 
CAVE. Another advantage is the ability to host up to 5 inspectors at once. 

 

 

 

 

a) b) 

Figure 11 

Applications of the LIRKIS CAVE: a virtual inspection of a bus undercarriage and engine (a), and a 

wheelchair simulator prototype tested by a manual wheelchair user (b) 

A major application currently under development in the CAVE is a wheelchair 
simulator, which will provide training for both manual and electric wheelchair 
users. Its development is divided into four phases. The first one is a modification 
of a real manual wheelchair, which will represent both manual and electric types. 
This phase includes lifting up the rear wheels just enough to rotate freely, and an 
installation of a gamepad and sensors. The gamepad will emulate the joystick of 
the electric wheelchair and the sensors will measure rear wheels revolutions for 
the manual wheelchair simulation. While other solutions, such as [22] or [23], 
place wheelchairs on a platform with rollers and measure the rollers revolutions, 
we decided to measure directly from the wheels and put all the sensors between 
the rear wheels. This is because any platform with rollers will block the floor LCD 
panels and cause a significantly elevated position of the chair with respect to the 
other persons inside the CAVE. The second phase, carried out simultaneously 
with the first one, is a development of a dedicated virtual environment, which will 
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resemble a real location and implement the wheelchair physics. The third phase 
will be a testing of the simulator by wheel chair users and domain experts. In the 
fourth phase we plan additional modifications of the simulator, such as an 
installation of motors to the rear wheels to emulate uphill and downhill movement 
of the manual chair or a replacement of the gamepad with an actual electric 
wheelchair joystick. Other modifications will be carried out according to the 
results of the third phase. The development is in its first and second stage now. A 
prototype of the simulator (Fig. 11 b) has been already implemented and evaluated 
by a wheelchair user. 

The simulator will not only provide virtual training for local wheelchair users, but 
also combine and enhance features of other existing solutions. For example, [22] 
focuses on manual wheelchair users and utilizes a real wheelchair as in our case. 
On the other hand, [22] uses a VR headset and 27% of its users reported a motion 
sickness. We expect the motion (simulation) sickness to be less an issue, because 
CAVEs perform better as VR headsets in this aspect [2]. In the simulator [23] the 
users use their own wheelchairs, so both types can be simulated, but the VR 
environment is rather basic with the image backward-projected on just tree walls. 
Another study, [24], which compares the use of a classic LCD display and a VR 
headset, points out the importance of seeing the representation of the user’s body 
during the simulation. This is provided naturally in the CAVE as the user sees 
himself. 

6 Conclusion 

The LIRKIS CAVE is an up-to-date immersive virtual reality environment with a 
unique compactness and portability. Next to the walls and ceiling, it also provides 
floor displays, which are often lacking in contemporary LCD panel-based virtual 
reality installations [1]. 

While the tests presented in this paper confirmed its ability to visualize fairly 
complex interactive scenes, the OpenSG software core is showing its age. This is 
particularly evident in scenes involving real time lighting effects. The most 
promising candidate for the new visualization software of the CAVE is the Unreal 
Engine 49 (UE4) 3D game engine. This is because it provides two features the 
current LIRKIS CAVE software lacks: a support of the newest 3D graphics 
functionality and sophisticated tools for the scene preparation. In addition, it is 
free for non-commercial use and open source. The last feature comes in very 
handy as it is necessary to modify UE4 to be usable in the CAVE. The work on 
the modification is under way and we already tried to run multiple synchronized 

                                                           
9 https://www.unrealengine.com 
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UE4 instances in the CAVE. The approach is very promising; however, there are 
observable delays between renderings on individual displays, which have to be 
eliminated. We also consider adaptation of virtual reality collaboration platforms, 
such as VirCA [9] or its successor MaxWhere. 

The future applications of the CAVE are in the context of cognitive 
infocommunications [8], primary in the inter-cognitive communication mode 
utilizing the sensor-sharing and sensor-bridging communication. They will 
primarily focus on the area of VR-based rehabilitation, which is considered in 
many contexts, e.g. the Parkinson disease [25]. It has been also proven more 
effective than traditional rehabilitation programs in cases related to the physical 
outcome development [26]. The aforementioned wheelchair simulator is only one 
of them. These applications will aim at different impairments and will implement 
gamification elements to motivate the trainees to reach planned goals. The 
interaction will take place between the trainee and the CAVE software (inter-
cognitive mode), which will collect data from multiple sensors to assess the 
progress achieved (sensor-sharing) and to adapt the training process if needed 
(sensor-bridging). Their development will be based on the previous practical 
experience [27], [28], [29], gained during a collaboration with Pavol Sabadoš 
special united boarding school children with mental and physical disabilities in 
Prešov, Slovakia. Another interesting area is a visualization of programming-
related theoretical concepts, such as linear logic [30]. And, as the CAVE is a 
power-hungry installation, we also plan to measure how different coding practices 
affect its power consumption. Here, we consider adapting approaches used for 
other devices, for example [31]. 
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Abstract: This paper explores the benefits of using a desktop VR as a virtual workspace. 

Forty-nine participants data included in this study. With a between-subjects design, we 

compared the use of extra information between a desktop VR (23 people) and a web 

browser (26 people). Their tasks were to solve numerical tasks and write the results in a 

separate spreadsheet. They could follow their performance (solved task / all tasks) on a 

graph. Then, they filled out a questionnaire where they had to estimate their performance, 

and indicate the source of this estimation (the only valid source was the provided graph). 

In the subsample of those who used the graph, the members of the VR group estimated 

significantly more accurately their performance than the members web browser group. 

Therefore, the 3D desktop VR workspace can provide benefits to its users by displaying 

extra information permanently. 

Keywords: desktop VR; MaxWhere; virtual workspace 

1 Introduction 

Nowadays we are surrounded by different screens of all sizes from the tiny 
smartwatches to large high-resolution displays. It is part of our everyday routine to 
interact with them in different manners for different aims. Human-computer 
interaction (HCI) researches, designs, implements and evaluates the interfaces 
between human users and computers. The aim is to enable an easy and efficient 
way of communication. For this HCI uses the knowledge of cognitive and social 
psychology, linguistics, communication theory, graphic and industrial design. [1] 

Cognitive infocommunications (CogInfoCom) is a much wider field which 
focuses on cognitive capabilities (instead of focusing merely on interaction). Not 
only on the human cognitive capabilities but in a more generic perspective which 
subsumes both natural and artificial components. Thus, human mental capabilities 
can take the advantage, which is more and more important as the role and value of 
information is constantly increasing [2, 3]. Such an advantage could be that the 
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human brain and its capacities are extended through infocommunication devices 
which enables a more effective interaction. This includes a wide variety of devices 
and solutions from brain-computer interfaces to educational applications of VR [4, 
5, 6, 7, 8, 9, 10, 11, 12]. 

1.1 Virtual Workspaces 

With the spread of personal computers, the screen size has become an 
impediment. The users want to manipulate and look at more and more pieces of 
information, but these are fragmented in different windows. To solve this, users 
start to switch back and forth between activities that are part of the same project 
[13]. Card and Henderson compare it with the classic method of working with 
papers: on a large desk every document is grouped and arranged meaningfully to 
enable an effective workflow. The visual availability of the papers helps organize 
the task, as they become memory cues. Besides the size of the screen, another 
benefit of the usage of papers is that there is no need to assign names or formal 
codes to the grouped documents. This is inevitable on computers to make an effort 
to add meaningful names to documents. To solve this problem and enlarge the 
user’s screen, different techniques have arisen. The most commons are alternating 
screen usage, distorted views, large virtual workspaces and multiple virtual 
workspaces [14]. 

Real-time, synchronous collaboration rely on tools such as video or audio 
conferencing and instant messaging. Integrate these session-centric and the 
document-centric collaboration tools in one system was an early objective in the 
design of virtual workspaces. [15]. With the advance of technology, media 
richness has augmented. This means that an audioconference could convey more 
cues (tone, pauses) than an e-mail, which reduces the possibility of 
misunderstanding [16]. Widely used workspace technologies are electronic 
whiteboard, collaborative document editors, instant messaging applications, 
calendar and common repository [17]. Beyond these tools, the knowledge sharing, 
and the coordination of tasks are essentials for adequate functioning of a 
collaborative virtual team. Situational awareness is the awareness of the here-and-
now states of collaborating team members, which helps them in the planning of 
the subsequent task. The situational awareness can be facilitated through virtual 
co-presence, which means that individuals feel as if they are in the same room 
with the others. This shared context also helps the knowledge exchange [18]. 

Maintaining focus and keeping the user in the context of her reasoning process is a 
basic requirement of a good computer-based workstation. Direct interaction and 
manipulation help to stay in the cognitive zone of the task, which means that it 
does not interrupt the workflow thus, it remains one cognitive whole. Also, 
avoiding actions that take the user outside of the frame of the task, for example, 
menus especially the traditional pull-downs where users have to sort through and 
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think about each item, is a way to help to remain focused [19]. One of the most 
widely known metaphors in the field of HCI is the aforementioned desktop 
metaphor. Metaphors help to understand unfamiliar processes and places, with the 
help of a well-known situation. But with the virtual reality, there is no need for 
metaphor because it is exactly an environment. Thus, users can directly interact 
with the virtuality, without the help of a metaphor [20]. 

The strong need to have an overview is another phenomenon which suggests the 
use of VR. This need is observed even with the use of large, high-resolution 
displays, where users have stood or sat back at a distance that allowed them to 
view the entire display at once [21]. On the grounds of these, virtual reality can be 
an answer to many challenges, such as: situational awareness, task switching on a 
small screen and integrating session- and document-centric tools. 

1.2 Desktop Virtual Reality 

The term virtual reality is in a continuous change since its appearance in the 
1960s. VR means a computer-generated 3D environment where the user can 
interact in real-time. There is a huge variety of virtual environments, from fully 
immersive (HMD – Head-Mounted Displays, CAVE) to non-immersive desktop 
versions [22]. HMD provides an intuitive and natural interaction, but it can cause 
discomfort and eye strain [23]. Better performance in the desktop VR was also 
observed, despite the personal impression of effectiveness in HMD VR [24]. 
Desktop or non-immersive VR is the newest and simplest form of VR where a 
high-resolution panoramic image is displayed on a standard desktop computer. 
Users employ a mouse or keyboard to move and explore the virtual environment. 
Different movements are used in order to simulate physical movements of the 
head and the body: rotating the image, or zooming in and out to imitate 
movements toward and away from objects. In the virtual scene, interactive objects 
are embedded, which can be manipulated, picked up, rotated or activated. With 
the help of clickable “hotspots” standard video and audio clips, documents or 
doorways to other VR spaces are also embedded [22, 25, 26]. 

The use of desktop VR requires only a short training session there is no need for 
extensive prior training. More experienced computer gamers can have some 
advantage [27] in navigation. Some research showed gender differences in spatial 
orientation and navigation in contextually unfamiliar, visually and navigationally 
complex virtual environments with technical contents. In these settings, male 
users are more confident and outperform female participants [22, 27]. Other 
studies showed that learners with lower spatial ability could benefit more from the 
VR learning mode [28]. 
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1.3 Overview of the Current Research 

As shown earlier a desktop virtual reality can meet the aforementioned 
requirements of an effective virtual workspace. It enables the user to stay in the 
workflow by direct manipulation of different types of information. The 3D layout 
can provide insights into documents which are not in the focus, but due to the 
perspective, they appear in the visual field. Can this kind of extra information 
provide further benefits to the user? Do they remember of supplementary 
information displayed in their visual field? 

A between-subjects design was used to investigate this question. Either group 
worked with a desktop VR and the other with a basic web browser. As a desktop 
VR, the MaxWhere Virtual Environment [29] was used. This VR engine can load 
webpages on the so-called smartboards inside of a 3D environment. The 
smartboards have a predefined location within a space and the user can load the 
desired webpages, documents, web applications on them. As a web browser, 
Google Chrome [30] was used because it is the most frequently used web browser 
in Hungary [31]. 

The experimental task required to use three webpages with different content. This 
is a quite limited number as in the most cases much more document is used 
simultaneously. But this experiment wants to measure the differences in a simpler 
task with such a few numbers of documents. One document was a simple webpage 
which contained numerical tasks, the second was a spreadsheet where participants 
had to write the results. The third was an interactive figure which showed the 
percentage of the solved and the remaining tasks. 

For the VR group these three webpages were displayed next to each other, on a 
virtual board. For the web browser group, these were three different tabs next to 
each other. The participants had to solve these numerical tasks for five minutes 
then they had to fill out a questionnaire. In the questionnaire, they had to estimate 
their performance as the percentage of the completed and uncompleted tasks. 
They could do this only on the basis of the figure, as the number of all tasks was 
not mentioned anywhere. Thus the use of extra information could be measured 
also, besides the actual performance. 

2 Methods 

2.1 Subjects 

Forty-nine healthy participants aged between 18 and 43 years old (M = 25.2, SD = 
5.0), participated in the study. A between-subjects design was used, the two 
groups corresponded to the two different computer environments: MaxWhere VR 
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(N = 26) and Google Chrome browser (N = 23). Pearson’s χ2 test was used to 
determine if there is a significant difference between the expected frequencies and 
the observed frequencies in the two experimental groups (Table 1). Participants 
were randomly assigned to one of the two experimental conditions. 

Table 1 

Demographic characteristics and experimental variables organized by the experimental groups, and the 

results of Pearson’s χ2test 

 VR  
(N = 26) 

Browser  
(N = 23) 

Result of Pearson’s χ2 test 

Gender (% of men) 69.2 52.2 χ2(1, N = 49) = 0.863, p = 0.353 

Measures M SD M SD  

Age (in years) 23.8 4.2 26.5 5.6 χ2(16, N = 49) = 16.354, p = 
0.429 

Accuracy of 
results (%) 

96.77 4.63 96.73 4.16 χ2(20, N = 49) = 22.233, p = 
0.328 

Estimation error 
range (%) 

12.37 16.02 13.78 12.64 χ2(31, N = 49) = 33.944, p = 
0.328 

2.2 Experimental Materials 

The participants of the experiments had to complete numerical tasks (e.g.: 24 + 7), 
so the sum in their head and then write it into a spreadsheet. Each task was 
presented individually and they could load the next one with a click. The webpage 
of the tasks did not contain any numbering so the participants had no clue about 
the total number of tasks. 

They had to write the results into a spreadsheet, into the same highlighted column 
under the previous one. The whole column was highlighted, so this did not help 
them in the estimation of performance. 

The third webpage of the experiment was a graph, which showed the percentage 
of the solved tasks. This was automatically updated whenever the user registered a 
new solution to the spreadsheet. This graph was the only cue for the subsequent 
unheralded performance estimation. 

The final questionnaire was always presented on the classic browser to all 
participants. Besides sociodemographic questions, they had to estimate their 
performance and then rank five factors, in the order of its influence on their 
estimation. They did not have to rank all factors, but they should mention at least 
one of them. 
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2.3 Apparatus and Software 

All participants completed the experiment on the same 14” laptop (LenovoYoga, 
1920 x 1080px full HD display, 8 GB system memory, Nvidia GeForce 940 MX). 
All users used a computer mouse as a pointing device. All these features matched 
the system requirements of both used software. 

2.3.1 Google Chrome 

The most widely used web browser [31], Google Chrome was used in our 
experiment as a web browser. The three webpage of the experiment was displayed 
as three tabs, in the order of tasks, graph, and spreadsheet. 

2.3.2 MaxWhere Desktop VR 

The MaxWhere VR is a unique VR framework, which displays conventional web 
contents in a 3D virtual world. This VR environment was already used in several 
studies [7, 8, 10, 12, 32, 33, 34, 35, 36, 37]. Webpages (or pdf documents, images, 
video files from the PC) are presented on the so-called smartboards. These 
smartboards correspond to the tabs of a browser. When it is activated an address 
bar appears on the top to enable displaying any web content. Smartboards are in 
the standard 4:3 ratio or in A4 format for presenting documents. The MaxWhere 
VR environment has several “Where”, what is the name of a predefined graphical 
and spatial design. The graphical design of the wheres are on a wide range from 
serene landscapes to modern offices or even spaceships. In addition, the wheres 
are designed for different purposes: there are educational (virtual lab for control 
theory) spaces, exhibition and conference spaces, collaboration or individual 
offices. 

Cognitive Navigation and Manipulation (CogiNav) Method [38] is used to 
navigate in the 3D VR environment. This provides an intuitive way to move and 
perform operations with a simple external mouse. 

In this study the InfoSky Where was used (artist: Tanaka, 3D modeling team), 
which is a relatively small space with twelve smartboards. The three webpage of 
the experiment was displayed on the top row of a 2x3 smartboard matrix (4:3 
ratio), in the same order as the tabs were in the browser (tasks, graph, and 
spreadsheet). The informed consent was on the other side of the where, on an A4 
smartboard. 

2.4 Procedure 

All participants were tested individually by the same experimenter. After a brief 
introduction about the experiment, they read and accepted the informed consent. 
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Participants in the browser group started to solve the experimental task. They had 
five minutes to work on this, then they filled out the final questionnaire. The 
individuals in the VR group first entered in a tutorial Where to acquire the basics 
of the MaxWhere software and to practice the navigation. They could spend as 
much time as they needed with this trial. Then, they entered the InfoSky Where to 
start the experiment. They also had five minutes to solve the experimental task. 
Then, they also filled out the final questionnaire in Google Chrome browser. 

3 Results 

The objective of this study was to test the memory of supplementary information 
in desktop VR and in web-browser. During the experiment, the exact number of 
solved tasks, the estimation of the percentage of solved tasks were registered. 
Later all respondent’s solutions were corrected, and the percentage of correctly 
solved tasks were calculated individually. 

The main dependent variable was the estimation error, which was calculated as the 
absolute value of the difference between the exact and estimated performance. 
The smaller values mean more accurate estimation, thus they remembered better 
to the supplementary information. 

The exact performance was not included in any statistical analysis, as its 
individual variability does not allow to draw conclusions about the differences of 
the workflow between the two groups. Accordingly, the perfect solution of the 
numerical tasks was not expected. On the average, the participants solved the 
tasks with the accuracy of 96.75% (SD = 4.42). Correlation with the estimation 
error was calculated (r (47) = 0.104, p = 0.477), and it showed no significant 
relation between the two variables. Therefore, all data were included in further 
analysis irrespective of the accuracy of the performance on numerical tasks. 

Some previous study found differences between male and female participants in 
complex virtual environment [22, 27]. As the Shapiro-Wilk normality test showed 
violation of normality (man: W = 0.677, p < 0.001; women: W = 0.67, p = 0.001), 
the Mann-Whitney rank test was used. No significant difference (U = 67.5, p = 
0.824) were found between the performance estimation of men (M = 11.94, SD = 
15.61) and women (M = 13.31, SD = 16.86). 

3.1 Performance Estimations in VR and in Browser 

The VR group had a great advantage in the estimation of the performance as the 
graph of their performance was constantly visible thanks to the 3D arrangement. 
The members of the browser group had to switch to a third tab to be able to see 
this data. Thus, on average in the VR group, the estimation of performance should 
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be more accurate. The normality was violated according to the Shapiro-Wilk 
normality test (browser: W = 0.848, p = 0.003; VR: W = 0.676, p < 0.001) so the 
Mann-Whitney test was used (U = 242, p = 0.253). No significant differences 
were found between the estimation error of the VR and the browser group. Thus, 
despite the supposed advantage of the VR group, the average estimation did not 
differ between the two groups. 

3.2 Performance Estimations Based on the Graph 

Those who do not look at the performance graph at all were only guessing not 
really estimating. Those who indicated the graph as the main basis of estimation 
estimated more accurately their performance (M = 6.62, SD = 4.72) than those 
who do not (M = 19.71, SD = 17.93). 

Thus, by contrasting the results of those who indicated the graph as their main 
source of estimation, are more informative. Seven participants from the browser 
and eighteen from the VR group fall under the criterion of being in this 
subsample. Independent samples t-test was used to test whether the means are the 
same in the two groups. The results (t (23) = 2.73, p = 0.012, dg = 1.34) show 
significant difference between the two groups in this subsample (Figure 1). The 
mean of estimation errors was lower in the VR group (M = 5.17, SD = 3.47) than 
in the browser group (M = 10.36, SD = 5.39). In other words, the participants in 
the VR group estimated their performance more accurately. 

Figure 1 

Error of performance estimation in the subsample of those who ranked the graph on the first place (the 

smaller values mean more accurate estimation; error bars represent the standard deviation) 
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4 Discussion 

With the visualization of extra information can a desktop VR provide extra 
benefits to its users? Can it offer more than a web-browser as a virtual 
workstation? The results of the current research could not show an overall positive 
effect with the use of VR, because the average estimation of the performance did 
not differ in the two groups. However, this hypothesized difference appeared 
within the subsample of those who indicated that their estimation was based on the 
graph. For those who paid attention to this information, the VR enabled a more 
effective use of information. Limitation of this study that there was not measured 
the duration when the participants looked at this piece of information. Thus, we 
cannot claim if this is a direct effect of the 3D virtual space or this benefit is 
mediated by the increased visibility of the information. A further research 
complemented by eye-tracking measures could answer this question. 

This research showed that even on a more simple task, which requires only three 
different webpages, the desktop VR enabled a more effective application of the 
obtained information. Presumably, with more documents and more complex task, 
this difference would be even stronger and new differences would appear as the 
navigation would gain greater importance. 

As shown above, the desktop virtual realities can serve as an effective virtual 
workspace which helps to expand the human cognitive capacities. It meets the 
previously described requirements of optimal workspaces, such as the use of less 
menu and more direct manipulation [19, 20] and providing the possibility to have 
a perspective and overview of the whole work [21]. To alternate between subtasks 
or different windows instead of switching, a more intuitive navigation is used, 
which simulate real-world movements of the body [22, 25, 26]. These movements 
can be realized with the help of such every day devices as an external mouse with 
a scroll wheel with the CogiNav method [38]. Moreover, the desktop virtual 
realities provide a wide range of collaboration tools and benefits, but these were 
not part of the current study. 

Conclusions 

The 3D desktop VR workspace provided an advantage to its users by displaying 
extra information permanently and individuals could use this information in their 
subsequent performance estimation. 
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