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Preface 

Special Issue dedicated to the 70th Birthday of Professor Imre J. 
Rudas – Part II 

Technology development unfolds in medatrands these decades, transforming 
individuals and the society alike. The Internet of Things, Cloud Robotics, Industry 
4.0, agile Cyber-Physical Systems show the way along which these 
transformations occur. The fundamental engineering concepts behind are rooted in 
academic research, often presented at the major scientific conferences of the 
community. The IEEE International Conference on Intelligent Engineering 
Systems (INES) is one of those, a prestigeous series established by Bánki Donát 
Polytechnic and Budapest Tech as the predecessors of Óbuda University. The 
IEEE INES series was started in 1997, and in 2019, reaches its 23rd edition, 
dedicated to a special occasion, the celebration of Professor Imre J. Rudas’ 
birthday. The conference was held April 25-27, 2019 in Gödöllő, in the 
magnificent Royal Palace, favorite summer residence of Queen Elizabeth in the 
1840s. Over 140 attendees were present from 22 countries, delivering 63 talks and 
2 keynote lectures in a variety of related research topics. 

The current Acta Polytechnica Hungarica issue is a collection of the newest 
research results based on the selected presentation at the 23rd IEEE INES. The 
articles span across a wide range of intelligent engineering, focusing on control 
and applications. The intelligence relates to the characteristics of how uncertainty, 
i.e., unmodeled dynamics can be handled, or what kind of solutions can be used in 
order to operate in an uncertain environment with proper sensing techniques. The 
presented solutions discuss the autonomous or automatic ways to execute given 
sequences or tasks without human user interaction (without detailed instructions). 
Arguably, the next few years will be dominated by the topics of artificial 
intelligence. The control engineering perspectives of soft computing gave new 
sights of control engineering (e.g., Tensor-Product-based control), and expanded 
the range of applicability in different fields: robotics, medical applications, data 
mining, cybersecurity, computer networks, accounting, agriculture, chemical 
processes, military applications, etc. Theories leading to applications, feeding into 
product developments for the benefit of all. 

As it was clearly articulated duing the confernece, the whole series and probably 
this journal could not have lived withour Imre J. Rudas. Every such major project 
has its “power engine”, distinguished senior who channels the connections, 
mediates the subfields, and keeps this linked scientific community at a high 
international standard. Imre J. Rudas, just turned 70 during the IEEE INES 2019. 
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His wide spectrum of professional interest is reflected in the variety of the 
conference contributions, and this Acta Polytechnica Hungarica special issue is 
dedicated to him. The current volume is a selection of his most renowned 
collaborators and friends throughout the world, as a special tribute to his whole 
academic carrier. 70 years of outstanding achievement truly deserves a reflection. 

Imre J. Rudas graduated from Bánki Donát Polytechnic (Budapest) in 1971, 
received Master Degree in mathematics from Eötvös Lóránd University 
(Budapest) and received Ph.D. in robotics from the Hungarian Academy of 
Sciences in 1987. Achieved the Doctor of Science degree from the Hungarian 
Academy of Sciences in 2004. He received his first Doctor Honoris Causa degree 
from the Technical University of Košice (Slovakia) (2001), followed by the 
“Politehnica” University of Timişoara (Romania) in 2005, Óbuda University 
(2014) and the Slovak University of Technology (Bratislava) in 2016. He is 
Honorary Professor (2013) and Ambassador (2016) of the Technical University of 
Wrocław. His research activity is related to robotics, computational cybernetics 
with special emphasis on robot control, soft computing, computer-aided process 
planning, and fuzzy control and fuzzy sets. He has published more than 850 
scientific publications, 125 journal papers, and authored 4 scientific books. The 
number of his independent citations is over 5000, with h-index of 32. He served as 
Rector of Budapest Tech from August 1, 2003 and became the founding Rector of 
Óbuda University in 2010 until 2014. He founded the University Research and 
Innovation Center of Óbuda University in 2012 and the Acta Polytechnica 
Hungarica journal in 2004, where he still serves as editor-in-chief. 

He has a rich history with IEEE as well, started in 1991. He became IEEE Fellow 
in 2001, member of the IEEE Board of Directors Section/Chapter Support 
Committee (1998). He was mainly active in two IEEE Societies: the IEEE 
Industrial Electronics Society he was Administrative Committee Member and 
Senior Member (1996) and Vice-President of the Society (2000-2001). However, 
even bigger devotion presented to the IEEE System, Man and Cybernetics Society, 
where he was several times member of the Board of Governors (2007-2009, 2012, 
2014), Vice-President (2013-2016), and currently he is President-Elect of the 
Society (2019). He is the founding chair of the Computational Cybernetics 
Technical Committee and co-chair of the Cyber-Medical Systems Technical 
Committee of the IEEE SMC Society. In the meantime, Imre J. Rudas served and 
made his footprint in the IEEE Hungary Section as well, where he was first 
Treasurer (1994-1998), then Vice Chair (2003-2009), and finally Chair (2009-
2013). He was founding chair at IEEE Hungary Section level of the IEEE Chapter 
of Computational Intelligence Society (2003-2008), IEEE Chapter of System, Man 
and Cybernetics Society (2003-2008) and IEEE Joint Chapter of Industrial 
Electronics and Robotics & Automation Societies (1997-2002). 

Among the several scientific awards received, he is laureate of the John von 
Neumann Award (2006), the Dennis Gábor Award (2006), the civil division of the 
Hungarian Order of Merit (2009), Pro Óbuda Award (2014), International Fuzzy 
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System Association Fellow (2016) and first awardee of the Rudolf Kalman 
Professor title given jointly by IEEE Hungary Section and Óbuda University 
(2017). 

In the past decades, thousands of students, hundreds of colleagues and dozens of 
friends gained inspiration and professional support from Imre J. Rudas. His 
academic work was groundbreaking in Hungary, and the institutions and 
organization he established became a prominent part of the nation’s engineering 
heritage. His professional network and outreach cover continents, and people 
around the globe are building on his results. 

The editors are grateful to Imre J. Rudas for all his achievements care and support, 
and thankful to the authors for their excellent work composing this volume. 

 

Budapest, Hungary 
November 2019 

Levente Kovács 
Tamás Haidegger 
Anikó Szakál 
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Abstract: Automation of industrial and consumer products has reached the level on which 
systems provide for the capability to supervise decisions on physical actions and execution 
of these actions. Development of these industrial products proceed during their full 
lifecycle requiring lifecycle integration of innovation, manufacturing, and application as 
well as utilization the recently emerged methodology of continuous engineering. 
Engineering in the above level of industrial technology requires contextually integrated 
model system which serves all research, development, production, and operational 
activities during the integrated life cycle of product. Smart product requires smart model 
system which has the capability to recognize situation and apply it at decision on values of 
relevant product object parameters in virtual to control physical operation of product. This 
paper introduces recent contributions in modeling for smart engineering. It starts with a 
novel general model of integrated smart engineering system. Considering this model, smart 
engineering specific upgrade of formerly published concept of virtual engineering space 
(VES) is introduced. VES upgrade concentrates on research as key issue in giving smart 
characteristics for contexts in VES model system. Following this, contextual driving of 
object parameters is outlined for integrated smart engineering system. The remaining part 
of paper introduces concept and plan of virtual research laboratory (VRL) in close 
connection with modeling for integrated smart engineering system. Plans are outlined for 
next future implementation of the VRL concept and methodology at the Doctoral School of 
Applied Informatics and Applied Mathematics, Óbuda University. The laboratory system 
consists of research eligible configuration of the 3DEXPERIENCE engineering modeling 
platform. It is accessed in the professional cloud of Dassault Systémes. 

Keywords: system level model of engineering structure; virtual engineering space (VES); 
contextual driving structure in engineering model; virtual research laboratory (VRL) 
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1 Introduction 

An emerging area in advanced engineering is integrated modeling of engineering 
structure (ES) for its lifecycle. ES [18] is defined as an industrial or a consumer 
product, a prototype of a product, or an experimental structure. Lifecycle of ES 
starts with the first concept and ends with recycling. It covers all ES related 
engineering activities including conceptualization, research, development, 
production, marketing, application, user services, and recycling. ES is represented 
in lifecycle model system [7]. Current leading ES model system is a result of long-
time development with emphasis on integration. System level ES uses cooperating 
systems for control of its operating processes. System level modeling of ES 
requires a product lifecycle management (PLM) system, which is capable of 
integrating component models in a contextual model system. In this advanced 
PLM, purposeful procedures check any component model before it is 
accommodated in the model system. PLM system which implements the formerly 
prevailing product data management (PDM) methodology is not suitable for 
system level ES modeling [8]. When ES is capable of autonomous operation of its 
physical units using its own decision, we say it is smart. In industrial practice, 
various other technical and marketing purposed definitions are applied for the 
relative new term ‘smart’. 

Modification of a modeling procedure or an entity in model representation in case 
of smart ES can be executed only in the knowledge of all its consequences in the 
model system. This request became critical when models started to apply in 
decisions driving real time physical actions in autonomous smart cyber physical 
systems (CPSs). Continuous engineering is being developed as methodology to 
handle the above problem in smart ES operation [2]. The main purpose of 
continuous engineering is to prevent physical operation malfunctions as a 
consequence of software modifications which have direct effect on control of 
those physical operations. In this way, continuous engineering provides a means to 
avoid erroneous activities of smart cyber control in operation of the CPS physical 
units. Methodology of Internet of Things (IoT) is highly involved in Continuous 
engineering. It is obvious that lifecycle development of model system for ES 
demands methodology from continuous engineering. In this context, authors of 
[15] define CPS as an approach that targets integration of computational 
applications with physical devices, relies upon networked and interacting cyber 
and physical elements, and controls, as well as, monitors real-world physical 
infrastructures. 

Development in the integration of CPS systems places exceptional emphases on 
behaviors and contexts. Paper [16] introduces the Function-Behavior-State based 
methodology for integrated CPS design. This methodology applies functional 
description in multi-domain simulation modeling to represent behavioral-
structural aspects of a system. 
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Laboratory of Intelligent Engineering Systems, Óbuda University and its 
predecessor represented three consecutive generations of world level engineering 
modeling technology during the past two decades. These laboratories applied 
leading representative engineering modeling systems, which implemented the 
resource based integrated product information model, the industrial practice 
driven contextual generic model, and the requirements, functional, logical, and 
physical (RFLP) structured system-based model [3]. This laboratory was among 
the first in research and education of the world-famous knowledge ware 
technology [18]. The experience-based modeling has undergone further 
development and is currently offered by in the 3DEXPERIENCE platform [19]. 
Recent, establishment of a fourth laboratory was implemented at the Laboratory of 
Intelligent Engineering Systems in association with the Doctoral School of 
Applied Informatics and Applied Mathematics. The Initiative for Model Systems 
in Engineering of System Based Structures was proposed as the scientific concept 
for the new laboratory. The 3DEXPERIENCE platform [4] by Dassault Systémes 
decided to implement as the software system for the new Virtual Research 
Laboratory (VRL). In this way, conventional organization of modeling capabilities 
was changed for a platform which offered human role organized apps in cloud. 
The main activity area of VRL includes modeling of smart systems and realistic 
simulations, as well as, new areas such as modeling for organic shapes and in 
bionics. 

In this paper, recent research results are introduced as contributions to modeling 
for smart engineering. Issues in this research include: novel general model of 
integrated smart engineering system, updated concept of virtual engineering space 
(VES), contextual driving of objects in smart model system of ES, and concept, 
plan and implementation of VRL. General model of integrated smart engineering 
system allows studying requirements against new model structures and 
representations. Smart engineering specific rethinking of the formerly published 
concept of virtual engineering space (VES) redefined the utmost objective of 
model development for ES [5]. Essential requirement against model system for 
smart ES is an advanced self-adaptive feature combining together the capability 
for automatic propagation of inside and outside contexts. This is necessary 
because smart ES is too complex for conventional tracking consequences of 
frequent modification during its lifecycle. 

Concept, methodology, software background, and implementation of a new virtual 
execution type and experimental model based VRL are also issues in this paper. 
Cloud environment and research eligible engineering modeling platforms are 
considered for the new laboratory system. Contrary to many opinions about this 
style of work, research using experimental model is not only the application of 
engineering software to assist formerly proven practice but a new style of 
systematic creative work in a scientifically upgraded modeling environment. VRL 
is planned to implement relevant achievements discovered in our new century. 
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This paper may be difficult to read for those who are not familiar in recent system-
based engineering modeling of smart industrial and consumer products. Strong 
trends towards full contextual integration of innovation, production, and 
application processes of autonomously operating ES configurations require a 
changed type of understanding. Huge integrated systems need large amounts of, 
but integrable contributions. This fact motivated work for contributions in this 
paper. 

2 General Model of Integrated Smart Engineering 
System 

The need for representation of all possible contexts in ES model necessitated the 
definition of the new comprehensive general model of smart engineering system. 
In this model smart engineering system is considered that which integrates outside 
driving context sources, lifecycle model system of generic ES, production system 
for ES, and physically operating ES (Fig. 1). 

ES is engineered in an appropriate virtual engineering space (VES) which 
provides structured description and representation for engineering activities during 
the lifecycle of ES. Recently, research and development in ES related issues were 
extended to lifecycle of ES highly relying upon methodology of continuous 
engineering. To serve this new demand, redefined VES is realized as lifecycle 
model system of generic ES. VES is developed solely by contributions from 
outside driving context sources. While the model system of ES is autonomous, it 
is under continuous control by outside driving contexts for its lifecycle. When it is 
programmed or considered necessary, intervention by an authorized human is still 
available at any step of the model development processes. At the same time, an 
increased level of automation in smart engineering processes restricts human 
intervention to critical problems. In this way, entities in ES model system are 
solely under the control of dedicated outside driving contexts. This solution 
replaces the conventional direct human interaction except for special and often 
critical cases. The revised VES concept which complies with smart ES and the 
related smart engineering are discussed in the next section of this paper. 

As result of inherent complexity and multidisciplinary nature of systems operated 
ES lifecycle model system of generic ES demands a wide variety of configurable 
modeling capabilities during its long-time development. Capabilities are available 
in role accessible apps as service of engineering modeling platforms. This new era 
of engineering modeling requires new human thinking and engineering practice 
which is very different from the former modeling. The lifecycle model system of 
generic ES must include organized driving background, virtually executable 
system level model of ES, physical level ES model with realistic simulations, and 
the capability for smart CPS communication. 
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Organized driving background was proposed in papers [6] and [7] among others 
to establish contextual connections between outside driving context sources and 
system level model system of ES. This background was organized in driving 
content structure (DCS) [7]. DCS includes sub-levels in each of its four levels to 
organize driving contexts for system related aspects. RFLP based ES model [8] is 
supposed as driven structure. DCS receives, collects, evaluates, and processes 
contexts from outside driving context sources for lifecycle of ES and provides 
actual drives for relevant RFLP structure objects. DCS is not an issue in this 
paper. Above cited publications include all necessary information about it. 

The next unit in the general model of integrated smart engineering system is real 
world operating smart CPS ES. An additional unit here may be the manufacturing 
system for ES which behaves as CPS considering the recent paradigm, which is 
mainly defined by Industry 4.x. Driving of manufacturing purposed CPS requires 
multilevel structured manufacturing model within model system of ES. In [8], 
manufacturing model structure consists of levels for activities, system, and 
resources in case of a generic ES. 

It is obvious that modeling in this paper must consider physically operating ES 
and production system for ES as smart CPSs. As it is well known, CPS consists of 
cyber and physical units where cyber units interact directly with physical units. 
This interaction is allowed by intelligent sensor networks which always provide 
actual real-world information about parameters of physical processes. Actuators 
operate physical processes in accordance with decisions in cyber units. 
Essentially, cyber units in smart CPS receive and process sensor information 
about physical unit parameters, recognize situation, and make decision on physical 
control action in smart CPS in accordance with the recognized situation (Fig. 1). 
Finally, actuators are controlled in accordance with decision to execute physical 
actions. 

Smart CPS technology is result of long-term development in automatic equipment 
and device control and in active knowledge representation for engineering model 
and product operation control. Authors of [14] analyze changes caused by 
increasingly complex engineered systems. They define smart cyber-physical 
system, which is empowered by cyber-physical computing features and has 
capabilities for reasoning, learning, adapting, and evolving. 

It is obvious that smart CPS is different from classical CPS. However, this 
difference, which is often cited as smartness is very difficult to define mainly 
because only few experiences are available in relevant published theoretical 
works. In [9], smartness is claimed to derive from cooperative behavior, self-
awareness, self-adaptation, and self-optimization. Similar key concepts were 
analyzed in works published as preliminaries of work in this paper and will be 
discussed below. It is important to recognize that bioinspired engineering 
methodology is useful to learn from nature. Findings can be well utilized in 
development of representations for smart engineering [10]. 
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Figure 1 

General model of integrated smart engineering system 

Importance of behaviors is emphasized in [7] because one of the main purposes of 
DCS is to drive behavior representations in function (F) and logical (L) level ES 
components in RFLP structured model system. Behavior representations make F 
and L level models of ES virtually executable. In case of smart ES, cooperative 
behavior must ensure mutual understanding between cooperating systems as well 
as between the system and an intervening human. Cooperative behavior is one of 
the essential issues in smart CPS because physical activity is generally the result 
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of cooperation between systems or systems and humans. With the advent of smart 
CPS systems erroneous cooperation has become a main cause of malfunctions. A 
typical source of malfunction in smart CPS is misunderstanding autonomous 
system decisions and actions by a human who cannot find the proper intervention. 
Contradictions between situations recognized by different systems are sometimes 
attempted to be resolved by authorized but inexperienced humans under time 
pressure. Very rarely, the above problem leads to serious disturbance or crash 
even in the most advanced aircraft, cars, and industrial processing equipment. 

Self-awareness is the capacity of systems to recognize states using analysis of 
behavior-related situations. This is basically introspection. The situation is applied 
in decision on model entities or physical unit action. Self-adaptation capability of 
CPS is also important because inside and outside contexts often change during 
operation of CPS. As for the ES model system, self-adaption is one of the 
essential capabilities in leading engineering practice. In this context, self-
optimization proceeds increasingly in real-time and enhances decisions on 
adaptive changes. Considering the above criteria of smart CPS, smartness is 
highly based on methodology from intelligent computing, modeling and 
simulation. 

Driving background includes contexts from outside of the model system and CPS 
as well as from organized intellectual property (IP). Proven and approved theories, 
experiences and methodologies improve quality of cyber activities and prevent 
malfunctions in physical units. More details will be given in the Chapter 4 of this 
paper. 

The last block in Fig. 1 shows computing services, which are essential for the 
operation of smart CPS. In this context, systems are connected, blockchain is 
managed where it is applied, services often come from cloud, and real time 
connections between computing and physical devices need availability of 
advanced IoT services. Computing services are not issues in this paper. 

3 Virtual Engineering Space (VES) 

Virtual engineering space (VES) was published in 2005 and 2007 [11] as a 
realistic representation of a physically existing or planned engineering space. 
Today it is more factual than ever before. VES represents a well-defined segment 
of our physical world where the remained physical world is replaced by contexts 
in its mutual affect zone. Trusted source ensures valid and realistic context. 
Sources are responsible for the content of context. At the same time, any relevant 
and active context is mandatory to include in VES. VES representation must 
provide valid self-adaptive reaction for context. VES model system can represent 
human related aspects such as behavior and physiological process. In this paper, 
VES is supposed to represent an ES. 
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Wide availability of cloud-based information technology makes it possible to 
compose geographically unlimited physical space for a VES. At the same time, 
recent ES technology demands VES for the representation system based physical 
space. VES concept was upgraded for systems in [6]. Recently, smart CPS needed 
new redefinition of VES to better understand this new generation of physical 
engineering spaces. When implemented, this new VES definition needs 
engineering modeling platform, which is eligible for the demanded high-level 
modeling and provides all the capabilities necessary for the representation of VES. 

Main structure of smart CPS eligible VES is summarized in Fig. 2. Theoretically, 
VES consists of its control contexts, model system which represents it, and 
services. Besides the control contexts, additional VES contexts serve connecting 
systems and CPS cyber units. Two-way context allows arbitrary direction for its 
definition. Consequently, connecting system and CPS not only control VES, but 
they also can be controlled from VES. Dashed boxes include connected outside 
units which are not issues in this paper. 

VES control contexts include authorized human intervention for the definition of 
entities in VES representation, decisions and measures from higher-level systems 
such as governments, authorities, company management, standards organizations 
and research institutions, and proven and accepted intellectual property (IP) from 
validated sources. Because VES control contexts are continuously changed during 
the lifecycle of the represented physical space, VES is under continuous change. 

VES concept may be applied far beyond usual ESs. Sometimes, VES represents 
physical space, which has no predictable lifecycle or its lifecycle is considered as 
unlimited. The following example is for this case. Central buildings of the Óbuda 
University were built above ruins of the ancient roman city Aquincum. VES 
representation of an ancient building needs continuous development as new 
digging experience, archeological research results and other newly emerged 
contexts are to be included. This is a fantastic new opportunity to bring these 
ancient buildings to life again. VES here would establish a limited, but 
progressively evolving realistic self adaptive model, which reacts to any new 
context by repeated real time simulation. Although the purpose of VES is model 
based representation, integration and analysis, recent show and additive 
manufacturing technologies are suitable to visualize VES represented physical 
objects to assist scientific analysis or support popular demonstration on a higher 
level than ever before. 

Model system collects, validates and connects models. The purpose characterizes 
projects in which the model system for VES is involved. Structure connects 
component models. Component model is developed and executed in its own 
model space considering relevant contexts between models. 

Lifecycle model for ES consists of contextual models, which are defined on seven 
layers (Fig. 2). Level driving communication collects, organizes, validates, and 
places outside contexts and contexts within the model system. This is followed by 
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four levels of RFLP structured model of ES using systems engineering (SE) and 
latest engineering modeling methodologies. 

 

Figure 2 
Upgraded VES 

The next level is behaviors and serves smart CPS characteristics of VES for 
situation-based decisions on virtual and physical activities. Finally, seventh level 
serves bilateral communication with cyber units of CPS systems. In practice, 
levelling may be different from the above depending on the task and the modeling 
platform in which the model system is built and managed. 



L. Horváth Smart Engineering Modeling for Smart Industrial Products 

 – 20 – 

Services include cloud services, which are essential to provide geographic and 
time independence of VES definition and application projects, system connections 
which apply methodology of system of systems engineering (SoSE), and 
appropriate physical connections using technology from IoT. 

4 Contextual Driving Structure 

The importance of self-adaptive generic engineering model systems was highly 
increased by wide spreading of industrial and commercial products, which were 
featured by very complex multidisciplinary structure and smart CPS functions. 
This main change has brought organized definition of contexts to the foreground. 
Modern engineering models are capable of high-level and comprehensive 
representation of contexts between pairs of object parameters in large structures. 
This achievement makes high-level integration of logical connections, formulas, 
equations, algorithms, procedures, networks, data arrangements, and stored 
models possible in model definition. Results from intelligent computing such as 
Fuzzy, neural networks, evolutionary computing can be integrated in ES model 
system easily. Theories, methodologies, and experiences are represented in an 
active model system, which must be driven by consistent system of contexts. 
Experimental models are developed for well-defined research programs (Fig. 4). 

Aspects in contextual driving of model object parameters were published in [6] 
and [12] including intellectual property (IP) support of model definition and 
execution. Providing complete and consistent system of contexts is an essential 
requirement at any time during lifecycle of ES. This is necessary to realize correct 
context driving of object parameters in the ES model system, which represents 
smart ES with generic, self-aware, self-adaptation, and self-optimization features. 

Current engineering models apply object orientation in an informatically correct 
manner. Object in a model system is an instance of relevant object class having 
appropriate parent-children connections in taxonomy. Integration of a new context 
in a model system supposes that all object parameters connected by the new 
context are active through appropriate existing contexts. 

Essential processing of driving context is introduced in Fig. 3 using a simplified 
schema to explain the main steps. Context here is supposed as new contribution to 
context system in an engineering model system. New or modified context must 
come from well-defined and trusted outside context sources. Parameters which are 
included in a contextual connection belong to components, elements, features, or 
other engineering objects represented in ES. Their position in structures and 
substructures within the model system are defined by special purpose contexts. 
Owner of any active context takes responsibility during lifecycle of ES. Owner 
information is included in the model system and available at processing of 
context. 
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Figure 3 

Essential processing of context 

Each context has a status parameter, which is changed when a step is completed 
during its processing. At its submission, context status parameter obtains a 
submitted value. In the course of the basic approval process, status value changes 
for approved or refused. Basic approval process decides status considering context 
parameters such as owner, originality, system relation, discipline, proven 
principle, method, proven experience, and solution relevance. A former proposal 
of driving content structure (DCS) included concept for this approval process [7]. 
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When a context has approved status, the next step is placing its content in the 
relevant structure(s). This content will be active in model. It must be suitable for 
driving the context connected parameter(s) correctly in any situation. Do not 
forget that the recognized situation, which is applied in decision on real time 
operation of physical actuators, is critical in correct and safe operation of the 
relevant smart CPS. Some recently operational problems in advanced smart CPS 
ESs are often emerged in connection with this issue. Successful placing results 
placed status of context. Otherwise, this status is unplaced. 

The next step in processing of context having placed status is to reveal connecting 
points in the context chains to be modified. This is an attempt to map the 
submitted context in relevant content chains of the context system. Successful 
mapping results mapped status of context. Otherwise, the status in unmapped. 

Propagation in context chains means the attempt to execute driving by the new 
context in the relevant context chains. This requires experiment to propagate 
context along chains in the context system. When consequences are acceptable, 
status of context changes for propagated. Otherwise, the new status is not 
propagated. 

When the status is propagated, activity of the new context is set in accordance 
with its actual position in the model system. In case of not propagated status, 
attempts for handling anomalies and where necessary resolving context 
contradiction are done as measures to transform context into valid. When one of 
these attempts fail, context is refused as inappropriate. 

5 Virtual Research Laboratory (VRL) 

One of the objectives at the implementation of VES is integration of theory and 
practice in model system of ES. Industry eligible engineering modeling of smart 
ES was successfully developed towards capabilities, which made parallel 
representation of theory and relevant experience possible in model system during 
the past decade. While definition of model object is still based on the latest theory 
and methodology, theory driven model object generation procedures use 
representation of relevant valid experience. In this way, experience representation 
is applied in validation and correction of theory-based parameter values.              
A milestone was introduction of the knowledge ware in definition and generation 
of engineering model system to reuse knowledge representing proven best 
industrial experience and practice in the first decade of the new century. By now, 
integration of theory and practice has become one of basic criteria in the 
development of engineering model system. 

It is obvious that integrated research, development, manufacturing planning, 
marketing, application and recycling during the whole life cycle of ES requires 
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new ideas and at the same time offers great new possibilities for engineering 
related research and its laboratory background. In this context, this and the next 
part of this paper are about concept and implementation of virtual research 
laboratory (VRL). The term virtual laboratory was applied for laboratories with 
very different visual and virtual reality related purposes during the past three 
decades [3]. Some virtual laboratories apply tangible reality to visualize model 
space and allow interaction between human and this space. Other known purpose 
of virtual laboratory is extended reality to mix virtual and physical objects to 
analyze cooperation between them. Additional known purpose of virtual 
laboratory is to support collaboration amongst capacities for research and 
associated activities in different geographical places. This collaboration includes 
shared application of facilities, operation of discipline-specific computing, 
modeling and simulation software, and sharing collective knowledge and 
expertise. The models are slightly integrated, and documentation and visualization 
are still in the center of collaboration activities. The VRL concept is different from 
the above. 

The VRL concept places experimental model and its virtual execution in the 
center of research activities. VRL requires engineering modeling platform, which 
is in possession of scientific level functionality suitable for this laboratory 
purpose. Collaboration between participants of research group is done through 
experimental model using latest collaboration capabilities available in the 
modeling platform (Fig. 2). Depending on the research program of VRL, platform 
is demanded to have capabilities for recently emerged areas such as modeling of 
systems in ES, organic geometry of shapes and bionics. VRL has the potential to 
gradually replace most of the physical laboratory functions. 

The main activity in VRL is conducting virtual experiments in well-defined 
research projects with participation from various activity areas, organizations, and 
geographic sites. VRL activities and models are realized in the host engineering 
modeling platform. Cloud-based platform host platform provides services for 
platform management, participant management, role management, and workspace 
management assuring an environment for virtual experiments and related activities 
(Fig. 4). Platform capabilities for the representation of deep knowledge are 
essential for researchers who work in VRL. VRL in the cloud assures highly 
communicative and distributive research environment. 

Virtual experiment process (Fig. 4) is controlled by experiment plan. Starting from 
an active actual experiment plan, experimental model is initially defined then 
developed during its whole life cycle considering methodology of continuous 
engineering. In case of a new experiment, units and entities of experimental model 
can be newly defined or retrieved as stored object configurations. Stored 
configurations can be used as building blocks of a new experimental model. It is 
obvious that experimental model is object model in which instances of object 
classes are defined in contextual structure. Experimental model is created and 
managed using modeling capabilities available in the platform including user 



L. Horváth Smart Engineering Modeling for Smart Industrial Products 

 – 24 – 

defined resources. When object class, model entity, parameter, procedure, 
algorithm, function, process, or other new resource required, user definition and 
configuration capabilities of the platform are applied. 

 

Figure 4 

Experiment in VRL 

Driving object parameters are analyzed in the course of purposefully defined 
experiments (Fig. 4). These parameters drive contextually related active objects in 
the experimental model system. Actual experiments apply relevant experimental 
model to analyze parameters, their interactions, to find most influential 
parameters, and to predict parameter values in different situations in accordance 
with specification in experiment plan. Consistent context system is an essential 
requirement as in the case of any other model system. All relations of driving 
parameters and parameters in contextual chains of experimental model must be 
covered. Using contexts, value sets of driving parameters control execution of 
experimental model in accordance with actual experiment plan. 

Context system of experimental model contains special contexts, which are 
subjects of analysis and are included in experiment. These contexts carry research 
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results, which are to be analyzed and verified in experiments. Objects in 
experimental model must be suitable to accommodate these contexts. The 
remaining contexts which are not included in experiments are also active in the 
experimental model and must serve the relevant experiments. Finally, experiment 
environment contexts serve connection of experimental model with affect sources 
in the outside world. These contexts can be used to widen the scope of 
experiments. Definition and representation of organized simulations serve 
execution of experimental model in the context structure. 

Research often demands software tools which are outside of platform. To solve 
this problem, 3DEXPERIENCE platform includes software capabilities (apps) to 
establish communication between the experimental model and the most important 
outside modeling and simulation software such as Matlab, Simulink, and Dymola. 
Availability of capabilities which allow accommodation of model representations 
prepared in Modelica and Logic control modeler (LCM) languages are also 
important. These languages are inevitable to represent dynamic and state logic 
behaviors in the experimental model. Owning to features of platform, 
experimental model can be configured to be integrator in widespread research 
program. Platform organizes latest complex virtual engineering technology from 
leading industries so that VRL offers world level solutions for research program. 
Theory and experience orientations are inherently integrated in models so that 
contradiction of them, which is usual in conventional engineering can be avoided 
using appropriately configured and conducted virtual experiments. 

Higher education courses which prepare students for roles which are defined in 
the industrially oriented platform can be reinforced by industrial and research 
participation. Establishing dual and other cooperation between universities and 
industrial companies is easy in VRL environment. 

6 VRL in Cloud Organized Platform 

The VRL concept was decided to be implemented mainly for PhD research at the 
Doctoral School of Applied Informatics and Applied Mathematics, Óbuda 
University. The Laboratory of Intelligent Engineering Systems is being upgraded 
for this purpose. Comprehensive capabilities of the 3DEXPERIENCE platform 
are under installation. Server side is configured in cloud operated by Dassult 
Systémes as its own system of this VRL. Platform management receives and 
evaluates inquiries from the local VRL managers as cloud service to define new or 
changed participant roles and to allocate new apps for participant role. The 
3DEXPERIENCE provides a complete cloud package which includes 
comprehensive modeling software with capabilities in apps (SaaS), platform for 
custom applications (PaaS), and infrastructure (IaaS). Role provides access to a 
well-defined set of apps. Research specific roles will be defined for participants. 
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Definition and managing custom apps are awaited in VRL research. The Design 
Apps Developer role is available in the platform for custom definition of apps. 
This role is important in development of capabilities for representation of reused 
practice as well as in definition of research program specific methods, procedures, 
and processes without the need for special programming skill. In this way, 
research tasks are automated and design assistants are developed. Research will be 
defined, organized, and conducted in VRL in accordance with its purpose, topic, 
awaited area, type and publication of results and in coordination with participant 
institutions, companies and individuals. 

Cloud server side of the 3DEXPERIENCE platform of VRL will be accessed by 
properly installed client workstations. To guarantee the stable operation of the 
VRL, 3DEXPERIENCE platform certified client workstations will be installed in 
the next future. 

Fig. 5 introduces an example to illustrate that how experiments are planned and 
conducted. Research for an accredited PhD topic is supposed to be conducted 
using the 3DEXPERIENCE based VRL environment at the Doctoral School of 
Applied Informatics and Applied Mathematics, Óbuda University. This PhD 
research is expected to produce new representations for the application in model 
of flexible bodies and function driven organic shapes. The modeled physical 
system is supposed to include both rigid and flexible elements. 

Awaited results of research are divided into theoretical and practical groups. 
Results in the theoretical group are new algorithms, procedures, object classes, 
behaviors, situations, networks, rule sets, mathematical functions which modify 
relevant parameters and contexts in the actual experimental model. Relevant 
simulations are defined in the experimental model and are conducted using means 
available within the platform or using one of connected outside solvers. Practical 
group of research results includes results of execution of the experimental model 
in the context of appropriate sets of driving parameter values and in accordance 
with the actual active experiment plan. 

The self-adaptive experimental model automatically propagates any modification 
of contexts then repeats the execution of relevant multiphysics [17] and realistic 
simulations. Application of continuous engineering methodology is advised to 
consider in development of experimental models and research results for the full 
period of a PhD or other actual research. VRL records all important parameters of 
a research program for the lifecycle of experimental model. 

Contexts are revealed and defined for objects inside of the experimental model 
and for connections of outside objects. Outside affects are handled as contexts 
defining initial conditions for the experimental program. Among others research 
task related and higher-level requirements are set here as contexts. Most important 
outside contexts of the experimental model include value sets for driving input 
parameters which control experiments and for output of experiments. Practical 
results are generated by virtual processes. Output parameter values represent 
performance of results in the theoretical group. 
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Figure 5 
Experiment in VRL 

Results of cited research used in a VRL organized research are often available in 
form which allows their connection to experimental model as context. It is 
anticipated that this advanced type of citation will gradually replace the 
conventional passive paper and book citations and at the same time will open the 
way towards unlimited extension of VRL based research networks in the future. 
General, cited, and contributed knowledge items are represented as context. 
General knowledge is available as purchased with the platform. Cited knowledge 
is owned by other research institutions or individuals. The contributed knowledge 
is result of research in VRL. The above categories are mandatory to distinguish in 
all experimental model. 
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Student who will work on PhD thesis for four years in the VRL will be invited as 
participants in the 3DEXPERIENCE environment of the laboratory. Specific 
participant roles will serve this special application of platform. Besides VRL 
specific roles, research will be served by topic dependent 3DEXPERIENCE roles 
[13]. In the above example research topic (Fig. 5) three roles are included. The 
Systems Flexible Bodies Library role is based on the Modelica language. The 
Function Driven Generative Designer role explores and generates organic shapes 
using functional specification. The Systems Simulink Export role serves Modelica 
compliant systems behavior models. 

Conclusions 

Smart systems operated products, direct connection between model-based virtual 
decisions and physical actuation, integration of innovation, production and 
application of ES in a unified cycle and need for reliable lifecycle continuous 
engineering brought new challenges for physically connected virtual engineering. 
Above all, smart characteristics of engineering activities will be enforced in the 
immediate future. Joining in this way of development, this paper introduces some 
new findings in smart engineering. One of main tasks here is to extend the active 
context system in generic lifecycle ES model system to outside driving context 
sources, to production system for ES, and to physically operating ES. 

In this paper, contributions to solutions of actual problems of smart engineering 
include general model of integrated smart engineering system, redefined virtual 
engineering space (VES) to better understand modeled physical engineering space 
in case of smart cyber physical system (CPS), an essential processing of new or 
modified context in consistent context structure, new initiative of engineering 
model system based virtual research laboratory (VRL), and implementation of 
VRL concept in cloud organized platform in the Doctoral School of Applied 
Informatics and Applied Mathematics, Óbuda University. 
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Abstract: Modeling the effect of therapeutic drugs on tumor dynamics is a fundamen-

tal step that leads to the optimization of cancer therapy using mathematical tools. We

discuss three tumor dynamics models starting from a minimalist model describing the ef-

fect of bevacizumab based on experiments where the measurements can be defined with

one parameter exponential curves, and finally discussing a more complex model that de-

scribes the effect of pegylated liposomal doxorubicin (PLD) based on measurements with

richer dynamics. The differential equations are created with the analogy of formal reac-

tion kinetics, enabling universal interpretation of the modeled phenomena. Parametric

identification is carried out based on measurements to prove the efficacy of the models.

The results of the parametric identification show that the discussed models can sufficiently

describe the experimental results. The between-subject variability of the model parame-

ters is given which highlights the parameters that may change the most in a virtual patient

set.

Keywords: antiangiogenic therapy; chemotherapy; pegylated liposomal doxorubicin;
stochastic approximation expectation maximization

1 Introduction

Model-based optimization and personalization of tumor therapies require tumor

growth models which reliably describe the effect of the drug used during the

therapy [1]. Creation and validation of tumor models can be carried out using

time series measurements in mice experiments involving drugs for cancer treat-

ment [2]. Mathematical models, i.e, differential equations, however, can be hard

to interpret by clinical experts, thus we use formal reaction kinetics analogy [3]

to create the tumor models, similar to the work of Kuznetsov et al [4].

The most common tumor growth models assume Gompertzian growth function

[1, 5], which introduces a nonlinear term in the differential equation. Although,
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Gompertzian growth function expresses the fact that the tumor volume (or cell

number) has an upper limit, we do not use Gompertzian function in our model.

Since our modeling is driven by mice experiments, and during the experiments,

the tumor never reaches its upper limit, but operated on the linear dynamics range

(i.e., tumor growth is exponential), we use linear dynamics to describe the tumor

growth.

The tumor modeling is built up starting from a simple model ending with com-

plex one incorporating nonlinear pharmacokinetics and pharmacodynamics. Sec-

tion 2 covers the simplest model incorporating the effect of tumor proliferation,

drug clearance and drug effects [6], resulting in a planar system with one bilinear

term in the differential equations and two linear terms. The solution of the dif-

ferential equation can be written symbolically if the input is one single injection,

which was used for least squares parameter estimation in [6]. This model is also

referred to as the minimal model some papers related to tumor control [7–10].

The minimal model is extended with dead tumor volume dynamics, nonlinear

pharmacokinetics and pharmacodynamics in Section 3. The model is validated

using measurements with angiogenic inhibitor bevacizumab [11]. The extension

of the model with dead tumor volume enables more realistic identification, since

in the experiment, the sum of the volume of the dead and living tumor volume

is measured [12]. The mixed-order pharmacokinetics and nonlinear pharmaco-

dynamics makes the model even more realistic, with the latter incorporating the

effective median dose (ED50) parameter, which introduces an input saturation.

The qualitative analysis of the extended model is carried in [13].

The extended model is used to model the effect of chemotherapeutic agent pegy-

lated liposomal doxorubicin (PLD) in Section 4, where the dead tumor volume

washout is also added to the model. The results show that the model can suffi-

ciently describe the effect of chemotherapeutic agent applied to mice with breast

cancer [2], which has been used for therapy optimization in [14] with a modified

optimization algorithm of [15].

2 Minimal Tumor Model

The first version of the tumor model based on formal reaction kinetics was pub-

lished in 2017 [6]. The tumor growth model is given by the planar system

ẋ = ax−bxy (1)

ẏ = −cy (2)

where x is the time function of tumor volume given in mm3, y is the time function

of the level of drug in the patient given in mg/kg (i.e., mg of inhibitor per body

mass kg of the host). The parameters of the model are

• a : the tumor growth rate [1/day];

• b : the drug efficiency rate [kg/(mg ·day)];
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• c : the clearance of the drug [1/day].

The drug depletion is defined with linear pharmacokinetics in (2). Thus, the

depletion of the drug is governed by a linear differential equation, yielding that

the time function of drug level is given by

y(t) = y(0)e−ct (3)

with y(0) being the initial condition. Suppose, that we give y(0) amount of the

drug to the patient at time t = 0. If there are no more injections, the level of the

drug in the patient is described by (3) if there was no drug present in the patient

before the injection.

The parameter c used in (3) is the clearance of the drug. The clearance and half-

life of drug are both used in medical practice. The clearance parameter can be

acquired from the half-life of the drug denoted by T1/2 using

c =
ln2

T1/2

. (4)

The tumor growth dynamics is described by (1), where the first term on the right-

hand side characterizes exponential growth of tumor volume with growth param-

eter a. This term defines an unstable system if a is positive, i.e., the tumor grows

uncontrollably (described by an exponential function with positive exponent),

and there is no upper bound for the tumor volume. Tumor growth dynamics is

typically described as a Gompertzian growth function [5], i.e., the tumor volume

has an upper bound, however, we found that this model without upper bound

fits the measurements adequately and we were not able to observe the saturation

process of the tumor volume throughout many experiments [12].

The effect of the drug is described by the second term on the right-hand side of

(1). This bilinear term is the product of the tumor volume and the drug level, thus

if there is no tumor, then there is no therapeutic effect regardless of the amount

of drug present in the host. This bilinear term is the most simple term that can

describe this phenomenon. The rate of drug efficiency is the constant b, and since

the sign of the second term is negative, b is positive if the drug acts against the

growth process (thus inhibits tumor growth).

The solution to the differential equation (1) is

x(t) = x(0)exp

(

at −
by0

c

(

e−ct
−1

)

)

, (5)

with x(0) being the initial tumor volume and y(0) being the amount of drug in-

jected at time 0, provided that there was no drug present in the host before injec-

tion and there are no other injections during the therapy.

The minimal model given by (1)-(2) which describes unstable tumor growth, ef-

fect of the drug and linear pharmacokinetics can be formulated as a fictive chem-
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ical reaction given by the following reaction steps with species X representing

the tumor volume and the species Y representing the drug level:

• X
a

−−→ 2X that defines that tumor cells divide with rate a, i.e. species X

doubles its volume with a reaction rate coefficient a. Considering mass

action kinetics, the corresponding differential equation is ẋ = ax;

• Y
c

−−→ O that defines that there is an outflow of the species Y with a re-

action rate coefficient c, i.e., the drug is cleared from the body of the host,

considering mass action kinetics, the corresponding differential equation

is ẏ =−cy;

• X + Y
b

−−→ Y that defines that the species X and Y react and after the re-

action the species X disappears with a reaction rate coefficient b, i.e., the

drug destroys tumor volume; considering mass action kinetics, the corre-

sponding differential equation is ẋ =−bxy.

The connection of formal reaction steps and the corresponding differential equa-

tions (1)-(2) can be described by the methods that can be found e.g., in [3, 16, 17].

The minimal model can not capture the following phenomena that are physiolog-

ically important:

• giving an upper bound for the tumor growth, typically described by Gom-

pertzian functions in the literature [5];

• describing the indirect effect of the inhibitor on tumor growth through

modeling the dynamics of the supporting vasculature, if the model is used

to describe antiangiogenic therapy;

• modeling the dynamics of dead tumor volume (this will be incorporated

into the models in Sections 3 and 4);

• modeling the pharmacodynamics of the drug, i.e., the increase of the drug

dose does not yield linear increase in the effect, but the effect has a sat-

uration (this will be incorporated into the models in Sections 3 and 4 as

well).

The minimal model has only one equilibrium point specified by (1)-(2), which is

the trivial equilibrium, i.e., the equations

0 = ax∞ −bx∞y∞ (6)

0 = −cy∞ (7)

are satisfied only at x∞ = 0 and y∞ = 0. This equilibrium is unstable, since the

Jacobian of the system of differential equations (1)-(2) at the equilibrium point is

(

ax−bxy

−cy

)

′
∣

∣

∣

∣

x=0,y=0

=

(

a−by −bx

0 −c

)∣

∣

∣

∣

x=0,y=0

=

(

a 0

0 −c

)

(8)
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which is a saddle if a > 0 (i.e., it implies unstable tumor growth without drug).

Thus, if we give only one injection at the beginning of the treatment, the tumor

volume will not be stabilized in an equilibrium, but it will grow with growth rate

a after the drug is depleted.

However, if we extend the inhibitor dynamics by adding drug inflow rate I (e.g.,

to model further injections or infusion), i.e., (2) becomes

ẏ =−cy+ I, (9)

then the equilibria of the model are the solutions to

0 = ax∞ −bx∞y∞ (10)

0 = −cy∞ + I∞ (11)

that are

y∞ =
a

b
(12)

I∞ = c
a

b
(13)

with x∞ ∈ R
+. This implies that if there is an exogenous drug dosage, then

the equilibrium is independent of the tumor volume, and only depends on the

parameters of the model, thus after we drive the tumor volume in the given state,

we give the amount drug described by (12)-(13) to keep the tumor in that state.

Parametric identification of the tumor model based on mice experiments [12] was

carried out using mixed-effect model with Stochastic Approximation Expectation-

Maximization detailed in [18, 19]. The results of parametric identification fit for

each mouse in the experiment is shown in Figure 1. The individual parameter

sets show good fit for the measurements.

The identified values of the parameters with 95% confidence intervals and between-

subject variability are shown in Table 1. In the identification process, the initial

volume appears as an identified parameter. The between-subject variabilities of

the parameters are relatively small, the only parameter in the identification with

large between-subject variability of the initial tumor volume, which is not a real

parameter of the model.

In conclusion, although the model given by (1)-(2) is relatively simple and mod-

els only a few physiological phenomena and some critical processes are not mod-

eled, the results in Figure 1 show that the model can describe the measurements.

In the next section, the model is extended to incorporate the missing, critical

physiological phenomena; the extended model will have similar fit results as the

minimal model discussed in this section.
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Parameter Identified value (95%CI) BSV(CV%)

a 0.206 (0.179, 0.238) 15.4<
b 0.117 (0.00163, 8.47) 23.9>
c 0.0709 (6.35e-005, 79.1) 4.01>
x10 76.4 (47.5, 123) 84.9<

Table 1

Estimated parameters of the non-linear mixed effects model for the tumor model given by the

differential equations (1)-(2)., CI: confidence interval, BSV: between-subject variability, CV:

coefficient of variation

3 Tumor Model for Antiangiogenic Therapy

The minimal model was extended to incorporate the dynamics of the dead tumor

volume, the pharmacodynamics of the drug and mixed-order pharmacokinetics

of the drug in [11] and used to explain the effect of the angiogenic inhibitor

bevacizumab [12]. The model was also described using formal reaction kinetics

analogy as follows: the species X1 represents the proliferating tumor volume, the

species X2 represents the dead tumor volume and the species X3 represents the

inhibitor serum level. The equations of the model are:

• X1
a

−−→ 2X1 that defines that the tumor cells proliferate (divide) with a

tumor growth rate a. Using mass-action kinetics, this equation results in

the term ẋ1 = ax1;

• X1
n

−−→ X2 that defines the necrosis of tumor cells with necrosis rate n.

Note that this necrosis is independent of the treatment. Using mass-action

kinetics, this equation modifies the dynamics of the proliferating and dead

tumor volumes with the terms ẋ1 =−nx1, ẋ2 = nx1;

• X3
c

−−→ O that defines that there is an outflow of the drug with a reaction

rate coefficient c, i.e. the clearance of the drug. We use Michaelis-Menten

kinetics in order to have a mixed-order model for the pharmacokinetics, so

this equations results in the term ẋ3 =−cx3/(KB+x3), where the parameter

KB is the Michaelis-Menten constant of the drug;

• X1 + X3
b

−−→ X2 that defines that if the drug meets living tumor cells, the

result is dead tumor cells, i.e., the effect of the drug in a general way. This

equation is considered with Michaelis-Menten kinetics with Michaelis-

Menten constant ED50 (called the median effective dose [20]) resulting

in the velocity term x1x3/(ED50 + x3). The drug effect on the volumes is

considered with reaction rate coefficient b. The effect of this equation on

the dynamics of the proliferating and dead tumor volumes is expressed by

the terms ẋ1 = −bx1x3/(ED50 + x3) and ẋ2 = bx1x3/(ED50 + x3). Since

these terms have the dimension mm3/day, these terms can not be directly

used to modify the dynamics of the drug level, since that has the dimension

mg/(ml ·day). Thus, we use the constant κ with dimension mg/(ml · mm3)

to define the term ẋ3 =−κbx1x3/(ED50+x3). However, for simplicity, in-
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Figure 1

Actual tumor volumes (magenta) from the experiments in [12] and (individual) estimations (blue)

from the model described by (1)-(2). The mice got one large dose of bevacizumab at the first day for

the cases C1–C5 and one small dose each day for the cases T1–T9.

stead of κ , we introduce the constant bκ = κb.

The combination of these terms give the differential equation of the extended

tumor growth model:

ẋ1 = (a−n)x1 −b
x1x3

ED50 + x3
(14)

ẋ2 = nx1 +b
x1x3

ED50 + x3
(15)

ẋ3 = −c
x3

KB + x3
−bκ

x1x3

ED50 + x3
+u, (16)

where x1 is the time function of proliferating tumor volume in mm3, x2 is the

time function of the dead tumor volume in mm3, x3 is the time function of drug

serum level in mg/ml, u is the input that is the time function of drug injection

rate in mg/(ml ·day).

The output y of the system is the measured tumor volume in mm3 that is the sum

of the proliferating (x1) and dead (x2) tumor volumes, i.e.

y = x1 + x2. (17)
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The dynamics of the output is described by the differential equation

ẏ = ax1 (18)

that is the sum of (14) and (15), thus the change of the measured tumor volume

depends only on the tumor growth rate constant a and the actual volume of the

proliferating tumor volume.

The trivial equilibrium of the model is

x∗1 = 0 (19)

x∗3 = 0 (20)

with x∗2 ∈ R
+. This equilibrium is a stable node if a− n < 0, i.e., the tumor is

defeated by the host, and a saddle, if a− n > 0. In the latter case, the tumor

grows without therapy. Qualitative analysis of the model extended with a linear

state feedback control law was carried out in [13], and it has been shown that the

therapy can be efficient (i.e., there is a positive equilibrium achieved during the

therapy) if and only if a− n− b < 0. This inequality is also the sufficient and

necessary condition to achieve decreasing proliferating tumor volume as it has

been shown in [11].

Parametric identification of the tumor model based on mice experiments [12] was

carried out using mixed-effect model with Stochastic Approximation Expectation-

Maximization detailed in [18, 19]. The identified values of the parameters with

95% confidence intervals and between-subject variability are shown in Table 2.

In the identification process, the initial volume appears as an identified parameter,

and shows the largest between-subject variability, while the real model parame-

ters have small BSV.

The results of parametric identification fit for each mouse in the experiment is

shown in Figure 2. The individual parameter sets show good fit for the measure-

ments, similar to the results in Section 2.

The model described by (14)-(16) has similar modeling power as the model given

by (1)-(2) based on the identification using the measurements from [12]. How-

ever, the model discussed in this section is more complex, and the equations of

the model are physiologically more feasible, the measurements suggest that the

complexity of the model is not required. However, in the next section, we mod-

ify the model given by (14)-(16) to describe measurements from chemotherapy

where the measurement results show much richer dynamics than the simple expo-

nential growth that can be observed on the measurements with bevacizumab [12]

in Figures 1 and 2.
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Parameter Identified value (95%CI) BSV (CV%)

a 0.373 (0.349, 0.399) 7.56%

b 0.124 (0.116, 0.132) 1.55%

c 0.132 (0.124, 0.14) 4.30%

n 0.176 (0.154, 0.202) 16.2%

bk 7.25e-7 (6.43e-7, 8.16e-7) 8.01%

x1(0) 46.5 (30, 71.9) 80.6%

KB 0.591 (0.497, 0.703) 8.80%

ED50 4.63e-005 (2.48e-005, 8.63e-005) 17.1%

Table 2

Estimated parameters of the non-linear mixed effects model for the tumor model for antiangiogenic

therapy described by (14)-(16), CI: confidence interval, BSV: between-subject variability, CV:

coefficient of variation

4 Tumor Model for Chemotherapy

The model given in [11] was further modified to add the effect of dead tumor cell

washout in [18] in order to make it able to describe the dynamics of chemother-

apy using PLD [2]. Since the effect of the drug was specified with a general

mechanism (i.e., meeting of the proliferating tumor cell and drug results in dead

tumor cell), it was unnecessary to modify the corresponding stoichiometric equa-

tion to make it mores suitable to describe chemotherapy. The dynamics of dead

tumor cell washout is given by the stoichiometric equation

X2
w

−−→ O

which describes the washout of the dead tumor cells with washout rate w. Using

mass-action kinetics, this reaction step has the rate −wx2, which modifies the dy-

namics of the dead tumor cell volume. Thus, the modified differential equations

of the model are

ẋ1 = (a−n)x1 −b
x1x3

ED50 + x3
(21)

ẋ2 = nx1 +b
x1x3

ED50 + x3
−wx2 (22)

ẋ3 = −c
x3

KB + x3
−bk

x1x3

ED50 + x3
+u, (23)

where x1 is the time function of proliferating tumor volume in mm3, x2 is the

time function of dead tumor volume in mm3, x3 is the time function of drug level

in mg/kg and u is the input that is the time function of drug injection rate in

mg/(kg · day). Since the injection doses were provided in mg/kg [2], the units

of x3, u, ED50, and KB differ from the units of the corresponding variables and

parameters in the model (14)-(16) where the basic unit was mg/ml.

The output y of the system is the measured tumor volume in mm3 that is the sum
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Figure 2

Actual tumor volumes (magenta) from the experiments in [12] and (individual) estimations (blue)

from the model described by (14)-(16). The mice got one large dose of bevacizumab at the first day

for the cases C1–C5 and one small dose each day for the cases T1–T9.

of the proliferating (x1) and dead (x2) tumor volumes, i.e.

y = x1 + x2. (24)

The dynamics of the output is described by the differential equation

ẏ = ax1 −wx2 (25)

that is the sum of (21) and (22), thus the change of the measured tumor volume

depends directly only on the tumor growth rate constant a, the necrotic washout

w and the actual volume of the proliferating tumor volume and the dead tumor

volume.

The output dynamics (25) effectively describes a behaviour that seems like the

drug has delayed effect on the tumor volume. The delayed effect is produced by

the fact that initially the living tumor cells die (and become dead tumor cells),

thus the output (the sum of living and dead tumor cell volume) does not change,

and the remaining living tumor cells proliferate, resulting in increasing output,

and the dead tumor cells start to be cleared during the washout process, which

decreases the output. However, as long as the living tumor cells dominate (25),

i.e., the ratio of x1 and x2 is such that (25) is positive, the output is increasing,

and will only start to decrease when the ratio of the dead and living tumor cells
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Figure 3

Actual tumor volumes (magenta) from the experiments in [2] and (individual) estimations (blue)

from the model described by (21)-(23). The black arrows indicate 8 mg/kg injections of PLD in the

experiments.

reach a value when (25) becomes negative. This effect can be observed in the

measurements as well in Figure 3, where the measurements are indicated by ma-

genta diamonds, while the injections are indicated as arrows on the horizontal

axis. The injections were 8 mg/kg of PLD, a cytotoxic agent injected to mice

with breast cancer [2].

Parametric identification of the tumor model based on mice experiments [2] was

carried out using mixed-effect model with Stochastic Approximation Expectation-

Maximization detailed in [18, 19]. The identified values of the parameters with

95% confidence intervals and between-subject variability are shown in Table 3.

In the identification process, the initial volume appears as an identified parameter,

and shows the largest between-subject variability, while the real model parame-

ters have small BSV. The only exception is the effective median dose parameter

(ED50), which shows large between-subject variability.

The results of parametric identification fit for each mouse in the experiment are

shown in Figure 3. The individual parameter sets show good fit for the measure-

ments, except for the cases PLD1, PLD8 and PLD9. The most possible expla-

nation of the bad fit for these cases maybe that the tumor acquired resistance for

PLD1, PLD8 and PLD9, and the model is not able to describe this phenomenon.
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[t!]

Parameter Identified value (95%CI) BSV (CV%)

a 0.306 (0.265, 0.354) 6.08%

b 0.166 (0.126, 0.219) 18.2%

c 0.257 (0.2, 0.329) 31.9%

n 0.144 (0.127, 0.163) 16.3%

bk 6.12e-7 (5.57e-7, 6.73e-7) 6.60%

x1 (0) 6.94 (1.44, 33.4) 6050%

KB 0.36 (0.253, 0.514) 34.5%

ED50 9.71e-5 (2.17e-5, 0.000434) 152%

w 0.34 (0.292, 0.397) 7.43%

Table 3

Estimated parameters of the non-linear mixed effects model for describing the effect of PLD with

the equations (21)-(23), CI: confidence interval, BSV: between-subject variability, CV: coefficient of

variation.

Conclusions

The tumor models based on formal reaction kinetics analogy demonstrate that

the modeling approach can be beneficial for the modeling of physiological sys-

tems. The reaction kinetics analogy makes the differential equations interpretable

for experts not familiar with the theory of differential equations (e.g., clinical

experts), while the different modeling alternatives (e.g., mass-action kinetics or

Michaelis-Menten kinetics) can be used to find the optimal choice between model

complexity and modeling power.

The simple model, also called the minimal model, has good modeling power in

a small ”operative” range only, however, if the tumor is controlled, the states of

the system can be kept in that range, where the model is realistic. The simplicity

of the model is advantageous for model-based controller design, and allows the

use of numerous sophisticated control design techniques.

More complex models have the power to describe physiological processes in

more detail, however, the complexity makes controller design more difficult. As

the results showed with chemotherapy, the complex models can be used to de-

scribe the effect of therapy on a larger scale on both time and state space, thus

more complex models are more beneficial for designing impulsive therapies.
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Abstract: The person localization by ultra-wideband (UWB) sensors is a challenging field 
attracting researchers worldwide. Whereas the issue of the person localization in 2-
dimensional space (2D) has been discussed in many articles, only a few papers have been 
devoted to the people localization in 3-dimensional space (3D). Combining two 3D 
localization methods a new approach to the person localization in 3D can be obtained to 
fill this gap. The new 3D localization method introduced in this paper is referred to as the 
Taylor series based localization method (TSM). This method combines the 3D-2D method 
of object localization in 3D with the conventional method of Taylor series. The 
performance properties of the introduced TSM will be illustrated via the experimental 
scenario intent on the through-the-wall localization of a moving person by a multistatic 
UWB radar system. 

Keywords: 3D localization; signal processing; target tracking; Taylor series based 
localization method; UWB radar 

1 Introduction 
In the last decade, a great effort has been devoted to the study of ultra-wideband 
(UWB) radar applications for people monitoring [1]. The analyses of performance 
properties of person monitoring systems based on UWB radar (sensor) have 
shown that such systems allow localize multiple moving and static persons, as 
well as persons moving with a change of the character of their motion, not only 
for line-of-sight (LOS) but also for non-line-of-sight (NLOS) scenarios (e.g. 
localization of person situated behind of non-metallic obstacle, or localization of 
person e.g. in rain, snowstorm, dust, smoke, etc. [2]). It is also well-known, due to 
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fine range resolution based on time-of-arrival (TOA) measurement [3], UWB 
sensors can provide object localization with high accuracy as well. Moreover, 
signals transmitted by UWB radars are extremely low-power. As results, they 
produce only low-level interference of narrowband communication infrastructure 
and thus they can more easily coexist with such communication systems. These 
and further unique properties of UWB sensors (comprehensively summarized, e.g. 
in [1]) have been the impetus in the last years for relatively extensive development 
of applications of UWB localization systems. Rescue and security operations, 
critical infrastructures monitoring [1], [4], [5], [6], senior monitoring within their 
dwellings [7], [8], baby monitoring (e.g. detection of sudden death syndrome), etc. 
are just a few examples of such applications. Moreover, due to the development of 
communication and sensor networks, smart-home, smart-cities, Internet of Things 
and low-cost UWB sensor systems, it is expected the growth of requests for 
contactless monitoring of people in the near future. 

Motivated by these findings we have focused our research on moving people 
monitoring (e.g. [9], [10], [11], [12], etc.) by means of UWB radars. In this area, 
great attention has been devoted to the localization of persons through a vertical 
wall in 2-dimensional (2D) and 3-dimensional space (3D) (e.g. [1], [13]) as well 
as through-the-floor localization of persons in 3D [10] or to the localization of 
persons situated behind a corner [14]. 

While the issue of person localization in 2D has been addressed in many articles, 
people localization in 3D and localization of persons situated behind a corner has 
been studied only in a few papers. In order to fill this gap, we prepared this paper 
focused on person localization through a vertical wall in 3D. The method which 
will be introduced in this paper is based on the estimation of the length of time 
interval necessary for electromagnetic waves to travel from transmitting antenna 
to a target and from the target to the radar receiving antenna. Note that this is time 
interval is commonly referred to as TOA. In addition, our method will be based 
also on the application of the antenna array (Fig. 1) designed in [15] containing 
one transmitting antenna and four receiving antennas suitable for localizing 
objects in 3D. 

For the object localization based on TOA measurement for a general antenna array 
lay-out several iterative and non-iterative algorithms were developed, e.g. in [16], 
[17], [18]. As an example, a few algorithm such as iterative Taylor series method 
[19], [20], approximate maximum likelihood methods [21], least-squares 
algorithms or various localization algorithms based on target bistatic range 
estimation (e.g. [10], [14], [15], [22]) could be mentioned. 

The target localization in 3D by means of UWB radar can be simplified by the 
application of the antenna array outlined in Fig. 1. Due to the antenna array layout, 
a geometrical interpretation of the considered localization problem allows finding 
the target coordinates by a simple computation of 2 intersections of 2 pairs of 
ellipses as was suggested in [10], [15]. The mentioned ellipses are defined by the 
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antenna array layout and estimated TOAs corresponding to the target and to 
particular pairs of transmitting antenna and receiving antenna. This approach to 
person localization in 3D can be interpreted as the object localization in the x-y 
plane (i.e. localization in 2D) and in y-z plane (i.e. the second localization in 2D). 
Then, the final target coordinates can be determined by a fusion of the results of 
target localization in these two planes [10], [15]. The person localization in 3D 
based on this idea which has been developed in [10] is known as the 3D-2D 
method. Its simplified version introduced in [15] is sometimes referred to as 
approximate 3D-2D method (A-3D-2D). 

3D-2D and A-3D-2D method are simple providing quite good accuracy of person 
localization. However, they do not exploit the full potential of antenna array 
containing four receiving antennas. One can expect that some improvement in 
terms of the localization accuracy could be achieved if some optimization 
principle would be combined with the 3D-2D method or A-3D-2D method. 
Following this idea originally outlined in [23], the Taylor series based localization 
method is introduced in this paper. The main novelty of this method consists in the 
application of the 3D-2D method or the A-3D-2D method in a combination with 
the well-known Taylor series localization principle. The Taylor series based 
localization method is here derived for the 3D localization with the respect the 
antenna array layout according to Fig. 1. The performance properties of the Taylor 
series based localization method will be examined via the experiment focused on 
the through-the-wall positioning of a moving person. The comparison of the true 
and the estimated tracks of the person will show that the Taylor series based 
localization method can provide better accuracy of the localization in comparison 
with the localization only by the 3D-2D method. 

The paper is organized as follows. The problem statement concerning the 
localization of a person by a multistatic UWB radar is outlined in the next section. 
In Section 3, the Taylor series method based on the estimations of TOAs is 
described. Then, the iterative Taylor series algorithm is introduced. Subsequently, 
the performance of the Taylor series based localization method will be 
demonstrated in Section 5. Finally, conclusions are drawn in the last section. 

2 System Model 
Let us consider the fundamental scenario of a moving target localization by means 
of a multistatic UWB radar system composed of one transmitting antenna (Tx) 
and four receiving antennas (Rxs). To locate and track the target denoted as T, Tx 
emits electromagnetic waves into a monitored area, they are reflected from objects 
(even from T) and received by Rxs. It is assumed that the antenna configuration 
and the coordinates of Tx and Rxs are fixed, known, and they are denoted as Tx = 
(xt, yt, zt) and Rxi = (xi, yi, zi) for i = 1, 2, 3, 4 (Fig. 1). It is also assumed that all 



D. Kocur et al. Determining the Positions of the Moving Persons in 3D Space by UWB Sensors 

 – 48 – 

TOAi belonging to the ith Rx for i = 1, 2, 3, 4 have been estimated for a slow-time 
instant τ as well. The estimated TOAi for i = 1, 2, 3, 4 correspond to the measured 
round trip propagation times of the electromagnetic wave transmitted by Tx, 
reflected from T and received by the ith Rx. 

Tx=[0,0,0]

Rx x1 1=[ ,0,0]

Rx x2 2=[ ,0,0]

Rx y3 3=[0, ,0]

Rx y4 4=[0, ,0]z=0

x

y

 

Figure 1 

The antenna array layout 

The total length of the trajectory along which the electromagnetic wave 
propagates from Tx to T and then from T to the ith Rx denoted as di can be 
expressed as a set 

. , 1, 2,3, 4,i id cTOA i   (1) 

where c = 3×108 ms-1 is electromagnetic wave propagation velocity in the air. 

Under real conditions, the distances di for i = 1, 2, 3, 4 are estimated with an error 
represented by the additive noise components ei. Let the unknown target 
coordinates are denoted as T = (x, y, z). Then, the estimated distances di can be 
modeled by the following set of the algebraic equations 

           2 2 2 2 2 2
,

1, 2, 3, 4.

i i i

t t t i i i i

d TxT TRx e

x x y y z z x x y y z z e

i

   

           



 (2) 

In these equations, TxT  and iTRx  are the Euclidean distances between the 

points Tx and T and between the points T and Rxi, respectively. Note, that ei for  
i=1, 2, 3, 4 correspond to the estimation errors of the length of the trajectory Tx-T-
Rxi. The problem of the target locating lies in determining the unknown target 
coordinates (x, y, z) by the solution of the set of the nonlinear equations (2). 

It is well known from geometry that the ith equation of (2) is the equation of the 
spheroid obtained by rotating the ellipse about one of its principal axes. This 
detailed description and the corresponding mathematical formulas is beyond this 
paper. Its comprehensive description can be found, e.g. in [10], [24]. 
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The accuracy of distance estimation di is affected by several phenomena (e.g., 
noise, multipath, non-line-of-sight (NLOS) conditions). If the distance estimation 
error is additive, this results that the spheroids will not intersect at one single 
point. On the other hand, if the distance estimation error is subtractive, the 
spheroids may not intersect. So, the goal of the localization algorithm is to 
estimate the target position as close as the true target position, even in the 
presence of noisy measurements. It can be done also by the Taylor series method. 

3 Taylor Series Method 
Finding the location of the target requires the solving of the set of the nonlinear 
equations (2) based on TOA measurements. The most straightforward method of 
target position estimation is to solve a set of simultaneous equations (2). Various 
iterative and non-iterative position estimation algorithms have been developed 
[18], [22]. Non-iterative algorithms are simple and easy to implement compared to 
the iterative algorithms, such as spherical interpolation and other least-squares 
related techniques. The iterative algorithms are more complex and stop only when 
some pre-defined criterion is satisfied. These include, e.g. the Taylor series 
method. 

The target localization by the nonlinear least-squares method based on a first-
order Taylor expansion (i.e. Taylor series method) was originally proposed for 
target locating issued from one way propagation time measurements [19]. Then, 
for example in [17], [26], the original Taylor series method was modified for the 
target localization based on the estimations of TOAs from N receiving antennas. 
The Taylor series method based on the TOA estimations (TS) applied for the 
target localization in 3D according to the system model described in Section 2 can 
be described as follows. Here, the set of the nonlinear equations (2) is linearized 
by expanding it in a Taylor series around an initial estimate of a point. Only terms 
below second order are retained. This set of equations is solved to produce a new 
approximate position of the target, and the process is repeated until the stopping 
criterion is satisfied.  

Let us define new functions of three variables x, y, z 

       

     

2 2 2

2 2 2

, ,

, 1, 2, 3, 4.

i t t t

i i i

x y z x x y y z z

x x y y z z i

f       

     
 (3) 

Then, the equations (3) can be rewritten by equations (2) as 

 , , , 1, 2,3, 4.i i ix y z d e if     (4) 
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Here, ei are the estimation errors of the distances di. If x0, y0, and z0 are initial 
estimates of the target coordinates, which can be obtained roughly by other 
methods, then 

0 0 0 ,, ,x y zx x y y z zδ δ δ       (5) 

where δx, δy, and δz are the corresponding location errors to be determined. 
According to the selected initial coordinates [x0 y0 z0]T, expanding fi in a Taylor 
series and retaining the first two terms we can get 

1 2 3 , 1, 2,3, 4,io i x i y i z i if a a a d e iδ δ δ       (6) 

where 
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Equation (6) can be rewritten in the matrix form as 

,A D eδ    (7) 

where 

11 12 13 1 10 1

21 22 23 2 20 2

31 32 33 3 30 3

41 42 43 4 40 4

, , , .
x

y

z

a a a d f e

a a a d f e
A D e

a a a d f e

a a a d f e

δδ δδ
     

                     
             

 

From equation (7) by using the least-square algorithm, the least-square solution of 
δ is 

1
D.T TA A Aδ 

     (8) 

Given the initial estimations of the target coordinates [x0 y0 z0]T, the unknown 
values of location errors δ can be determined by (8). Then the estimations of the 
target coordinates are updated according to the expression 
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 0 0 0 0 0 0 .
TT

x y zx y z x y zδ δ δ       (9) 

The computation of the target coordinates [x0 y0 z0]T according to (9) is repeated 

until δ  is sufficiently small, i.e. δ ε , where 2 2 2
x y zδ δ δ δ    denotes 

Euclidean norm of δ and ε is the small positive number. 

4 Taylor Series Algorithm 
In the previous section, a basic principle of TS has been described. To reduce the 
errors of the estimated target positions emergent by the noise measurements of 
TOAs, TS can be considered as an iterative method of solution of (2). Then, the 
target localization employing TS can be implemented by using the following 
iteration algorithm referred to as the Taylor series algorithm: 

Step 0: 

To solve the equation group (2), Taylor series algorithm requires an initial target 
position. In this step, a reference estimate of the target coordinates denoted as T0 = 
(x0, y0, z0) is obtained by using the 3D-2D method or the A-3D-2D method [15]. 
Note, that it is not a priori known if TOAs are or are not perfectly estimated. 

Step n: 

In this step, the nth iteration of the solution of equations (2) is done for n = 1, 2, 
…, N. 

The unknown coordinates of the person (target) in the nth iteration are estimated 
from the non-linear equations (2) that are linearized by the Taylor series 
expansion around the point Tn-1 = (xn-1, yn-1, zn-1). The point Tn-1 = (xn-1, yn-1, zn-1) is 
the estimate of the person position in the (n-1)th iteration. 

The group of the linear equations written in the matrix form (7) is repeatedly 
solved by the least-squares method at each iteration to refind a new estimate of the 
target coordinates denoted as Tn = (xn, yn, zn) by equation (8). For the updated 
estimate of the person position its new coordinates are refined according to 

1 ,n n x nx x δ  , 1 y,n n ny y δ  , and 1 z,n n nz z δ  . 

The parameter , , ,

T

n x n y n z nδ δ δ δ    express a localization error in the nth 

iteration. It is obtained as the least-squares solution of (7) by (8). Here, it is used 
to control the iteration process of solution (2) as follows: 

a) If the Euclidean norms fulfill the condition 1n nδ δ  , the iteration 

process is divergent. The iterative process ends and the final person 
position in the slow-time instant τ is T=Tn-1 = (xn-1, yn-1, zn-1). 
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b) If the Euclidean norms fulfill the conditions 1n nδ δ   and nδ ε , 

the iterating process is convergent. Note, ε is a small positive number 
controlling the iteration process. Then, the looking for the solution of (2) 
will continue by the (n+1)th iteration. 

c) If inequations 1n nδ δ   and nδ ε  are fulfilled, the iterating 

process ends. The final person coordinates in the slow-time instant τ are 
T=Tn= (xn, yn, zn). 

d) Alternatively to (c), the iteration process ends if n = N, where N is the 
preset maximum allowed number of iteration. Then, the final estimation 
of person positions in the slow-time instant τ is T=TN=(xN, yN, zN). 

The iteration algorithm of the solution of the system model (2) described herein 
will be referred to the Taylor series based localization method (TSM). 

5 Experimental Results 
To illustrate and validate performance properties of TSM, a scenario of the 
moving person localization in 3D (in the next referred to as the experimental 
scenario) will be analyzed. This scenario is outlined in Fig. 2. It is focused on the 
through-the-wall tracking of a person moving behind the brick wall with a 
thickness of 0.2 m. The person to be localized was walking on the stairs (Fig. 3) at 
an approximately constant speed from the position P1, through the positions P2, 
P3, P4, P5, P6, P7, up to the position P8 (Fig. 2). 

Table 1 

The basic parameters of the UWB radar system 

Radar type M-sequence UWB radar 

M-sequence order 12 

System clock frequency 7 GHz 

Operation bandwidth DC – 3 GHz 

Length of impulse responses 4095 samples spread over 585 ns 

Radar range resolution 0.01 m 

Unambiguous range 137 m 

Transmitted power 1 mW 

Radar configuration One Tx and four Rxs 

Antenna spacing 0.39 m 

Antenna type Horn open 

The person was monitored by the M-sequence UWB radar system [1] equipped 
with one Tx and four Rxs depicted in Fig. 4. The parameters of the radar are stated 
in Table 1. The five double-ridged horn antennas have been placed on the wall 
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forming a wall-to-air interface. The antenna array layout is shown in Fig. 1. The 
distance between Tx and Rxs has been 0.39 m, Tx has been located in the middle 
between four Rxs. For the target positioning in 2D, the antenna array with an 
appropriate layout of one Tx and two Rxs is sufficient. The antenna array 
consisting of Tx, Rx1, and Rx2 has been located on the x-axis Such an antenna 
array should be enough for the localization of a target in the x-y plane (in 2D). 
Similarly, the antenna array consisting of Tx, Rx3 and Rx4 located on the axis y 
should be enough for the localization of a target in the y plane (in 2D). The 
antenna array consisting of Tx and four Rxs arranged according to Fig. 1 is proper 
for 3D localization. 

 
Figure 2 

The scheme of measurement with the positions of antennas and the reference positions 

 

Figure 3 
The monitored area 

 

Figure 4 
The measurement apparatus, M-sequence 

UWB radar system located behind the wall 
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To locate and track a moving target, Tx emitted electromagnetic waves into a 
monitored area, they were reflected from objects (even from the target) and 
received by Rxs. The raw radar signals retrieved from the radar system can be 
interpreted as a set of impulse responses of the surrounding through which the 
electromagnetic waves spread. The set of impulse responses is referred to as 
radargram [1], [13]. Then, the target positions and its track in the monitored area 
can be obtained by the sequential processing of particular impulse responses of 
radargram. 

The processing of the radar signals for moving person localization [13], [24], 
consists of the set of phases responsible for the elimination of stationary clutter 
(methods of background subtraction), the decision about the target presenc or 
absence (methods of detection), the estimation and association of distances from 
the same target (methods of TOA estimation), the wall effect compensation (if 
target detection and tracking by UWB radar is realized through the walls with 
known thickness and relative permittivity of the wall), the estimation of target 
positions (methods of localization) and finally the monitoring of target motion 
over time (methods of tracking). Here, the exponential averaging method [27], 
CFAR detector [28], [29], trace connection method [11], trace correction of the 
first kind [30], the 3D-2D method [15], and multiple target tracking system (MTT) 
[13], [27], [31] have been applied for the background subtraction, target detection, 
TOA estimation, wall effect compensation, target localization, and target tracking, 
respectively. The detailed description of the particular phases of radar signal 
processing together with the corresponding mathematical formulas is beyond this 
paper. Its comprehensive description can be found, e.g. in [13], [24]. 

By using the above-mentioned procedure for radar signal processing, the TOAs 
corresponding the target have been obtained for every slow-time instant τ. Then, 
the positions of the target in the monitored area have been determined by the 3D-
2D method. The obtained results of the localization phase are depicted in Fig. 5. 
These by the 3D-2D method given target coordinates have been used as the initial 
estimates for the target positioning by TSM. Finally, the target coordinates have 
been refound by TSM. By the TSM achieved results are depicted in Fig. 7. The 
projections of the estimated person coordinates into the x-y plane are illustrated in 
Fig. 6 and 8. 

The last phase of the radar signal processing procedure applied to target positions 
estimated by the localization method is target tracking. It allows improving the 
robustness and precision of the target coordinates estimations based on its 
foregoing positions. Here, the target tracking by MTT has been employed. The 
person tracks estimated by MTT for the 3D-2D method and TSM are depicted in 
Fig. 9 and 11, respectively. The projections of the estimated positions of the 
person into the x-y plane are illustrated in Fig. 10 and 12, respectively. 

Since the real width of the person is non-zero and the resolution of the radar used 
for measurement is approximately 0.01 m, the alternative form of the visualization 
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of the target position estimation accuracy is shown in Fig. 5-12. In these figures, 
the yellow cuboids and parallelepipeds, or rectangles in the projection into the x-y 
plane, are outlined. The part of the monitored area bordered by these shapes, 
where the true track of the person is located, can be referred to as a region of the 
true positions of the person. The width of this region is set to 1 m, its height is set 
to 1.8 m. It corresponds approximately to the effective size of a human body. 

The analyses of the results presented in Fig. 9 – 12 show, that the estimated tracks 
have kept the direction of the target movement very-well. The tracks estimated by 
TSM and MTT is better than that of the trajectory estimated by MTT coming out 
of the positions estimated by the 3D-2D method. This improvement is observable 
especially in these segments of the tracks in which the person was changing the 
direction of their motion. This performance of TSM over the 3D-2D method is 
reached at the cost of its higher complexity in comparison with the 3D-2D 
method. 

 

Figure 5 

Person positions estimated by the 3D-2D method 
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Figure 6 

Person positions estimated by the 3D-2D method: the projection into x-y plane 

 

 

Figure 7 

Person positions estimated by TSM 
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Figure 8 

Person positions estimated by TSM: the projection into x-y plane 

 

 

Figure 9 

Person track estimated by the 3D-2D method and MTT  
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Figure 10 

Person track estimated by the 3D-2D method and MTT: the projection into x-y plane 

 

Figure 11 

Person track estimated by TSM and MTT 
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Figure 12 

Person track estimated by TSM and MTT: the projection into x-y plane 

Conclusions 

In this article, the problem of the 3D localization of a moving person using M-
sequence UWB radar for NLOS scenario has been studied. As has been shown in 
[10] and [15], for the moving person localization in 3D, the 3D-2D method [10] or 
its approximation [15] can be used. The advantage of these approaches consists on 
one hand in the simplicity of the mathematical solution of (2), and on the other 
hand, what is perhaps more interesting that all methods developed for the target 
localization in 2D can be applied for the target localization in 3D. Unfortunately, 
3D-2D method and its approximation are capable of providing only a very rough 
approximation of the solution of (2). This finding including experimental 
experiences has motivated us to connect the 3D-2D method with a well-known 
iterative TS method [16]. In this concept, the 3D-2D method is used for the 
estimation of an initial solution of (2), and the TS method can provide an 
additional improvement of the target localization accuracy. As a result, the TS 
algorithm has been introduced in this paper as a novel approach to person 
localization in 3D. Moreover, the accuracy of person localization in 3D by the TS 
algorithm has been further improved by the implementation of target tracking in 
3D. The experimental results obtained for through-the-wall localization of a single 
moving person has confirmed our assumptions that the TS algorithm can provide 
the reliable estimations of the person positions even in a complex environment. 
Therefore, we believe that the TS algorithm could be an interesting and successful 
member of the family of the algorithms to be applied for the person monitoring in 
3D using UWB sensors. 
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In our opinion, the TS method and TS algorithms represent a universal approach 
to object localization in 3D based on TOA measurement. Therefore, they can be 
applied not only for person monitoring but also for localization of other moving 
objects. The state-of-the-art in the field of localization algorithm exploitation 
indicates that, e.g. the field of robotics could be considered the very perspective 
from this point of view. The localization method could be employed, e.g. for 
monitoring a robot environment (e.g. [32]) or for monitoring robot itself (e.g. 
[33]). We also believe, the method developed in this paper could be applied, e.g. 
in the field of robot posing or for the solution of a problem of simultaneous 
localization and mapping (SLAM), where the robot must simultaneously map the 
environment and locate itself (e.g. [34], [35], [35], [37]). 
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Abstract: In the digital age, being able to determine the relationships between attributes in 
datasets is advantageous for many fields of information technology, such as data mining, 
machine learning, etc. There are inherent rules, functional dependencies that are derived 
from the nature of the data, of which many are not trivially obvious to the human data 
manager. This paper presents a new method to extract such relationships. It uses 
Sequential Indexing Table structures that can implicitly indicate if the values of an attribute 
are determined by the combination of the values of the attributes preceding it in the layered 
architecture, i.e. is functionally dependent on those attributes. A new algorithm is given to 
use this feature to extract functional dependencies, and the performance is analyzed using 
real-life datasets. 

Keywords: functional dependency extraction; data processing; functional dependencies; 
data mining; sequential indexing tables 

1 Introduction 

Data management has been an important part of information technology, gaining 
more and more prominence in the past few decades. Fields such as big data [1] [2] 
[3], business intelligence [4] [5] and even machine learning [6] [7] [8] [9] profit 
tremendously from data analysis that helps discover various hidden relationships 
between the features of data. 

There are many functional dependencies (FDs) that inherently derives from the 
nature of the data. Although many FDs can be recognized intuitively, (e.g. for a 
persons database: the name, birth date and place are enough to uniquely identify 
each person), but many of these relationships are often not trivial for human data 
managers, thus there is a need for a fast, algorithmic extraction of such 
relationships. 

An extensive research has already been put into FD discovery. The three most 
widely referenced to, classic approaches are TANE [10], FastFDs [11] and Dep-
miner [12]. While TANE uses an exhaustive breadth-first search on the data using 
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a containment lattice to find the functional depedendencies that hold over them, 
FastFD takes the difference set of the values of the data samples, applies heuristics 
and a depth-first search to calculate the minimal covering of the created difference 
sets. Even though they are efficient at finding FDs, most methods in the literature 
scale badly with the size of the schema and the number of tuples (data samples), 
which negatively impacts the time they require for operation [12] [13]. 

Sequential Indexing Tables and Sequential Fuzzy Indexing Tables (SITs and 
SFITs [14]) have been proposed in order to implement a classifier that uses the 
bare minimal steps necessary to classify patterns (i.e. find the known pattern 
(class) that is the most similar to the input values).They are based on the idea of 
Lookup Tables ([15] LUTs), which store the precalculated value or class label for 
all possible input value combinations in suitable arrays [16]. Depending on the 
problem space, this often results in very large, but sparse arrays (with only a small 
portion of the stored data being useful). SITs are an attempt to reduce the area of 
the problem space that is in the focus of the classification, thus only storing areas 
that hold useful information. This is done sequentially, in a layered structure 
where each layer restricts the problem space by a given value of an attribute, 
gradually combining them until the search area is reduced to a single point 
(SITs)or its fuzzy neighborhood (SFITs) in the problem space. The classification 
performance of SFITs have been thoroughly investigated by the authors in 
previous works [17] [18] [19] [20] [21]. 

SITs and SFITs have an implicit property that they can indicate the presence of 
functional dependencies in the dataset they have been trained with. If the 
information that an attribute carries (which is supposed to further restrict the 
problem space by adding it to the combination of the sequence) is already 
expressed in the combination of the previous attribute values (i.e. it is functionally 
dependent on them) then it can be detected in the structure. 

In this paper, we describe a new functional dependency extraction approach. It 
builds upon the idea of using SIT structures to detect and subsequently extract the 
functional dependencies that hold over the dataset schema considering the 
available data. 

The rest of this paper is as follows. In Section 2 the proposed method is described: 
in Subsection 2.1 a formal definition of functional dependencies is given, then in 
Subsection 2.2 the architecture of Sequential Fuzzy Indexing Tables is detailed, 
while in Subsection 2.3 the new functional dependency extraction method is 
proposed. In Subsection 3.1 the performance of the proposed method is evaluated, 
while in Subsection 3.2 complexity analysis is given: Subsection 3.2.1 investigates 
the time complexity, while 3.2.2. the spatial complexity of the proposed approach. 
Subsection 3.3 describes possible ways for the expansion of the method in future 
work. Lastly, the conclusions are drawn. 
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2 Functional Dependency Detection 

2.1 Functional Dependencies 

Functional dependencies (FDs) are relationships between attributes of a dataset: 
such a rule states that the value of an attribute is uniquely determined by the 
values of other attributes. Formally: over a given relation schema (i.e. the set of 
attributes) 𝑅, 𝐴 ∈ 𝑅 and 𝑋 ⊆ 𝑅. X→A functional dependency is valid in a given 
relation r (i.e. the dataset) over R:∀𝑢, 𝑡 ∈ 𝑟, ∀𝐵 ∈ 𝑋: 𝑖𝑓 𝑡[𝐵] = 𝑢[𝐵], then  𝑡[𝐴] = 𝑢[𝐴]. For the rest of the paper, the attributes in the left side of a 
dependency are regarded as the determinant attributes, and the attribute on the 
right side is regarded as the dependent attribute. 

2.2 Dependency Detection with Sequential Indexing Tables 

SITs implement an iterative reduction of the problem space, using the values of 
the input data directly to restrict the area of focus. In the layered structure of SITs 
each layer corresponds to an attribute. An index array Λ is used in each layer to 
stores index values that are assigned to each value combination that occurs in the 
training dataset. The order of the attributes is significant, using two different 
orderings results in two structures that are different in the sizes of their arrays 
(though hold basically the same amount of information overall). Each index array 
has as many columns as the size of the interesting domain of its corresponding 
attribute (i.e. the range for that attribute in which the training dataset takes values 
from), and as many rows as the number of index values (so-called index markers) 
that have been assigned in the previous layer (in the first layer, the index array Λ𝐿0 
consists of only one row). 

Remark #1: Sequential Fuzzy Indexing Tables (SFITs) are the fuzzy extension of 
SITs, in which an additional fuzzy array is used in each layer in order to handle 
areas instead of strict integer values (thus adding a certain level of generalization 
ability to the system, at the price of doubling the size of its structure). However, 
for classical functional dependency detection and extraction SITs are sufficient as 
well. 

Remark #2: the floating-point values of each tuple are converted into integer 
format within arbitrary bounds. This is generally done through a suitable linear 
mapping function: �̃� ≅ 𝑎 ∙ 𝑋 + 𝑏 (1) 

where input value X is scaled with a, and biased with b (a𝜖ℝ, b𝜖ℕ) then rounded. 
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Figure 1 

The architecture of Sequential Indexing Tables used for FD detection and extraction 

The SIT structure and its usage can be seen in Fig. 1. Let us consider the 7 input 
tuples t0…t6 (a), which have been loaded into the SFIT structure (b). In the first 
iteration,tuple t0 = (1,4,0,3,2) is inserted. Since there is no marker in Λ1𝐿0, a new 
one is set: Λ1𝐿0 = 0. This also marks that in the next layer the row #0 is considered. 
In the second layer Λ0,4𝐿1 = 0 is set, in the third Λ0,0𝐿2 = 0, etc. Tuples t1 and t2 are 
inserted similarly. However, for the values of t3=(1,3,1,5,3) there are already 
markers in place in the first layer, and thus the insertion process follows the route 
that the markers have marked (which is highlighted with dashed arrows): it only 
begins inserting new markers in the second layer (L1). The input data and the rows 
of the architecture in the figure are colored accordingly in order to help viewing 
the logic behind the data structure. Each individual stored pattern or tuple realizes 
a route from L0 to LN-1. 
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In the figure, aside from the first layer, every change of color shows that there is a 
branching in the ‘route of restriction’ (of the problem space) that the insertion of 
the data takes throughout the structure. 

In each layer, only a specific row is important for a given pattern (given by the 
marker in the previous layer). Since each marker leads to a given row in the next 
layer, a row with only one marker in it can be regarded as a straight path, while if 
there are more than one markers, then it can be regarded as a junction. In the rest 
of the paper, the former will be regarded as singular, while the latter as non-
singular rows. Out of the two cases, the latter has more importance, as it 
introduces additional information to the system (distinguishes tuples based on 
their attribute value). For classification problems, if the index array of a layer Li 
only has singular rows, then it does not contribute to the classification process in 
any meaningful way, therefore it can be ignored and thus save time. This is 
because the tuples in the structure until layer Li are already uniquely distinguished 
by the combination of the layers (or a subset of the layers) that precede it.Which 
means that for given values of (at least one of) the previous layers, Li will only 
take specific values, which is the definition of functional dependencies. Therefore, 
if there are only singular rows in the index array of a (non-first) layer, then its 
attribute is the dependent of a functional dependency, and the determinant 
attributes are among the attributes belonging to the preceding layers. 

This can be used to detect functional dependencies: take an ordering of the 
attributes such that the investigated attribute is in the last place (N-1), and build 
the structure. While filling the arrays, in order to avoid the need to examine the 
whole of the index matrix of the last layer, the numbers of markers for each row 
are stored in a column vector β. If any of the elements in is raised above one, a 
variable α is incremented as well, which indicates if there are any non-singular 
rows. Thus, after building only α is needed to be checked. If α=0, then the 
attribute is functionally dependent. 

2.3 Dependency Extraction with Sequential Indexing Tables 

The structure described in Subsection 2.2 can also be used to determine which 
layers are the determinants of the functional dependencies. The base idea is to 
create an ordering in which the last layer (N-1) corresponds to the attribute that is 
needed to be examined as the dependent attribute (i). If the index array of the last 
layer is singular (i.e. all of its rows are singular, α=0), then the analysis can 
commence (otherwise, the attribute is skipped). 
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Figure 2 

The operation of the FD extractor on a forward order 

 

Figure 3 

The operation of the FD extractor on a reverse order 

The analysis is done in iterations. The structure is built again, but this time 
without LN-2(the layer that directly precedes the last one). If α=0 in the newly 
rebuilt structure, then attribute of LN-2 is not significant in the investigated 
dependency, it can be ignored in the next steps and move on to the layer before it. 
If α>0, then the preceding layers are no longer sufficient to uniquely identify each 
stored tuples, information is lost if the layer is skipped. Thus, it is restored and 
noted as being a part of the determinant. This is done until the first layer is 
reached and examined. 

This algorithm, however, only returns the FD that has an attr. in the highest layer 
in the topology. This is illustrated in Fig. 2, where a simplified topology stores a 
dataset, with a schema of R=(A, B, C, D, E, F) where ABF, ACF, BDF and 
DEF functional dependencies hold. In the first iteration, E is ignored and proven 
to be unnecessary, as A and B determines the values of F on their own (and are 
thus marked with green). D and C are also insignificant in this regard (marked 
with red). At the end of the analysis, the system returns with ABF. In order to 
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extract the rest of the FDs, the evaluation needs to be restricted: before the next 
round, attribute A is removed, as it is the highest in the topology among the 
attributes of the found FD. In the next round, BCF is found, then after B is 
removed, DEF. However, as it can be seen, this method in itself could not find 
ACF, because A was removed prematurely (this is always the case when 
multiple FDs have the same common attribute, but is high in the topology so it 
gets removed before all of the FDs are discovered). This can be amended by 
running the algorithm a second time, but for a quasi-reversed order (Fig. 3): 
reversing the order of the potential determinant attributes but leaving the 
dependent attribute at the end. The output of the system is the union of the two 
sets of FDs discovered in each phase (normal and reversed order). 

 

Figure 4 

The algorithm of the FD extractor 
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Figure 5 
Divided schemas (the key attributes are marked with bold) 

Fig. 4 summarizes the algorithm described above, with more details. The ordering 
of the attributes is stored in 1xN array O, while the emission of certain attributes 
or layers is done through 1xN array R, that stores which attributes are regarded in 
the given iteration. It is used to remove the top attribute of the previously found 
FD. On the other hand, the temporal removal of layers (from the bottom of the 
structure) is stored in R’. For each examined attribute, first the auxiliary structures 
are initialized (O and R), then the FD extraction step (marked by a bounding box 
with doted borders). In the extraction step, the SIT structure is built using ordering 
O regarding the attributes marked by R. If the index array of the last attribute is 
singular α>0 then there are no more FDs regarding the attr. i, the next attribute is 
regarded. Otherwise, R is copied into R’, the appropriate layer from the bottom 
(but above Li) is marked as disregarded (R’ρ=0) and a new SIT structure is built 
using order O and R’. If α>0, then reinstate the layer (R’ρ=1) and go on, until the 
first layer is reached (ρ=0), at which point R’ marks the attribute of the 
determinants of the discovered FD. Lastly, the first attribute of the FD is 
determined (marked by a smaller boxed area in the figure with dashed border), 
and R is set accordingly. 

An interesting (and valuable) consequence of the algorithm is that it always 
returns the minimal FDs, therefore the left side of the relation does not need to be 
pruned to get the smallest determinant subset that determines the dependent 
attribute on the right side. The significance of functional dependencies is 
illustrated in Fig. 6. Examining the same dataset that was used in Fig. 1, the 
method described above returned the following FDs: BD, DB, EC, ACE 
and CDE.Therefore, the 5-attribute schema in Fig. 1 can be broken up into 3 
schemas: (a) ACD, (b) ACE and (c) DB. From a database management viewpoint, 
this is very valuable as it helps in keeping data consistency, makes modifications 
easier (e.g. if a value of D changes, then only one element of schema ACD is 
needed to be changed). Furthermore, if the schemas are stored in SITs, this 
separation also reduces its size: the structure of ABCDE uses 108 elements, while 
the 3 combined schemas need only 99 elements (which may not seem like a big 
reduction, but for larger scales the gap between the numbers is also larger). 
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3 Performance Evaluation 

3.1 Experimental Results 

The proposed functional dependency extraction method had been tested on 4 real-
life databases from the UCI data repository [23] on using an average PC (Intel® 
Core™ i5-4590 CPU @ 3.30 GHz, 16 GB RAM). 

In the first set of experiments, the Abalone dataset is analyzed with the proposed 
method, and the effects of the scaling coefficient is examined. The dataset consists 
of 4177 training samples with 9 attributes. Its original purpose is using the first 8 
features (gender, length, diameter, height, whole weight, shucked weight, viscera 
weight and shell weight) in order to determine the age of the animal (which is 
measured by the rings of its shell), in hopes that a method can be found that does 
not necessarily involve the expiration of the abalone (as the counting of the rings 
requires sawing the shell in half, which has a detrimental effect on the health of 
the creature.) 

Table 1 

Number of FDs found for each feature as dependent attribute of the Abalone dataset 

Attribute 

Scaling Factor 

200 500 1000 

Gender 3 6 7 

Length 2 3 5 

Diameter 2 4 5 

Height 0 3 5 

Whole_weight 3 2 4 

Shucked_weight 1 5 5 

Viscera_weight 3 2 4 

Shell_weight 1 4 6 

Rings 0 4 7 

Number of all FDs found 15 33 48 

Table 2 

Average time requirements for FD extraction on the Abalone dataset based on the scaling factor 

 

Scaling Factor 

200 500 1000 

Average time of FD extraction 4.323 s 13.543 s 23.806 s 

Average time for building a single 
SIT structure 

0.024 s 0.048 s 0.0545 s 
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Table 3 

Average time requirements for FD extraction on the Abalone, Glass, Wisconsin breast cancer and Iris 

datasets and the number of extracted FDs 
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Abalone 
(a=1000) 

9 4177 23.806 s 0.0545 s 48 7 

Glass 10 214 1.13 s 0.04 s 70 8 

Wisconsin 
breast cancer 

10 683 0.074 s 0.002 s 6 6 

Iris 5 150 0.01 s <0.001 s 2 2 

While the gender and the number of the rings are integer numbers, the rest of the 
features are floating point numbers that are determined to the 3rdor 4th fraction 
digit. This requires a suitable scaling factor (ai) that transforms the data into a 
suitable integer domain. Three different scaling factors are investigated: 200, 500 
and 1000. Table 1 shows the results, listing the FDs for each attribute. 
Interestingly, the larger the scaling factor, the more FDs are discovered that hold 
on the dataset (15, 33 and 48, respectively). This is due to more details and thus 
information is lost if the scaling factor is too low. On the other hand, the necessary 
time is much larger (4.323, 13.543 and 23.806 seconds, respectively), due to the 
larger sizes of the structure needed to be maintained and the large number of 
iterations. The average building time of a single SIT structure on the other hand 
took only 0.024, 0.048 and 0.054 seconds, respectively (Table 2). As for the 
original purpose of the dataset, the discovered FDs show that the number of rings 
cannot be directly determined from only the features that does not require the 
demise of the animal (the closest one features length, diameter, whole weight and 
shucked weight as the determinants, of which the last one causes the demise of the 
abalone). 

The performance of the FD extractor has been evaluated on 3 other datasets as 
well: the Iris, the Glass and the Wisconsin breast cancer datasets. The Iris dataset 
(which is about finding the species of iris plants: Iris Setosa, Iris Versicolor and 
Iris Virginica) consists of 150 tuples and 5 integer valued attributes. It takes about 
10 ms to find the two FDs that holds on the schema. Table 3 summarizes the 
results. The Wisconsin breast cancer (WBC, determining the nature of mammary 
tumors) dataset takes slightly more time (74 ms) to process the 683 tuples with 10 
integer valued attributes, finding 6 FDs. Finally, in the Glass dataset (determining 
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the type of glass from its chemical components) has been processed with 214 
tuples of 10 floating point features (with suitable scaling factors), finding 70 FDs 
in 1.13 seconds, of which 8 FDs had the type of glass as the dependent attribute. 
Interestingly, for the WBC and Iris datasets only the classification target (type of 
plant and tumor) are determined by the other attributes, but none of the other 
attributes. The Solar flare data set has also been processed, but no FDs have been 
found. 

3.2 Complexity Analysis 

3.2.1 Time Complexity 

The computational complexity of FastFDs, TANE ([10][11]) and the SIT-based 
FD detector and extractor is compared in Table 4. Let R denote the schema (the 
set of attributes) and rmark the set of values in the dataset, and thus |R| and |r| the 
number of each set, respectively. If only FD detection is the goal, then the 
proposed method only requires building a SIT structure (each attribute value is 
used for one layer only O(|r|∙|R|)), for each attribute: 

O(|r|∙|R|2) (2) 

FD detection is sufficient if the goal is to enhance the speed of a classifier: since 
the dependent attributes do not contribute additional information into the 
classification process, skipping them can speed up most classifiers. 

If the detected FDs are needed to be extracted as well, then the detection step is 
needed to be repeated for each attribute, and for each FDs in the dataset: 

O(ϕ∙|r|∙|R|3) (3) 

where ϕ is the number of FDs on a schema considering the given data. The 
computational complexity of the proposed method is polynomial with respect to 
the size of the schema (|R|), and is linear in the number of tuples (|r|), as opposed 
to the other two methods. 

Table 4 

Time complexity analysis for Tane, FastFDs and the SIT-based FD detector and extractor 

Method Computational 
Complexity 

TANE O(2|R|∙(|r|+|R|2.5)) 

FastFDs ~O(|R|∙|r|2+|R|∙|r|2log(|R|∙|r|2) 

Dependency Detector SIT O(|r|∙|R|2) 
Dependency Extractor SIT O(ϕ∙|r|∙|R|3) 
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3.2.2 Spatial Complexity 

Although the proposed method is less complex computation-wise than the other 
described methods, it is important to examine its memory requirement as well. 
The size of the main structure (the index matrices in each layer) of the FD 
extractor only depends directly on the number of attributes and the size of the 
domains of each attribute, while it is much less influenced by the number of 
tuples. On the other hand, the number of tuples can be used as an upper bound to 
the number of rows (ρ) in the index matrix of each layer: 𝜌𝑖 = {                       1                          ,       𝑖 = 0𝛾𝑖−1 ≤ min(𝐷𝑖−1 ∙ 𝜌𝑖−1, |𝑟|) ,      𝑖 > 0 (4) 

where ρi is the number of rows of the index array in layer i and γi-1 is the number 
of the index markers in the previous layer. The latter number is typically only 
known after counting the unique value combinations in the previous layer. Thus, 
the building of the structure can be done in two ways: going through all of the 
input data tuples in each layer to get the exact amount of unique value 
combinations (and thus, γi), or construct a structure that is expectedly much larger 
than necessary using the known upper bounds (from the domain size and number 
of rows of the previous layer (𝐷𝑖−1 ∙ 𝜌𝑖−1), or the number of input tuples (|𝑟|)); 
then go through the input data once, note the γ values for each layer and rebuild 
the structure with the accurate size. The latter obviously requires less time to do 
(as the input data is only processed twice), at the cost of temporarily using more 
memory. 

The size of the whole structure is ideally: 𝑆 = ∑ 𝜌𝑖 ∙ 𝐷𝑖|𝑅|−10  + 𝜌|𝑅|−1 + 1 (5) 

Table 5 

Spatial complexity analysis for Tane, FastFDs and the SIT-based FD extractor 

Method Spatial Complexity 

TANE O ((|R| + |r|) ∙ 2|R|√|R| ) 

FastFDs O (|R| ∙ |r| ∙ (|r| − 1)2 ) 

Dependency Extractor SIT O(|R| ∙ |r| ∙ 𝐷𝑚𝑎𝑥) 

For most cases, it is likely that the lowest layer in the structure has |r| number of 
rows (unless there is a significant number of redundant tuples), so using |r| as the 
upper bounds for the row numbers for the worst-case scenario, the size of the 
structure can be estimated: 𝑆 = ∑ |𝑟| ∙ 𝐷𝑖|𝑅|−10 + |𝑟|  +  1 (6) 
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Thus, the spatial complexity of the SIT-based FD detector in the worst-case 
scenario: 𝑂(|𝑅| ∙ |𝑟| ∙ 𝐷𝑚𝑎𝑥) (7) 

The spatial complexity of FastFD, TANE ([10] [11]) and the SIT-based FD 
detector and extractor is compared in Table 5. The complexity of TANE is 
exponential, though it can be mitigated by keeping parts of the data on the hard 
drive, which in turn slows the operation as reading and writing from hard drives is 
significantly slower than memory operations. FastFD uses significantly less 
memory, though it is still quadratic in the function of |r|. 

The scaling of the input tuple values during the linear mapping step is also very 
important, considering the spatial complexity of the system. Although higher 
scaling factor values increase the chance of finding functional dependencies, they 
also directly affect the size of the domain of their attributes in question, and 
subsequently, the size of the SIT structure. Fig. 6 depicts how the size of the 
structure changes with the scaling factor (ai) using the Abalone data set. The 
dataset has 9 attributes, of which 7 have floating point values and 2 have integer 
type values (thus the latter ones are not scaled). The 7 attributes are scaled using 
10 different values (from100 to 1000), with the same factor in each step  
(e.g. a0=a2=…=a6=100). 

In the figure, the overall sizes of the main structure (the sum of the sizes of the 
index matrices, i.e. how many numbers are needed to be stored in them) are 
compared. As it can be seen, the scaling of the amount of stored data is more or 
less linear. The smallest examined scaling factor (ai=100) yieldsa structure with 
the size of 1940403 elements, while the largest (ai=1000)results in 24523818 
elements. To put this into perspective, in order to store the latter amount of array 
elements using short data type (2 bytes), the structure takes ~46.7 MB to store. 

Remark: short data type can only be used if the number of indexes in any layer 
(which in the last layer is the number of unique input tuples) does not exceed the 
largest number that can be stored in a short type variable (65535). For the Abalone 
data set this is true (since the number of input tuples is 4177), but for larger data 
sets integer type variables (4 bytes) are needed instead, doubling the memory 
requirement of the system. 
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Figure 6 

The change of the size of the structure (the amount of array elements stored) in the function of the 

scaling factorusing the Abalone data set 

3.3 Future Extensions 

Finding clear rules (FDs) in real-life datasets is often hard, if not downright 
impossible, especially when the amount of the data is very large (raising the 
possibility of errors, noise or samples that are truly exceptions of the rule). For 
such cases Approximate Functional Dependencies (AFDs) were defined as FDs 
that hold on a sufficiently large subset of the available tuples. They can be 
regarded as general rules that have some exceptions to them as well. Being able to 
extract these rules could also be very advantageous because with them it is still 
possible to make predictions towards the values of given attributes (e.g. in case of 
the Solar flare dataset in which no clear FDs can be found, or the Abalone dataset 
in which the age of the animal could still be predicted from the features that do not 
require the its destruction). The SIT architecture can already detect the possibility 
of an attribute being the dependent in an AFD, simply by examining how many of 
the tuples end in singular and non-singular rows in the index array of the last 
layer. If their number is sufficient, then ignoring the rest of the tuples (that end in 
non-singular rows), the proposed method can be used to detect the FDs that hold 
on them, and thus extract them as AFDs. 

The main disadvantage of the proposed method is that its usage is limited in both 
the number of attributes and the domain in which the attributes can take values 
from. These directly determine the size of the structure, which can be too large to 
manage with the average modern computers. The structure, however, can be 
changed to omit the non-interesting areas (e.g. the empty elements seen in Fig. 1) 
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and only store the known values. However, this will increase the complexity of the 
implementation of method and require parallel computing to keep the 
management of the arrays fast. On the plus side, this can also make it possible to 
process the tuples in batches, instead of one by one. This upgrade would make it 
possible for the proposed method to be applied in Big Data applications as well. 

Conclusion 

In this paper, we describe a new functional dependency extraction approach. It 
builds upon the idea of using Sequential Indexing Table structures to detect and 
subsequently extract the functional dependencies that hold over the dataset 
schema considering the available data. 

The proposed method is shown to be able to extract FDs quickly (its 
computational complexity is a linear function of the number of input tuples), 
however, at the cost of larger memory usage. The size of the structure is primarily 
influenced by the number of attributes and the size of the domain they can get 
values from. The latter can be restricted with suitable scaling factors, although in 
return of potential loss of information and thus less reliable operation. 

In future work, the size problem of the structure will be amended, and the method 
will be extended to be able to find Approximate Functional Dependencies as well 
(by disregarding tuples that count as exceptions, if their number is low). 
Furthermore, parallel programming techniques will be added into the method in 
order to enhance its speed by processing the input data samples in batches instead 
of one by one. 
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Abstract: The goal of this paper is to examine the friction behaviour in a one-degree mechan-

ical system designed for precise tracking. Friction as one of the main disturbances present

in this system strongly influences its performance, which is most visible during the velocity

reversals. Identification and compensation of the friction are crucial to achieve high track-

ing accuracy at very low velocities. In this paper the procedure for identification of static

and dynamic frictional parameters of LuGre is presented. The experimental results show

characteristic behaviours of friction present both in sliding and in presliding regime. Fur-

thermore, it is experimentally proven in several control scenarios that dynamic friction model

compensation causes significant decrease of trajectory tracking error.

Keywords: friction dynamic models; friction identification; precise tracking; the active dis-

turbance rejection paradigm; control of astronomic mounts

1 Introduction

One of the main disturbances deteriorating the quality of control of mechanical sys-

tems is friction. Its characteristics can be divided into two stages: presliding (or

micro-slip) regime and sliding regime. Classical methods of friction analysis are

focused on the description of the sliding regime. Such models represent the static

relationship between speed and friction force. The simplest of them consists of

Coulomb and viscous friction superposition. Other models take into account also

the Stribeck effect, which brings a better approximation of the phenomena at low

speeds, [2]. Still, in each of these cases, the presliding behaviour is not considered.

It is well known, however, that motion controllers taking advantage of only classical

friction models may provide unsatisfactory results, especially at zero-crossing in-

stants of the velocity due to the discontinuity in the velocity-friction characteristics.

Therefore, it is important to study more complex models, including also dynamic

phenomena, such as friction hysteresis and micro-slips in the presliding regime.
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The problem of friction modelling becomes critical in applications where a pre-

cise control is required. Important examples of such applications can be found in

astronomy. Nowadays, astronomical observations require often the use of mechan-

ical and drive structures (so-called mounts, to which the telescope is attached) and

control techniques known in robotics. One of the biggest challenges is to achieve

precise trajectory tracking in the task space over a wide range of speed. Currently,

at the Poznan University of Technology, an altitude-azimuth mounting structure for

a 0.5 m diameter class telescope is being developed, [12]. It is expected that the de-

vice is able to track the objects at the sky at very low speeds in the order of several

arcseconds per second (resulting from the daily rotation of the Earth on its axis) and

larger ones reaching several degrees per second. Moreover, it is supposed to allow

quick reconfiguration in order to shorten the time necessary to start the observation

of the next object.

The paper covers two main topics. The first is focused on experimental identifica-

tion of friction in a mechanical joint of the astronomic mount. The second deals

with the application of friction models to design a tracking controller based on the

active disturbance rejection (ADR) paradigm originally introduced by Han and Gao

[7, 8]. The considered control strategy enables an adaptation to unknown dynamic

terms of the process using a high-gain observer, [11]. Thus, it is possible to consider

the ADR as a particular implementation of the concept of free-model control, [5, 6].

However, in many applications observer gains cannot be increased arbitrarily. This

is due to the presence of measurement noises, additional actuators dynamics as well

as the delays in control loop, [14]. Then in order to improve control quality an ADR

controller can be supplemented with more complex models of the process. Taking

advantage of this possibility we design a motion controller and investigate if the ap-

plication of friction models brings a relevant improvement in the tracking precision

for the astronomic mount. We compare experimentally an impact of various models

on the controller performance.

Recently, preliminary results of the friction identification of the considered mount

have been already reported in [15]. In this paper, however, they are revised and sig-

nificantly extended. To the best authors’ knowledge the implementation of dynamic

friction models in the ADR control scheme is original and has not been reported in

the literature.

The paper is organized as follows. In Section 2 basic friction models are recalled.

Section 3 is focused on the design of tracking controller using the ADR approach

supported by friction models. In Section 4 an extensive experimental research is

discussed. The results of the friction identification and the tracking control using

different models are shown. The last Section concludes the paper.

List of symbols

All symbols are given in the order of appearance.

J moment of inertia [kg ·m2]
q axis angular position [rad]
h disturbances in the system [Nm]
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τ f friction torque [Nm]
τ control input, torque [Nm]

σ0 stiffness coefficient of the friction model [Nm/rad]
σ1 damping coefficient of the friction model [Nm · s/rad]
σ2 viscous coefficient of the friction model [Nm · s/rad]
Vs Stribeck velocity [rad/s]
Fs Stribeck friction [Nm]
Fc Coulomb friction [Nm]
δ empirical tuning coefficient of the friction model

z average displacement of bristles in the friction model [rad]
q̇,ω axis angular velocity [rad/s]
qd desired angular position [rad]
q̇d desired angular velocity [rad/s]
q̈d desired angular acceleration [rad/s2]
e tracking position error [rad]
ė tracking velocity error [rad/s]
kp gain of proportional term of the tracking controller [Nm/rad]
kd gain of derivative term of the tracking controller [Nm · s/rad]
w estimate of total disturbance τ f +h [Nm]
d lumped disturbance, d =−w+h+ τ f [Nm]
τ∗ estimate of input reduced by friction, τ∗ = τ − τ̂ f [Nm]
τ̂ f estimate of friction force [Nm]
ζ1 estimate of q [rad]
ζ2 estimate of q̇ [rad/s]
ζ3 estimate of reduced lumped disturbance [rad/s2]
L R

3 vector of obsever gains

2 Friction models

Let us consider the following dynamics of one-degree of freedom mechanical sys-

tem

J (q) q̈+h+ τ f = τ, (1)

where q denotes a configuration, J is a moment of inertia, h describes a disturbance

(including gravity, dynamic couplings between other links of a multi-body system,

etc.), τ f stands for friction and τ is a torque (force) input.

Further, we consider operation conditions in which inertial forces are negligible

while friction τ f constitutes a predominant term in dynamics (1). As a result, its

proper modelling can be required for simulation analysis as well as control design.

In the successive sections we briefly recall basic approaches to describe friction

effects.

2.1 Static model

The static model is only dependent on the velocity ω = q̇. It describes the friction τ f

behaviour in the sliding state. The most common static model, taking into account
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the Stribeck effect, was presented by Armstrong in the following form, [2]:

τ f = σ2ω + sign(ω)

(

Fc +(Fs −Fc)exp

(

−

∣

∣

∣

∣

ω

Vs

∣

∣

∣

∣

δ
))

. (2)

The expression σ2ω represents viscous friction force, while the rest of the equa-

tion describes Stribeck effect. This model is characterized by 5 parameters: static

friction Fs, Coloumb torque/force Fc, Stribeck velocity Vs, shape coefficient δ and

viscous friction coefficient σ2.

The significant disadvantage of this model is the discontinuity by velocity reversals,

what can cause errors and instability in the friction compensation procedure.

2.2 Dahl model

The Dahl model is one of the oldest friction models (1968), that describes behaviour

of the friction in the presliding regime, that means in the stage when the input sig-

nal is not big enough to break the static friction force. In this regime, the rough

structures building contact surfaces are getting deformed, resulting in micro-scale

motion, [4]. These roughness form a system similar to a spring-system. When

the external force is high enough, the spring breaks and the sliding movement be-

gins. Dahl model takes into account the break-away moment of static friction Fs. It

presents friction as a first order differential equation with respect to position q, [4]:

dτ f

dq
= σ0sign

(

1−
τ f

Fs

)∣

∣

∣

∣

1−
τ f

Fs

∣

∣

∣

∣

n

. (3)

The model consists of three parameters: micro-stiffness coefficient σ0, static friction

force Fs and shape factor n.

2.3 LuGre model

LuGre model was presented by Canudas de Wit [3], as an extension of Dahl model

by function describing the Stribeck effect. Both regimes are described using the

same group of equations without use of a switching function, what results in a

smooth transition between sliding and presliding regimes.

This model is based on a system of bristles (bristle model), where the internal state

variable z represents their average displacement. By usage of a first order differen-

tial equation authors described friction dynamic phenomena like frictional lag and

presliding displacement. LuGre model consists of 7 parameters and is described

below:

ż = ω −σ0
|ω|

s(ω)
z (4)

s(ω) = Fc +(Fs −Fc)exp

(

−

∣

∣

∣

∣

ω

Vs

∣

∣

∣

∣

δ
)

, (5)

τ f = σ0z+σ1ż+σ2ω, (6)
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For small deformations, the model behaves like a spring with stiffness σ0 and damp-

ing coefficient σ1. In the steady state, this model is reduced to a static model. Setting

the micro-stiffness coefficient to σ0 and micro-damping friction coefficient σ1 to 0

and equaling Coulomb Fc and Stribeck friction Fs reduces the LuGre model to the

Dahl model with shape factor n = 1.

3 Tracking controller with friction compensation

3.1 The general form of the control law

Let qd be a reference trajectory which is smooth enough (at least the second order

time derivative is bounded). Next, we define tracking error, e := qd −q, and consider

a PD-like controller equipped with feed-forward and compensation terms, cf. [14],

τ = J(q)(q̈d + kpe+ kd ė)+w, (7)

where kp > 0 and kd > 0 are positive gains, and w is an estimate of τ f +h.

Substituting (7) to (1) one can obtain the following closed loop system

J(q)ë =−J(q)(kpe+ kd ė)+d, (8)

where d :=−w+h+τ f denotes lumped disturbance which comes from a mismatch

between the model and the real dynamics.

Now, assuming that the disturbance is at least locally bounded in a subset of the

state-space where the system evolution takes place, one can expect that for any

positive kp and kd tracking error converges to vicinity of zero, such that

lim
t→∞

|e(t)| ≤C sup
t
|d(t)| , (9)

where C is a positive constant, which is dependent on the chosen gains. Hence, one

can conclude that for fixed values of parameters kp and kd , the tracking accuracy

can be improved by reducing the magnitude of disturbance d. Basically, such a

reduction can be achieved in two ways: by using a more accurate model of the

process or by application of adaptation techniques.

In this paper we combine two approaches. Specifically, in order to introduce an

adaption mechanism we take advantage of a high gain extended state observer

(ESO) and assume that a friction model becomes a part of the controller, while

estimate of h stays unknown. In such a case, the observer is designed based on the

following dynamics

q̈ =
1

J (q)
(−h+ τ∗) , (10)

where τ∗ := τ − τ̂ f , while τ̂ f stands for the assumed model of friction. Then the

ESO observer can be designed as follows

ζ̇ =





0 1 0

0 0 1

0 0 0



ζ +





0
1

J(q)τ∗

0



+L(q−ζ1) , (11)
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where ζ = [ζ1 ζ2 ζ3]
⊤

denotes estimates and L ∈ R
3 defines the observer gains

which are chosen based on the Routh-Hurwitz stability criterion. It can be proved

that for supt

∣

∣ḣ
∣

∣< M1 and supt

∣

∣τ̇ f − ˙̂τ f

∣

∣< M2, where M1, M2 are constants, estimate

ζ satisfies the following

lim
t→∞

|ζ1 −q| ≤ ε1, lim
t→∞

|ζ2 − q̇| ≤ ε2, lim
t→∞

∣

∣

∣

∣

ζ3 −
1

J(q)

(

τ̂ f − τ f −h
)

∣

∣

∣

∣

≤ ε3, (12)

with ε1, ε2 and ε3 being positive constants which can be made small enough by

increasing the observer gains, for example see [18, 1].

Consequently, one can consider ζ2 as an estimate of velocity q̇, while J(q)ζ3 can

be viewed as an approximation of the total disturbance. Following this observation,

one can assume that w in (7) satisfies

w := τ̂ f − J (q)ζ3 (13)

and can be considered as an approximation of h+ τ f . Then recalling definition of

d one can conclude that magnitude of this term can be attenuated. Alternatively, it

can be stated that the disturbance is actively rejected in the control loop.

Friction

model

Feedback Process

ESO

velocity

feed-forward mode

compensation mode

f

Figure 1

Diagram of the tracking controller with the friction model.

Remark. The stability of the closed loop system is considered under relatively

strong assumptions. In particular, the requirements formulated with respect to time

derivatives of h, τ f and τ̂ f could be seen as limiting factors. However, locally for the

considered operation conditions, they can be justified. In particular, it is noteworthy

that the application of dynamic friction models makes it possible to confirm that τ̇ f

and ˙̂τ f are bounded in a neighborhood of zero velocity.

3.2 Friction compensation

The outlined controller taking advantage of the ADR approach allows one to incor-

porate friction model τ̂ f in different ways. Basically, a priori knowledge about the

friction model may limit the process uncertainty that can lead to a better accuracy
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of estimation of residual disturbances. Particularly, it is expected that term
∣

∣τ̇ f − ˙̂τ f

∣

∣

can be reduced which leads to the improvement of tracking performance.

The main problem considered in this paper can be briefly stated as follows.

Problem. We investigate the qualitative and quantitative aspects of using friction

models in an ADR controller based on real experimental data.

In particular, we consider control tracking performance in the case of a slow-time

varying trajectory determined for a robotic revolute joint and take into account the

following approaches to define friction model τ̂ f :

C1 Nominal case: the friction model is not considered, τ̂ f := 0,

C2 Compensation case: the friction model is computed based on the system state

(i.e. velocity estimated by the observer), τ̂ f := τ̂ f ( ˆ̇q),

C2a Dynamic compensation case: full LuGre model is considered and dy-

namical effects are included based on the system state,

C2b Static compensation case: simplified static model is considered under

assumption ż ≡ 0, based on the system state,

C3 Feed-forward case: the friction model is computed based on the reference

trajectory (i.e. reference velocity q̇d), τ̂ f := τ̂ f (q̇d),

C3a Dynamic compensation case: full LuGre model is considered and dy-

namical effects are included based on the reference trajectory,

C3b Static compensation case: simplified static model is considered under

assumption ż ≡ 0, based on the reference trajectory.

The controller diagram with the friction model employed in the compensation or

feed-forward path is presented in Fig. 1.

4 Experimental work

The experiments have been conducted using telescope mount developed at Institute

of Automatic Control and Robotic of Poznan University of Technology, [12]. The

studied object consists of a two-axis altitude-azimuth gearless robotic platform with

an astronomic telescope with a mirror of diameter 0.5 m. It is driven by permanent-

magnet synchronous motors (PMSMs) which are capable of delivering torque of the

order of 50Nm. The measurement of angular positions is performed by two sets of

four absolute encoders with a resolution of 32 bits, [9], while speed is estimated

by numerical differentiation of the position signal. Control algorithms have been

implemented in C++ using Texas Instruments AM4379 Sitara processor with ARM

Cortex-A9 core. The controller itself is implemented in a cascade form which con-

sists of independent current and position loops. Both loops work simultaneously

with frequency of 10 kHz.

The results reported in this paper have been obtained for the vertical axis of the

mount which supported by a ball bearing. Since the identification procedure is
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performed offline, in this report we have presented only the most representative

results among a wide number of experimental trials. All the measurements used

in the identification scheme have been collected under normal operating conditions

(after the system has heated up, in constant temperature, and the fixed position of

the horizontal axis). Value of the moment of inertia J = 30 kg ·m2 was estimated

based on identification experiments and CAD model of the device.

The identification experiments of static friction as well as experiments investigating

the controller performance have been conducted in the closed loop control regime

with kp = 255 and kd = 30 what corresponds to bandwidth ωc = 15 and damping

coefficient ζ = 1 of PD regulator. The bandwidth of ESO observer was chosen as

ωo = 220, cf. also [14]. Identification of dynamic parameters has been carried out

in an open loop. Both identification experiments are outlined in Figs. 2 and 3.

slow time-varying

sinusoidal position trajectory
Tracking

controller

Vertical

axis

position

torque

controller

Identi✁cation algorithm
based on nonlinear optimization

desired
torque

Current

parameters of static friction model

Figure 2

Diagram of the identification process of the static friction model in the closed loop regime (the case of a

quasi-static excitation)

step time signal

desired  torque Vertical

axis

torque

controller

Identi✁cation algorithm
based on linear approximation

Current

parameters of dynamic friction model

position

Figure 3

Diagram of the identification process of the dynamic friction model in the open loop regime (the case of

a dynamic excitation)
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4.1 Identification of friction model

4.1.1 Friction – velocity map

The most common way to find the friction-velocity map is by registration of the

input torque at constant velocity in the full range of available velocities [13, 16, 3].

Due to limitations connected with the long-lasting recording process, it was very

difficult to conduct the corresponding experiment. Furthermore, PMSM drives gen-

erate torque with unwanted ripples, resulting from the construction of the motor.

This entails the need for a comprehensive analysis of movement – preferably aver-

aging measurements of a few revolutions of a telescope. Taking into account the

geometric constraints imposed on the considered system it was impossible to repeat

the experiments reported for other mounts, [13].

Alternatively, in order to find a friction-velocity map one can measure the velocity

of the mount as a response for triangular or sine input of very low frequency and

amplitude bigger than break-away torque required to just initiate the motion. This

solution was presented in [17] and [10].

Quasi-static excitation was achieved using reference trajectory qd a such that q̇d

defines a sine wave of amplitude 0.056 rad/s and frequency 0.04Hz. The chosen

stimulation minimizes the influence of mechanical dynamics, therefore the charac-

teristics obtained in this way can be presented as quasi-static. To be more precise,

recalling (1) in the considered conditions it is assumed that |J(q)q̈|+ |h| <<
∣

∣τ f

∣

∣.

Hence, the following approximation can be justified: τ f ≈ τ .

Nonlinear optimization was performed in Matlab (Curve Fitting Tool) to find static

parameters based on the torque-velocity data by minimizing cost function:

min
σ2,Vs,Fs,Fc,δ

n

∑
i=1

[τ f i − τ̂ f i]
2, (14)

where τ̂ f stands for the torque computed by the model.

Table 2

Estimated static parameters of LuGre model in the vertical axis

Parameter ω > 0 ω < 0 nominal case unit

σ2 28.64 22.5 32.77 Nm s/rad

Fc 3.128 2.123 2.322 Nm

Fs 4.32 3.081 3.322 Nm

Vs 0.01129 0.02126 0.04129 rad/s

δ 1.2914 1.9 2 -

Estimated values are collected in Table 2. From the obtained results one can con-

clude that friction characteristics are not symmetrical for two directions of motion.

Figures 4a and 4b show static friction parameters identification results for positive

and negative velocities as well as for the nominal case, Fig. 4c, that collects results

of all data independently of the velocity sign. The break-away torque takes smaller

values when system velocity decreases than when it increases. The width of hys-

teresis loop grows with the acceleration increase. Stribeck effect in this system is
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negligible, which can be partially explained by the application of rolling bearings

(instead of plain bearings).
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Figure 4

Static friction estimation when (a) ω > 0 (b) ω < 0 (c) nominal case (d) comparison of nominal static

friction model with an input signal

From Fig. 5a one can conclude that the system behaviour in the open loop is not

consistent, especially in the context of break-away friction torque, despite periodic

input torque signal. Such properties of the object were not observed in any of the

cited papers. This probably means that the assumed friction model does not reflect

additional disturbances in the analyzed system. In Fig. 5b friction-velocity map

for following periods are presented, the difference between curves reaches 2Nm

for the corresponding velocities, this property causes variability of static friction

parameters and shows that system is non-stationary.

4.1.2 Dynamical parameters

Estimation of dynamic parameters values σ0 and σ1 is not possible by direct us-

age of linear estimation techniques because of the non-linear relationship between

friction and these parameters and the impossibility of measuring the variable z, that

represents bristle displacement due to junctional deformations at the surface inter-

face. Instead, a simplified method based on the linear approximation of the system
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(a) system’s response for the periodic input torque signal that results in varying break-away friction. (b)

velocity-friction map in the closed loop system for several sine periods

in the presliding stage can be applied. Basically, when torque τ is less than the

breaking torque, Eq. (4) reduces to ż = ω and the essential system dynamics can be

described by:

Jq̈+(σ1 +σ2)q̇+σ0q = τ. (15)

The corresponding transfer function is as follows:

Q(p)

U(p)
=

1
σ0

J
σ0

p2 + σ1+σ2
σ0

p+1
, (16)

where p is a complex variable, Q(p) and U(p) stand for Laplace transforms of q

and τ , respectively.

In the applied identification procedure, estimation of dynamic parameters σ0 and

σ1 abridges to parameters estimation of the transfer function
Q(p)
U(p) , for example by

analyzing the system response for an input step of small amplitude (smaller than the

break-away torque).

In the conducted experiments the desired torque defined by a step function of value

of ±1 Nm (the function jumps from 0 to ±1, respectively) was employed. Estimated

parameters are presented in Table 3, measured and estimated step responses for

velocities of different signs are presented in Fig. 6. The resulted characteristics are

not symmetrical.

Table 3

Estimated dynamic parameters in the vertical axis

ω > 0 ω < 0 unit

σ0 9.7869 ·104 8.674 ·104 Nm/rad

σ1 521.4151 473 Nm s/rad
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Dynamic friction estimation: (a) ω > 0, (b) ω < 0

4.2 Tracking control

4.2.1 Implementation of friction model

Typically, friction effects are described by fast dynamics. As a result, value of

parameter σ0 in (4) is large, which makes numerical integration of the friction model

challenging. In such a case (4) can be considered as a stiff differential equation. In

order to overcome this issue, we assume that velocity ω is a slow-time varying

function. In particular, for ω̇ = 0 one can find the following approximated analytic

solution of (4)

z(t) =

(

1− exp

(

−
|ω|σ0

s(ω)
t

))

sign(ω)s(ω)

σ0
+ exp

(

−
|ω|σ0

s(ω)
t

)

z(0) , (17)

where z(0) stands for the initial condition. This result has been used to implement

the friction model in the discrete time domain, namely a new value of z has been

computed at each time interval for the given value of ω from t to t + Ts , where

Ts = 0.1 ms is the sampling time.

4.2.2 Friction compensation

Having obtained both the identified parameters of the friction model and the numer-

ical implementation of differential equations in the discrete time domain, series of

experiments have been undertaken to investigate practical usability of LuGre model

in a task of high-precision tracking control. Each of the cases defined in section 3.2

has been separately implemented and tested. During every experiment the desired

trajectory was chosen as a sine wave with frequency of fd = 1
5

Hz and maximum

velocity of ωdmax = 5ωs, where ωs = 7.268 ·10−5 rad
s

stands for the velocity of stars

observed on the night sky.

Tracking error e(t), friction force τ̂ f (t) computed from the implemented model,

torque τd produced by the controller (for the real control system torque τ is achieved

indirectly taking advantage of an auxiliary current controller – here for simplicity it

is assumed that τ = τd , cf. [14]) and an estimate of the total disturbance represented
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Table 4

Values of Integral Square Error criterion calculated for each experiment

C1 C2a C2b C3a C3b

ISE criterion [arcsec] 47.58 12.75 73.71 9.29 41.29

by ζ3(t)J(q) and provided by the extended state observer have been recorded during

each experiment. All measures were registered after a short initial stage when an

auxiliary trajectory was generated in order to ensure a smooth transition from the

motionless state. Thus, for t ≥ 0 a discontinuity in the desired trajectory t = 0 is

avoided. Obtained results are presented in Figs. 7-11. Integral square error criterion

within time horizon Th = 15s has been calculated for each of the experiments and

the corresponding values are presented in Tab. 4.
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Tracking error, desired torque and estimated disturbance during C1 experiment
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Tracking error, calculated friction force, desired torque and estimated disturbance during C2a experiment

Several conclusions can be drawn from the presented figures. The effectiveness of

friction compensation using dynamic LuGre model is successfully confirmed by a

significant decrease of the tracking error, especially in intervals where the sign of

velocity changes. Over 80% decrease of ISE criterion was obtained by using the
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Tracking error, calculated friction force, desired torque and estimated disturbance during C2b experiment
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Tracking error, calculated friction force and estimated disturbance during C3a experiment

feed-forward compensation based on the desired velocity and almost 75% decrease

by usage of the feedback variant based on the estimated velocity of the joint. Com-

monly used feed-forward compensation using static only friction model proved to

be unable to significantly improve the tracking quality while feedback-based static

model led to increase of tracking errors due to the noise present in the velocity esti-

mate. Thus, it can be expected that the low-pass filtering properties of LuGre model

dynamics are able to restore the usability of a disturbed velocity signal. Moreover,

from a comparison of the disturbance torque in Fig. 7 and inverted (due to the def-

inition of disturbance in (8)) friction torque obtained from the models in the other

experiments, one can conclude about quality of chosen friction model, identified

parameters and presence of other unmodelled dynamic effects in the system. The

similarity of the compared signals suggests that friction is indeed the main disturb-

ing torque in the considered telescopic mount and that model parameters have been,

at least locally, identified correctly.

Conclusions

The aim of this study is to investigate the phenomenon of friction in a robotic system

with application to precise motion control. Based on the experimental data dynamic
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Tracking error, calculated friction force, desired torque and estimated disturbance during C3b experiment

friction model has been identified properly, however, the lack of symmetry with

respect to the sign of the velocity has been noticed. Moreover, the studied object is

strongly nonstationary.

In spite of these limitations, it was observed that a dynamic friction model makes it

possible to improve the tracking precision when reversal motion in a revolute joint

with by a ball bearing is considered. Based on the experimental data, the best results

for the proposed ADR-based controller are achieved when LuGre friction model is

used in the feed-forward path. In contrast, static friction models seem to be inap-

propriate for the considered motion conditions. It is noteworthy to emphasize that

model inaccuracies are effectively attenuated by the ESO observer at least for slow

time-varying disturbances. However, in order to significantly improve the tracking

performance, it is necessary to accurately model fast disturbances which cannot be

precisely estimated by the observer due to limited bandwidth.

In future works, it may be interesting to enrich deterministic friction models with

stochastic models. Additionally, the high variability of friction depending on param-

eters such as temperature shows on-line identification can be required to improve

robustness of the controller. Alternatively, more complex dynamics of the friction

can be implemented.
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Abstract: Advanced control in the area of turbojet engines defines many different applied 
complex control strategies. Highly theoretical approaches and designs are often presented 
in this area. The article is aimed at practical aspects of adaptive controller design for a 
class of small turbojet engines in triple loop control architecture. The article presents a 
non-linear dynamic model of a small turbojet engine taking in account the environmental 
conditions, which it operates in. The designed triple loop control architecture shows 
increased precision of control keeping acceleration schedule of the simulated engine and is 
not susceptible to outer disturbances. The article shows pilot dynamic simulation tests, 
showing feasibility of the taken approach. It can also be used for other classes of turbojet 
engines as well other similar technical systems. 

Keywords: turbojet engines; adaptive control; non-linear system; dynamic modelling 
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1 Introduction 

Control systems of aircraft engines define their economic and operational 
efficiency as well as their safety. Digital control systems allow updating control 
algorithms as software packages, which can quickly and effortlessly improve 
fundamental operational characteristics of an engine. There are many approaches, 
which are today applied to fulfil this task [1, 2, 3, 4]. Apart from the classical PID 
control systems, which are quite effective [5, 6], more progressive approaches in 
control of turbojet engines can be taken [7, 8]. The ones, which expand on the 
classical control schemes are the adaptive control algorithms [8, 9, 10]. 

This means application and design of a controller, which is using some sort of 
adaptation not only to outer environmental conditions but also to state conditions 
of a turbojet engine, contrary to control systems using non-adaptive controllers 
with integrated limiters [5, 6]. Such approach can achieve a solid control quality 
and safety of operation in turbojet engines control and is today widely used and 
improved [11, 12, 13, 14]. 

Small turbojet engines usually use simple control algorithms. The aim of the paper 
is to show the advantage of combining an adaptive algorithm with a triple loop 
control architecture, which keeps acceleration/deceleration schedules of the 
engines steady throughout their whole operational life [7]. This is not typical for 
small turbojet engines, but it can be expected that combination of adaptability and 
multi-looped control system can be very efficient for this class of engines. 

In order to show the advantages of adaptive and multi loop control in the area of 
small turbojet engines a non-linear simulation model has been developed taking in 
account altitude and velocity parameters and their influence on a small turbojet 
engine. The article covers a practical approach in adaptive controller design using 
a generalized non-linear engine model and shows advantages of such approach in 
control of small turbojet engines compared to traditional control approaches using 
fixed parameters PID controllers with limiters [7, 17, 18]. This practical approach 
is contrary to often presented results, which are only concepts or strictly 
simulation results [4, 5, 15, 17]. The resulting design should provide a controller 
design that is suitable for acceleration/deceleration control as well as steady state 
control in a wide area of changing aircraft velocities, altitudes and engine speeds 
with good efficiency [17]. 
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2 Non-Linear Model of a Small Turbojet Engine 

2.1 A Generalized Dynamic Engine Model 

In order to design and test an adaptive control scheme for a turbojet engine, a 
generalized dynamic turbo-compressor model based on available data of the 
turbo-compressor TJ/TP 100 engine has been developed. The model also includes 
a dynamic actuator model and together with a non-linear approximation of 
speed/altitude characteristics [18, 19, 20]. 

The model can be expressed as the following transfer function after Laplace 
transformation: 

),,(),,,(,
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Where: 

 FF – fuel flow [l/min], 

 n – rotational speed of the engine [RPM],  

 Ke – static gain of the engine, 

 Te – time constant of the engine [sec], 

 H – flight altitude [m], 

 M – Mach number [-], 

 f – a non-linear approximation function. 

The first order transfer function is able to approximate the dynamics of the engine 
with sufficient precision [2, 18], its complexity is hidden mainly in the non-linear 
characteristics of its Ke and Te variables. Both reflect the changes in outer 
environmental conditions and the engine’s state conditions. These non-linear 
characteristics have been modelled according to data from TJ-100 engine. The 
graph in Figure 1 presents a non-linear approximation of the Ke parameter for the 
different engine’s speeds, altitudes and velocities. The graph in Figure 2 shows 
approximation of the Te parameter for the same input parameters. These 
approximations can be considered as valid for different engines. The equations 
used for these approximations are defined as follows (2) (3): 
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where Tpo and Kpo are obtained from equilibrium states of the engine at ground 
conditions at temperature and pressure for static ground conditions defined as 
T0=288°K and p0=1.013e05 N/m2. The parameters TH and pH were defined using 
the international standard atmosphere (ISA) model [23]. The flight altitude is 

changing in the interval 4000,0H m and Mach number in the 

interval 4.0,0M . 

 

 

Figure 1 

Approximation of the gain “Ke” parameter 
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Figure 2 

Approximation of the time constant “Te” parameter 

2.2 Architecture of the Model 

The resulting model has a single input control parameter (fuel flow supply), two 
input outer/environmental parameters (Mach number and Altitude) and one state 
parameter, which is the rotational speed of the turbo-compressor. The state 
parameter represents a feedback in the model to approximate Te and Ke parameters 
of the model. 

 

Figure 3 

The architecture of the engine model 



L. Főző et al. Virtual Design of Advanced Control Algorithms for Small Turbojet Engines 

 – 106 – 

Dynamic response of the engine is also considerably influenced by dynamics of 
the fuel pump with a non-linear element by-pass valve [2, 9, 21]. Transfer 
function of the valve can be expressed by the transfer function Fbypass (n), its 
operation being dependent on the engine’s speed n. Fuel flow is partially 
transferred back into the engine up to a speed around 50 000 RPM. The resulting 
transfer function of the fuel pump with the non-linear function of the bypass valve 
is presented in the equation (4): 

)(
)(

)(
nF

sPWM

sFF
F bypass

PWM
FF   (4) 

The control input of the fuel pump is a pulse width modulated signal PWM, output 
of the pump is given by its mass fuel flow. The dynamic simulation model of the 
engine and its fuel flow pump with the bypass valve is shown in Figure 4. 

 

Figure 4 

The model implemented in simulation environment 

The simulation in Figure 5 presents a dynamic response of the engine’s model to a 
step in the fuel flow supply at different altitudes running for 10 seconds. The 
model is able to capture dynamic characteristics of the real engine, it can be seen 
that with increased altitude its acceleration time is lower and achieved speed is 
higher with identical fuel flow. 

The final model represents a non-linear dynamic system, which changes its 
characteristics according to different environmental and inner state conditions. 
The system is inherently stable as its base is defined by a first order transfer 
function and a traditional PI controller in a single loop is able to control it 
successfully. However, its efficiency decreases in off design conditions when 
altitude or velocity change. In order to secure qualitative control in all conditions 
with guaranteed acceleration times and constant control efficiency, different 
adaptive control methodologies will be investigated further. 
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Figure 5 

Dynamic step response of the constructed model 

3 Controller Design 

In order to meet the strict criteria in acceleration and deceleration times laid on 
modern turbojet engines, the methodology of n_dot control has been selected [7, 
24]. This methodology is today widely used and is aimed at securing constant 
acceleration times by controlling the acceleration and set-point of the engine using 
a multiple loop control architecture [5, 6]. In order to decrease the complexity of 
the controllers a third inner-most loop is devised, which is aimed to precisely 
control and meter the fuel flow. The triple loop control system architecture is 
shown in Figure 6. Limiters and the engine protection logic is not considered, but 
can be added in any of the loops using the min-max methodology or others [25, 
26, 27]. 

 

Figure 6 

Triple loop controller design 
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The inner-most feedback loop controls the fuel flow supply into the engine by 
computing the pulse width modulated (PWM) signal controlling the fuel pump 
with control law defined as follows: 

))()()(()( sFFsFFsTKsPWM actcmdd   (5) 

The inner-most feedback loop controls the fuel flow supply into the engine by 
computing the pulse width modulated (PWM) signal controlling the fuel pump 
with control law defined as follows: 

))()()(001.06625.3()( sFFsFFssPWM actcmd   (6) 

The next loop contains the n_dot controller, which is used to control the speed 
derivative of the engine keeping it at constant level until the desired engine speed 
is obtained. This loop computes the desired fuel flow into the engine to be 
stabilized by the lower level loop. This loop is crucial for the resulting control 
quality and is mainly influenced by state and environmental parameters. This 
means that adaptive control algorithm has to be applied at this level of control. 
The control law of this loop is defined as: 
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The computed controller for the non-adaptive approach for the designed model is 
as follows: 
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The outermost loop computes the derivative command for the engine in order to 
get to a selected set-point, the commanded rotational speed. The control law at this 
level is very simple and is defined as: 

 )()()( snsnKsndot actcmdsetpcmd   (9) 

the computed P controller at this level is as follows: 

 )()(8.0)( snsnsndot actcmdcmd   (10) 

3.1 Adaptive Triple Loop Control System 

In order to change the dynamics of the system the Kndot parameter of the control 
law was defined in (7). The dynamics of the control loop is mainly influenced by 
this parameter and it will be scheduled according the equation: 

),( eendot TKfK   (11) 
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The function f represents the function of the adaptor and Ke, Te are the parameters 
of the internal model as defined in (1) and Figure 3. The resulting adaptive control 
system architecture therefore represents an adaptive control system with an 
internal model [28, 29, 30]. The designed control system architecture is shown in 
Figure 7. 

 

Figure 7 

Adaptive triple loop controller design 

Three different approaches when designing the adaptor have been tested. The first 
one is represented by the Naslin algorithm computation of the controller gain 
according the formula (12), which the coefficients of the characteristic equation 
have to satisfy [31, 32]: 

11
2 .)(  iii aaa   (12) 

The coefficient α represents allowed overshoot of the response characteristics of 
the system and ai are coefficients of the characteristic equation of the linearized 
model of the engine. 

The second taken approach in adaptation of the Kndot parameter is the performance 
quadratic function of the deviation of acceleration from the commanded engine 
acceleration according to the following formula: 

  2n_act(s)-n_cmd(s)s.
2
1

.: ndotKf  (13) 

The third approach in adaptor design is application of a neural network. An offline 
trained neural network with time delayed inputs trained by the “Scaled Conjugate 
Algorithm” has been used. The neural network has the following structure: 

 2 neurons in input layer (Te, Ke), 

 12 neurons in the first hidden layer, 7 neurons in the second hidden layer, 

 1 neuron (Kndot) in the output layer. 

All of the proposed approaches have been evaluated in the simulation environment 
in order to execute comparative test analysis with the non-adaptive triple loop 
control system [33]. 
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4 Evaluation of the Control System 

The aim of the evaluation is to test the multiple looped control system and see if it 
operates normally. The presented tests have to be taken as pilot experiments to 
show the abilities of the adaptive multi loop control system to operate in a range 
of simulated conditions. The evaluation will mainly be done in simulated 
environment with the following experimental set-up. 

 Mach number M=0, 0.3, 

 Maximal acceleration schedule = 3000 RPM/s, 

 Engine set-point schedule represented by a step command from 40 000 
RPM to 52 000 RPM, meaning that the engine should accelerate from 
idle to maximal speed at around 4 seconds, 

 Altitude is set at the following values: 0, 1000 and 4000 meters. 

The resulting dynamic responses of the engine in simulations are shown in the 
following figures. Figure 8 shows the engine‘s acceleration at ground at zero 
velocity. This also simulates laboratory conditions and can be used for comparison 
of the simulated and a real-world experiment using the engine iSTC-21v. It can be 
seen that all controllers operate with similar control quality at this level. 

 

Figure 8 

Ground simulation 

The next simulation resembles a flight of an aircraft at an altitude of 1000 meters 
shown at a Mach number of 0.3. As shown in Figure 9, with higher altitude the 
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performance of the adaptive approaches has improved compared to the non-
adaptive algorithm, acceleration time of which is slower. It is even more prevalent 
when the altitude is increased to 4000 meters in Figure 10, where the adaptive 
approaches show a considerable improvement. On the other hand, it can be stated 
that all controllers present good control quality keeping the desired acceleration 
schedule, this means that the turbojet engine is accelerating in approximately 6 
seconds irrespective of flight conditions. 

 

Figure 9 

Flight at 1000 meters 
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Figure 10 

Flight at 4000 meters 

Follow-up simulation tests with constant Mach number M = 0.3 and changing 
altitude have been done. The summarized performance of all controllers with 
changing altitude at the constant velocity is shown in Table 1. In order to compare 
the performance of individual controllers linear absolute control surface have been 
computed [22]. Lower control surface means that the controller is more efficient 
in acceleration of the engine. The table shows that the Naslin adaptive controller 
performs as the best followed by the neural network adaptive algorithm, non-
adaptive and the last is the performance quadratic adaptive controller, although it 
has also achieved acceptable control quality. 

Table 1 

Comparison of performance between different adaptive controllers 

Altitude 
Adaptor 

0 [m] 1000 [m] 2000 [m] 3000 [m] 4000 [m] 

Naslin 9295.6 8115.4 7498.8 6750.3 6261.8 

Neuro-adaptor 9673.4 8475.3 7807.4 6994.9 6454.6 

Perf adaptor 15005 13194 11819 10183 9187.9 

Non adaptive 10571 9170.2 8054.1 6978.4 6383.7 

To prove the validity of the concept, the triple loop control architecture was 
employed in laboratory conditions using the iSTC-21v engine [1, 35, 39]. The 
simulations are compared to the real data obtained in an experiment as shown in 
Figure 11, where the Naslin adaptor has been employed in the triple loop control 
system architecture. It can be seen that the experiment with the engine performs 
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with a lower quality compared to simulations, however it is keeping the schedule 
well and illustrates that the control concepts presented in simulations can be 
successfully applied in a digital control system of a real engine. Some further 
tuning of the designed controller would be needed in order to compensate for 
other non-linear properties of the engine iSTC-21v, which have not been included 
in the model. The experiment serves just as a proof of concept that the designed 
control system is stable and performs similarly to simulations. It needs also to be 
noted that the adaptive control with triple loop algorithm has been designed for the 
TJ-100 engine, however, is robust enough to control a different engine. 

 

Figure 11 

Comparison of simulation and experimental data using the iSTC-21v engine 

Conclusion 

A concept for efficient control of a small turbojet engine with fixed exhaust nozzle 
under different environmental conditions has been shown. Using a triple loop 
control scheme seems to be a promising concept decomposing the complex 
controller into several very simple controllers, which can achieve good 
performance even without adaptation. Adaptation of the middle loop according to 
a simple Naslin methodology can improve efficiency of the control system further. 
Further tuning of the adaptor could probably provide even better results. A 
practical test has confirmed that the control architecture works in a real 
experimental setup using the iSTC-21v engine and is robust enough to control 
different engine than it has been designed for. The practical test serves only as a 
proof of concept and a more complex set of tests can be done using the modified 
TJ-100 engine. The design can be implemented in an embedded microcontroller 
system as envisioned in [34]. More complex neural network with online training 
and with a broader data-set could improve efficiency of the adaptive control 
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system even further. A comprehensive set of tests will be prepared and presented 
as a follow-up study using the TJ-100 engine. 
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Abstract: The past 3 decades are characterized by the introduction of digital tools in the 
manufacturing sector, and by the advent of mechatronics being used for repetitive and fast 
material handling within logistics. Retrospectively this time is referred as the 3rd Industrial 
Revolution. Presently, the cyber-physical systems and cyber-physical production systems 
are being referenced as substituents of the 4th Industrial Revolution. The Authors have 
selected some outstanding episodes within this transition time to highlight the Hungarian 
successful achievements developed and implemented by talented researchers and 
innovative ideas by far-looking professors. The article also offers elements of visions for 
technology development, focusing on the new results of robotics and on biotransformation 
in manufacturing. 

Keywords: Technology Platforms; Strategic Research Agenda; Robotics 

1 Introduction 

The authors decided to select special, outstanding topics from the relevant time 
frame, from the time when technology enabled the introduction of digital 
mechatronic devices, controllers in the manufacturing sector, i.e. in the industrial 
environment, where goods and wealth are being generated. With such controllers 
simple mechanical devices, with one or two joints based robotic arms, 2-degrees 
of freedom, e.g. latch machines and early robotic pick & place mechatronics were 
controlled and managed rather easily. By the application of digital MSI and LSI 
components based control-function with digital circuits; Hungarian scientists had 
achieved outstanding world-level success. By the special occasion of the present 
conference, celebrating the 70th birthday of professor Imre Rudas, we can heartily 
congratulate to the pioneers of that time, and praise the professors and scientists 
that had given internationally approved reputation to Hungarian scientific results, 
while also supporting the strong educational background and teaching the next 
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generation of scholars in robotics. There is only a small chance to mention all the 
outstanding events of those decades, so it is a personal selection of outstanding 
experiences of the authors that is to be mentioned below. 

From our point of view, the final take-home message is not just a list of episodes 
of the past, but also to show the presently active open topics for scientists to solve. 
By the present process of re-electing the delegates to the European Parliament and 
the EU Commissions, the issues of how to manage the science and innovation at 
the EU-level is being debated. Presently, Europe, and in other continents of the 
world, the governments are pushing and forcing the digitalization of most sectors, 
like manufacturing, education, governance, etc. It is widely acknowledged that the 
fastest ROI (return-of-investment) will come from the manufacturing and logistics 
sector, and the social, educational changes probably need more time in this 
transition. The 4th Industrial Revolution, sometimes called as re-industrialization 
points out the high relevance of ROBOTICS, and the need for raising robotics to 
significantly be a dominant contributor of modern production technology. The 
paper runs along the transition or evolutional path from the 3rd towards the 4th 
Industrial Revolution scenario, and dares to highlight some visionary views 
believed to become significant within the next couple of years. 

2 High Achievements at Selected Episodes of Success 

2.1 Industrial Controllers Built from SSI and MSI, later on by 
LSI Circuit Elements 

Integrated semiconductor elements as coupling 10 to 50 transistors appeared on 
the shops that allowed logic gates and flip-flops to be implemented as low-level 
digital building blocks. Those small-scale integrated circuits were soon followed 
by higher-functional blocks, as registers, -for medium, and later on by 1000s of 
transistor-operated LSI-s, as arithmetic blocks, or microprocessor, memory arrays. 
In the middle of the 70thies, Small Scale-, Middle Scale- and Large Scale 
integrated semiconductor elements were widely used for a digital logic device as 
controllers. The special digital module from SSI and MSI building block elements 
to control 2 or more axes is named as hardware interpolator. NC machines had to 
be driven by such digital controllers. When LSI, i.e. microprocessors had entered 
the market, the NC machines got a controller with far more services and features, 
then managing, driving the axes. A real Hungarian success story is the 
development of the DIALOG CNC, several embedded microprocessor-based CNC 
(or RoC) capable of simultaneously driving 3 or even 5 axes featured 
mechatronics device. During the US Carter administration, this COCOM-breaker 
high-tech DIALOG CNC has outperformed Siemens and Fanuc controllers, and 
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the US Congress had to admit, that high-tech Hungarian products could 
outperform American machines, and are being sold in the States. 

2.2 Bit-Slice-based Graphic Displays and Fast Control 
Systems with a Common Architectural Base 

CAD workstations and vector-graphic based displays were designed and 
integrated for standalone applications. Using the bit-slice computer-building 
semiconductor elements, extremely fast interpolators were designed, developed 
and produced suitable both for driving CNCs and also for driving graphic 
workstations. 

2.3 Developing Local Network-based Controllers 

The national industrial electronic companies and factories working in cooperation 
with university teams had achieved to come up with high-tech control devices. 
When machinery became more sophisticated, more complex and distributed, date-
networks were needed, and novel, Hungarian solutions were developed. 
Exceptional networked mechatronic devices were designed and implemented. One 
of the most outstanding results was the transporter of fuel-cells at the Hungarian 
Paks atomic power plant. 

2.4 High-Tech Data Networks Being Implemented as 
International Standard 

National experiences have shown the importance of being harmonized with 
international technical solutions. The research target was to get involved in 
international standardization. Due to the lack of key Hungarian individuals having 
personal contact at international standards fora, and experts, we should also get 
more and more involved in such technical groups. The development work on 
industrial networking had been with top-level COCOM regulations, but 
international standards’ development has to be focused on at the ISO- and IEEE 
levels. General Motors automotive company’s technical manager, Mike Kaminsky 
became the ‘father’ of the MAP standard, standing for Manufacturing Automation 
Protocol, the software element to connect factory shop-floor general equipment 
independently of vendor-specific interfaces. A philosophical dilemma ever since 
steers debates that deterministic networking protocol (token based or Master-
Slave) is needed. or in contrast, stochastic protocol (e.g. TCP/IP) is adequate to 
operate data-networks on industrial shop-floors. Hungarian talented researcher, 
mathematician and philosopher, Ferenc Brody had given proof of a solution, by 
defining limitation for real-time and real-life applicability. Our Institute was the 
first partner from the Eastern Block to establish MAP Users Group to perform 
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experiments and implementation of the MAP Standard’s OSI-layers matching the 
international standard-protocol stack being developed and promoted for ISO- 
approval. 

2.5 Hungary as a New Member in the EUREKA Initiative’s 
Family 

EUREKA is a European initiative to integrate national research activities between 
two or among several countries’ selected partners. The focus was to eliminate 
parallel efforts and to teach participants on working together from different 
cultures, backgrounds and ecosystems. Hungary should join this group as the first 
country from the East. The authors were appointed to manage several such 
development and research projects related to factory-automation and robotics 
topics. 

2.6 Founding the ManuFuture Technology Platform 

The international EUREKA ‘umbrella’ team had given high-priority warning to 
the (EC’s) EU’s decision-making politicians, to counteract for saving the 
European manufacturing activities (firms, companies and product-designs & 
productions) from leaving Europe for the Far-East. 

In previous publications, [1] we have given details on manufacturing-related 
ETPs. Probably the largest ETP was given the name ManuFuture, pointing out the 
very high importance of maintaining and enhancing these manufacturing activities 
in Europe. 

2.7 The Tasks and Responsibilities of the ETP-s 

ETPs are industry-led technology-oriented fora as key participants (actors) in 
driving innovation, knowledge transfers for European successful competitiveness 
[2]. 

“ETPs develop vision paper(s), research and innovation agendas (SRAs) and 
roadmaps for actions at the EU and national level to be supported by both private 
and public funding. They mobilize stakeholders to deliver on agreed priorities and 
share information across the EU. ETPs are independent and self-financing entities. 
They conduct their activities in a transparent manner and are open to new 
members. The Tasks are: 

Preparing and developing a VISION document, with a time-domain of 10 or 10+ 
years, so that the members of that Platform can share the same view for the future, 
explaining it in a harmonized, detailed view. 
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Preparing, developing a Strategic Research and Innovation (SRA) Agenda; listing 
what are the missing knowledge and practice solutions building blocks, that are 
not yet ready, but need to be applied rather soon in order to reach the future 
environment vision by the end of the next 10 years. 

Preparing, developing a ROADMAP, that has scenarios for possible best or worst 
estimates or most probable scenarios, by allocating financial support, manpower 
and infrastructure parameters together with the time-duration estimates. 

ETPs are also responsible for establishing a close, industry – academia- and 
educational partnership, to have a balanced view from many different domains.” 
[2]. 

2.8 ManuFuture ETP with National Support from Member 
States 

The European ManuFuture Technology Platform [3] has been responsible for the 
preparation of the Vision 2020 document, followed by the SRA in 2006, and 
finally deployed the ManuFuture Roadmap in 2013. 

This work has given a good base for the EC offices to generate the Work 
program(s) for the Horizon 2020 and the 7th Framework program. 

Similarly, to other EU member-countries, National versions for Vision, for SRA 
and for Roadmap had been prepared, translated and distributed. In Hungary, the 
national TP on manufacturing was hosted by GTE, the Scientific Society for 
Mechanical Engineers [4]. All relevant documents and their translations on 
national reworked versions are available for download from www.gteportal.eu. 

2.9. MTA SZTAKI as Centre of Excellence in the EU 
Framework Programs 

From FP4 until FP8 Horizon2020, MTA SZTAKI has been a high winner of EU 
R&D&I projects. Key topics are ICT and Factory automation. 

A special title, as “EU Centre of Excellence in Computer Science and Control” 
was donated by the EC. Industrial digitization projects and integration of related 
technologies has generated a trust with industrial end-users, e.g. with robotic 
laser-welding, implementing Digital Factory, Digital-TWIN solutions, Industry 
4.0 Use-Cases, or Robotic sheet forming with cloud-application in digital factories 
[5]. 

http://www.gteportal.eu/
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3 The Present Work of ManuFuture ETP 

The ManuFuture ETP has remained an active group of experts for the past 15 
years. The first ROADMAP was deployed in 2008, after a consensus based Vision 
and SRA was harmonized and disseminated. In the organization chart you will see 
the following: the High Level Group, the Industrial Support Group, the Industrial 
Advisory Group, the Mirror Group for strengthening the ETP, and for establishing 
PPPs as EFFRA [6]. 

When the ManuFuture ETP was preparing its first Vision, SRA and Roadmap, -a 
full decade ago- the SRA has declared Competitiveness, Sustainability and High 
Added Value as Innovation and Research needs, with caring for environment and 
resource management. The Roadmap was explained based on Figure 1. 

 

Figure 1 

The structured ROADMAP of 2008 - ©ManuFuture 

From 2016, a decision was accepted by the HLG group to go forward, and repeat 
the activities of the ManuFuture ETP starting with a vision paper for 2030. This 
harmonized version has been developed and is ready for distribution as a 
‘Consultation Version’ ManuFuture Vision2030, while the SRIA for 2030 is also 
soon to be available. 
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Even when the documents are freely available, there is a need to support the 
dissemination, and HLG members are requested to actively help getting the 
documents to reach the targeted readers, i.e. the decision-makers, and technology-
supporters. 

3.1 Vision2030: The Structure with the Content 

The first chapter of the Vision2030 [7] shows the Manufacturing Industry Today, 
while Chapter 2 details the megatrends and drivers for manufacturing. Chapter 3 
gives vision for scenarios and models for the future manufacturing processes. 
Vision and strategy are detailed in Chapter 4, and the Vision Building Blocks are 
described in Chapter 5. A short terminating chapter deals with Manufacturing & 
Society relevancies in the vision. The document is a contribution to political, 
economic, ecologic, and social orientation from a European perspective. 

3.2 European Manufacturing – to Cope with Local and Global 
Challenges 

Manufacturing is the backbone of the European economy: with 2.1 million 
enterprises, employing 30 million workers.  The decline in Europe of added value 
production is disturbing, thus priority must be given to manufacturing. 

Competition and cooperation both increase at a global level, and thus the complete 
manufacturing innovation ecosystem needs to be involved for a change. 

Today, society and world economies are undergoing major changes, driving a 
social transformation as important as the first industrial revolution. These changes 
are a global phenomenon, affecting the way we live, work and behave. An 
unprecedented increase in the speed of development in science and technology, fast 
diffusion of knowledge, the scarcity of resources and a new generation of 
consumers will pose challenges and opportunities for manufacturing. We are facing 
a shift in the paradigms for global productions and services. 

Figures 2. Highlight the trends and drivers foreseen for the future of European 
Manufacturing: 
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Figure 2 

Megatrends and drivers by importance and certainty. ©ManuFuture 

3.3 Models of Future Manufacturing Scenarios 

European manufacturing will have to evolve to exceed the customer’s expectations 
in design, quality, and service, and become even more flexible and adaptable. It 
must be user-centric; the customers will have a central role in value creation. 
Bionic manufacturing will enhance and augment relevant human capabilities. 
Nature-inspired manufacturing can lead to new frontiers. Circular economy is a 
large collaborative endeavor and manufacturing is at its core. Education and life-
long learning will become a critical function, and the new concept of learning 
factories will offer new challenges. 

MANUFUTURE ETP had a Vision with 4 scenario models for the development of 
value networks and manufacturing systems (see Fig. 3) 

*Globally Integrated Value Networks; *Regional Value Creation for 
Global Markets; *Regional Value Creation for Regional Markets; 
*Regionally Regulated Virtual Value Networks. 

The entities in the Economy (factories, companies, SMEs, etc.) will probably 
integrate these to respond to requirements of the market, of the products, and of 
resource-availabilities. 
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Figure 3 

Scenarios for future manufacturing ©ManuFuture 

4 Preparing the Strategic Research and Innovation 
Agenda (SRIA) 

The HLG of ManuFuture is in the process of collecting the technologies in need to 
develop solutions for the realization of the vision mentioned in the VISION2030 
documents. The working list is requested to be broadened and extended as further 
inputs are given and collected Europe-wide. The integration of suggested SRIA 
elements are being edited in the HLG by Luís Carneiro, from INESC TEC. [8] 

Declared R&D&I priorities are: 

 Manufacturing technology and processes;  

 Digital transformation;  

 Robotics and flexible automation;  

 Nano-technology and new materials;  

 Biological transformation of products, processes and value creation;  

 Customer driven manufacturing;  

 Human Centered Manufacturing;  

 Agile manufacturing systems design and management;  

 Circular economy, resource and energy efficiency;  

 New business logics and models. 



G. Haidegger et al. Episodes of Robotics and Manufacturing Automation Achievements from  
 the Past Decades and Vision for the Next Decade 

 – 128 – 

Other ETPs and also national TP-s are invited to share and harmonize these lists. 
We have information regarding the German National Platform, that their version 
has already reached a version classified as ARBRIDGED level for SRIA, by the 
consortium led by Stuttgart IPA. [9]. 

According to the Strategic Research Agenda (SRA) for Robotics in Europe two 
trends will demonstrate the impact of robotics technology and the importance of 
investments: 

1) "Technologies traditionally associated with the service robotics sector will 
migrate into industrial automation yielding smarter robots and open up new 
markets." 

2) "The maturing of navigation, localization, sensing and motion control 
technologies will enable economically viable service applications." 

However, SRIA from both the ManuFuture and other ETPs, like BigData Value 
Association (GBVA), euRobotics, etc., jointly declare, that AI: Artificial 
Intelligence technology research will dominate future achievements globally. 

The vision and plan is to generate, create a connected EU-wide Artificial 
Intelligence Ecosystem. The national governments are suggested to give high 
priority to support local and regional, furthermore EU-wide R&D&I actions to 
give a European boost for AI-based research results. 

4.1 Robotics 

The Hungarian Robotic MRTT Society was founded 40 years ago, and key 
individuals like Prof Imre Rudas set up robotic labs with special application areas, 
and initiated a robotics laboratory commemorating Prof. Antal Bejczy, a world-
famous (CALTEC and NASA JPL) robotics expert with Hungarian origin and 
long-term supporter of the Hungarian education in robotics. [IROB]. Between 
2012 -2017, this excellent robotic center had published 320+ scientific papers. 
Several scientists and lecturers had the chance to carry out experiments and gain 
degrees. An excellent example of interdisciplinary topics from intelligent robotics 
is on Teleoperation [10], and for AI, Deep Learning a Tutorial Survey should be 
high-lighted [11]. 

AUTOMATICA, the largest European Robotic event bi-yearly in Munich, had 
presented a survey by statistics to prove that where robots are installed in 
manufacturing, more jobs are opened or created then lost. We had also learnt 
there the “Robotics LAW for 3D”. Wherever jobs are DANGEROUS, DULL or 
DIFFICULT for humans, it is a European ethic, to apply robots, and never 
humans. 

Robotic & flexible automation research, innovation topics are envisaged on: 
Task-based Programming of Robots (including Cobots); Intrinsically Safe Robots; 
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Soft Robots; Cognitive and Smart Robots; Mobile Manipulators for Logistics; 
Robot Swarms; Drones for Manufacturing; Robot Machine Tools; Shared 
Autonomy in Manufacturing – Cobots – Cooperative Manipulation; Robot Skill 
Acquisition; Augmenting the Human; Reference Architectures, Digital Twins, 
Trust & Security, Navigation; Applications in Health Care, in Agriculture, in 
Construction. G. Z. Yang et al. [12] identified 10 grand challenges in Robotics 
that could have major impact in the next 5 to 10 years. 

Those are: New Materials and Fabrication Schemes; Bioinspired and Bio-Hybrid 
Robots; Power and Energy; Robot Swarms; Navigation and Exploration; AI for 
Robotics; Brain-Computer Interfaces; Social Interaction; Robot Ethics and 
Security. 

In the following section each topic is addressed in the light of Industrial Robotics. 

4.1.1 New Materials and Fabrication Schemes 

This area is touched by Soft Robotics and new fabrication methods including 
integrated sensors for adaptive control. Unfortunately, the mass production of the 
latter is still not solved. 

4.1.2 Bioinspired and Bio-Hybrid Robots 

As already mentioned Soft Robotics is one of the focus fields in robotics which 
includes designs from nature. Festo [13] is one of the pioneers in this topic who 
successfully developed Bioinspired Grippers and Manipulators for the industry. 
However, the spread of these products on the market is another question. 

4.1.3 Power and Energy 

While AGVs are becoming a part of everyday life in shop floors, Energy storage 
is meant to be a major bottleneck for mobile robotics. We are still looking forward 
to fundamental changes in the battery technology to reduce energy consumption to 
a sustainable level. 

4.1.4 Robot Swarms 

Flexible Robotics is an R&D topic for several years and the results are manifested 
in Lightweight Robot Control Enhancements. Mobile platforms with Lightweight 
Robot Arms are just now becoming a trend in the industry, but using them in 
small swarms is still a new research field. 
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4.1.5 Navigation and Exploration 

Typical Use Cases for Robots is exploring places where human presence is 
dangerous like disaster zones, the deep sea or the space. 

Industrial environments might change during production but those changes can be 
planned and digitally documented or traced by current sensors. 

4.1.6 AI for Robotics 

AI is indeed a revolutionary key to put Manufacturing Automation on a new path, 
including deep learning and model-based reasoning. 

Current steps in the financing of AI & Robotics show that it is an important 
research field across the Globe. European investigations from two associations - 
Big Data Value Association (BDVA) and European Robotics Association 
(euRobotics) - are manifested in the Joint Vision Paper for an Artificial 
Intelligence Public Private Partnership [14]. "The Vision of the AI Public Private 
Partnership is to boost European industrial competitiveness and lead the world in 
developing and deploying value-driven trustworthy AI based on European 
fundamental rights, principles and values."[14] 

4.1.7 Brain-Computer Interfaces (BCIs) 

Developments to interact directly - through our brain - with the control of 
actuators seem to be essential in robotic prosthetics. Some people think that BCIs 
are needed to compete or at least have a chance against AI in the future. However, 
it might be a dangerous field to mix human brain activity with Artificial 
Intelligence. 

4.1.8 Social Interaction 

At first it may seem that Social Interaction is only a topic for Social Robotics, but 
it could be important also for Collaborative Robotics use cases. Some AGVs at 
shop floor level are already equipped with visual communication possibilities [15] 
to interact with humans (beam their trajectory on the floor). 

4.1.9 Medical Robotics 

To use Industrial Robots in the rehabilitation process and help stroke patients 
when restoring human activities of daily living is quite new. Some repetitive 
movements in the rehabilitation process can be tiring for the specialists, so there is 
a need for robotization. E.g. in a bilateral research project a robot therapeutic 
system has been clinically tested on 20 spastic hemiparetic post-stroke subjects 
[16]. Maybe some other medical fields can be covered with Cobots too, where 
special medical robots can be substituted. 
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4.1.10 Robot Ethics and Security 

In the Manufacturing Industry the topic "Robotics and Ethics" is only engaged in 
when a robot-based vision system is integrated with an AI system. In terms of 
Security the challenges are more general and according to G. Z. Yang et al. [12] 
can be divided into two groups by looking at the IT infrastructure. 

The first is "escalation" where Robotics and AI might refine strategies and launch 
more aggressive counter operations. 

The second is "lack of control". "Pervasive distribution, multiple interactions, and 
fast-paced execution will make control of AI systems progressively less effective 
while increasing the risks for unforeseen consequences and errors." [12] 

4.2 Biological Transformation of Products, Processes  

The bio-transformation can be discussed in 3 layers: 

 Bio-inspired manufacturing, “INSPIRATION”; 

 -Bio-integrated manufacturing “INTEGRATION”; and 

 -Bio-intelligent manufacturing INTERACTION layer. 

Biological transformation, [17], [18] and [9] shows that value in bio-intelligence 
will be either decentralized or personalized, or both. It will happen by seamless 
fusion among ICT, bio-, AI, robotics, etc. technologies or techniques. Selected 
research priorities are [19]: Bio-inspired structures, sensors, actuators, additive 
manufacture of bio-based materials, enzymatic processes, micro-bioreactors, 
smart bio-manufacturing devices, bio-packaging, ecology-based manufacturing, 
bio-refineries, as shown in Figure 4. 

By the valuable “Industry 4.0” processes in getting the industry digitized, the 
acquisition and generating plus the storing of data and production-related 
information in huge data-centers and clouds can easily be obtained. 

The studying of the living environment brings us closer to understand our 
environment and ecosystem. [20], [21], [22]. By understanding the processes, we 
might be able to influence and make production technology more efficient. The 
German Ministry had realized early the potentials of the biological transformation, 
and initiated a country-wide BIO-TRAIN [19] project to see a clear picture of 
challenges and opportunities, as Fig. 4 and Fig. 5 explain. 
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Figure 4 

Integration process for Bio-transformation of products, processes ©IPA 

 

Figure 5 

Biological transformations, BIO-TRAIN [19] project ©IPA 
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4.3 The Integration of Manufacturing and Food-Processing 
Technologies for Products and Processes 

In several EU countries, the governments have declared the food-processing 
industry at a high-priority level. With the promises of the low-hanging fruits, fast 
ROI can be realized by applying robotics and ICT solutions which have been 
tested and verified in other industrial (automotive) sectors. 

ManuFuture SRIA 2030 has selected the following actions and topics to address in 
the food industry [23]: 

 Developing concepts and demonstration projects on the application of 
advanced manufacturing systems and industry 4.0 in the food factory, 
particularly in food processing. 

 Establishing pilot plant/living lab facilities where food industry applications 
of advanced manufacturing solutions, systems, mechatronics, robotics, 
industry 4.0 solutions can be tested. 

 To develop new business models to make the access of food businesses, 
particularly SMEs to new machinery, equipment, manufacturing systems 
easier, to reduce the limitations represented by the cost of investment. 

 Establishing a systematic and regular dialogue between the manufacturing 
and food production, processing communities to enhance better mutual 
understanding and joint activities. 

 Developing training and education programs to enable the adoption of 
Industry4.0 in the food industry. 

 Exploring the opportunities for fostering innovations and entrepreneurship by 
transdisciplinary collaborations. 

 Flexible, efficient, sustainable production of customised food products at 
costs approaching those of mass production, to meet the diverse and rapidly 
changing needs of customers and consumers. 

 Reduction of unnecessary costs in food processing and supplying through 
efficient use of resources. 

 Reduction of the environmental impact of food processing and packaging. 

 More reliable food safety and hygiene and more uniform food quality through 
better process control and more efficient detection and removal of foreign 
bodies and other contaminations through smart sensor systems and robotics. 

 Simulation, better design and optimisation of food manufacturing and supply 
processes and plants using concepts such as ‘digital twins’. 
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 Identification of the jobs, activities and their limitations and constraints which 
can be automated and robotised leading to the reduction of shortage of labour 
force, increasing the efficiency of controls, and improved analyses of data and 
trends. 

 More efficient maintenance, prevention of breakdowns, reduction of the down 
time. 

5 Summary 

The authors’ aim was to salute the pioneers of robotics and mechatronics in 
Hungary, in correlation to the 70th birthday of Prof. Imre Rudas, as he is one of the 
key fathers of Hungarian robotics. We highlighted selected episodes, where we are 
proud to have reached high results. Analyzing the present trends, we have 
referenced the VISION2030 scientific document, and have listed the presently 
available list of required research-innovation- topics, the SRIA. Special details 
were given for the future of robotics, and on the emerging prospect of digitizing 
the biological transformation of manufacturing. Learning from the living 
ecosystems of animals and plants, will mankind learn from them, how to eliminate 
wastes, live with reduced energy and material consumptions, care for the future 
for resources? It is a great task and challenge for the upcoming generation of 
researchers to pave the way for the manufacturing industries to serve the growing 
needs of humanity in healthy food and consumer product for higher living 
standards, while also caring for long-term ecological stability, sustainability, e.g. 
in a visional circular economy. 
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Abstract: In the constantly growing and widening field of forensic science, crime maps are 
used in versatile ways. The representation of the data and analysis could offer some steps 
toward crime prevention and helps understand patterns, in terms of a timely distribution of 
crime types. Clustering is able to help identify criminal hot-spots and additional analysis 
may determine which areas require intervention. The aim of this study is to present an 
analysis of criminal information related to Hungary, in annual and monthly breakdown. 

Keywords: clustering; Fuzzy C-Means; crime hot-spots; forensic science; crime prevention 
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1 Introduction 

Computational intelligence (CI) methods are up-to-date IT approaches dealing 
with: 

 Very complex problems 

 Non-deterministic problems 

 Uncertainty (not only Bayesian) 

CI includes fuzzy systems [1] (applied in this study), evolutionary computation, 
and artifical neural networks. 

The goal of this study is the identification and analysis of criminal hotspots (where 
far more crime cases happened than elsewhere, in a given area) in order to 
improve crime prevention, using CI methods. 

To reach this goal the following steps will be carried out: 

 Choose several types of crime, for detailed analysis 

 Gather the related criminal data in a monthly breakdown 

 Choose a (fuzzy) clustering method, for identification of geographic 
areas with similar patterns 

 Generate (fuzzy) clusters 

 Generate Dynamic maps, presenting their clusters 

 Develop a Time series analysis and evolution 

Considering certain types of crime in Hungary having a very low occurrence and 
so it is not possible to analyse them (for example car break-in). Bodily harm and 
burglary have been chosen for further investigation. 

Pre-stat is a criminal database which was used to gather the required input data 
[2]. 

2 Preceding Research 

As the initial step in the current study, in the earlier phase of this research, certain 
annual data for the years between 2010 and 2017 were used. The data have been 
graphically represented in 2D and 3D formats to show extreme areas, trends and 
predictable future tendencies. We attempted to interpret the charts and recorded 
the appropriate conclusions in a structured way. These new results were presented 
verbally at some conferences and published in a conference article [2]. 
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The continuation of this research (published in the present paper), monthly 
breakdowns were used instead of the annual data, and a more sophisticated 
analysis has done, and so it would be possible to draw more in-depth conclusions 
and deepen the understanding of the phenomena. 

3 The Public Administration Structure of Hungary 

Hungary is divided into 7 regions, which include 19 Counties (in Hungarian: 
megye) and the capital (főváros), Budapest, as shown on Fig. 1, with the 
highlighted town of Győr, where this study was performed. 

Counties are divided into 197 districts (járás): 

 174 within the Counties (járás) 

 23 in Budapest (kerület) – as shown on Fig. 2, with roman numbers 

 Additionally, 23 individual towns are considered as districts 

In this study, these 197 districts are considered single (homogenous) units. 

Inside the districts, there are 322 towns, among them 23 cities with county rights. 
126 ”large municipalities” (város) among them and 2683 other municipalities 
(község) [2]. 

 

 

Figure 1 
Public administration structure of Hungary 
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Figure 2 
23 districts which are located in Budapest (in Hungarian: kerület) 

4 Pre-Stat, the Structure of the Gathered Data 

As mentioned above, Pre-Stat (available on 
https://prestat.lechnerkozpont.hu/bunmegelozes/ for hungarian citizens) is an 
interactive map of Hungarian crime data with database export features. Pre-Stat is 
not only for downloading databases, but it also provides generated maps as it can 
be seen on Fig. 3 as an example (for the given period and crime type, green means 
small number of cases, while red means high intensity of crime). It may be 
considered as a good example for an interactive up-to-date crime map system. The 
following data were downloaded from the Pre-Stat website for the two crime types 
mentioned (bodily harm and burglary, which were chosen for further 
investigation): 

 Average criminal acts per 100,000 inhabitants, between 2010 and 2017 
for 197 districts, in an annual breakdown 

 Average criminal acts per 100,000 inhabitants, between 2013 and 2017 
for 197 districts, in a monthly breakdown 

Each district is represented with the coordinates of its seat on the related maps [2]. 
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Figure 3 
Sample image for Pre-Stat 

5 Clustering Methods 

5.1 The Aim of Using a Clustering Approach in this Study 

The aim of this work is to determine the ”crime hot-spots” consisting of several 
districts which are areas on the map with crime intensity of various levels. The 
crime hotspot detection and analysis can help with the decision making of the 
police to suggest where police actions need to be focused. Time series analysis can 
also help with the allocation strategy of a police force, by showing and predicting 
the tendencies of crime intensity [2]. 

5.2 Clustering in General 

Clustering is an essential data mining tool that aims to discover inherent cluster 
structure in data [2] [3]. Its aim is to form clusters of objects (patterns), so that 
similar objects are grouped into the same clusters and different objects are 
grouped into different clusters [2] [4]. There are several methods known for 
clustering into vague clusters (with uncertain, maybe, overlapping borderlines), 
among various advantages and disadvantages [2]. 
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5.3 Fuzzy C-Means Clustering (FCM) 

The FCM algorithm is a clustering method which allows one instance of data to 
belong to two or more clusters with different degrees of membership. It is based 
on a clustering algorithm developed by Dunn [5] and later “fuzzified” and 
improved by Bezdek [6]. It can be used when the required number of clusters is 
known (is pre-determined). In each iteration of the FCM algorithm, the following 
objective function J is minimized: [2] 

 

(1) 

 

For a given data point xi, the degree of its membership to cluster j is calculated as 
follows: 

 

(2) 

 

where, m is the “fuzziness coefficient” and the center vector cj is calculated as 
follows: 

 

(3) 

 

5.4 Generating Clusters by the FCM Method 

As mentioned in this work, the FCM algorithm was used for creating clusters. The 
coordinates of the seats of the districts and the corresponding crime intensities 
served as an input of the algorithm. The number of clusters was chosen to be 30, 
based on expert estimation. (Experiments with less and more clusters lead to less 
interpretable results while choosing 30 was lead to present the best results.) 

Because of presence of fuzzy clusters, technically, every district is included in 
every cluster, but with various (seatings low) membership degrees. For assigning a 
given district to a primary cluster, the cluster with the highest membership value 
has chosen. 

If two districts were geographically close to each other, and if the number of crime 
acts were similar, they were merged into the same cluster. 
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For generating clusters by the FCM algorithm the corresponding Matlab toolbar 
was used [2]. Using this technique, crime hot-spots will appear, their position are 
formed and determined. 

6 Generating Crime Maps 

2D and 3D crime-maps were generated visualizing the clusters and the crime 
intensities [2]. 

In the 2D maps the centres of the clusters are marked and the average crime act 
values within the clusters are indicated. Based on these maps, we propose, that in 
the districts belonging to clusters with high criminal act numbers, further police 
intervention is necessary, and that very unpredictable behavior of a cluster needs 
deeper investigation and possibly additional intervention [2]. 

The 3D crime maps show the problematic regions with high crime intensity [2] 
(see Figs. 8-13). 

To summarize, the following crime maps were prepared (272 in total): 

 Average criminal acts per 100,000 inhabitants, between 2010 and 2017 
for 197 districts, in annual breakdown, burglary, 8 pieces of 2D maps 

 Average criminal acts per 100,000 inhabitants, between 2010 and 2017 
for 197 districts, in annual breakdown, bodily harm, 8 pieces of 2D 
maps 

 Average criminal acts per 100,000 inhabitants, between 2010 and 2017 
for 197 districts, in annual breakdown, burglary, 8 pieces of 3D maps 

 Average criminal acts per 100,000 inhabitants, between 2010 and 2017 
for 197 districts, in annual breakdown, bodily harm, 8 pieces of 3D 
maps 

 Average criminal acts per 100,000 inhabitants, between 2013 and 2017 
for 197 districts, in monthly breakdown, burglary, 60 pieces of 2D maps 

 Average criminal acts per 100,000 inhabitants, between 2013 and 2017 
for 197 districts, in monthly breakdown, bodily harm, 60 pieces of 2D 
maps 

 Average criminal acts per 100,000 inhabitants, between 2013 and 2017 
for 197 districts, in monthly breakdown, burglary, 60 pieces of 3D maps 

 Average criminal acts per 100,000 inhabitants, between 2013 and 2017 
for 197 districts, in monthly breakdown, bodily harm, 60 pieces of 3D 
maps 
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Figs. 4-13 are presenting visualized data for each counties. The counties are 
represented with dots, and the colours are showing which dots are in the same 
cluster (Figs. 4-7), or the crime intensity (Figs. 8-13). These dots together are 
forming the recognizable shape of Hungary, so the axes can be matched with 
geographical coordinates. However, the geographical location of the country is 
irrelevant, therefore, they are not better marked. 

6.1 2D Maps 

In total, 136 pieces of 2D maps were generated for each year between 2010 and 
2017, for each month between 2013 and 2017, and for the previously mentioned 
two crime types. Then the crime intensities of the clusters were calculated. The 
clusters with high membership values indicate high risk areas. The centers of the 
clusters in the maps are marked with an ”X” (see Figs. 4-7) [2]. 

 

 

Figure 4 
2D map of the burglary in January of 2013 
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Figure 5 
2D map of the bodily harm in July of 2017 

 

Figure 6 
2D map of the burglary in 2012 

Fig. 6 shows the 2D map of the burglary in 2012. The outlines and shape of 
Hungary can be easily recognized considering the dots. 
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Figure 7 
2D map of the burglary in March of 2013 

6.2 3D Maps 

Comparing the 3D maps of bodily harm in 2010 and 2017 (Figs. 8 and 9, show 
crime intensities) it can be concluded the crime prevention strategy in the North-
Eastern region of Hungary is successful, however it still remained the most 
dangerous region in terms of bodily harm [2]. 

Figure 8 
3D map of the bodily harm in 2010 
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In the early 2010 year, Budapest and its surroundings showed the highest 
burglary crime rate, but because of its decreasing tendency nowadays North-
Eastern region of Hungary has the highest intensity (Figs. 8 and 9) [2]. 

 

Figure 9 
3D map of the bodily harm in 2017 

 

Figure 10 
3D map of the burglary in 2011 
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Figure 11 
3D map of the burglary in 2017 

 

Figure 12 
3D map of the burglary in November of 2014 

 

 

 

 

 

 

 

Figure 13 

3D map of the bodily harm in February of 2014 
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6.3 Dynamic 3D Maps for Investigating the Changes 

Using the 3D maps, dynamic animated 3D maps were generated to analyse 
behavior in time, during the 8 years of available data [2]. They are embedded into 
a presentation which is uploaded to researchgate.net website [13]. 

Considering the data for the burglary in monthly breakdown between 2013 and 
2017, it is possible to observe certain tendencies and features, especially if the 
animations are considered as 3D charts. The same phenomena in certain areas of 
the country may occur in some given months in every single year. For instance, 
the values in a given area are very high in March, meanwhile they are very low 
everywhere in April. Conclusions drawn from the available data are as follows: 

 January of 2013   The values are rather high in the  
       Northern part of Hungary. 

 March and October of 2013  The values are low for all  
       Hungary. 

 September of 2014   The values are rather high in the  
       South-East part of Hungary. 

 October of 2014   The values are high in all  
       Hungary. 

 May of 2015    The values are high in all  
       Hungary. 

 February in every year  The values are high near to the region  
       of the lake Balaton. 

 March in every year   The values are low in all  
       Hungary. 

 Jul/Aug/Oct in each year  The values are high near to  
       Budapest. 

The same for the bodily harm: 

 Jan/Feb/Apr/Oct in each year  The values in the Northern part of  
       Hungary are rather high. 

 August in every year   The values are moderately high near  
        to Budapest. 

 November of 2013   The values are high near to the lake  
        Balaton. 

 March of 2014   The values are high near to the lake  
        Balaton. 
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 June of 2014    The values are very high near to  
       Balaton, while everywhere else the  
       values are much more lower. 

 June of 2017    The values near Kecskemét are  
       rather high, while everywhere else the 
       values are much lower. 

7 Time Series Analysis 

Time series analysis could be used because changes in time could describe the 
behavior of fuzzy clusters much more precisely and indicate the success or lack of 
success of the current police prevention strategy in the regions [2]. 

The prevailing trend could be: 

 Decreasing – the actual crime prevention programs are working 
correctly, they should be continued 

 Increasing – likely, the tendency will continue to grow, thus, further 
intervention is necessary 

 Random behavior (stagnation or unpredictable) - not time-related, 
random. In the latter case, further analysis is needed, searching for 
other clusters. 

 

Figure 14 
Burglary (time independent) clusters labeled by numbers 
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Figure 15 
Bodily harm (time independent) clusters labeled by numbers 

Figs. 14 and 15 show the labelled clusters for burglary and for bodily harm. The 
areas and the centres of these clusters are changing year to year, but not so 
extremely, so it is possible to identify more or less matching clusters in time. 
Using these numbered maps, it was possible to create a time series. It means, that 
the data for every available years was gathered into table form, using Figs. 14-15 
helps to decide which actual annual cluster belongs to which general cluster, so 
where to put the data inside of the table. The result is presenting data rows for 
clusters on Figs. 14-15, for the entire time period which was examined. Using this, 
it is possible to draw as many charts as there are clusters on Figs. 14-15, for each 
crime types. 

7.1 Burglary 

Fig. 16 shows the changes of burglary crime intensity of the clusters in time. 
Most of the clusters indicate decreasing tendency or stagnation. However, cluster 
#19 presents randomly behavior with unexpected high values alternating with 
lower crime rates. Here, further detailed analysis is necessary [2]. 
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Figure 16 
Time series of the burglary (2010-2017) 

7.2 Bodily Harm 

Similarly to burglary most of the clusters show decreasing tendency of bodily 
harm. There are also some clusters with random behavior (Fig. 17) [2]. 

Figure 17 
Time series of the bodily harm (2010-2017) 
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8 Further Technical Tools and Goals Suggested for 
the Future Research 

In the preceeding work [2] of this research some initial steps were made in the 
field of crime map generation and its analization using the rough preprocessing of 
the collected data. 

Then, the research was continued, using much more precise data, which made it 
possible to draw even further, more precise conclusions. 

Fuzzy clusters help identify approximate areas of similar behavior, and thus 
suggest further police intervention (or lack of further investigation) areas/districts 
– independently, from the public administration borders. The time dependent 
behavior of these clusters reveal tendencies, and suggest further aspects of 
intervention. These tendencies and changes should be matched with historical data 
on past interventions and connections must be searched. Very irregular behavior 
may indicate unknown effects in the area and needs deeper analysis [2]. 

In the future research, instead of using districts in Hungary, towns, zip codes or 
even GPS coordinates could be used to reach more precise results. 

A possible improvement could be to use the [7] DBMEA evolutionary-memetic 
algorithm or [8] the Gath-Geva method (instead of Fuzzy C-Means – FCM [12]) 
to produce more precise clusters. 

Smoothing and filtering the data would be possible using [9] wavelet transform 
(which was first used and mentioned by A. Haar in his article about the Theory of 
Orthogonal Function Systems in 1910 [10] [11]). 

The time series analysis part of the research could apply the traditional (statistical) 
Box-Jenkins method (named after G. Box and G. Jenkins) or other methodologies 
[2]. 

Considering more types of crime would make the study more comprehensive and 
useful, while proving cross-correlation between types of crime could help even 
more in crime prevention as well as crime forecast by various time series 
prediction approaches [2]. 

Conclusions 

The preprocessing and the fuzzy clustering of the data clearly identified some 
areas of higher criminal activity (crime hot spots), and also the behavior of these 
areas, in real-time, was identified. The sub-normalization of the fuzzy clusters 
(assigning the heights of the clusters corresponding to the absolute crime 
intensities) point out problem areas, where the number of certain types of crimes is 
higher than the average. The tendencies of these crime hot spots in time 
(increasing, stagnating, decreasing, or random) may be the starting points for 
further police intervention. The first two tendencies, especially the increasing 
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tendency, mark the areas where immediate urgent intervention is necessary. It may 
mean the increase of the police force on spot, mounting more video cameras for 
observing public areas, or education, creating jobs, etc. A decreasing tendency is 
an indicator of proper police measures and regulations being carried out in any 
given area. Random behavior may be enigmatic, or the result of some sudden 
change in the general conditions, and these areas need further deeper investigation 
[2]. 

In future work, a full analysis of the time dependent behavioral patterns will be 
applied, and alternative clustering techniques may be compared, when they 
represent true images of statistical observations [2]. 

It is important to refine the investigations towards potentially periodical behavior 
within the year (connected to holiday seasons, mass events, etc.) and clusters 
depending on the part of the year (clusters of groups of weeks or days) should be 
identified. Having these results, police intervention measures may be 
recommended, in terms of exact places and times [2]. 
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Abstract: This paper presents the design of a reduced complexity state convergence 
controller, termed as composite state convergence controller, for a single degree-of- 
freedom nonlinear telerobotic system. First, nonlinear master and slave models are 
feedback-linearized and composite states are formed by combining their respective position 
and velocity signals. These composite master and slave states along with the operator’s 
force are then transmitted across the communication channel instead of full states. In this 
way, the complexity of communication structure is reduced. An augmented system 
composed of composite master and slave states is finally constructed and method of state 
convergence is applied to compute the control gains of the proposed scheme. It is shown 
that position and velocity states of the master and slave systems still converge in the 
absence and presence of time delays, even though the design is based on the reduced order 
composite system. The validity of the proposed scheme is confirmed through MATLAB 
simulations as well as semi-real time experiments. 

Keywords: state convergence; nonlinear telerobotic system; feedback linearization; 
composite states 
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1 Introduction 

A telerobotic system is used to perform a task in a remote location under the 
control of a human operator. In order to properly execute the task, feedback from 
the remote location is desired. The presence of feedback turns the unilateral 
telerobotic system into a bilateral one. This feedback can be audio, video or force 
signals. The force feedback can considerably improve the operator’s perception of 
the remote environment. However, the control design of a telerobotic system 
involving force feedback becomes a challenging task, especially in the presence of 
time delays. Therefore, many research efforts have been directed to design such a 
robotic system [1]-[4]. The stability of a time-delayed robotic system was not 
guaranteed until the groundbreaking work of Anderson and Spong who employed 
the concepts of transmission line theory to stabilize the telerobotic system in the 
presence of time delays and force feedback [5]. Wave theory formalizes the 
transmission line concept and has become a popular framework for designing 
telerobotic systems [6]. The issue of wave reflection in wave-based telerobotic 
systems has also been addressed in the literature and improved wave-controllers 
have been proposed [7]. Further, more refined telerobotic systems have emerged 
which utilize wave variables in conjunction with neural networks [8]. The other 
control techniques such as H-∞ [9], sliding mode [10], adaptive control [11], 
fuzzy logic [12], disturbance-observer based control [13], etc. have also been 
utilized in designing telerobotic systems. 

State convergence theory offers a simple and elegant way of designing the 
telecontrollers. This is a model-based linear control algorithm that allows the 
modeling of a telerobotic system on state space and requires the solution of 3n+1 
design conditions for establishing the motion synchronization of nth order master 
and slave systems [14]. Various forms of these control algorithms are proposed in 
the literature. For instance, a state convergence controller with transparency 
condition is proposed in [15]. In another study, the state convergence controller is 
designed when an environment model is not available [16]. The design of 
nonlinear telerobotic systems based on state convergence theory has also been 
discussed. For instance, feedback linearization theory has been utilized to 
transform the nonlinear telerobotic system into a linear one and a state 
convergence algorithm is then employed to compute the control gains [17]. In 
another study, TS fuzzy model of the nonlinear telerobotic system is constructed 
and an appropriate parallel distributed compensation control law is designed 
whose gains are computed using the method of state convergence [18]. 

This paper is an extension of our earlier work on the channel simplification of the 
state convergence controller where we have only considered a linear telerobotic 
system [19]. The simplified architecture, termed as composite state convergence, 
allows transmitting fewer variables while the desired system behavior is also 
achieved at the same time. In this paper, we show that our reduced complexity 
algorithm can still be applied to a nonlinear telerobotic system. To this end, we 
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first utilize the feedback linearization theory to transform the nonlinear telerobotic 
system into a controllable linear system. In the second stage, composite states are 
constructed for the transformed master and slave systems. An augmented system 
is then formed from the composite slave and error systems. Finally, method of 
state convergence is employed to compute the control gains of the proposed 
composite state convergence controller. In order to validate the proposed scheme, 
simulations are performed in a MATLAB/Simulink environment where both the 
delay-free and delayed communication is considered. Semi-real time experiments 
using the haptic device are also conducted. 

This paper is structed as: Problem formulation is given in Section 2. Controller 
design is described in Section 3 and Results are presented in Section 4. 

2 Problem Definition 

Consider a single degree-of-freedom nonlinear teleoperation system as: 
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: sin

m m m m m m m m m m
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                (1) 

Where , , , , , , , ,x x x x x x x xm l b J g u   are the mass, length, friction coefficient, inertia, 

angular position, angular velocity, angular acceleration, acceleration due to 
gravity and torque inputs for the master  x m /slave  x s systems, 

respectively. Also, mF and eF are the operator’s and environment forces, 

respectively. By defining angular position and angular velocity as state variables 

i.e. 1 2 1, ,x x x x x xx x y x    , nonlinear dynamics of (1) can be written as: 

1 2

2 1 2

1

1 2

2 1 2

1

1
: sin

1
:   sin

m m

m m m
m m m m

m m m

m m

s s

s s s
s s s s

s s s

s s

x x

m gl b
Master x x x u

J J J

y x

x x

m gl b
Slave x x x u

J J J

y x

 

    

 
 

    

 

                 (2) 

The objective of the present study is to design control inputs for the master and 
slave system such that the slave is able to follow the master system and the 
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environment force is also reflected to the operator as the slave interacts with the 
environment. Mathematically, 

1 1lim 0

lim 0

m s
t

m e
t

x x

F F








 

 
       (3) 

Where ,  are scaling constants for the position and force responses, 

respectively. To achieve the objective in (3), we present a feedback-linearization 
supported composite state convergence controller in the next section. 

3 Proposed Controller 

The proposed tele-controllers for the position and force tracking task (3) are 
developed using the feedback linearization and composite state convergence 
theories. To start with, we recall the fundamentals of exact linearization. 

Theorem 1: For a nonlinear system      ,x f x g x u y h x   having a relative 

degree n for all nx , there exists a transformation  x  such that the resulting 

system z Az Bv  is linear and controllable in new coordinates. The coordinate 
transform, nonlinear input and the resuting linear system are given as: 
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Where  fL h x is lie-derivative of  h x in the direction of  f x  and is 

determined as    
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The application of Theorem 1 on the nonlinear master and slave models in (2) 
yields the following linearized tele-robotic system: 
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After the master and slave systems are exactly linearized through (5), 
communication between them is established using the composite state 
convergence methodology proposed by the authors. The overall control scheme is 
shown in Fig. 1. We now show the convergence of master and slave systems’ 
states as well as force reflection ability of the proposed scheme. 
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Figure 1 

Proposed Scheme 

Theorem 2: The slave system is able to follow the master system in the absence of 
communication time delay if gains of the composite state convergence controller 
are found as a solution of the following design conditions: 
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2 1 0G                        (6) 

0s s m mk r k r                        (7) 

s sk r p           (8) 

m sk r q           (9) 

Proof: Let us define the composite states for the master  ms  and slave  ss  

systems as: 
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The time derivative of (10) along with (5) yields the composite dynamical system 
as: 
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Let us define the control inputs for the feedback-linearized tele-robotic system as: 
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By plugging (12) in (11), we get: 
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Let e s ms s s  be the composite error. The composite error dynamics can be 

written using (13) as: 

     2 1e s s m m s m s e ms k r k r s k r s G F                       (14) 

We now form an augmented system comprising of composite slave and error 
systems as: 
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               (15) 

We now allow the composite error to evolve as an autonomous system, which 
yields the design conditions (6) and (7). The charateristic equation of the 
remaining augmented system is finally compared with the desired polynomial 
   0s p s q   which yields the design condition (8) and (9). Now, it is left to 

show that states of the slave system converge to the states of the master system 
with the control gains in (6)-(9). These control gains yield the closed loop master 
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as well as slave system as  1 1z z z z mx p x p F     which implies that slave 

position can be made to track the master position with the scaling factor as 

m

s

  which also implies the zero convergence of the velocity states. This 

completes the proof. 

Theorem 3: The motion of the slave system will be synchronized with the master 
system in the presence of communication time delay (T) if control gains of the 
composite nonlinear controller are found as a solution of the following design 
conditions: 

 2 1 1m sG Tr Tr                     (16) 

   1 1 0s m s m s mk Tk r k Tk r                      (17) 

s s m s s mk Tr r r Tr k p                      (18) 

s s m m m sr Tr k r Tr k q                      (19) 

Proof: Consider the tele-robotic system of Fig. 1 with time delay, T in the 
communication paths. Let the virtual inputs for the master and slave systems be 
introduced as: 

 2m m m m m m s mv x k s r s t T F                      (20) 

   2 2s s s s s s m mv x k s r s t T G F t T                      (21) 

The delayed dynamical composite master and slave systems can be derived as: 

 
   2

m m m m s m

s s s s m m

s k s r s t T F

s k s r s t T G F t T

   

    
                (22) 

Let us now use the first order Taylor series expansion on the time delayed signals 
with the assumption of constant operator force, i.e.  

 
 

, ,x x x

m m m m

s t T s Ts x m s

F t T F TF F

   

   
                 (23) 

Based on the above Taylor expansion and using the definition of composite error, 
the closed loop delayed composite master and slave systems can be written as: 

        22

1
1

1
m m s m m m s s m m s e m m

s m

s k Tr r r Tr k s r Tr k s Tr G F
T r r

       


(24) 

        22

1

1
s s s m s s m s s s m e s m

s m

s k Tr r r Tr k s r Tr k s G Tr F
T r r

       


     (25) 
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We now write the composite slave-error augmented system: 

 
2

22

2

1
1

1

s s m s s m s s m s

s s
s s s m m s s m s m

e es m
m m s m m s m

k Tr r r Tr k r Tr k G Tr
s s

k r Tr k k r Tr k G Tr F
s sT r r

r Tr k r Tr k Tr G

         
                                                   

 

                    (26) 

The composite error system is now allowed to evolve as an autonomous system 
which leads to the design conditions (16), (17). The rest of the augmented system 
is then assigned the desired dynamics formed from the poles ,s p s q    . This 

assignment leads to the design conditions (18), (19). An analysis similar to 
Theorem 2 reveals that the slave system indeed follows the master system. The 
proof is now completed. 

4 Results & Discussion 

The proposed composite nonlinear state convergence controller is simulated in 
MATLAB/Simulink environment to evaluate its effectiveness in motion 
synchronization of master and slave systems. For the purpose of simulations, 
parameters of the tele-robotic system are adopted from [17]: 

2

2

: 1, 0.2, 10, 0.33

: 10, 1, 15, 0.33

: 10, 1

m m m m m m

s s s s s s

e f

Master m l b J m l

Slave m l b J m l

Environment k k

   

   
 

               (27) 

We first perform simulations when no time delay exists in the communication 
channel. To this end, let the desired poles be placed at 

2, 20s p s s q s      and let the motion scaling constants be selected as 

unity. The design conditions in Theorem 1 are then solved and following control 
gains are obtained: 

2 1

12

10

8

m

s

s

G

k

k

r


 

 



                                 (28) 

By assuming zero initial conditions for both the master and slave systems, tele-
robotic system is simulated under a constant operator’s force of 0.2 N and the 
control gains of (28). The result is depicted in Figs. 2-3. It can be seen that the 
composite states convergence and this leads to the convergence of master and 
slave systems’ states. The motion scaling property of the proposed controller is 
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also evaluated in simulations. Let it be desired that slave’s motion converges to 
50% of the motion of the master system which leads to the selection of slave’s 
scaling constant as 2s  . The simulations are now run with the control gains of 

(28) and the result is shown in Fig. 4. It can be seen that the slave’s position 
response is indeed 0.5 times the position profile of the master system. 

We now test the proposed controller when time delay exists in the communication 
channel. Let the time delay be 0.2 s in each direction. With the parameters of the 
tele-robotic system in (27) and using the same desired dynamics as in the delay-
free case, control gains are found based on the design conditions of Theorem 3 as: 

2 0.3521

16

2.3944

0.2817

m

s

s

G

k

k

r


 

 



                   (29) 
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Figure 2 

Position synchronization with no communication time delay 
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Figure 3 

Velocity synchronization with no communication time delay 
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Figure 4 

Motion scaling with no communication time delay 
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By selecting    0 0 0, 1m s m sx x      and with a constant operator’s force of 
0.2 N, we run the time-delayed tele-robotic system under the control gains of (29) 
and the results are shown in Figs. 5-6. The analysis reveals that the composite 
slave system follows the composite master system which leads to convergence of 
the position and velocity states of the master and slave systems. The motion 
scaling ability of the time-delayed tele-robotic system is also investigated. To this 
end, reference for the slave system is set as 10.25 mx which implies 4s  . The 

simulation result, as obtained under the control gains of (29), is shown in Fig. 7. It 
can be seen that the motion of the slave system has been achieved as desired.    
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Figure 5 

Position synchronization with communication time delay 
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Figure 6 

Velocity synchronization with communication time delay 
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Figure 7 

Motion scaling with communication time delay 



Acta Polytechnica Hungarica Vol. 16, No. 10, 2019 

 – 169 – 

We now include some semi-realtime results of the proposed nonlinear controller 
which are obtained using haptic device in QUARC/Simulink environment. A 
time-varying operator’s force is generated by operating the haptic device along a 
single axis and trajectories of the resulting master and slave systems are recorded 
in a time-delayed environment under the control of (29). The results are shown in 
Figs. 8 and 9. It can be seen that the slave is following the master system and the 
states finally convergence when the operator’s force becomes constant. 
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Figure 8 

Position synchronization with communication time delay under time varying applied force 
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Figure 9 

Velocity synchronization with communication time delay under time varying applied force 

Conclusions 

This paper has presented the design of a composite state convergence controller 
for a one degree-of-freedom nonlinear telerobotic system. To deal with the 
nonlinearity in the master and slave systems, s feedback linearization algorithm is 
used. The exactly linearized master and slave systems are then used to form the 
lower complexity composite systems. Through the use of a similarity 
transformation, a composite slave-error augmented system is constructed. After 
the composite error is made to evolve as an autonomous, desired behavior is 
assigned to the telerobotic system. This results in four design conditions which are 
solved to determine the four unknown control gains. Simulations, as well as semi-
real time experiments, are finally performed in MATLAB/Simulink environment 
which shows good performance of the telerobotic system in the absence and 
presence of communication time delays. 
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Abstract: Nowadays, when computers and computer systems are almost omnipresent and 
are part of most households and most people have access to them, they are more vulnerable 
than ever. Today, protection and security of computer networks and systems using passive 
protection does not suffice anymore. One has to anticipate attacks and be a step ahead of 
the attackers. To achieve this type of security, one has to employ active protection 
techniques, such as digital baits – honeypots. The primary goal of using honeypots is to 
divert the interest of potential attackers from other really important targets within a 
particular computer network. The secondary goal is to acquire information about the 
attackers' activities and methods. Subsequently, these data are thoroughly analysed. By 
analysing the attacks, security improvement measures aimed at the particular network 
and/or computer system may be proposed in order to prevent threats. The goal of this 
paper is to contribute to computer security by proposing a clustered, high-interaction-
honeypot-based security system. 

Keywords: security; honeypot; intrusion detection system; malware; clustered honeypot 

1 Introduction 
The world full of information and information resources means an ever growing 
amount of data stored in computer systems. The risk of threats is also increased by 
improving connectivity and access to data and computer system services from 
various locations within the computer network. Any system providing 
connectivity to a computer network may be at risk. Currently, security by 
authentication [1] [2] [3] and authorisation of production systems is considered to 
be insufficient since a potential attacker may steal identity data of another user or 
bypass authentication, violating system security [4] [5] [6]. With the development 
of information technology, our knowledge of computer systems advances, too – 
attackers can analyse weaknesses of the respective systems and use them during 
the attack itself. The task of any security technology operator is to detect and 
subsequently identify any attack; however, in heavily used systems, this may be 
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very hard, in some cases even impossible. After performing the attack, the attacker 
often infects the compromised system with malware [7] [8] [9] [10] [11]. The goal 
of this malware is to fulfil the attackers’ goals; often, malware is capable to 
replicate and spread in the compromised computer network. This makes them very 
dangerous since all the attacker has to do is execute them, without the need of any 
later surveillance. As a result, malware may then spread within the network freely 
– if computers from other networks trust computers from such a compromised 
network, these computers are also at risk [12] [13]. 

An intrusion detection system (IDS) is a passive protection mechanism monitoring 
activity within the computer network/system [14] [15] [16] [17] [18] [19] [20]. It 
monitors and gathers data on the activities performed within the network/system, 
to detect intrusions. An intrusion detection system does not only detect intrusions, 
but it may also be used as a monitoring tool to identify suspicious activities aimed 
at compromising the particular network/system. The gathered data may then be 
used to increase the security of the network/system, following a thorough analysis. 
However, today, protection and security of computer networks and systems using 
passive protection does not suffice anymore. One has to anticipate attacks and be a 
step ahead of the attackers. Therefore, not only passive, but also active protection 
techniques – such as digital baits (honeypots) – have to be used. 

This paper proposes a clustered intrusion detection system architecture, based on 
high-interaction hybrid honeypots [21], eliminating the disadvantages of intrusion 
detection systems using honeypot technology. 

2 Honeypots 

Digital baits – honeypots – represent flexible, constantly developing technology 
with numerous use cases [21] [22] [23] [24]. Honeypots may be used secure 
systems, but also to gather information for subsequent analysis. The analyses of 
the gathered data may result in the detection of suspicious activities, proposal and 
eventual implementation of countermeasures improving system security and 
preventing further similar attacks. 

Essentially, honeypots are devices with purposely constructed security holes, 
while pretending a false identity. The goal of using honeypots is to divert the 
interest of the potential attackers from real devices. If an attacker focuses on the 
honeypot, one may register, identify and analyse his/her activities. To increase 
efficiency, intrusion detection tools may be added to the honeypot itself, to 
monitor the use of specific, monitoring and/or malicious applications. 

Assuming that any interaction with the honeypot is a potential attack, the need to 
classify the gathered data falls to the minimum, increasing the speed of the 
analytic process and evaluation of the data gathered by the bait itself. To increase 
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computer system security and improve the efficiency of fending off the attack, it is 
wise to use honeypots with other standard security tools and methods. 

One of the most important benefits of using honeypots is related to detection since 
it minimises the negative aspects of common intrusion detection systems. These 
include the following: 

 evaluating an attack, which did not happen (false negative) or failure to 
detect an attack (false positive); 

 elimination of errors in the configuration of intrusion detection systems. 

Another advantage of this security solution is that they do not influence system 
operation during the interaction with the attacker. 

2.1 Fundamental Functionality 

Honeypots have numerous functions allowing multifaceted use. The basic 
functions are the following: 

 to divert the interest of the potential attacker from production equipment. 

 to identify security holes in the OS. 

 to analyse the attackers' behaviour during the interaction with them. 

 logging attacker behaviour. 

2.2 Interaction Level 

Honeypots may be classified also by the level of attacker interaction; in this case, 
"interaction" refers to the possibilities of the attackers' communication with the 
honeypot [25]. There are low-interaction and high-interaction honeypots. Low-
interaction honeypots have no operating system; therefore, the attacker cannot 
initiate interaction with the OS. A disadvantage of these honeypots is that services 
and processes are emulated. The attacker may detect them easier and since it is 
impossible to gain full access to the honeypot, the amount of data that may be 
gathered about the attackers' activities, is also limited. 

High-interaction honeypots are more sophisticated, having a more complex design 
since they use real operating systems. In this case, one may gather more 
information about the attackers. High-interaction honeypots record all attacker 
activities; the records may be then analysed to improve system security. 
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3 Clustered Hybrid Honeypots 
Honeypots are frequently used means of system security [23] [24] [26] [27] [28]. 
When using honeypots, their level of security has to be taken into account. In case 
of week honeypot security, the attacker may easily discover that the honeypot is 
not a production device. On the other hand, if the honeypot security level is too 
high, it may discourage the attacker. 

Most existing honeypot systems focus on the configuration of the equipment 
running the honeypots. Configuring such equipment means mostly configuring 
these devices to allow them to find and allocate unused IP addresses 
automatically, after connecting them to the network and, eventually, to allow them 
to adapt to the changing environment of the computer network. 

The architecture proposed herein is a clustered hybrid honeypot [22]. The 
proposed hybrid honeypot architecture combines two types of baits with different 
interaction levels, focusing on high-interaction honeypots since, in terms of 
security, to the attacker; it is an interesting target with an IP address. An ideal tool 
meeting the requirements of a low-interaction honeypot is Honeyd, an open-
source program. With its help, the load of the high-interaction honeypot may be 
relieved, allowing focus mainly on the initial attack analysis. Attacks are detected 
by the architecture itself. The proposed solution differs from the security solution, 
in which any anomaly triggers diversion of the interaction to a "shadow honeypot" 
during the operation of the computer system. In this system [29], analysis of the 
incoming attack is performed by the shadow honeypot. However, such a solution 
increases the operating costs of the network/system. 

3.1 Clustered Hybrid Honeypot Architecture 

The proposed architecture consists of these 4 main parts: 

 Internet access management 

 clustered honeypots, 

 auditing and data repository cluster, and 

 correlation. 

The architecture of the proposed clustered high-interaction honeypot is depicted in 
Fig. 1. The proposed architecture uses both low-interaction and high-interaction 
honeypots, increasing the efficiency of such a system in terms of attack discovery. 
The proposed architecture type requires fewer interventions into the configuration 
of the security computer system, related to the reinstallation of successfully 
compromised honeypots. 
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3.1.1 Access Management 

This part of the proposed architecture consists of honeypots acting as computers 
connected directly to the Internet, having public IP addresses. A further part of the 
management is Honeywall – a tool limiting the speed of the Internet connection to 
10 MB per hour, the number of TCP sessions to 100 sessions per hour and thus 
limiting bandwidth. 

The network operation analyser and Honeywall are mutually separated. The 
reason for this separation is to minimise the threat to the protected computers if 
the network analyser is compromised. Should the network analyser get 
compromised and should it be used for an attack beyond the system, the chances 
of such an endeavour are minimal since Honeywall is configured to limit 
bandwidth. 

3.1.2 Honeypot Cluster 

The honeypot cluster consists of high-interaction honeypots, which are again 
clustered. In the proposed architecture (Fig. 1), there are three types of honeypots: 
a GNU/Linux OS with MAC access management, a GNU/Linux OS with DAC 
access management and representing MS-Windows operating systems. Every 
computer used as a honeypot has two network interfaces configured. One of these 
has a public IP address, while the other has a local one, such as 172.30.3.X. 

By adding a private IP address to the second network interface, all honeypots are 
interconnected in a separate local network. By creating a local honeypot network, 
we limit the attackers' attempts only to local devices. This local network consists 
of 14 honeypots without any firewall installed. 

Every honeypot using GNU/LINUX OS contains a modified OpenSSH service, 
which simplifies opening new relations for the attacker. As soon as the attacker 
tries to log in to one of the honeypots with the aforementioned configuration using 
an SSH connection and a brute force attack, the modified OpenSSH service shall 
generate a separate account for the attacker. 

This part of the proposed architecture creates an account in the system for the 
attacker, along with a regular home directory. The created account is persistent, 
which allows authorisation of the attacker if he decides to return later, to continue 
the attack. To allow capturing all attacker activities, there are multiple IDS 
systems and security tools available for GNU/LINUX distributions, as well as 
Windows operating systems. 

These intrusion detection systems monitor four types of information resources: 

 system activities (system calls and processes); 
 system file integrity; 
 the kernel and the logging daemons; 
 Bash relations. 
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Figure 1: Clustered high-interaction honeypot architecture 
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Figure 2 
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analyses system log files), Prelude-LML (system log analyser reporting system 
activities) and the Syslog tool, dedicated to the servers (transfers kernel and 
system log files to the logger). 

To gather all events and report alarms in a human-readable form, three analytic 
frameworks are used in the proposed solution: 

 OSSIM – provides a security information management framework. The 
framework itself generates reports, aggregate alarms, and triggers 
incidents. It writes the gathered data into a MySQL database. If 
necessary, the framework may be configured to store data in a MySQL 
cluster server. 

 Prelude manager – it aggregates the gathered data, it also provides means 
to visualise the data on websites. All registered events are stored using 
the Intrusion Detection Message Exchange (IDMEF) standard and a 
PostgreSQL server. If necessary, the framework may be configured to 
store data in a cluster. 

 System logger – stores all syslog messages generated by any honeypot in 
a Lustre distributed file system. 

All network and system alarms are stored by the system manager, which also 
allows their visualisation. Since these three frameworks do not use the same data 
recording standard, they have to be connected to the correlation part of the 
proposed clustered honeypot. One of the main advantages of using three different 
standards on the recording servers is that by this approach, it is harder to remove 
any attack analysis files generated by the honeypots. Such files include logging 
files, network communication fingerprints, and/or other activities. 

3.1.4 Correlation 

To visualise the recorded alarms, we shall use the last part of the proposed 
architecture, the correlation part. As a process, the task of correlation is to 
describe attacks by means of network and host IDS alarms. The algorithms used in 
the correlation part are open source, with minimum modifications performed to 
them. These algorithms use all three databases of the respective frameworks 
(OSSIM, Prelude manager and Syslog logger), using a private network, such as 
the one having the prefix 10.0.0.0. To optimise the execution times of the 
aforementioned algorithms, an available Java application was used. 

3.2 Security Elements of the Proposed Architecture 

A disadvantage of the proposed architecture is that they make real computer 
systems available for interaction with the attackers and thus the freight that the 
attacker manages to gain root privileges and conquer the honeypot is a real. 
Therefore, additional security elements have been implemented in the proposed 



Acta Polytechnica Hungarica Vol. 16, No. 10, 2019 

 – 181 – 

clustered hybrid honeypot, demonstrably increasing the security level of both the 
honeypot and the computer system, in which the clustered honeypot shall be 
operated. 

3.2.1 Verification Module 

During the interaction with the attacker, the verification module used in the 
clustered hybrid honeypot implementation manages all outgoing DNS requests to 
the Snort network intrusion detection tool, which stores them in log files for 
further analysis. Snort manages all outgoing traffic – it allows only using the 
attacker's IP address. Should Honeywall be compromised, any connection 
attempts will result in initiating the stability check process, or, eventually, 
restoring the original settings of the whole security system. 

3.2.2 MAC Access Control 

This access type makes sure root users cannot achieve super administrator 
privileges. The only way to gain super administrator privileges is to exploit a 
kernel bug or to successfully attack the MAC mechanism, i.e. to surpass SE 
Linux. If the attacker succeeds, the system shall be considered compromised and 
shall be reinstalled using the Pre eXecution Environment (PXE) server. The main 
advantage of using MAC access control is that honeypots using this access control 
type are persistent in time. if the same attacker performs a repeated attack, this 
access control type prevents the detection of system re-installation. In addition to 
this, all shell activities shall be recorded using an Rpld server. 

3.2.3 DAC Access Control 

This traditional access control system may be easily compromised by attackers. If 
the attacker manages to gain administrator privileges, the particular honeypot must 
be reinstalled using the PXE server. The main disadvantage of honeypots using 
this access control type is the associated higher administration costs. The 
registered alarms have to be inspected – it is up to the administrator to decide 
about the extent, to which the system is compromised and whether the honeypot 
has to be reinstalled or not. 

To simplify the analysis in case of this honeypot type, a cron time-based job 
scheduler was implemented under Linux to monitor the changes to the file system 
of the Honeypot during its operation. If any file of the honeypot differs from the 
corresponding file stored at the PXE server, the system automatically generates 
and sends a warning to the administrator using the OSSEC integrity analyser, 
while simultaneously storing the specific difference at the PXE server for further 
analysis. 
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3.2.4 Automatic Installation of the Clustered High Interaction Honeypot 

The PXE server shall use a TFTP server dedicated to the re-installation process if 
any of the high-interaction honeypots get compromised. Currently, the PXE server 
allows re-installation of the following honeypot types: 

 SELinux with MAC based on Debian, Gentoo, Fedora, Ubuntu and 
RedHat GNU/Linux distributions. 

 SELinux with DAC based on Debian, Gentoo and Ubuntu GNU/Linux 
distributions. 

 MS Windows XP, Vista, 7 and 8.1 systems. 

The PXE server is primarily used to re-install compromised honeypots using the 
PXE protocol in the private network, with a prefix of 172.30.3.0, for example. 

4 Experimental Proof 
To provide an experimental proof of the functionality of the proposed architecture, 
we selected a heterogenous computer network, following the concept model of the 
proposed clustered hybrid high-interaction honeypot security architecture (Fig. 1). 
The testing environment consisted of the following: 

 The network of the student hostels of the Technical University in Košice, 
at Jedlíkova Street (the ŠD TUKE heterogeneous network with 
approximately 1,600 active users). In this environment, we verified the 
functionality of the clustered hybrid honeypot in terms of honeypot 
recovery. 

 A closed network of the Institute of Computer Technology (ICT) at the 
Technical University of Košice (the ICT TUKE simulated and partly 
emulated heterogeneous network). We also verified the functionality of 
the clustered hybrid honeypot in terms of monitoring its behaviour during 
specific types of attacks, in a secure environment. 

The verification processes were based on the execution of multiple experiments. 
The following chapters present the results of the experimental proof of 
functionality of the proposed clustered honeypot architecture and its respective 
parts. 

4.1 Attacks Registered by the Honeypots 

The first experiment was aimed at the influence of the applied access control 
policy – MAC and DAC, respectively – on the amount of alarms generated by the 
respective honeypots. Most generated alarms were issued by GNU/Linux 
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distributions with MAC access control policy (Fig. 3). Honeypots using DAC 
access control generated fewer alarms. The lower alarm count of honeypots using 
DAC access control can be explained in two ways. The DAC honeypots were 
assigned public IP addresses significantly later, while until then, the specific 
honeypots were subject to attacks only from the closed network. In this case, the 
Snort tool did not report any activity from the DAC honeypots. The second cause 
of the reported values was the impossibility of using the Piga IDS without using 
the MAC access policy, which also significantly impacted the number of 
generated alarms. Figure 3 shows an attack aimed at the logging server itself, in 
spite of the fact that no public IP address was allocated to it and it was protected 
by a firewall. 

 

Figure 3 

Generated alarms, by the respective hosts 

During the experiment, we have not experienced any targeted attacks against 
specific Linux distributions. 

4.2 Statistical Results of Intrusion Detection Tools 

During the proof of functionality of the proposed architecture, a total of 2,469,840 
events and 97,116 alarms were recorded in the respective server databases. That 
amounts to 1140 events and 45 alarms per hour. The events included also user 
login events. Alarms included also suspicious events, such as the discovery of bad 
packets, which also indicate attacks. During the experiment, we used also Snort. 
In the phase of detailed analysis, most alarms generated by Snort were evaluated 
subsequently as false alarms. Figure 4 shows the rate of alarms generated by the 
honeypots and the respective security tools. 
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Figure 4 

Generated alarms, by the respective IDS sensors 

Snort generates a number of false alarms that are caused by the way, when 
detecting attacks. Snort detects attacks by using a database of signatures and 
attack patterns, which it compares to ongoing network traffic. The tool itself 
cannot correctly tell, whether the attack is real or successful. Due to this, in the 
proposed architecture, we included the Piga IDS to eliminate false alarms 
generated by the Snort NIDS. During the experiment, Piga recorded 13,965 open 
relations due to automated network environment scanning and only 779 relations 
performing any activity on the monitored honeypots. 

Table 1 

The main types of registered alarms 

The data in table 1 show the most frequent alarms registered by the intrusion 
detection system sensors. The most frequent were brute force attacks occurring 
with SSH connections, trying to break the password of the user and gain access to 
the system – in this case, a honeypot. The use of brute force resulted in the 
generation of vast numbers of alarms. Please note that the targets of brute force 
attacks were also FTP accounts. 

Detection 

sensor 

Description 

  

Count 

Prelude-LML SSHd: Root login refused 124 617 

Snort Destination udp port not reachable 113 002 

Prelude-LML SSHd: Bad password 27 305 

OSSIM SSHd: Possible brute force tentative 13 361 

Prelude-LML SSHd: Invalid user 10 827 

PIGA Integrity: system file modification 10 265 

Prelude-LML FTP bad login 5 341 

Snort Potential outbound SSH scan 4 995 

PIGA Confidentiality: information flow 4 047 
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As far as outgoing traffic is concerned, Snort found not less than 4995 SSH 
scanning procedures, trying to use user accounts to attack other equipment in the 
network. Since all honeypots were connected to a single local network, in the 
proposed architecture, this resulted only in further interaction with honeypots. 

Piga registered some cases of modifying configuration files. In addition to the 
modification of files, it also registered information streaming mostly from these 
files to the system file folders of other users. On GNU/Linux distributions, these 
folders included /etc/shadow, /etc/apache and /httpd.conf, respectively. 

The total share of alarms generated by Snort amounted to 50.20%. These alarms 
included UDP port scanning (160,502 activities), as well as a number of lower 
severity alarms, as far as the protected system was concerned. The analysis of the 
generated alarms in terms of the respective ports, as shown in Figure 5, 
corresponding to the data of table 1, clearly shows the dominance of activities 
aimed at SSH port 22/TCP. The next most popular was HTTP port 80/TCP, 
attacked in most cases from the outside, attempting the installation of phishing 
websites. Harmful ICMP packets amounted to a significant 10%. Other standard 
ports were used to exploit vulnerabilities of MS Windows, mainly by worms 
attempting to spread. The ports of the IRC protocol were mostly used by bots 
installed in the honeypots with the aim to create connections from the infected 
system to the Internet using different IRC channels. Using these newly created 
IRC channels the attacker may remotely control any of the installed bots. 

 

Figure 5 

Generated alarms, by the respective ports 

4.3 Malware Activity 

A further experiment showed that the attackers used mostly i386 binary files to 
automate the attacks; these were most probably programs are written in C. Often, 
the attackers resorted to recompiling programs written in C directly on 
compromised honeypots. The experiment showed unusual attack types – programs 
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written in Pascal, C++ and/or shell scripts. The aim of these attacks was to 
perform automated operations to execute or compile malware source code. We 
also detected files containing malware documentation. The following table 
represents data related to the detected malware, installed by attackers into the 
corresponding testing environment. 

Table 2 

Main types of detected malware 

Conclusions 

The proposed architecture allows detection of attacks and identification of tools 
and methods used by attackers and thus to improve the security of the computer 
network, in which the aforementioned security architecture is being used. An 
advantage of this solution is that if the specific honeypot is configured correctly, it 
can actively attract the attention of the attacker, immediately after being started 
and thus minimise the risk of compromising the protected system within the 
particular network. 

The functionality of the proposed solution, i.e. the threat-detection capability of 
the presented architecture has been proven experimentally. 

The results of the experiments showed that the proposed clustered high interaction 
hybrid honeypot security architecture can efficiently emulate typical services of 
low-interaction honeypots cooperating with high-interaction honeypots, without 
the necessity to create complicated low-interaction honeypot scripts manually. By 
using multiple IP addresses allocated to low-interaction honeypots and the 
Honeyd tool, the proposed clustered honeypot architecture is capable of filtering 
and analysing system operation, pursuant to the predefined requirements. One of 
the main advantages of Honeyd is the capability to simultaneously simulate virtual 
low-interaction honeypots. It has been experimentally proven that during the 
simulation of a LAN network, Honeyd could successfully simulate up to 65,536 
heterogeneous devices of various kinds and functions. Honeyd requires an 

Presence in the 

home folder 

Presence in the 

/tmp folder 

Malware type 

46 48 Dynamically linked ELF 32-bit LSB 

executable (uses shared libs)  

35 25 C source code (ASCII text file) 

9 11 Shell script 

4 3 Pascal source code (ASCII text file) 

2 5 Statically linked ELF 32-bit LSB 

executable 

1 0 Mach-O binaries / PPC binaries 

1 3 C++ source code documentation 
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appropriate configuration of the host hardware server/workstation configuration to 
correctly operate and run. 

The analysis of the events registered by the intrusion detection systems showed 
that in almost every case, the host environment is being scanned before the attack 
to gather the most detailed information about the target computer. Following the 
acquisition of such information and their analysis, the attacker can identify the 
weaknesses of the protected system. 
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Abstract. Correlation coefficients (association measures) were introduced more than one 
hundred years ago as measures of relationship between variables that usually belong to 
one of the following basic types: continuous, ordinal, or categorical. Nowadays, it appears 
the growing demand for the development of new correlation coefficients for measuring 
associations between variables or objects with more sophisticated structures. The paper 
presents a non-statistical, functional approach to the study of correlation coefficients. It 
discusses the methods of construction of correlation coefficients using similarity and 
dissimilarity measures. Generally, all these measures are considered as functions defined 
on the underlying (universal) domain and satisfying some sets of properties. The methods 
of construction of correlation functions on the universal domain can be easily applied for 
constructing correlation coefficients for specific types of data. The paper introduces a new 
class of correlation functions, satisfying a weaker set of properties than the previously 
considered correlation functions (association measures) defined on a set with involution 
(negation) operation called here strong correlation functions. The methods of constructing 
both types of correlation functions are discussed. The one-to-one correspondence between 
the strong correlation functions and the bipolar similarity and dissimilarity functions is 
established. The theoretical results illustrated by examples of construction of classical 
Pearson’s product-moment correlation coefficient, Spearman’s and Kendall’s rank 
correlation coefficients, etc. from similarity and dissimilarity functions. 

Keywords: similarity; dissimilarity; correlation; association; Spearman’s and Kendall’s 
rank correlations; Pearson’s correlation; cosine similarity, and cosine correlation 

1 Introduction 
Similarity and association measures actively studied more than one hundred years 
as measures of relationship between data initially in pattern classification and 
statistics and later in data mining and machine learning [1, 9-11, 13, 14, 16-20]. 
Correlation coefficients (association measures) were introduced in statistics as 
measures of the relationship between variables of one of the following types: 
continuous, ordinal, or categorical. Nowadays, we see the growing demand for 
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measuring the relationship between data with diverse structures: sequences and 
time series, rating profiles, vectors with different attributes, fuzzy sets, matrices, 
images, texts with syntactic structures, etc. An application of classical correlation 
coefficients to new types of data often impossible or gives misleading results. For 
this reason, to have the correlation coefficients specific for the analyzed data type 
is of great interest. 

The paper considers the methods of construction of correlation coefficients using 
similarity and dissimilarity measures defined on an underlying set referred to as a 
universal domain. One can easily apply these methods to a specific type of data. 
The similarity, dissimilarity, and correlation measures are considered as functions 
satisfying some sets of properties [3, 4, 8]. This paper introduces a new class of 
correlation functions, satisfying a weaker set of properties than the previously 
considered correlation functions (association measures) [4, 8] called here strong 
correlation functions and defined on a set with involution (negation) operation. 
We discuss the methods of constructing both types of correlation functions using 
(dis)similarity functions. We establish the one-to-one correspondence between the 
strong correlation functions and “bipolar” (dis)similarity functions. The examples 
of the construction of correlation coefficients for specific domains illustrate the 
theoretical results. 

The paper has the following structure. Section 2 gives definitions of similarity and 
dissimilarity functions. Sections 3 and 4 consider the methods of construction of 
strong correlation functions (association measures) on the set with involution 
operation. In Section 5, we introduce generalized correlation functions that can be 
defined on a set without involution operation and study their relationships with 
(dis)similarity functions. In Section 6 we establish one-to-ome correspondence 
between strong correlation functions and bipolar (dis)similarity functions. Section 
7 discusses related works and includes the conclusion. 

2 Similarity and Dissimilarity Functions 
The paper considers similarity, dissimilarity, and correlation measures or 
coefficients as functions defined on some nonempty underlying set Ω [8]. As such 
set one can use, for example, any specific domain: the set of all real-valued n-
tuples, the set of binary vectors, the set of membership values, the set of images, 
etc. To emphasize that the underlying set Ω is not a specific domain but any 
domain this set will be referred to as a universal domain. 

Definition 1. A similarity function on a set Ω is a function S:Ω×Ω→[0,1] 
satisfying for all x, y in Ω the properties: 

S(x,y) = S(y,x),     (symmetry) 

S(x,x) = 1.            (reflexivity) 
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If for some x, y in Ω it is fulfilled: 

S(x,y) = 0, 

then S is called (0)-normal (in (x,y)). 

Definition 2. A dissimilarity function on a set Ω is a function D:Ω×Ω→[0,1] 
satisfying for all x, y in Ω the properties: 

D(x,y) = D(y,x),     (symmetry) 

D(x,x) = 0.             (irreflexivity) 

If for some x, y in Ω it is fulfilled: 

D(x,y) = 1, 

then D is called 1-normal (in (x,y)). 

Dissimilarity functions are dual to similarity functions. 

Definition 3. Similarity S and dissimilarity D functions are called complementary 
if for all x, y in Ω it is fulfilled: 

S(x,y)+D(x,y) = 1. 

One can obtain one of these functions from the corresponding complementary 
function for all x, y in Ω as follows: 

S(x,y) = 1 – D(x,y), 

D(x,y) = 1 – S(x,y). 

It is clear that a similarity function is 0-normal if and only if its complementary 
dissimilarity function is 1-normal. 

Example 1. Let Ω be a set of nonnegative real-valued n-tuples x = (x1,…,xn) such 
that x ≠ (0,…,0). Then for any x = (x1,…,xn) and y = (y1,…,yn) in Ω the following 
function: 𝑆(𝑥, 𝑦) = ∑ 𝑥𝑖𝑦𝑖𝑛𝑖=1√∑ 𝑥𝑖2𝑛𝑖=1 √∑ 𝑦𝑖2𝑛𝑖=1  , 

is the symmetric and reflexive similarity function called a cosine similarity 
measure and denoted as cos(x,y). It is 0-normal for orthogonal pairs of n-tuples x 
and y such that xiyi = 0 for all  i=1,…,n. 

The similarity function cos(x,y) has the following complementary dissimilarity 
function [8]: 

𝐷(𝑥, 𝑦) = 12 ∑ ( 𝑥𝑖√∑ 𝑥𝑖2𝑛𝑖=1 − 𝑦𝑖√∑ 𝑦𝑖2𝑛𝑖=1 )2𝑛𝑖=1 . 
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Due to the duality of similarity and dissimilarity functions, one can consider only 
one of these functions, but they have different interpretations and methods of 
construction; hence, we consider them together. These functions studied in [8]. 
For short, we call them also (dis)similarity functions. 

3 Strong Correlation Functions 
The correlation functions (association measures) were introduced in [3, 4, 8] on a 
universal domain Ω with an involutive operation N as functions satisfying several 
properties of Pearson’s product-moment correlation coefficient. Here these 
correlation functions called strong correlation functions. The methods of 
construction of correlation functions using similarity functions have been 
proposed, and it was shown how the Pearson’s correlation and Yule’s Q 
association coefficient could be constructed using suitable similarity functions [2, 
5, 8]. In the following sections, we will consider correlation functions satisfying a 
weaker set of properties. 

Definition 4. A function N:Ω→Ω satisfying for all x in Ω the property: 

N(N(x))=x,      (involutivity) 

is called a reflection or a negation on Ω if it is not an identity function, i.e. if for 
some x in Ω it is fulfilled: 

N(x) ≠ x. 

An element x in Ω such that N(x) = x is called a fixed point and the set of all fixed 
points of the negation N in Ω is denoted as FP(N, Ω) or FP(Ω). 

Below Ω\FP(Ω) denotes the set of all elements in Ω, which are not fixed points. 
The set FP(Ω) can be empty. It is easy to show that the set Ω\FP(Ω) is closed 
under reflection operation. 

Proposition 1 [4]. Let N:V→V be a reflection on a set V, and R:V×V→R be a 
symmetric real-valued function, i.e.: 

R(x,y) = R(y,x), 

for all x,y in V. The function R satisfies for all x,y in V the property: 

R(N(x),N(y)) = R(x,y), 

if and only if it is fulfilled: 

R(x,N(y)) = R(N(x),y). 

Symmetric function R satisfying these properties will be called a co-symmetric 
function [8]. Further, we will consider co-symmetric similarity, dissimilarity, and 
correlation functions. 
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A similarity function S:V×V→[0,1] satisfying for all x, y in V the property: 

S(x,N(x)) = 0, 

is called a consistent similarity function [8]. 

Dually, a dissimilarity function D:V×V→[0,1] will be called a consistent 
dissimilarity function if for all x, y in V  it is fulfilled: 

D(x,N(x)) = 1. 

A similarity function S is consistent or co-symmetric if and only if its 
complementary dissimilarity function is consistent or co-symmetric, respectively. 

Definition 5 [4]. Let N be a reflection on Ω and V be a subset of Ω∖FP(Ω) closed 
under N. A strong correlation function (association measure) on V is a function 
A:V×V→[–1,1] satisfying for all x, y in V the properties: 

A(x,y) = A(y,x),              (symmetry) 

A(x,x) = 1,                     (reflexivity) 

A(x,N(y)) = –A(x,y).      (inverse relationship) (1) 

A strong correlation function will be also referred to as an invertible correlation 
function. 

Proposition 2 [4]. A strong correlation function A on V satisfies for all x, y in V 
the following properties: 

A(x,N(x))  = –1, 

A(N(x),N(y))  = A(x,y).      (co-symmetry) 

Example 2. Let Ω be the set of all real-valued n-tuples x = (x1,…,xn) with the 
reflection operation N(x) = –x = (–x1,…, –xn). Let V be a set of all non-constant n-
tuples from Ω such that x≠(q,…,q) for any real value q. It is clear that V is closed 
under N, and it has no fixed elements. It is easy to check that the Pearson’s 
product-moment correlation coefficient: 𝐴(𝑥, 𝑦) = ∑ (𝑥𝑖−�̅�)(𝑦𝑖−�̅�)𝑛𝑖=1√∑ (𝑥𝑖−�̅�)2𝑛𝑖=1 √∑ (𝑦𝑖−�̅�)2𝑛𝑖=1  , (2) 

where �̅� = 1𝑛 ∑ 𝑥𝑖𝑛𝑖=1  , �̅� = 1𝑛 ∑ 𝑦𝑖𝑛𝑖=1   is the strong correlation function on V. 

Consider the methods of construction of strong correlation functions (association 
measures) [3, 4, 8]. 

Theorem 1. Let N be a reflection on Ω and V be a nonempty subset of Ω\FP(Ω) 
closed under N. Let S:V×V→[0,1] be a co-symmetric and consistent similarity 
function, then the function A:V×V→[–1,1] defined for all x, y in V by 

A(x,y)=S(x,y) – S(x,N(y)), (3) 

is a strong correlation function on V. 
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The formula (3) has a simple interpretation: the correlation between x and y is 
positive if x is more similar to y than to its negation, and the correlation is 
negative in the opposite case. 

Replacing in (3) the similarity function S by the complementary dissimilarity 
function: D(x,y) = 1 – S(x,y) obtain the following formula for constructing a 
strong correlation function from a co-symmetric and consistent dissimilarity 
function: 

A(x,y) = D(x,N(y)) – D(x,y). (4) 

This formula can be more convenient than (3) for constructing strong correlation 
functions when we use distance-based dissimilarity functions [8]. 

Example 3 [2, 5, 8]. Consider the dissimilarity function on the set V of non-
constant n-tuples (see Example 2) that generates by (4) the Pearson’s product-
moment correlation coefficient (2): 

𝐷(𝑥, 𝑦) = 14 ∑ ( 𝑥𝑖−�̅�√∑ (𝑥𝑖−�̅�)2𝑛𝑖=1 − 𝑦𝑖−�̅�√∑ (𝑦𝑖−�̅�)2𝑛𝑖=1 )2𝑛𝑖=1 .  

One can check that it is co-symmetric and consistent. 

Example 4. If the cosine function from Example 1 is defined on the set of all 
nonzero real-valued n-tuples with the negation operation N(x) = –x = (–x1,…, –xn), 
then it will satisfy the properties of the strong correlation function and can be 
generated by (4) using the following dissimilarity function [8]: 

𝐷(𝑥, 𝑦) = 14 ∑ ( 𝑥𝑖√∑ 𝑥𝑖2𝑛𝑖=1 − 𝑦𝑖√∑ 𝑦𝑖2𝑛𝑖=1 )2𝑛𝑖=1 . 

This dissimilarity function is co-symmetric and consistent. 

As it follows from Examples 1 and 4, the cosine function will be the similarity 
function if it is defined on the set of nonzero, nonnegative real-valued n-tuples, 
and it will be the strong correlation function if it is defined on the set of nonzero 
real-valued n-tuples [8]. The cosine is often used as a similarity measure between 
the texts represented by vectors of attributes where xi equals to the frequency of 
appearing of the ith attribute in the text [18]. In this case, all vector components 
take nonnegative values. As a correlation function, the cosine used, for example, 
in measuring associations between time series presented by sequences of local 
trends that can have positive and negative values [2, 6]. Generally, the cosine 
correlation can be used instead of Pearson’s correlation on the set of real-valued n-
tuples when the calculation of means used in Pearson’s correlation has not much 
sense, for example, when the signs of the elements of n-tuples are important, or 
these elements contain the values of attributes measured in different scales. 
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4 Pseudo-Differences in Constructing Strong 
Correlation Functions 

Let TC:[0,1]×[0,1]→[0,1] be a t-conorm [15], i.e. commutative, associative, 
monotonic function satisfying boundary condition: TC(a,0) = 0, for all a in [0,1]. 
Usually, t-conorm is denoted by the letter S, but in this paper, the symbol S is used 
for similarity functions and similarity measures, for this reason, we denote t-
conorm as TC. 

We will say that a t-conorm TC has no nilpotent elements if for all a, b in [0,1] it 
is fulfilled: TC(a,b) = 1 if and only if a = 1 or b = 1. 

Consider the examples of basic t-conorms defined for all a, b in [0,1] as follows 
[15]: 

TCM(a,b) = max(a,b),              (maximum) 

TCP(a,b) = a+b-ab,                 (probabilistic sum) 

TCL(a,b) = min(a+b, 1).          (Lukasiewicz t-conorm) 

t-conorms TCM and TCP have no nilpotent elements but TCL has. 

Definition 6 [12]. Let TC be a t-conorm. A pseudo-difference operation ⊖TC 
associated to TC is defined for all a, b in [0,1] as follows: 

𝑎 ⊖𝑇𝐶 𝑏 = {𝑎𝑇𝐶𝑏           𝑖𝑓 𝑎 > 𝑏−(𝑏𝑇𝐶𝑎)   𝑖𝑓 𝑎 < 𝑏0                 𝑖𝑓 𝑎 = 𝑏 , 

where 𝑎𝑇𝐶𝑏 is the TC-difference defined by: 𝑎𝑇𝐶𝑏 = inf {𝑐 ∈ [0,1]|𝑇𝐶(𝑏, 𝑐) ≥ 𝑎}. 

Consider the pseudo-difference operations associated to basic t-conorms [12]: 

𝑎 ⊖𝑀 𝑏 = {𝑎           𝑖𝑓 𝑎 > 𝑏−𝑏        𝑖𝑓 𝑎 < 𝑏0            𝑖𝑓 𝑎 = 𝑏, 

𝑎 ⊖𝑃 𝑏 = { 𝑎−𝑏1−min (𝑎,𝑏) ,           𝑖𝑓 𝑎 ≠ 𝑏0,                           𝑖𝑓 𝑎 = 𝑏, 𝑎 ⊖𝐿 𝑏 = 𝑎 − 𝑏. 

Theorem 2 [3,4]. Let N be a reflection on Ω and V be a nonempty subset of 
Ω∖FP(Ω) closed under N. Let S:V×V→[0,1] be a co-symmetric and consistent 
similarity function then the function 

A(x,y) = S(x,y) ⊖TC S(x,N(y)). 

is a strong correlation function on V. 
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Theorem 1 is a particular case of Theorem 2 when it is used the pseudo-difference 
operation ⊖TC = ⊖L  associated to Lukasiewicz t-conorm. 

In some domains, it is difficult to construct consistent similarity functions. In such 
cases, the property of consistency S can be replaced by the property of weak 
consistency (weak similarity of reflections) of S defined for all x,y in V by: 

S(x,N(x)) < 1. 

Theorem 3 [3,4]. Let N be a refkection on Ω and V be a nonempty subset of 
Ω\FP(Ω) closed under N. Let S:V×V→[0,1] be a co-symmetric similarity function 
satisfying weak consistency, then the function 

A(x,y) = S(x,y) ⊖TC S(x,N(y)),  (5) 

is a correlation function on V if t-conorm TC has no nilpotent elements. 

From Theorem 3, it follows that if similarity function S is co-symmetric but only 
weakly consistent, then there is no reason to use in (5) pseudo-difference 
operation a⊖TCb= a – b but one can use pseudo-difference operations associated 
to maximum TCM and product TCP t-norms. Some examples one can find in [3, 4]. 

5 Generalized Correlation Functions 
Here we introduce the correlation functions that can be not strong. In the 
definition of such correlation functions, we do not require that the underlying set 
Ω equipped with some negation operation. We will consider the methods of 
construction of such correlation functions and, further, we will show when these 
methods will define strong correlation functions. Finally, we establish the one-to-
one correspondence between “bipolar” similarity functions and strong correlation 
functions. 

Definition 7. A function A:Ω×Ω→[–1,1] on a nonempty set Ω is a correlation 
function if it is symmetric, reflexive and has negative value for some x, y in Ω: 
A(x,y) < 0. A correlation function A is called (–1)-normal (in (x,y)) if A(x,y) = –1 
for some x, y in Ω. 

A non-strong correlation function will be called a weak o semi-correlation 
function. 

Proposition 3. Suppose S and D are similarity and dissimilarity functions on Ω 
such that for some x, y in Ω it is fulfilled: S(x,y) < D(x,y), then the function 
defined for all x,y in Ω by: 

A(x,y) = S(x,y) – D(x,y), (6) 

is a correlation function. 
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Proof. The similarity of A follows from the similarity S and D. The reflexivity of 
A follows from the reflexivity of S and irreflexivity of D.  When for some x, y in Ω 
it is fulfilled S(x,y) < D(x,y), the value of A in (6) is negative. ■ 

If S is 0-normal and D is 1-normal in the same pair of elements (x,y) then A is (-1)-
normal. If similarity and dissimilarity functions in (6) are complementary, then the 
function (6) will be a correlation function if for some x, y in Ω it fulfills S(x,y) < 
0.5. 

The formula (6) has a reasonable interpretation: the correlation between x and y is 
positive if the similarity between them is greater than the dissimilarity, and the 
correlation is negative in the opposite case. 

Definition 8. If the similarity S and dissimilarity D functions in (6) are 
complementary, then the correlation function A defined by (6) is called 
complementary to S and D, and (S,D,A) for such functions is called a 
complementary (or correlation) triplet. 

From Definitions 3 and 8 and from Proposition 3 it follows that the similarity, 
dissimilarity and correlation functions from the complementary triplet (S,D,A), 
can be obtained one from another for all x, y in Ω as follows: 

S(x,y) = 1 – D(x,y),         D(x,y) = 1 – S(x,y),  (7) 

A(x,y) = 2S(x,y) – 1,       S(x,y) = 0.5(A(x,y)+1),  (8) 

A(x,y) = 1 – 2D(x,y),      D(x,y) = 0.5(1 – A(x,y)). (9) 

Example 5. The Spearman’s rank correlation coefficient is equivalent to the 
Pearson’s product-moment correlation coefficient applied to rankings of n objects 
[9, 14]. When each of rankings x = (x1,…,xn) and y = (y1,…,yn) contains n different 
integer ranks, 1 ≤ xi, yi ≤ n, i.e. there are no ties, the Spearman’s rank correlation 
coefficient is calculated as follows: 𝑟𝑠 = 1 − 6 ∑ 𝑑𝑖2𝑛𝑖=1𝑛(𝑛2−1) , (10) 

where di = xi - yi. Consider the function: 𝐷(𝑥, 𝑦) = 3 ∑ (𝑥𝑖−𝑦𝑖)2𝑛𝑖=1𝑛(𝑛2−1)  . 

It is irreflexive, symmetric and takes values in the interval [0,1], hence it is the 
dissimilarity function and Spearman’s rank correlation coefficient defined by  
rS(x,y) = 1 – 2D(x,y), is a correlation function, compare with (9). 

Example 6. The Kendall rank correlation coefficient is defined for measurements 
without ties x= (x1,…,xn) and y= (y1,…,yn) of two variables for n objects as follows 
[11,14,17]: 𝜏 =  𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑐𝑜𝑛𝑐𝑜𝑟𝑑𝑎𝑛𝑡 𝑝𝑎𝑖𝑟𝑠 − 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑑𝑖𝑠𝑐𝑜𝑛𝑐𝑜𝑟𝑑𝑎𝑛𝑡 𝑝𝑎𝑖𝑟𝑠𝑛(𝑛−1)/2 , 
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that can be represented as the difference between similarity S and dissimilarity D 
functions (6): 

(x,y) = S(x,y) – D(x,y), 

defined as follows: 𝑆(𝑥, 𝑦) = ∑ ∑ 𝑠𝑖𝑗𝑛𝑗=𝑖+1𝑛−1𝑖=1𝑛(𝑛−1)/2 𝐷(𝑥, 𝑦) = ∑ ∑ 𝑑𝑖𝑗𝑛𝑗=𝑖+1𝑛−1𝑖=1𝑛(𝑛−1)/2 

where concordant and disconcordant pairs (i,j), i<j, defined by: 𝑠𝑖𝑗 = {1, 𝑖𝑓 (𝑥𝑖 − 𝑥𝑗)(𝑦𝑖 − 𝑦𝑗) > 00,                              𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒𝑑𝑖𝑗 = {1, 𝑖𝑓 (𝑥𝑖 − 𝑥𝑗)(𝑦𝑖 − 𝑦𝑗) < 00,                              𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
The Kendall rank correlation coefficient uses the signs of differences between 
measurement values: (xi – xj) and (yi– yj), hence takes into account only the 
ordering (or ranking) of these values. Note that S is reflexive, D is irreflexive, and 
both functions are symmetric, take values in [0,1]; hence they are similarity and 
dissimilarity functions, respectively. Due to the measurements are without ties, 
i.e., all have different values, from sij + dij = 1 for all 1≤i<j≤n, it follows 
S(x,y)+D(x,y)= 1, i.e., S and D are complementary functions, and together with 
Kendall rank correlation coefficient  compose complementary triplet (S,D,), 
hence for S, D, and A=   all relations (7)-(9) are fulfilled. 

6 Relationship between Strong Correlation Functions 
and Similarity Functions 

The following theorem answers the question: when the correlation function from a 
complementary triplet will be strong. 

Theorem 4. Let N be a reflection on Ω and V be a nonempty subset of )(\  FP  

closed under N. The formulas (8) establish the one-to-one correspondence 
between the strong correlation functions and the similarity functions satisfying for 
all x, y in V the following property: 

S(x,y) + S(x,N(y)) = 1.    (11) 

Proof. Suppose (1) is fulfilled, then 

A(x,y) + A(x,N(y)) = 0,   (12) 

applying (8) we obtain from (12): 2S(x,y) – 1 + 2S(x,N(y)) – 1= 0, and 2S(x,y) + 
2S(x,N(y))= 2, i.e. (11) is fulfilled. Similarly, from (11), (8) we can obtain (1) ■ 
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A similarity function satisfying (11) for all x, y in V will be referred to as a bipolar 
similarity function, see [7], because the right side of (11) one can consider as a 
sum: 1 = 0 + 1, of “poles” 0 and 1 of the interval of similarity values [0,1]. 
Similarly, we can present the property (12) of the inverse relationship of 
correlation function (1) as bipolarity condition, where the right side equal to the 
sum: 0 = –1 + 1, of the “poles” of the interval of correlation function values [-1,1]. 
For this reason, a strong correlation function one can consider also as a bipolar 
correlation function, and Theorem 4 one can interpret as follows: there exists a 
one-to-one correspondence between bipolar correlation functions and bipolar 
similarity functions. 

From Theorem 4 it follows also that the formulas (9) establish a one-to-one 
correspondence between strong correlation functions and bipolar dissimilarity 
functions satisfying for all x, y in V the bipolarity condition: 

D(x,y) + D(x,N(y)) = 1.    (13) 

It is easy to see from (7) that for complementary similarity and dissimilarity 
functions the bipolarity relations (11) and (13) are equivalent to: 

D(x,y) = S(x,N(y)),      S(x,y) = D(x,N(y)). (14) 

Proposition 4. Let N be a reflection on Ω and V be a nonempty subset of 
)(\  FP  closed under negation N. Let S be a bipolar similarity function on V 

then it is consistent and co-symmetric. 

Proof. From (11) replacing y by x and from the reflexivity of S obtain the 
consistency of S: S(x,N(x)) = 1 – S(x,x) = 1 – 1= 0. 

Replacing in (11) x by N(x) and y by N(y) obtain: S(N(x),N(y))+S(N(x),N(N(y)))= 
1. Further, applying involutivity of N: N(N(y)) = y, and symmetry of S obtain: 
S(N(x),N(y)) = 1 – S(N(x),N(N(y)))= 1– S(N(x),y)= 1– S(y,N(x)). From (11) we 
have S(y,x) + S(y,N(x)) = 1, that together with symmetry of S gives: 1– S(y,N(x))= 
S(y,x)=S(x,y), and finally we obtain: S(N(x),N(y)) = S(x,y), i.e. co-symmetry of S ■ 

From Proposition 4 and Theorem 1 it follows that the bipolar similarity function 
can be used for constructing a strong correlation function by (3): A(x,y)=S(x,y) – 
S(x,N(y)), and from (14) it follows that this strong correlation function is 
complementary to S, i.e. (6) is fulfilled: A(x,y)= S(x,y) – D(x,y), hence the 
simplified formulas (8): A(x,y)= 2S(x,y) – 1, and (9): A(x,y)= 1 – 2D(x,y), can be 
used. From (8) and (9) it follows that the strong correlation function is the 
rescaling of bipolar similarity and dissimilarity functions. 

Example 7 (see Example 6). Let Ω be the set of real-valued n-tuples x = 
(x1,…,xn). Define the reflection on Ω as follows: N(x) = (M – x1,…, M – xn), where 
M is some constant, for example, M = 0 or M = max{x1,…,xn}. For similarity 
function S from Example 6 denote sij the addends that will be used for calculating 
S(x,N(y)): 
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𝑠𝑖𝑗 = {1, 𝑖𝑓  (𝑥𝑖 − 𝑥𝑗) (𝑁(𝑦𝑖)  − 𝑁 (𝑦𝑗)) > 00,                                                   𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒}  

= {1, 𝑖𝑓  (𝑥𝑖 − 𝑥𝑗) ((𝑀 − 𝑦𝑖)   − (𝑀 − 𝑦𝑗)) > 00,                                                             𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒}  

= {1, 𝑖𝑓 (𝑥𝑖 − 𝑥𝑗)(𝑦𝑗 − 𝑦𝑖) > 00,                              𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒  

= {1, 𝑖𝑓 (𝑥𝑖 − 𝑥𝑗)(𝑦𝑖 − 𝑦𝑗) < 00,                              𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒  = 𝑑𝑖𝑗 . 

Hence, D(x,y) = S(x,N(y)), similarity function S is bipolar and the Kendall rank 
correlation coefficient is the strong correlation function. 

Example 8. It can be shown also that the dissimilarity functions considered in 
Examples 3, 4 and 5 are bipolar and give by A(x,y) = 1 – 2D(x,y), the following 
strong correlation functions, respectively: the Pearson’s product-moment 
correlation coefficient, the cosine correlation coefficient, and the Spearman’s rank 
correlation coefficient. In the last case, the reflection operation on the set of 
rankings reverses the rankings by N(xi)=n+1–xi. 

7 Related Works and Conclusion 
Some of the relationships between similarity, dissimilarity, and correlation 
coefficients considered in Sections 5 and 6 have been mentioned in several works. 
The formulas like (6), (9) appear in [14] in the calculation of Kendall rank 
correlation coefficient, where instead of similarity and dissimilarity functions, the 
positive and negative scores are used. The formula (10) of Spearman rank 
correlation also given in this book. Kendall [14] proposed the “general correlation 
coefficient” using the values aij and bij defined for Spearman, Kendall and Pearson 
correlation as functions of differences xi  – xj and yi  – yj for all i,j = 1,…,n. How to 
define aij and bij in general case, it is not clear. It is only required that aij = -aji and 
bij = -bji. Also, the generalization of formulas like (6) and (9) on the universal 
domain not considered. The half of formulas from (7)-(9) used for constructing 
similarity and dissimilarity measures from correlation coefficients were 
considered in [1, 16]. The problem of the construction of correlation coefficients 
from similarity and dissimilarity measures not considered in these works. The 
properties like symmetry, inverse relationship and co-symmetry of a “good” 
relative measure of the association were also considered in [11] but the negation 
has been considered only for real numbers and the general methods of 
construction of such measures on the universal domain with involution were not 
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proposed. Some formulas like (6), and from (7)-(9) for the probabilities of 
concordance and discordance are considered in [11]. Theorems 1-3 are considered 
in [3, 4, 8]. 

The methods of construction of correlation functions on universal domain Ω as 
difference between similarity and dissimilarity functions proposed in this paper in 
Section 5 and one-to-one correspondence between strong correlation functions and 
bipolar similarity functions formulated in Section 6 together with the methods of 
construction of strong correlation functions (association measures) proposed in [2, 
3, 4, 8] have more straightforward interpretation of the correlations in terms of 
similarities and dissimilarities. These methods give a general and regular 
methodology for constructing correlation functions on different domains where 
one can introduce a reflection (negation) operation. 

The very surprising result has been obtained here in Theorem 4. It establishes 
deep relationships between correlation coefficients and similarity (dissimilarity) 
measures. The one-to-one correspondence between strong correlations and bipolar 
similarity functions together with (8) shows that there is no much difference 
between these two concepts. This result paves the way for the construction of new 
strong correlation functions on almost any domain where negation (reflection) 
operation and similarity or dissimilarity functions satisfying suitable properties 
can be defined. The methods of construction of similarity and dissimilarity 
functions suitable for the generation of correlation functions (association 
measures) can be based on the results obtained in [2, 8]. For example, one can 
construct dissimilarity functions using Minkowski distance and p-transformation 
of data, using the methods of co-symmetrization of similarity functions, etc. 
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Abstract: In this paper a coarse-grain model is presented that describes the major features

of cell growth and cell cycle in Saccharomyces cerevisiae. Central for the construction of

the growth and cell cycle model has been the large amount of scientific papers covering the

description of cellular growth in steady-state and perturbed growth conditions, describing

ribosome and protein contents, and the description of cell cycle progression as percentage of

budded cells (cells that have entered S-phase). The coarse model is composed by i) a growth

module, i.e. a set of ODEs representing the dynamics of synthesis/degradation of ribosomes

and proteins, and ii) a cell cycle module, i.e. a set of three consecutive timers (T1, T2 and

TB) that temporally accounts for the yeast cell cycle, underlying the length of the G1 phase

(timer T1 plus T2) and of the budded phase (timer TB) entailing S, G2 and M phases. The

growth module acts as a master, setting the length of the first of the three sequential timers.

Main results coming from the mathematical analysis involve the qualitative behavior of the

system, constraining ribosome synthesis and growth to the set of model parameters. Further

results involve the generalization of a known constraint that involves the lengths of the cycles

of parent and daughter cells, and accounts for the genealogical age heterogeneity, typical of

budding yeast Saccharomyces cerevisiae.

Keywords: Linear ODE models, Systems Biology.

1 Introduction

This work investigates the qualitative behavior of a coarse-grain mathematical model

of the budding yeast Saccharomyces cerevisiae, a micro-organism known to be ex-

ploited as a model for eukaryotic cells. The model constitutes of two modules. The
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former describes the cell growth by means of a pair of Ordinary Differential Equa-

tions (ODEs) dealing with ribosomes and protein content. The latter introduces a set

of three timers that cover the whole cell cycle, namely T1, T2 and TB. Timer T1 starts

with the newborn cell and is formally over when the G1/S regulon is activated; then

T2 starts and is over with the end of the G1 phase. The notation used for the first two

timers T1 and T2 is the same one that has been introduced in [1]. According to the

mentioned paper, T1 refers to the period a newborn cell takes to activate the G1/S

regulon and is formally measured by the time the regulon inhibitor Whi5 takes to

exit the nucleus; on the other hand, T2 refers to the time cyclins Clb5/6 (responsible

for the onset of the S phase) take to get rid of their inhibitor Sic1. The sum of T1

and T2 provides the length of the G1 phase.

At the end of the G1 phase, contemporary to the onset of the S phase, TB starts and

covers the rest of the cycle, i.e. S+G2+M phases. Such a period is called budded

phase because the cell is characterized by a bud, and all protein and ribosome pro-

duced in TB go straightforwardly to the bud (that will become the newborn cell at

the end of the cycle).

Growth and cell cycle are linked together by timer T1, since its length depends on

the cell size. More in details, the link is rendered by the fact that T1 depends on

the initial cell size, i.e. its length has an inverse dependence on the protein content

at cell birth. This is a simplifying hypothesis with respect to the more accurate

model developed in [2], where the link between growth and cell cycle is driven by a

molecular sizer, that is able to account also for extra-small cell.

Figure 1 provides a graphical representation of the coarse-grain model, showing the

details of each module and the connection point between them.

Growth module

Growth and cycle model

T1 T2 TB

G1

Cycle module

Figure 1

Block diagram of the growth and cell cycle model.
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Part of the mathematical analysis dealing with the growth module has been devel-

oped in [3]. Here we extend those results and introduce a set of constraints straight-

forwardly related to the length of parent and daughter cycles.

2 The growth and cell cycle model

The growth and cell cycle model is composed of two modules (see Figure 1):

• the growth module based on a set of ordinary differential equations that de-

scribes the dynamics of synthesis and degradation of ribosomes and proteins;

• the cell cycle module consisting of a sequence of the three timers T1, T2 and

TB that describes the cell cycle progression after cell birth.

2.1 The growth module

Cell proliferation is sustained by the increase of cell components. A large part of

energy and building blocks utilized in cellular processes is exploited for the biosyn-

thesis of ribosomes and proteins, whose increase results from the balance between

the rate of protein/ribosome synthesis and degradation.

The growth module is taken from [4] and deals with the ribosome content R, ex-

pressed as number of ribosomes per cell, and the protein content P, expressed as

number of polymerized amino acids per cell. The working hypothesis is that ribo-

some and protein contents are allowed to vary continuously, so that the dynamics of

the two state variables is described by the following ODEs:











Ṙ(t) = K1

[

ρP(t)−R(t)
]+− R(t)

τ1
, R(0) = R0 ≥ 0,

Ṗ(t) = K2R(t)− P(t)

τ2
, P(0) = P0 ≥ 0,

(1)

where

[z]+ =

{

z, for z > 0,
0, otherwise.

Both ribosome and protein dynamics are described by the balance between pro-

duction and degradation rates. A special role is played by the parameter ρ , that

represents the ideal “ribosomes-over-proteins” ratio, for each steady-state growth

condition. When the ratio R(t)/P(t) is higher than ρ , then there is no ribosome

production, so that the dynamics of R and P is described by the following linear

working mode,

µ1 :











Ṙ(t) =−R(t)

τ1
,

Ṗ(t) = K2R(t)− P(t)

τ2
;

(2)

otherwise, the ribosome production rate is proportional to the (positive) difference

ρP(t)−R(t) by means of parameter K1 and the R-P dynamics is described by an-

– 207 –



P. Palumbo et al.

A coarse-grain model of growth and cell cycle

in Saccharomyces cerevisiae: a mathematical analysis

other linear working mode as follows

µ2 :















Ṙ(t) =−
(

K1 +
1

τ1

)

R(t)+K1ρP(t),

Ṗ(t) = K2R(t)− P(t)

τ2
.

(3)

The switches between µ1 and µ2 depend on the position of the state variables of the

system in the phase plane and, in particular, on the value of their ratio R(t)/P(t)
compared to the threshold ρ (see Figure 2 where an example of trajectory in the

phase plane is reported).

R

P

R/P = r

r

R0/P0

µ1
® µ2

µ
1
¬
µ

2

!"

!#

Figure 2

An explanatory trajectory in the phase-plane for a cell that is born according to ribosome synthesis

conditions, then it first switches to absence of ribosome synthesis (from µ2 to µ1) and then it switches

back to µ2 again.

The properties of each working mode and the switching conditions from one mode

to the other one are given in Section 3 and are partially demonstrated in [3]. Such

properties are necessary to characterize the qualitative behaviour of R(t) and P(t),
as well as to establish if the yeast cell is actually growing (i.e. if the linear model

has at least one positive eigenvalue) or not.

Experimental evidences related to yeast populations in exponential growth show

that each growth condition (i.e. each growth rate) is characterized by a specific ratio

of “ribosomes-over-proteins”, although the molecular mechanism of the association

is still unclear. The mechanism may involve TOR-dependent phosphorylation of

Sfp1, a positive regulator of transcription of genes encoding ribosomal proteins [5].
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Experimental evidences also support the choice of the non-linear ribosome produc-

tion rate of model (1) as they show the existence of a negative feedback reducing

the ribosome biosynthesis in presence of ribosomes not engaged in protein biosyn-

thesis [6, 7]. In Escherichia coli, this mechanism runs via ppGpp and is relatively

well understood; it appears to provide a robust and optimal partitioning of cellular

resources over ribosomes and other proteins [8]. In eukaryotes it involves the TOR

pathway [5, 9, 10]. Experimental values for the “ribosomes-over-proteins” ρ can be

found in [11–14].

2.2 The cell cycle module

Saccharomyces cerevisiae cells divide asymmetrically [15], cell mass at division is

unequally partitioned between a larger, old parent cell (P) and a smaller, newly

synthesized daughter cell (D). The degree of asymmetry of cell division in Saccha-

romyces cerevisiae is modulated by nutrients: poor media – such as ethanol – yield

a high level of asymmetry with large parent cells and very small daughter cells,

whereas in rich media – such as glucose – parents and daughters at division are very

close in size (reviewed in [16]). Since cells have to grow to a critical cell size before

entering S phase and budding, small cells have longer cycle time than larger cells,

most notably in poor media. As a matter of fact, this difference in cycle time is due

to differences in the G1 phase, having the budded period TB essentially the same

length whatever the size of the cells [1].

The first timer T1 starts with the birth of the new cell and is over when nuclear Whi5

exits the nucleus. Aiming not to detail the whole molecular machinery, Whi5 will

not be explicitly involved in the model. The length of T1 is strongly related to the

initial size of the cell, according to a constraint that makes smaller the length of T1

for larger cells and vice versa. So, the initial size of the cell plays a crucial role to

assess the value of T1. More in details, T1 is set according to the following equation

T1 = max{T1P,W0 −W1 ln(P(0))}, (4)

with P(0) denoting the size of the cell at birth. Notice that P(0) plays an active role

in the setting of T1 only for cells small enough to ensure

W0–W1 ln(P(0))> T1P =⇒ P(0)< e

W0 −T1P

W1 . (5)

Length of timer T2 does not depend on protein content, and it is set to the same

value for small and large cells. At the end of timer T2, the critical size expressed

both as ribosome content and as protein content, Rs and Ps respectively, is estimated.

Timer T2 is related to the period inhibitor Sic1 takes to get out of the nucleus thus

activating cyclins Clb5,6, responsible for the onset of the budded phase [1].

The third timer TB refers to the budded period, which eventually leads to cellular

division. Like timer T2, TB length does not depend on the protein content, and it is

set to the same value for small and large cells.

Notice that the setting of timer T1 may allow small cells (i.e. the ones that com-

ply with (5)) to reduce their critical cell size variability w.r.t. the initial variability.
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Indeed, denote with P̄0 and ∆0 the average value of the initial size and its corre-

sponding variability in a population of cells in balanced exponential growth (growth

rate λ ), with the initial size complying with inequality (5). Define P̄s and ∆s the

average value of the critical size and its corresponding variability. Then, because of

(5), we have:

Ps = P(0)eλ (T1+T2) = P(0)eλ (W0−W1 lnP(0)+T2), (6)

By accounting for size fluctuations, we obtain after simple computations:

Ps = P̄s +∆s = (P̄0 +∆0)
1−λW1eλ (W0+T2). (7)

Applying first-order approximation, we finally have

∆s ≃ (1−λW1)P̄
−λW1
0 eλ (W0+T2)∆0. (8)

A biologically meaningful parameter setting provides ∆s ≤ ∆0 (see for instance [2]),

which is coherent with the idea that the G1/S transition is able to reduce size vari-

ability.

2.3 Genealogical age heterogeneity

When a yeast cell buds, a chitin ring, called bud scar, builds up at the bud isthmus

and remains on the parent cell after the bud has separated (reviewed in [16]). Since

each new bud starts at a new site, it is possible to determine the number of bud scars s

present on the surface of a parent cell and consequently to establish the genealogical

age k of the parent cell, meaning the age of the parent cell equal to the number of

daughters it has generated (i.e., k = s). So, denoting by Pk a parent cell of age k, a

cell P1 has one bud scar since it has completed a cycle, a cell P2 has two bud scars

since it has completed two cycles, and so on. On the other hand, a cell without bud

scars (s = 0) is a daughter cell and it has not yet completed a cycle. The model of

growth and cell cycle, however, distinguishes the genealogical age of the daughter

cells: it can be 1 if the daughter is born from another daughter, while it is k > 1 if the

daughter is born from a parent Pk−1. We denote by Dk a daughter of genealogical

age k. It has to be stressed that such a notation refers to a cell in a specific cycle of

its life. In other words, the same cell is labeled by a different name each time a new

cycle starts. For instance, a newborn cell coming from any daughter cell is called

D1 in its first cycle, will be called P1 in its second cycle, P2 in its third cycle, and

so on.

Because at every generation each parent increases in size before starting to bud

[17–19] and at division it receives the mass it had at budding (the mass synthesized

during the budded phase going to the newborn daughter), it follows that in parents,

the critical size increases with genealogical age. Experimental evidence shows that

the higher is the genealogical age (i.e. the number of bud scars), the smaller is the

increase in size at budding from one generation to the other [16, 20]. The reduction

in cell size increase with genealogical age has been explained by the mechanical

stress of the cell wall, which increases with cell size [21, 22].
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In order to account for the aforementioned behavior, both K2 and τ2 in Eqs. (1)

(rate of protein synthesis and time constant of protein degradation respectively) are

decreased to lower and lower values during the pre-budded period (G1 phase, i.e.

T1 + T2), according to the parent genealogical age. We define K2k and τ2k the K2

and τ2 parameters for a parent cell with genealogical age k. At the end of timer

T2 – coincident with the end of the G1 phase and with the onset of the budded

phase – the values of K2k and τ2k return to the nominal values of K2 and τ2, so that

the parent cell Pk grows again with the steady-state exponential rate (given by the

positive eigenvalue, see next section). Daughter cells (of any genealogical age) are

not affected by such a mechanical stress.

Table 1 collects all the model parameters introduced in this section, providing also

the corresponding measurement units and definitions.

Parameter Unit Definition

ρ rib/aa Asymptotic ratio of ribosomes over proteins

K1 min−1 Ribosome production rate

τ1 min Ribosome degradation time constant

K2 aa/(rib*min) Protein production rate

for any Dk and for Pk in budded phase

K2k aa/(rib*min) Protein production rate

k = 1, 2, ... for Pk in G1-phase

τ2 min Protein degradation time constant

for any Dk and for Pk in budded phase

τ2k min Protein degradation time constant

k = 1, 2, ... for Pk in G1-phase

T1P min Minimum value for T1

W0 min T1 length for unitary P(0)
W1 min Size-related coefficient to set T1 length

T2 min Length of T2

TB min Length of the budded phase

Table 1

Measurement units and definitions of the model parameters.

3 Properties of the growth module

It is important to determine which are the conditions on the model parameters of

system (1) required for cell growth, under each working mode µ1 or µ2. So, let us

introduce the notation g and ḡ to denote two opposite growing dynamics of the cell:

the state g represents growth, i.e. ribosomes and proteins are actually increasing

(after a transient period) because of the existence of a positive eigenvalue in system

(1); conversely, the state ḡ represents a not growing cell in which ribosomes and

proteins are non-increasing.

Let us now give some simple results on the growing dynamics related to system (1).

Let us observe first that ḡ (no growth) is the only allowed dynamics for system (1)
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when R(t)/P(t) ≥ ρ , i.e. when the working mode is µ1 (no ribosome synthesis).

This trivially comes from the negative sign of the eigenvalues related to the linear

system (2) (λ1 =−1/τ1, λ2 =−1/τ2).

The following theorem shows instead the growing dynamics of system (1) when

R(t)/P(t)< ρ .

Theorem 1. When the working mode of system (1) is µ2 (presence of ribosome

synthesis), both the growing dynamics are allowed. In particular it is:

• g (growth) when x > 0,

• ḡ (no growth) when −1 ≤ x ≤ 0,

where x is the following function of the model parameters

x = 4

K1K2ρ −
(

K1 +
1

τ1

)

1

τ2
(

K1 +
1

τ1
+

1

τ2

)2
. (9)

The condition x < −1 cannot occur for any non-negative setting of the model pa-

rameters.

Proof. The proof comes from the computation of the eigenvalues of the linear sys-

tem (3) (working mode of system (1) when R(t)/P(t)< ρ), that is

λ1 = y
(

−1−
√

1+ x
)

, λ2 = y
(

−1+
√

1+ x
)

, (10)

where x is given by (9) and

y =
1

2

(

K1 +
1

τ1
+

1

τ2

)

. (11)

Let us prove first that the condition x < −1 cannot be satisfied so that λ1, λ2 are

always real (no oscillatory dynamics). In particular, it is shown by the following

arguments that x ≥−1 for any non-negative setting of the model parameters.

Let us rewrite the quantity x as

x = t1 + t2, (12)

where

t1 = 4
K1K2ρ

(

K1 +
1

τ1
+

1

τ2

)2
, t2 =−4

(

K1 +
1

τ1

)

1

τ2
(

K1 +
1

τ1
+

1

τ2

)2
. (13)

The inequality t1 ≥ 0 straightforwardly comes from the non-negativity of the model

parameters. In particular, t1 = 0 if and only if K1 = 0 or K2 = 0 or ρ = 0 (as well
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as it approaches zero if and only if K1 tends to infinity or one parameter among

τ1, τ2 approaches zero). On the other hand, the second term of x satisfies the in-

equality −1 ≤ t2 ≤ 0. The non-positivity of t2 trivially comes again from the non-

negativity of the model parameters; conversely, the inequality t2 ≥ −1 holds if and

only if (K1 + 1/τ1 − 1/τ2)
2 ≥ 0, which is trivially satisfied for any parameter set-

ting. Moreover, the minimum value t2 =−1 is obtained if and only if the condition

K1 +1/τ1 −1/τ2 = 0 holds. So, from the previous arguments we can conclude that

x = t1 + t2 ≥ 0−1 =−1. (14)

We also notice that

x =−1, ⇐⇒







K1 = 0 or K2 = 0 or ρ = 0,
and

K1 +1/τ1 −1/τ2 = 0.
(15)

Finally, from property (14) and Eqs. (10), we easily get the following items:

• λ1 is always real and negative (for any x ≥−1),

• λ2 is always real; moreover, it is λ2 > 0 for x > 0 and λ2 ≤ 0 for −1 ≤ x ≤ 0,

that complete the proof of the theorem.

The results on the growing dynamics of system (1) given above are summarized by

the flow scheme of Figure 3, showing the possible combinations of working modes

(µ1, µ2) and growing dynamics (g, ḡ), on the basis of R(t)/P(t) and x values. The

figure shows that the population of ribosomes and proteins can actually grow only

when x > 0, but it depends on the value of the ratio R(t)/P(t): the growth dynamics

g is actually obtained only under the working mode µ2, i.e. when R/P < ρ (green

block). Conversely, when −1 ≤ x ≤ 0 the growth is not allowed, independently of

the values of the state variables (i.e. of the current working mode).

Let us now provide some properties on the switch between the two working modes

µ1 and µ2. In general, a piecewise affine system can show different behavior, span-

ning from stability to chaos [23]. The following results give conditions on the

model parameters determining if each working mode remains stable or switches

to the other one. Being in a given working mode at time t only depends on the

ratio R(t)/P(t) at the same time, but the value of the model parameters is the only

knowledge that we need in order to determine if the working mode is stable, i.e. it is

indefinitely maintained after t, or if it is unstable, i.e. a switch towards the opposite

working mode soon or later will occur.

Let us study such properties for meaningful values of the model parameters, that

is for positive values. Indeed, when some parameters vanish either the model is

not defined or the switching mechanism has no meaning because no growth can

be accomplished (the condition x > 0 is straightforwardly violated). In particular,

the dynamical equations of (1) are not defined when τ1 = 0 or τ2 = 0. Conversely,

according to definition (9), it is x < 0 when K1 = 0 or K2 = 0 or ρ = 0, meaning

that ribosomes and proteins are not growing under such parameter conditions (see
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Possible combinations of working modes and growing dynamics.

Theorem 1). We finally notice that the condition x > −1 holds when only positive

values of the model parameters are considered (indeed, according to relation (15),

at least one of the parameters K1, K2, ρ must vanish in order to obtain x =−1).

Let us first give the result establishing whether the ratio R(t +δ )/P(t +δ ) remains

larger than/equal to ρ (no synthesis, µ1), or alternatively becomes lower than ρ
(synthesis, µ2), for δ → ∞.

Theorem 2. Given the condition R(t)/P(t) ≥ ρ at a given time t, the ribosome

synthesis of system (1) is not active and the working mode µ1 is going to change or

not in t +δ , for δ → ∞, only depending on the model parameters. In particular,

1. the working mode µ1 sooner or later will switch to µ2 if

τ1 ≤ τ2, (16)

or if

τ1 > τ2 and ρK2 > 1/τ2 −1/τ1; (17)

2. otherwise the working mode µ1 is indefinitely maintained.

Proof. The proof of Theorem 2 is completely given in Section IV.A of [3].

From Theorem 2 the following corollary can be derived.
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Corollary. If the model parameters are such that ρK2 > 1/τ2 − 1/τ1, then the

switch µ1 → µ2 is unavoidable; otherwise it is forbidden.

Proof. The proof of the corollary straightforwardly comes noticing that the con-

dition τ1 ≤ τ2 necessarily implies ρK2 > 1/τ2 − 1/τ1, as 1/τ2 − 1/τ1 ≤ 0 and

ρ,K2 > 0. So, the condition ρK2 > 1/τ2 − 1/τ1 is the largest condition on the

parameter values implying that the switch µ1 → µ2 sooner or later will happen,

independently of the values of τ1, τ2.

The next theorem deals with the behaviour of R(t +δ )/P(t +δ ) for δ → ∞, starting

from R(t)/P(t)< ρ (presence of synthesis, µ2).

Theorem 3. Given the condition R(t)/P(t) < ρ at a given time t, the ribosome

synthesis of system (1) is active and the working mode µ2 is going to change or not

in t +δ , for δ → ∞, only depending on the model parameters. In particular,

1. the working mode µ2 is indefinitely maintained if

x > 0, (growth condition) (18)

or if

−1 < x ≤ 0 and ρK2 ≥ 1/τ2 −1/τ1; (19)

2. otherwise the working mode µ2 sooner or later will switch to µ1.

Proof. The proof of the stability of µ2 when the growth condition x > 0 holds is

given in Section IV.B of [3]. Here we extend such results to include also the case

−1 < x ≤ 0.

In order to study the behaviour of the ratio R(t +δ )/P(t +δ ), δ → ∞, when −1 <
x ≤ 0 and R(t)/P(t) < ρ , we need to compute the explicit solutions of system (3).

Such solutions in t + δ can be given as linear combinations of the natural modes

eλiδ , i = 1,2, where the eigenvalues λi are provided by Eqs. (10). In particular, we

have:

[

R(t +δ )
P(t +δ )

]

= u1vT
1

[

R(t)
P(t)

]

eλ1δ +u2vT
2

[

R(t)
P(t)

]

eλ2δ , (20)

where ui and vi are respectively the right and the left eigenvectors associated to the

eigenvalues λi, i = 1,2 (i.e. the solutions of the systems (A− λiI)ui = 0, vT
i (A−

λiI) = 0, i = 1,2). Recalling the expression of the eigenvectors reported in [3], we

obtain:

R(t +δ )=
λ1 +

1
τ2

λ2 −λ1

(

−R(t)+
λ2 +

1
τ2

K2
P(t)

)

eλ1δ

+
λ2 +

1
τ2

λ2 −λ1

(

R(t)−
λ1 +

1
τ2

K2
P(t)

)

eλ2δ ,

(21)
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P(t +δ )=
K2

λ2 −λ1

(

−R(t)+
λ2 +

1
τ2

K2
P(t)

)

eλ1δ

+
K2

λ2 −λ1

(

R(t)−
λ1 +

1
τ2

K2
P(t)

)

eλ2δ .

(22)

According to the expression of eigenvalues (10) and to the condition −1 < x ≤ 0, by

also recalling the relations implied by the minimal condition x =−1 given by (15),

it is easy to obtain the following inequalities:

λ1 < λ2 ≤ 0 =⇒ eλ1τ < eλ2τ ≤ 1, ∀τ > 0,

λ2 −λ1 = 2y
√

1+ x > 0,

λ1 +
1

τ2
< 0, λ2 +

1

τ2
> 0.

(23)

Inequalities (23) can be exploited to verify that the solutions of R(t+δ ) and P(t+δ )
given by Eqs. (21)-(22) are strictly positive for any pair R(t),P(t)> 0 and that their

behaviours tend to be equal to the following ones for δ → ∞

R(t +δ ) =
λ2 +

1
τ2

λ2 −λ1

(

R(t)−
λ1 +

1
τ2

K2
P(t)

)

eλ2δ > 0,

P(t +δ ) =
K2

λ2 −λ1

(

R(t)−
λ1 +

1
τ2

K2
P(t)

)

eλ2δ > 0,

(24)

since the natural mode eλ1δ tends to zero more rapidly than eλ2δ (see inequalities

(23)). This implies that the limit of the ratio R(t + δ )/P(t + δ ) is given by the

following expression

lim
δ→∞

R(t +δ )

P(t +δ )
=

λ2 +
1
τ2

K2
, γ2 > 0. (25)

Studying the sign of the time derivative of R(t +δ )/P(t +δ ), it is possible to prove

its monotonic behaviour in approaching γ2. Indeed, by introducing the quantity

γ1 ,−(λ1 +1/τ2)/K2, from Eqs. (21)-(22) we have

R(t +δ )

P(t +δ )
=

γ1 (R(t)− γ2P(t))eλ1δ + γ2 (R(t)+ γ1P(t))eλ2δ

−(R(t)− γ2P(t))eλ1δ +(R(t)+ γ1P(t))eλ2δ
. (26)

By exploiting the time derivative:

d

dδ

[

R(t +δ )

P(t +δ )

]

=

P(t)2

K2

(

γ2 −
R(t)

P(t)

)(

R(t)

P(t)
+ γ1

)

(λ2 −λ1)
2

(

− (R(t)− γ2P(t))eλ1δ +(R(t)+ γ1P(t))eλ2δ
)2

e(λ1+λ2)δ .

(27)

Taking into account inequalities (23), it is easy to verify that the sign of (27) only

depends on the value of R(t)/P(t), i.e. on the sign of the factor γ2−R(t)/P(t). Such
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a sign cannot change with δ and the monotonic behaviour of R(t + δ )/P(t + δ ) is

guaranteed for any value of the initial ratio R(t)/P(t).

In order to complete the proof we need to find the parameter conditions under

which the relation γ2 ≤ ρ , as well as the opposite one, is satisfied. Indeed, since

R(t)/P(t) < ρ , requiring γ2 ≤ ρ means that the ratio of ribosomes over proteins

will remain lower than ρ for any finite time, being γ2 the limit value of the ratio for

infinite time. So, by imposing the relation

γ2 =
λ2 +

1
τ2

K2
≤ ρ, (28)

we have

λ2 ≤ K2ρ − 1

τ2
, (29)

where λ2 ≤ 0 because of the condition −1 < x ≤ 0. Now, substituting the expres-

sion of λ2 given in (10) in the previous inequality and performing simple algebraic

operations, it is possible to obtain the final relation

K2ρ +
1

τ1
− 1

τ2
≥ 0, (30)

meaning that

γ2 ≤ ρ ⇔ K2ρ +
1

τ1
− 1

τ2
≥ 0. (31)

Obviously, implications (31) can be also given exploiting the opposite inequalities,

i.e.

γ2 > ρ ⇔ K2ρ +
1

τ1
− 1

τ2
< 0. (32)

So, we can conclude that, when −1 < x ≤ 0, the ratio R(t + δ )/P(t + δ ) remains

under the threshold ρ for δ → ∞ if K2ρ ≥ 1/τ2 − 1/τ1 or it crosses the threshold

otherwise.

From Theorem 3 the following corollary can be derived.

Corollary. If the model parameters are such that ρK2 < 1/τ2 − 1/τ1, then the

switch µ2 → µ1 is unavoidable; otherwise it is forbidden.

Proof. The proof comes from Theorem 3 noticing that the inequality ρK2 ≥ 1/τ2 −
1/τ1 can be assumed as the only condition for the stability of µ2, independently of

the value of x. Indeed, the growth condition x > 0 can be rewritten as

K1K2ρ >

(

K1 +
1

τ1

)

1

τ2
, (33)

– 217 –



P. Palumbo et al.

A coarse-grain model of growth and cell cycle

in Saccharomyces cerevisiae: a mathematical analysis

or equivalently, for positive values of K1, as

K2ρ >
K1 +

1

τ1

K1

1

τ2
. (34)

From condition (34) and from the positivity of the model parameters we obtain the

following chain of inequalities

K2ρ >
K1 +

1

τ1

K1

1

τ2
>

1

τ2
>

1

τ2
− 1

τ1
, (35)

showing that x> 0 implies ρK2 > 1/τ2−1/τ1. So, the condition ρK2 ≥ 1/τ2−1/τ1

can be taken as the only constraint to be verified in order to establish the stability of

µ2, independently of the value of x.

The results of the corollaries of Theorems 2 and 3 are depicted in Figure 4, where

all the possible working modes and growing dynamics of system (1) are represented

in the positive orthant of the parameter space, showing when the transitions are

forbidden or unavoidable.

Positive parameter space

!"# >
1

&"
−
1

&(
!"# <

1

&"
−
1

&(
!"# =

1

&"
−
1

&(

+,+ ./

R/P < #

+,+ .0

R/P≥ #

+,+ ./

R/P < #

+,+ .0

R/P≥ #

+,+ ./

R/P < #

+,+ .0

R/P≥ #

,+./

R/P < #

+,+ .0

R/P≥ #

!(!"# > !( +
1

&(

1

&"
(3 > 0)

!(!"# ≤ !( +
1

&(

1

&"
(3 ≤ 0)

(3 > −1)

Growth

Figure 4

Switching of the working modes in the parameter space.

4 Properties of the cell cycle module

In 1977 Hartwell and Unger proposed in [15] a relationship that links the daughter

and parent cycle period, TD and TP, to the growth rate of a budding yeast cell, namely

the positive eigenvalue λ2 in our growth model (1):

e−λ2TD + e−λ2TP = 1, (36)

where TD = T1(D)+T2 +TB and TP = T1(P)+T2 +TB.
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The relationship can be derived from a minimal model of exponentially growing

yeast populations that comprises only 2 cell types (parents and daughters of ge-

nealogical age 1) in either budded or unbudded state. The equation has been shown

to be satisfied in exponentially growing cells [16,24]. Constraint (36) is graphically

represented by the mesh in Figure 5, where the Mass Duplication Time (MDT ) is

exploited instead of λ2, on the basis of the relation MDT = ln(2)/λ2.

The remainder of this section is devoted to derive and extend analogous relationships

among the cycle periods of the proposed growth and cycle cell model, that accounts

for many kinds of daughter and parent cells, according to the rules that:

• a daughter cell of any genealogical age, Dk, provides at cellular division a

pair of newborn D1 and P1 cells;

• a parent cell of genealogical age k, Pk, provides at cellular division a pair of

newborn Dk+1 and Pk+1 cells.

Further rules involve the facts that:

• proteins and ribosomes produced during the budded phase go exclusively to

the bud (the future daughter cell);

• T2 and TB are (in average) the same for daughter and parents of any genealog-

ical age;

• cells are supposed to be in balanced exponential growth, with growth rate

provided by λ2;

• parent cells grow at a slower growth rate during their unbudded phase, due

to the mechanical stress discussed in Section 3. The growth rate associated

to Pk cells in G1-phase will be denoted in the following as λ2k and it can

be computed from the model parameters exploiting the same function used

for λ2, i.e. Eq. (10), but assuming that the mechanical stress influences the

values of the parameters related to the protein dynamics. In other words, λ2k

will change for Pk cells in G1-phase by changing the age k because of the

relation λ2k = λ2k(K2k,τ2k).

Denoting by TG1 the length of the G1 phase (TG1 = T1 +T2), the first relationship is

derived taking into account the exponential growth of a D1 cell from birth to bud:

P0(D1)e
λ2TG1(D1) = Ps(D1), (37)

and from bud to cellular division, assuming the newborn D1 cell to be identical to

the original D1:

Ps(D1)e
λ2TB = Pcd(D1) = P0(P1)+P0(D1) = Ps(D1)+P0(D1), (38)

so that:

Ps(D1)e
λ2TB = Ps(D1)+Ps(D1)e

−λ2TG1(D1), (39)

and finally:

e−λ2T (D1)+ e−λ2TB = 1. (40)
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Notice that eq.(40) very well resembles eq. (36), and it can be represented again

by the mesh of Figure 5. By explicitly accounting for T (D1) = T1(D1)+T2 +TB,

a mesh can be drawn constraining the three timers lengths (T1(D1), T2, TB), for any

given value of λ2:

T1(D1) =
1

λ2
ln

(

1

eλ2TB −1

)

–T2. (41)

In Figure 6 we report the case for λ2 = 0.0073 min−1, corresponding to the ex-

perimental condition of MDT = 97 min in glucose 2%. It has to be stressed that,

according to (41), not all the pairs (T2, TB) allow a feasible (i.e. positive) choice for

timer T1(D1) length. In fact, for given values of T2, according to (41) it must be:

T1(D1)> 0 → TB <
1

λ2
ln
(

1+ e−λ2T2

)

. (42)

Figure 7 shows the upper bound for TB as coming from (42) according to different

values of T2. The same reasoning can be generalized, this time taking into account

the exponential growth of a cell Dk from birth to bud, so that:

P0(Dk)e
λ2TG1(Dk) = Ps(Dk), (43)

and the exponential growth of a Pk−1 cell from bud to cellular division:

Ps(Pk−1)e
λ2TB = Pcd(Pk−1) = P0(Pk)+P0(Dk) = Ps(Pk−1)+P0(Dk), (44)

so that:

Ps(Pk−1)e
λ2TB = Ps(Pk−1)+Ps(Dk)e

−λ2TG1(Dk), (45)

or equivalently:

Ps(Pk−1) = Ps(Pk−1)e
−λ2TB +Ps(Dk)e

−λ2T (Dk). (46)

On the other hand, if we consider the exponential growth of a Pk cell from birth to

bud, we have:

P0(Pk)e
λ2kTG1(Pk) = Ps(Pk) = Ps(Pk−1)e

λ2kTG1(Pk), (47)

since P0(Pk) = Ps(Pk−1). Notice that eq. (47) accounts for different growth rates

for parent cells of different genealogical ages, due to the mechanical stress before

the bud occurs. Differently from eqs. (40) and (36), constraints (45)-(47) involve

size and cycle parameters together.

Conclusions

The coherence of a mathematical model (i.e. whether the associated solutions are

meaningful for the largest range of the feasible model parameters) is an important

feature a good model is required to attain, especially when aiming at describing a
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Figure 5

Constraint among MDT , parent and daughter cycle lengths (TP and TD, respectively). It is obtained from

(36), exploiting also the relation MDT = ln(2)/λ2. The same mesh represents the relationship among

MDT , budded phase and D1 cycle length (TB and T (D1), respectively) in our model, according to (40).

Figure 6

Constraint among T1(D1), TB and T2 for MDT = 97 min, as coming from (41).

wide range of possible working modes. In this work we have investigated the qual-

itative behavior of a coarse-grain model of cellular growth, recently exploited as

a module of a larger interconnected model that integrates metabolism, growth and

cell cycle in yeast. More in details, we found a specific sufficient condition (x > 0)

for the growth of ribosome and protein populations. In particular, when starting the

dynamic evolution with active ribosome synthesis such a condition guarantees to

maintain synthesis and growth for any time. Conversely, when starting with the ri-

bosome synthesis initially inactive, determining a temporary non-growing state, the

system approaches a state condition that allows the switch for an active synthesis

and, consequently, exponential growth. On the other hands, if such a condition is
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Figure 7

Upper bound for TB as coming from (42) according to different values of T2.

violated (x ≤ 0), no growth is possible, independently of the ribosome synthesis.

Furthermore, by linking the growth module to a basic set of timers describing the

cell cycle, we are able to derive constraints among timers and growth rate that some-

how generalize, to the more complex case accounting for the variety of genealogical

ages, analogous constraints achieved half a century ago and still exploited as a pre-

liminary validity check for mathematical models of cell cycle in yeast.

Acronyms

For the convenience of the reader, the following table collects all the acronyms used

in the text.

Acronym Definition

Whi5 Transcriptional regulator in the budding yeast cell cycle, notably

in the G1 phase.

Clb5/6 B-type S-phase cyclins in yeast that assist in cell cycle regulation.

Stoichiometric inhibitor of Cdk1-Clb complexes (bindings of the

Sic1 Cyclin-dependent kinase 1 - a key player of the cell cycle

regulation in yeast - and the B-type cyclins Clb).

TOR Target Of Rapamycin, protein kinase

Sfp1 Transcription factor that regulates growth and cell division in yeast.

Guanosine tetraphosphate, an alarmone which is involved in the

ppGpp stringent response in bacteria, causing the inhibition of RNA

synthesis when there is a shortage of amino acids present.

Table 2

List of the acronyms used in the text.
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