# Preface/Editorial 

Special issue of Acta Polytechnica Hungarica linked to ISCAMI 2016

This issue of Acta Polytechnica Hungarica contains papers that were invited from the participants of ISCAMI 2016 (International Student Conference on Applied Mathematics and Informatics 2016, Malenovice, Czech Republic). Among the 16 submissions, after a thorough reviewing process, 11 of them have been accepted. The accepted papers have not only stayed true to the theme of the conference, but have also given a fresh twist - they can be easily categorised as papers dealing with applications of Maths to Informatics. On the one hand, they cover a variety of techniques from Soft Computing (Fuzzy Set Theory and Neural Networks) to Optimization and Differential Equations. On the other hand, they cover a myriad of application areas from Medical Diagnostics to Inventory Management to Acoustics to Information Processing to Nutritional Gastronomy! We briefly sketch the topic of each paper published in this special issue.

In the paper "Application of Evaluation Criteria to Cartographic Projections" written by Daniel Szatmári, Margita Vajsáblová and Denisa Mojšová the map projections designed by minimax type criteria, Airy-Kavraiskii's variational criterion and map projections with a minimal RMS distortion in the category of conic, azimuthal and cylindrical projections have been discussed. This article aims to compare the mentioned criteria based on the achieved values of scale distortion in the selected European countries.

In the following paper "The Significance of the Integrated Multicriteria ABCXYZ Method for the Inventory Management Process", Milan Stojanović, Dušan Regodić analyze a methodology based on the periodical review and assessment of product inventories and the anticipation of demand. The main goal is to present the activities and pace of the fulfillment of inventories derived on the basis of the ABC-XYZ classification.

Dušan Marček, in the paper "The Category Proliferation Problem in ART Neural Networks", concentrates on problems of category proliferation and methods of minimizing of their occurrence and he proposes a new model for the optimized algorithm KMART (Kondadadi \& Kozma Modified ART), called IKMART (Improved KMART), which enables to optimize the dilemma of stability/plasticity, increase the precision of categorization and influence the speed of categorization. Some results from the categorization of real text documents, which contextually overlap, are also discussed.

The next paper "Parallelization and validation of algorithms for zebrafish cell lineage tree reconstruction from big 4D image data" is a work of Robert Spir, Karol Mikula, Nadine Peyrieras. The authors present numerical algorithms,
postprocessing and validation steps for an automated cell tracking and cell lineage tree reconstruction from large-scale 3D+time two-photon laser scanning microscopy images of early stages of zebrafish (Danio rerio) embryo development. They also compare the results with ground truth data obtained by manual checking of cell links by biologists and measure the accuracy of their algorithm.

In their paper "New Approach to Fuzzy Decision Matrices", Pavla Rotterová and Ondřej Pavlačka introduce a new approach in which a fuzzy decision matrix does not describe discrete random variables but fuzzy rule bases, when the states of the world are modeled by fuzzy sets defined on the universal set on which the probability distribution is given, and the evaluations of the alternatives are expressed by fuzzy numbers. The proposed solution is illustrated with an example.

The next article "Directional monotonicity of fuzzy implications" of Katarzyna Miś concentrates on some properties of fuzzy implication functions, which are key operation in fuzzy logic. Firstly, the known notion of special implications are discussed, next the notion of inversely special implications as directional decreasing functions is introduced. The author presents several results connected with inversely special R-implications. She also discusses this new property for other families of fuzzy implications like (S,N)-implications, f-implications and gimplications.

In the paper titled "A Nutrition Adviser's Menu Planning for a Client Using a Linear Optimization Model", Lucie Schaynová, presents a new linear optimization model which improves a nutritional adviser's steps and prevents mistakes when preparing a diet plan for a client manually. The model, among other factors, takes into account the client's favourite or the adviser's recommended recipes, prevents unbalanced nutrition, respects the client's eating habits and ensures wastage of food. The model involves linear constraints which also ensures that two incompatible recipes are not used in the same meal and that a recipe is not used in an incompatible meal.

In the following paper "Acoustical Simulations based on FVM Solution of the Helmholtz Equation", Izabela Riečanová and Angela Handlovičová numerically simulate the data obtained by acoustic measurements. These measurements were performed in specialized acoustic laboratory. Their main idea was to study the reflection of different frequencies from boards with openings of various size and shape. The Finite volume method has been used to make the simulations, where the Helmholtz equation is solved using the impedance boundary conditions. The results of simulations are presented.

Roksana Brodnicka and Henryk Gacki in their article "Asymptotic stability of an evolutionary nonlinear Boltzmann-type equation", present a sufficient condition for the asymptotic stability with respect to total variation norm of semigroup generated by an abstract evolutionary non-linear Boltzmann-type equation in the space of signed measures with the right-hand side being a collision operator.

Petr Bujok in the paper "On Modification of Population-Based Approach Used in Adaptive Differential Evolution Algorithm" introduces new approach for the mutation operation in the differential evolution (DE) algorithm. The aim of this technique is to enhance the mutation strategy to avoid the local minimum area. The proposed method is applied in several well-known DE or adaptive DE variants. Selected DE variants and the corresponding counterparts are used to solve the problems of CEC 2015 test suite.

In the contribution "Computer-Aided Diagnostics of Schizophrenia: Comparison of Different Feature Extraction Methods", its authors Radomír Kůs and Daniel Schwarz present an analysis of two brain morphometry techniques and various feature extraction methods utilized in computer-aided diagnostics of schizophrenia. The methodology was incorporated into a classification pipeline and applied to distinguish between first-episode patients and healthy controls on the basis of magnetic resonance images of their brains.
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#### Abstract

The choice of the optimal cartographic projection, especially for large-scale maps, is an actual problem affected by the precision of positioning geodetic points using the new GNSS technologies in the coordinate systems. In this contribution we describe the map projections designed by minimax type criteria, Airy-Kavraiskii's variational criterion and map projections with a minimal RMS distortion in the category of conic, azimuthal and cylindrical projections. The aim of this paper is to compare the mentioned criteria based on the achieved values of scale distortion in the selected European countries.
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## 1 Introduction

Design of the most suitable map projection, an actual problem affected by the precision of positioning geodetic points using the new GNSS technologies in coordinate systems, involves two classic options:
i. We choose a group of projections according to a purpose of the future map and calculate parameters of the projection according to distortion requirement (requirement of one standard parallel, requirement of two standard parallels, etc.),
ii. We calculate parameters of the ideal projection without any restrictions using minimax and variational criteria described in the following sections.

The aim of this paper is to present a combination of the above described options: we calculate the parameters of the optimized map projection by minimization of the root mean square (RMS) distortion for the chosen group of projections of the reference ellipsoid because it has not been given attention for this issue especially for the reference ellipsoid.

## 2 Cartographic Projections

Cartographic projections can be defined as a mathematical transformation of a surface of an ellipsoid (defined by its semimajor axis $\underline{a}$ and eccentricity $\underline{e}$ ) or a sphere (defined by its radius $\underline{R}$ ) onto a plane [4]. A point on the surface of an ellipsoid is referenced by its latitude $\underline{\varphi}$ and longitude $\underline{\lambda}$ or by isometric coordinates $q, \lambda$ :
$q=\ln \left[\tan \left(\frac{\varphi}{2}+45^{\circ}\right) \sqrt{\left(\frac{1-e \sin \varphi}{1+e \sin \varphi}\right)^{e}}\right]$
The mathematical transformation between its ellipsoidical coordinates $\underline{\varphi}, \underline{\lambda}$ and planar coordinates $\underline{x}, \underline{y}$ is given by map equations:
$x=f_{1}(\varphi, \lambda), \quad y=f_{2}(\varphi, \lambda)$.
In case of conic and azimuthal projection, the polar coordinates $\rho, \underline{\varepsilon}$ are used. The map equations of these projections in general:
$\rho=g_{1}(\varphi, \lambda), \quad \varepsilon=g_{2}(\varphi, \lambda)$.
A point on the surface of a sphere is referenced by its latitude $\underline{U}$ and longitude $\underline{V}$ or by isometric coordinates $Q, \underline{V}$ :
$Q=\ln \tan \left(\frac{U}{2}+45^{\circ}\right)$
Different projections cause different types of distortions. The scale distortion of a projection is characterized by the scale distortion factor $\underline{m}$ defined as the ratio of a differentially small distance, $\mathrm{d} \underline{S}$, on a mapping plane and the corresponding differential element ds on the reference surface. The angular distortion $\Delta \omega$ of a projection is defined as the difference of an angle $\omega$ ' measured on the mapping plane and the corresponding angle $\omega$ on the reference surface. The distortion of the area of a projection is characterized by the area distortion factor $\underline{m}_{\text {area }}$ defined as the ratio of a differential area element $\mathrm{d} \underline{P}$ on the mapping plane and the corresponding differential area element $\mathrm{d} \underline{p}$ on the reference surface. Conformal projections (projections with zero angular distortion) are the most frequently applied map projections in geodetic coordinate systems. The map equations for isometric coordinates in a conformal projection have to satisfy the following conditions:
$x+i y=f(q+i \lambda), \quad x-i y=f(q-i \lambda)$.
Cartographic projections can be evaluated (with respect to extremal and minimax criteria) by the maximal value of the scale distortion $|\underline{m}-1|_{\text {max }}$ or using the RMS
value of scale distortion throughout the territory according to Airy's, Jordan's and Kavraiskii's variational criteria [1], [5], [9]. The most popularized variational criterion for the valuation of map projections is Airy-Kavraiskii's criterion, where the characteristic value of the cartographic projection of the domain $\Delta$ with area $\underline{p}_{\Delta}$ on reference surface is:

$$
\begin{equation*}
I^{2}=\frac{1}{p_{\Delta}} \iint_{\Delta} \ln ^{2} m \mathrm{~d} p \tag{6}
\end{equation*}
$$

The characteristic value of the cartographic projection for the $\underline{n}$ chosen points is:
$I^{2}=\frac{1}{n} \sum_{i=1}^{n} \ln ^{2} m_{i}$.
A minimax or variational projection can be derived for the reference sphere using the following procedure described in [13]. In conformal projections it holds:
$\frac{\partial^{2} \ln v}{\partial Q^{2}}+\frac{\partial^{2} \ln v}{\partial V^{2}}=0$
where

$$
\begin{equation*}
v=m \cos U . \tag{9}
\end{equation*}
$$

The solution of (8) has the shape [6], [7]:
$\ln v=\sum_{j=0}^{n}\left(a_{j} \psi_{j}+b_{j} \tau_{j}\right)$
where $\underline{a}_{i}$ and $\underline{b}_{i}$ are the coefficients of the conformal projection and $\psi_{i}$ and $\underline{\tau}_{i}$ are determined by:

$$
\begin{equation*}
\psi_{j}+i \tau_{j}=(Q+i V)^{j} . \tag{11}
\end{equation*}
$$

After the separation of the real and imaginary components of the complex variables (if $\underline{n}=4$ ), we obtain for the scale distortion factor [8]:

$$
\begin{align*}
& \ln m=a_{0}+a_{1} Q+a_{2}\left(Q^{2}-V^{2}\right)+a_{3}\left(Q^{3}-3 Q V^{2}\right)+ \\
& +a_{4}\left(Q^{4}-6 Q^{2} V^{2}+V^{4}\right)+b_{1} V+2 b_{2} Q V+b_{3}\left(3 Q^{2} V-V^{3}\right)+  \tag{12}\\
& +b_{4}\left(4 Q^{3} V-4 Q V^{3}\right)-\ln \cos U .
\end{align*}
$$

### 2.1 Minimax Type Projections

Minimax projections [2], where:

$$
\begin{equation*}
\left|m_{\max }-1\right|=\left|m_{\min }-1\right| \tag{13}
\end{equation*}
$$

can be derived by two consecutive steps:

1) need to minimize the natural logarithm of the scale distortion of the closed boundary points:
$I^{2}=\sum_{i=1}^{n_{1}} \ln ^{2} m_{i}=\min$
where the scale distortion factor is calculated by (12).
After minimizing the condition (14):
$\frac{\partial I^{2}}{\partial a_{j}}=0, \quad \frac{\partial I^{2}}{\partial b_{j}}=0$
we get a system of nine equations in nine variables, and the coefficients $\underline{a}_{0}-\underline{b}_{4}$ of the projection can be calculated.
2) If the natural logarithm of the scale distortion factor of the boundary points is equal to zero, the extremal values of the projection's scale distortion will be in the middle of the projected area. This can be reduced by the scale factor $\underline{m}_{\underline{s}}=2 /\left(\underline{m}_{\max }+\underline{m}_{\min }\right)$.

### 2.2 Variational Type Projections

A variational type of projection can be derived after the application of AiryKavraiskii's criterion (7) and minimizing the natural logarithm of the scale distortion for $\underline{n}_{2}$ points inside the given area where the scale distortion factor is calculated by (12).

After minimizing the condition (7):

$$
\begin{equation*}
\frac{\partial I^{2}}{\partial a_{j}}=0, \quad \frac{\partial I^{2}}{\partial b_{j}}=0 \tag{16}
\end{equation*}
$$

we get a system of nine equations in nine variables, and the coefficients $\underline{a}_{0}-\underline{b}_{4}$ of the projection can be calculated.

The main disadvantage of minimax and variational projections is the lack of geometric interpretation. However the process of deriving of these projections is applied for the reference sphere. Before the calculus we have to transform the ellipsoidical coordinates $\underline{\varphi}, \underline{\lambda}$ on the spherical coordinates $\underline{U}, \underline{V}$ by Gauss' conformal projection:

$$
\begin{equation*}
\tan \left(\frac{U}{2}+45^{\circ}\right)=k\left[\tan \left(\frac{\varphi}{2}+45^{\circ}\right) \sqrt{\left(\frac{1-e \sin \varphi}{1+e \sin \varphi}\right)^{e}}\right]^{\alpha}, \quad V=\alpha \lambda \tag{17}
\end{equation*}
$$

with the parameters $\underline{\alpha}$ and $\underline{k}$ calculated for the central parallel of the given territory. The radius of the sphere is determined so that the reference sphere and the reference ellipsoid have the same Gaussian curvature [10].

## 3 Methods of Distortion Optimization in Conformal Cartographic Projections on Developable Surfaces

In 1933 Kavraiskii formulated the method of calculation of the parameters for conformal conic projection of the reference sphere [3] with minimal RMS value of distortion - the scale distortion between two parallels was minimized by Airy's criterion (the procedure was also published in the Baltic Geodetic Commission Report in 1936). This method for the reference sphere, is inadequate, therefore, we formulate this process especially for the reference ellipsoid for conformal conic, conformal azimuthal and conformal cylindrical projections with the requirement of minimal RMS value of scale distortion in the projected area.

### 3.1 Conformal Conic Projection of the Reference Ellipsoid with Minimal RMS Value of Scale Distortion

A conformal conic projection was first introduced by Johannes Heinrich Lambert (1728-1777). Conic projections are appropriate for oblong territories along geographic parallels.

The map equations of Lambert's conformal conic projection are:
$\rho=\rho_{0}\left[\frac{\tan \left(\frac{\varphi_{0}}{2}+45^{\circ}\right)}{\tan \left(\frac{\varphi}{2}+45^{\circ}\right)} \sqrt{\left(\frac{\left(1-e \sin \varphi_{0}\right)(1+e \sin \varphi)}{\left(1+e \sin \varphi_{0}\right)(1-e \sin \varphi)}\right)^{e}}\right]^{n}, \quad \varepsilon=n \lambda$
where $\varphi_{0}$ is the ellipsoidal latitude of the standard parallel and $\varrho_{0}$ is its polar radius. The parameters $\varphi_{0}, \underline{n}$ and $\varphi_{0}$ are also the three constants of the conic projection affecting its accuracy.

The scale distortion $\underline{m}$ of a conformal conic projection is calculated by:
$m=\frac{n \rho}{N \cos \varphi}$
where $\underline{N}$ is a radius of curvature in the prime vertical:

$$
\begin{equation*}
N=\frac{a}{\sqrt{1-e^{2} \sin ^{2} \varphi}} \tag{20}
\end{equation*}
$$

The process of minimization of the RMS value of scale distortion throughout the territory is more effective using only two parameters, therefore we have defined the following substitution in [15]:
$k=\rho_{0}\left(\tan \left(\frac{\varphi_{0}}{2}+45^{\circ}\right) \sqrt{\left(\frac{1-e \sin \varphi_{0}}{1+e \sin \varphi_{0}}\right)^{e}}\right)^{n}$
then the conformal conic projection of the reference ellipsoid has only two constants $\underline{n}$ and $\underline{k}$, then its map equations are:
$\rho=\frac{k}{\tan ^{n}\left(\frac{\varphi}{2}+45^{\circ}\right)} \sqrt{\left(\frac{1+e \sin \varphi}{1-e \sin \varphi}\right)^{e n}}, \varepsilon=n \lambda$
The scale distortion factor on the projected area is optimized according to AiryKavraiskii's variational criterion (7) by minimizing the value of $\underline{I}$. The projected territory is divided by ellipsoidal latitude $\varphi$ to $\dot{j}$ segments $\Delta \underline{p}_{i}$ with area $\underline{p}_{i}$, for $\underline{i}=1, \ldots, j$ :

$$
\begin{equation*}
I^{2}=\frac{\sum_{i=1}^{j} p_{i} \ln ^{2} m_{i}}{\sum_{i=1}^{j} p_{i}}, \text { where } \sum_{i=1}^{j} p_{i}=p \tag{23}
\end{equation*}
$$

The scale distortion factor $\underline{m}_{\underline{i}}$ of the conformal conic projection of the ellipsoid for the determined area $\Delta \underline{p}_{\underline{i}}$ is evaluated after the substitution (22) in the equation (19):
$m_{i}=\frac{n k}{N_{i} \cos \varphi_{i} \tan ^{n}\left(\frac{\varphi_{i}}{2}+45^{\circ}\right)} \sqrt{\left(\frac{1+e \sin \varphi_{i}}{1-e \sin \varphi_{i}}\right)^{e n}}$
where $\underline{\varphi}_{i}$ is the ellipsoidal latitude of medial parallel of the $\underline{i}^{\text {th }}$ band and $\underline{N}_{i}$ is its radius of curvature in the prime vertical.
Now, let us introduce a term $\underline{h}_{\underline{i}}=\ln \underline{m_{i}}$ which can be expressed using (24):
$h_{i}=\ln m_{i}=\ln (n k)-\ln \left(N_{i} \cos \varphi_{i}\right)+$
$+n\left(-\ln \tan \left(\frac{\varphi_{i}}{2}+45^{\circ}\right)+\frac{e}{2} \ln \left(1+e \sin \varphi_{i}\right)-\frac{e}{2} \ln \left(1-e \sin \varphi_{i}\right)\right)$
and after the following substitutions:

$$
\begin{align*}
& b=\ln (n k), \gamma_{i}=-\ln \left(N_{i} \cos \varphi_{i}\right), \\
& \alpha_{i}=-\ln \tan \left(\frac{\varphi_{i}}{2}+45^{\circ}\right)+\frac{e}{2} \ln \left(1+e \sin \varphi_{i}\right)-\frac{e}{2} \ln \left(1-e \sin \varphi_{i}\right) \tag{26}
\end{align*}
$$

we can evaluate the coefficients $\underline{\alpha}_{i}$ and $\chi_{i}$ for each of the bands and formulate $j$ equations, whereby the equation for $\underline{i}^{\text {th }}$ band of the projected territory is:

$$
\begin{equation*}
h_{i}=\alpha_{i} n+b+\gamma_{i} \tag{27}
\end{equation*}
$$

The characteristic $\underline{I}$, in (23) is a function of two variables $\underline{n}$ and $\underline{b}$; $\underline{I}^{2}=f(\underline{n}, \underline{b})$ after the substitution (26). We obtain the minimal value of $\underline{I}$, if the partial derivative of this function is equal to zero:

$$
\begin{equation*}
\frac{\partial \sum_{i=1}^{j} p_{i} h_{i}^{2}}{\partial n}=0, \frac{\partial \sum_{i=1}^{j} p_{i} h_{i}^{2}}{\partial b}=0 \tag{28}
\end{equation*}
$$

Therefore the normal equations are:

$$
\begin{align*}
& n \sum_{i=1}^{j} p_{i} \alpha_{i}^{2}+b \sum_{i=1}^{j} p_{i} \alpha_{i}+\sum_{i=1}^{j} p_{i} \alpha_{i} \gamma_{i}=0  \tag{29}\\
& n \sum_{i=1}^{j} p_{i} \alpha_{i}+b \sum_{i=1}^{j} p_{i}+\sum_{i=1}^{j} p_{i} \gamma_{i}=0
\end{align*}
$$

The parameter $\underline{n}$ and the coefficient $\underline{b}$ are the solution of this system of equations. The parameter $\underline{k}$ is evaluated from (26).

The ellipsoidal latitudes $\varphi_{1}$ and $\underline{\varphi}_{2}$ of the preserved parallels can be calculated for example by Newton's method from the conditions for their scale distortion factor:

$$
\begin{align*}
& m_{1}=\frac{n k \sqrt{1-e^{2} \sin ^{2} \varphi_{1}}}{a \cos \varphi_{1} \tan ^{n}\left(\frac{\varphi_{1}}{2}+45^{\circ}\right)} \sqrt{\left(\frac{1+e \sin \varphi_{1}}{1-e \sin \varphi_{1}}\right)^{e n}}=1 \\
& m_{2}=\frac{n k \sqrt{1-e^{2} \sin ^{2} \varphi_{2}}}{a \cos \varphi_{2} \tan ^{n}\left(\frac{\varphi_{2}}{2}+45^{\circ}\right)} \sqrt{\left(\frac{1+e \sin \varphi_{2}}{1-e \sin \varphi_{2}}\right)^{e n}}=1 \tag{30}
\end{align*}
$$

### 3.2 Conformal Azimuthal Projection of the Reference Ellipsoid with Minimal RMS Value of Scale Distortion

The author of the conformal azimuthal projection of the sphere (also known as stereographic projection) is Hipparchus. Azimuthal projections are appropriate for circle-shaped territories. In this chapter, we derive the formulas to calculate parameters of the conformal azimuthal projection of the reference ellipsoid with the requirement of minimal RMS value of scale distortion in the projected area.

The map equations for the conformal azimuthal projection of the ellipsoid are:

$$
\begin{equation*}
\rho=c \tan \left(45^{\circ}-\frac{\varphi}{2}\right) \sqrt{\left(\frac{1+e \sin \varphi}{1-e \sin \varphi}\right)^{e}}, \quad \varepsilon=\lambda \tag{31}
\end{equation*}
$$

where $\underline{c}$ is a constant of the azimuthal projection, its value affects the accuracy of projection.
The scale distortion of the conformal azimuthal projection is calculated by:
$m=\frac{\rho}{N \cos \varphi}$
We have realized the process of minimization of the RMS value of scale distortion throughout the territory by minimizing the value $\underline{I}$ of Airy-Kavraiskii's variational criterion (7) after dividing the projected territory by ellipsoidal latitude $\varphi$ to $\dot{j}$ segments $\Delta \underline{p}_{i}$.
We obtain the formula for the scale distortion factor $\underline{m}_{\underline{i}}$ of the conformal azimuthal projection of the ellipsoid for the determined area $\Delta \underline{p}_{\underline{\underline{ }}}$ after substitution (31) in the equation (32):

$$
\begin{equation*}
m_{i}=\frac{c}{2 N_{i} \cos ^{2}\left(45^{\circ}-\frac{\varphi_{i}}{2}\right)} \sqrt{\left(\frac{1+e \sin \varphi_{i}}{1-e \sin \varphi_{i}}\right)^{e}} \tag{33}
\end{equation*}
$$

where $\underline{\varphi}_{i}$ is the ellipsoidal latitude of the medial parallel of the $\underline{i}^{\text {th }}$ band and $\underline{N}_{\underline{i}}$ is its radius of curvature in the prime vertical.
Now, as before, we can express $\underline{h}_{i}=\ln \underline{m}_{i}$ from (33):

$$
\begin{align*}
& h_{i}=\ln m_{i}=\ln c-\ln 2-\ln N_{i}-2 \ln \cos \left(45^{\circ}-\frac{\varphi_{i}}{2}\right)+  \tag{34}\\
& +\frac{e}{2} \ln \left(1+e \sin \varphi_{i}\right)-\frac{e}{2} \ln \left(1-e \sin \varphi_{i}\right)
\end{align*}
$$

and apply the following substitutions:

$$
\begin{align*}
& b=\ln c, \gamma_{i}=-\ln 2-\ln N_{i}-2 \ln \cos \left(45^{\circ}-\frac{\varphi_{i}}{2}\right)+  \tag{35}\\
& +\frac{e}{2} \ln \left(1+e \sin \varphi_{i}\right)-\frac{e}{2} \ln \left(1-e \sin \varphi_{i}\right)
\end{align*}
$$

We can evaluate the coefficients $\gamma_{i}$ for each of the bands and formulate $j$ equations, whereby the equation for $\underline{i}^{\text {th }}$ band of the projected territory is:

$$
\begin{equation*}
h_{i}=b+\gamma_{i} \tag{36}
\end{equation*}
$$

The characteristic $\underline{I}$ is a function of parameter $\underline{b} ; \underline{I}^{2}=f(\underline{b})$. We obtain the minimal value of $\underline{I}$, if the partial derivative of this function is equal to zero:

$$
\begin{equation*}
\frac{\partial \sum_{i=1}^{j} p_{i} h_{i}^{2}}{\partial b}=0 \tag{37}
\end{equation*}
$$

From there we obtain the normal equation:

$$
\begin{equation*}
b \sum_{i=1}^{j} p_{i}+\sum_{i=1}^{j} p_{i} \gamma_{i}=0 \tag{38}
\end{equation*}
$$

We can evaluate the coefficient $\underline{b}$ from (38), then the parameter $\underline{c}$ from (35).
The ellipsoidal latitude $\varphi_{0}$ of the preserved parallel can be calculated for example by Newton's method after substitution (20) instead of $\underline{N}_{0}$ into the condition for its scale distortion (33):
$m_{0}=\frac{c \sqrt{1-e^{2} \sin ^{2} \varphi_{0}}}{2 a \cos ^{2}\left(45^{\circ}-\frac{\varphi_{0}}{2}\right)} \sqrt{\left(\frac{1+e \sin \varphi_{0}}{1-e \sin \varphi_{0}}\right)^{e}}=1$

### 3.3 Conformal Cylindrical Projection of the Reference Ellipsoid with Minimal RMS Value of Scale Distortion

A conformal cylindrical projection of a sphere designed by Mercator is one of the most common map projections. Cylindrical projections are appropriate for oblong territories along the equator or an orthodrome (e.g. geographic meridian). In this chapter, we derive the formulas to calculate parameters of the conformal cylindrical projection of the reference ellipsoid with the requirement of minimal RMS value of scale distortion in the projected area.

The map equations for the conformal cylindrical projection of the ellipsoid are:
$x=n \ln \left[\tan \left(45^{\circ}-\frac{\varphi}{2}\right) \sqrt{\left(\frac{1+e \sin \varphi}{1-e \sin \varphi}\right)^{e}}\right], y=n \lambda$
where $\underline{n}$ is the constant of the cylindrical projection (geometric characteristic radius of the cylinder), its value affects the accuracy of the projection.

The scale distortion of conformal cylindrical projection is calculated by:
$m=\frac{n}{N \cos \varphi}$
We have realized the process of minimization of the RMS value of scale distortion factor throughout the territory, as before, by minimizing the value of $\underline{I}$ of AiryKavraiskii's variational criterion (7) after dividing the projected territory by ellipsoidal latitude $\varphi$ to $\dot{j}$ segments $\Delta \underline{p}_{\underline{i}}$.

We express $\underline{h}_{i}=\ln \underline{m}_{i}$ from $\underline{m}_{i}$ of conformal cylindrical projection of the ellipsoid for the determined area $\Delta \underline{p}_{i}$ from equation (41):
$h_{i}=\ln m_{i}=\ln n-\ln N_{i}-\ln \cos \varphi_{i}$
where $\underline{\varphi}_{i}$ is the ellipsoidal latitude of the medial parallel of the $\underline{i}^{\text {th }}$ band and $\underline{N}_{\underline{i}}$ is its radius of curvature in the prime vertical. After the following substitutions:
$b=\ln n, \gamma_{i}=-\ln N_{i}-\ln \cos \varphi_{i}$
we can evaluate the coefficients $\gamma_{i}$ for each of the area segments and formulate $i$ equations, whereby equation for $\underline{i}^{\text {th }}$ band of the projected territory is (36).
The characteristic $\underline{I}$ is a function of the parameter $\underline{b} ; \underline{I}^{2}=f(\underline{b})$. Its minimal value is obtained, if the condition (37) is satisfied. Therefore we evaluate the coefficient $\underline{b}$ from the normal equation (38) and obtain the radius of the cylinder $\underline{n}$ from (43).

The ellipsoidal latitude $\varphi_{0}$ of the preserved parallel can be calculated for example by Newton's method after substitution (20) instead of $\underline{N}_{0}$ into equation (41), therefore the condition for its scale distortion is:
$m_{0}=\frac{n \sqrt{1-e^{2} \sin ^{2} \varphi_{0}}}{a \cos \varphi_{0}}=1$

## 4 Applications of the Optimized Conformal Cartographic Projections

### 4.1 Conformal Projections of Slovakia

The problem of a new map projection in Slovakia is very real. The currently used cartographic projection in Slovakia is the Křovák's projection, which was designed in 1922 solely for Czechoslovakia. It is an oblique case of a conformal conic projection based on two preserved parallels. Bessel's reference ellipsoid is transformed into a sphere (17), which is transformed to a secant cone in oblique position. The scale distortion of the projection is from -10 to $+11 \mathrm{~cm} / \mathrm{km}$, the RMS value of scale distortion in Slovakia according to Airy-Kavraiskii's variational criterion (7) is $7.1 \mathrm{~cm} / \mathrm{km}$.

After the dissolution of the former Czechoslovak Republic the shape of Slovak country is not optimal for the mentioned Křovák's projection anymore. This calls for a new design of cartographic projection based on the requirements of the Geodesy, Cartography and Cadaster Authority of Slovakia. In 2010 a new cartographic projection was proposed: Lambert's conformal conic projection in normal position with scale distortion from -6.7 to $+6.7 \mathrm{~cm} / \mathrm{km}$ [14] and RMS value of scale distortion in Slovakia according to Airy-Kavraiskii's variational criterion (7) equal to $5.0 \mathrm{~cm} / \mathrm{km}$.

The parameters of the aforementioned conic projections (Křovák, Lambert) $\varrho_{0}$ and $\underline{n}$ were calculated by criteria of scale distortion of selected parallels. Alternative method is to calculate the parameters of a conformal conic projection with the requirement of a minimal RMS value of scale distortion for the whole projected territory described in chapter 3.1.

Within the latter method Slovakia is projected onto the reference ellipsoid GRS80 between parallels with latitudes $\varphi_{\underline{S}}=47^{\circ} 43^{\prime} 09.6235^{\prime \prime}$ and $\varphi_{\underline{N}}=49^{\circ} 36^{\prime} 04.6826^{\prime \prime}$. The parameters $\underline{n}$ and $\underline{k}$ of a conformal conic projection optimized by minimal RMS value of scale distortion after dividing the territory of Slovakia to 20 segments are:

$$
\begin{aligned}
& \underline{n}=0.7509555138 \\
& \underline{k}=11642467.97 \mathrm{~m}
\end{aligned}
$$

Ellipsoidal latitudes $\varphi_{1}$ and $\varphi_{2}$ of the standard parallels calculated by (30) are:

$$
\begin{aligned}
& \varphi_{1}=48^{\circ} 07^{\prime} 45.6717^{\prime \prime} \\
& \underline{\varphi}_{2}=49^{\circ} 12^{\prime} 54.3553^{\prime \prime}
\end{aligned}
$$

Then the scale distortion of the projection is from -4.4 to $+9.0 \mathrm{~cm} / \mathrm{km}$ and the RMS value of scale distortion in Slovakia according to Airy-Kavraiskii's variational criterion (7) is $3.4 \mathrm{~cm} / \mathrm{km}$.

Figure 1 illustrates the percentage distribution of scale distortions of conformal conic projections in Slovakia. The dark bar represents Lambert's conformal conic projection (for example, $45 \%$ of the territory has scale distortion from -5 to $+5 \mathrm{~cm} / \mathrm{km}$ ), the light bar represents the optimized conformal conic projection ( $96 \%$ of the territory has scale distortion from the same interval, by comparison with Lambert's projection, it is more than double). Although the maximal scale distortion of the optimized conic projection $(+9.0 \mathrm{~cm} / \mathrm{km})$ is bigger than the maximal scale distortion of the non-optimized conic projection $(+6.7 \mathrm{~cm} / \mathrm{km})$, this value is exceeded only on $1.4 \%$ of the projected area. On the other side the optimized conic projection has smaller distortion over a larger area.


Figure 1
Percentage distribution of scale distortions of conformal conic projections in Slovakia

Table 1
Comparison of conformal projections of Slovakia

| Cartographic projection | Scale distortion $[\mathrm{cm} / \mathrm{km}]$ |  | }{distortion $[\mathrm{cm} / \mathrm{km}]$} |
| :--- | :---: | :---: | :---: |
|  | from | to |  |
| Křovák | -10.0 | +11.0 | 2.6 |
| Minimax | -4.9 | +4.9 | 1.8 |
| Variational | -2.6 | +7.0 | $\mathbf{5 . 0}$ |
| Conformal conic - Lambert | -6.7 | +6.7 | $\mathbf{3 . 4}$ |
| Optimized conformal conic | -4.4 | +9.0 |  |

Minimax projection for the territory of Slovakia was designed in [12]. The scale distortion of the projection is from $-4.9 \mathrm{~cm} / \mathrm{km}$ to $+4.9 \mathrm{~cm} / \mathrm{km}$. The RMS value of scale distortion in Slovakia according to Airy-Kavraiskii's variational criterion (7) is $2.6 \mathrm{~cm} / \mathrm{km}$.

Variational projection for Slovakia was designed in [11]. The scale distortion of the projection is from $-2.6 \mathrm{~cm} / \mathrm{km}$ to $+7.0 \mathrm{~cm} / \mathrm{km}$. The RMS value of scale distortion in Slovakia according to Airy-Kavraiskii's variational criterion (7) is $1.8 \mathrm{~cm} / \mathrm{km}$.

The comparison of the aforementioned conformal projections of the territory of Slovakia is shown in Table 1.

### 4.2 Conformal Projections of the Netherlands

The currently used cartographic projection in the Netherlands is a conformal azimuthal projection in oblique position called Stereographic projection. Bessel's reference ellipsoid is transformed into a sphere (17), which is transformed to a secant plane in oblique position. Ellipsoidal coordinates of the cartographic pole situated in a town of Amersfoort are:

$$
\begin{aligned}
& \varphi=52^{\circ} 09^{\prime} 22.178^{\prime \prime} \\
& \underline{\lambda}=5^{\circ} 23^{\prime} 15.500^{\prime \prime}
\end{aligned}
$$

The scale distortion of the projection is from -9 to $+10 \mathrm{~cm} / \mathrm{km}$, the RMS value of scale distortion according to Airy-Kavraiskii's variational criterion (7) is $5.6 \mathrm{~cm} / \mathrm{km}$.

The Netherlands are situated on the reference sphere between the cartographic parallel with latitude $\underline{S}_{\underline{S}}=88^{\circ} 25^{\prime} 26.6818^{\prime \prime}$ and the cartographic pole $\underline{S}=90^{\circ}$. We have designed a conformal azimuthal projection optimized by minimal RMS value of scale distortion using the method derived in chapter 3.2. The parameter $\underline{c}$ of this projection after dividing the country's territory to 20 segments is:

$$
\underline{c}=12734816.084 \mathrm{~m} .
$$

Spherical cartographic latitude $\underline{S}_{0}$ of a standard parallel calculated by (39) if $\underline{e}=0$ :
$m_{0}=\frac{c}{2 R \cos ^{2}\left(45^{\circ}-\frac{S_{0}}{2}\right)}=1$
is $\underline{S}_{0}=89^{\circ} 03^{\prime} 10.824^{\prime \prime}$. (Spherical cartographic latitude of the cartographic pole is $\underline{S}=90^{\circ}$.)

Then the scale distortion of the projection is from -6.8 to $+12.1 \mathrm{~cm} / \mathrm{km}$ and the RMS value of scale distortion of the optimized azimuthal projection according to Airy-Kavraiskii's variational criterion (7) is $4.5 \mathrm{~cm} / \mathrm{km}$.

Figure 2 illustrates the percentage distribution of scale distortions of conformal azimuthal projections in the Netherlands. The dark bar represents the currently used conformal azimuthal projection (e.g. $73 \%$ of the territory has scale distortion from -7 to $+7 \mathrm{~cm} / \mathrm{km}$ ), the light bar represents the optimized conformal azimuthal projection (e.g. $95 \%$ of the territory has scale distortion from the same interval). Although the maximal scale distortion of the optimized azimuthal projection $(+12.1 \mathrm{~cm} / \mathrm{km})$ is bigger than the maximal scale distortion of the non-optimized azimuthal projection $(+10 \mathrm{~cm} / \mathrm{km})$, on the other side the optimized azimuthal projection designed by us in this chapter has smaller distortion over a larger area.


Figure 2
Percentage distribution of scale distortions of conformal azimuthal projections in the Netherlands

The scale distortion of the minimax projection (for the process of calculation see chapter 2.1 ) is from $-5.1 \mathrm{~cm} / \mathrm{km}$ to $+5.1 \mathrm{~cm} / \mathrm{km}$. The RMS value of scale distortion according to Airy-Kavraiskii's variational criterion (7) is $2.9 \mathrm{~cm} / \mathrm{km}$.

The scale distortion of the variational projection (for the process of calculation see chapter 2.2) is from $-2.8 \mathrm{~cm} / \mathrm{km}$ to $+7.4 \mathrm{~cm} / \mathrm{km}$. The RMS value of scale distortion in the Netherlands according to Airy-Kavraiskii's variational criterion (7) is $2.0 \mathrm{~cm} / \mathrm{km}$.

The comparison of the aforementioned conformal projections of the territory of the Netherlands is shown in Table 2.

Table 2
Comparison of conformal projections of the Netherlands

| Cartographic projection | Scale distortion $[\mathrm{cm} / \mathrm{km}]$ |  | RMS value of scale <br> distortion $[\mathrm{cm} / \mathrm{km}]$ |
| :--- | :---: | :---: | :---: |
|  | from | to |  |
| Minimax | -5.1 | +5.1 | 2.0 |
| Variational | -2.8 | +7.4 | $\mathbf{5 . 6}$ |
| Conformal azimuthal | -9.0 | +10.0 | $\mathbf{4 . 5}$ |
| Optimized conformal <br> azimuthal | -6.8 | +12.1 |  |

### 4.3 Conformal Projections of Hungary

For the Hungarian civilian base maps the Uniform National Projection system (EOV) is currently used which is a conformal cylindrical projection in oblique position. The GRS 1967 reference ellipsoid is transformed into a sphere (17), which is transformed to a secant cylinder in oblique position. The scale distortion of the projection is from -7 to $+26 \mathrm{~cm} / \mathrm{km}$ [16] and the RMS value of scale distortion according to Airy-Kavraiskii's variational criterion (7) is $6.8 \mathrm{~cm} / \mathrm{km}$.

Hungary is situated on the reference sphere between cartographic parallels with latitudes $\underline{S_{\underline{S}}}=-1^{\circ} 23^{\prime} 47.6528^{\prime \prime}$ and $\underline{S}_{\underline{N}}=1^{\circ} 27^{\prime} 46.2515^{\prime \prime}$. We have designed a conformal cylindrical projection optimized by minimal RMS value of scale distortion using the method derived in chapter 3.3. The parameter $\underline{n}$ of this projection after dividing the country's territory to 20 segments is:

$$
\underline{n}=6379314.331 \mathrm{~m}
$$

Spherical cartographic latitude $\underline{S}_{0}$ of a preserved parallel can be calculated by (44) if $\underline{e}=0$ :
$m_{0}=\frac{n}{R \cos S_{0}}=1$
Then the scale distortion of the optimized projection is from -6.8 to $+25.1 \mathrm{~cm} / \mathrm{km}$ and the RMS value of scale distortion of the optimized cylindrical projection according to Airy-Kavraiskii's variational criterion (15) is $6.7 \mathrm{~cm} / \mathrm{km}$.

Figure 3 illustrates the percentage distribution of scale distortions of conformal cylindrical projections in Hungary. The dark bar represents the currently used conformal cylindrical projection (EOV), the light bar represents the optimized conformal cylindrical projection. The comparison showed that map projection used in Hungary (EOV) is the only currently used map projection with distortions nearby optimal.

The scale distortion of the minimax projection (for the process of calculation see chapter 2.1) is from $-10.3 \mathrm{~cm} / \mathrm{km}$ to $+10.3 \mathrm{~cm} / \mathrm{km}$. The RMS value of scale distortion according to Airy-Kavraiskii's variational criterion (7) is $5.4 \mathrm{~cm} / \mathrm{km}$.

The scale distortion of the variational projection (for the process of calculation see chapter 2.2) is from $-6.2 \mathrm{~cm} / \mathrm{km}$ to $+16.5 \mathrm{~cm} / \mathrm{km}$. The RMS value of scale distortion in Hungary according to Airy-Kavraiskii's variational criterion (7) is $4.1 \mathrm{~cm} / \mathrm{km}$.

The comparison of the aforementioned conformal projections of the territory of Hungary is shown in Table 3.


Figure 3
Percentage distribution of scale distortions of conformal cylindrical projections in Hungary

Table 3
Comparison of conformal projections of Hungary

| Cartographic projection | Scale distortion $[\mathrm{cm} / \mathrm{km}]$ |  | RMS value of scale <br> distortion $[\mathrm{cm} / \mathrm{km}]$ |
| :--- | :---: | :---: | :---: |
|  | from | to | 5.4 |
| Minimax | -10.3 | +10.3 | 4.1 |
| Variational | -6.2 | +16.5 | $\mathbf{6 . 8}$ |
| Conformal cylindrical (EOV) | -7.0 | +26.0 | $\mathbf{6 . 7}$ |
| Optimized conformal <br> cylindrical | -6.8 | +25.1 |  |

## Conclusions

The final statement, which is the optimal map projection, significantly depends on the given criteria. In terms of extremal distortions the application of the most appropriate group of projections (conic, azimuthal, cylindrical) according the geometrical characteristics of the territory is suitable. A non-standard approach, that minimizes the RMS distortion throughout the territory, optimizes the distribution of distortions of the projected territory. These claims were confirmed by the results demonstrated in tables 1-3. Using the RMS minimization is a good alternative especially for conic, azimuthal and cylindrical projections because these projections are more understandable for cartographic practice and the projections with optimized RMS distortion have smaller distortions over a larger area.
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#### Abstract

Inventory optimization in the supply chain is one of the most important goals in logistical business operations given the fact that optimized inventories directly impact the efficiency and profitability of the business. In the contemporary conditions of business processes, the goal of an enterprise's business operations reflects in the maximal reduction in the level of inventories, simultaneously retaining a certain level of services provided, in order for them to become and remain competitive in the market. Understanding the significance of inventories enables optimal uninterrupted business doing, for which reason exactly the ABC-XYZ method, as one of the ways to efficiently manage inventories, is used in this paper. Given the fact that there are limitations to the ABC classification, the limitation to one single criterion and the non-existence of a demand analysis at determining the needed inventories, the problem is overcome by the introduction of the XYZ classification. The merging of the mentioned classifications results in the integrated $A B C$ XYZ classification model, which can be used, on the basis of a multi-criteria and multidimensional approach, to classify inventories and make a proposal for their optimization.
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## 1 Introduction

The Globalization process sets new rules of the game for enterprises daily. The most important task of the management of an enterprise is to maximize a profit, and their achievement of such a goal in the contemporary conditions of business operations, is often faced with a large number of limitations. The key question that every enterprise poses and requires an answer to, is the question of how to become better and more successful than the competition. To be competitive in the market today is not a success, but rather question of survival, which is to a large extent is dependent on the enterprise's dilemma: Which inventory level is optimal, to enable profit maximization while keeping captured capital at as low a level as possible?

Inventory management represents a very important segment of the business conducted by modern enterprises and as such, it is crucial for the success of an enterprise's business operations. For that exact reason, it requires close monitoring, as well as, constant improvement in compliance with contemporary standards. The inventory level of the products that an enterprise has should be in accordance with the market needs, i.e. with the estimation of demand for a particular period. The goal of inventory management is to find the quantity of inventories of products that is sufficient to uninterruptedly meet the market requirements and reduce the costs incurred through inventories keeping.

The first step in the determination of the expected demand is the collection and organizing of pieces of information about the previous sale and goods movement through the supply chain. Sales enterprises have in their assortments a great number of articles, so there is a need for such articles to be classified and for establishing a system in which the movement of inventories will be recorded and monitored. Then, an inventory management methodology needs to be defined.

In this work, a methodology based on the periodical review and assessment of product inventories and the anticipation of demand are presented, and a proposal is made for the activities and pace of the fulfillment of inventories derived on the basis of the ABC-XYZ classification. The paper consists of the literature overview, the methodological part and a practical example as well.

The research subject is the analysis of the inventories of the Win Win Shop d.o.o. (limited liability Company) enterprise in the retail chain in the Serbian territory. The company does business in the territories of Bosnia and Herzegovina, Montenegro and Serbia. Currently, there are 101 retail shops in Serbia. The company's assortment offers a large selection of IT equipment, AV equipment, domestic appliances, small household gadgets, video surveillance devices, watches, jewelry, kids' toys, healthcare devices and many other devices. Win Win Shop's vision is to preserve and advance its position in the market. It aspires to improve its core activity, which implies the IT sector, as well as to take the position of a leader in other business niches for the other products in the offer.

Its fundamental goal is to give customers as much as possible for the invested money, while appreciating their time and loyalty. Win Win is a partner with the most famous world brands and producers, such as: HP (laptops, computers, servers, printers, monitors, toner cartridges...), Asus (laptops, netbooks, monitors, motherboard, graphical cards...), Acer (laptops, netbooks, tablets and monitors), Del (laptops and monitors), Toshiba (laptops and monitors), Lenovo (laptops), MSI (laptops, motherboards, graphical cards...), Fujitsu (laptops), Samsung HP (laptops, tablets, mobile phones, monitors, printers, toners...), ViewSonic (monitors and tablets), and many other.

The goal is to make the most favorable offer in all the segments of business doing, excellent prices, deferred payment in installments, a big choice, a wide offer of technical goods.

In accordance with the company's goals, each retail shop needs to keep a certain quantity of inventory, depending on the situation in the market. In order to achieve high profitability, quick adaptations to changes in the market and monitoring changes in the IT sector is what the company needs, reasoning it is necessary that the quantities of inventories should be as small as possible, simultaneously retaining a wide assortment. The considerations related to a reduction in costs are reflected in a reduction in the costs of the distribution and control of the products that make weak contributions to the sales results.

## 2 The Methodology

The analysis of inventories by means of the ABC classification is a widely used approach. The conventional ABC classification was developed at General Electric in the 1950s. The ABC analysis has been used in inventories management since the 1950s [1]. The traditional ABC ranking of products is conducted on the basis of only one criterion, and it is most frequently the annual usage (AU). In real time business operations, there is quite often a need to take into consideration some other criteria, too, for the defining of the importance and the quantities of the needed inventories of a product, so in a very short time the classical ABC classification was replaced with the multi-criteria ABC classification (multiple criteria inventory classification (MCIC)). The methods combining the known multi-criteria decision-making techniques with the ABC ranking were developed.

One of the known approaches is the application of the analytic hierarchical process (AHP) [2], and the application of the AHP in the inventories management integrated approaches [3]. Certain authors have developed the weighted linear optimization of inventories [4,5]. Ng suggested a model, named after the NGmodel, according to which, all criteria are translated into the scalar result of each element undergoing classification [6]. The extension of the NG-model presupposes that the effects of weights should be maintained until the final solution [7].

There is also an approach to the ABC classification that uses artificial neural networks (ANN) [8] and artificial-intelligence-based classification techniques [9]. The newer models that deal with the problem issues of the ABC classification introduce fuzzy logic so as to include criteria that are nominal, those depending on the preferences and experiences of the management, those whose implementation can be simple [10]. The two-dimensional ABC-XYZ [11, 12] and the multidimensional approaches ABC-XYZ-VED [13] have also been developed.

### 2.1 The ABC Classification

The significance of the ABC analysis is reflected in the fact that it enables the monitoring of inventories as well as the determination of potentially useful inventories and those that do not contribute to the goals but rather are costs and are a burden for the enterprise. The ABC classification enables inventories management at several levels, in compliance with their importance. Inventories are categorized into groups according to the Pareto principle, which is based on the observation that there are a small number of elements that dominate in the achievement of the achieved results in different situations.

The Pareto principle represents the rule of 80:20, which means that $20 \%$ of the sold articles contribute $80 \%$ to the sales results. The ABC analysis in combination with the Pareto rule enables the forming of three groups of products: usually, around $20 \%$ of the products that contribute $80 \%$ to the total value belong to Group A; into Group B, the products that contribute around $15 \%$ are classified; ultimately, Group C consists of the products whose contribution is about 5\%. This distribution is arbitrary, and the groups are defined in accordance with the enterprise's needs.


Figure 1
The example of the ABC curve
There are a few steps to follow in conducting an ABC analysis:

1) The selection of an eligible criterion. The criterion of choice usually depends on the purpose of the analysis. For example, the scrap rate is often used for quality control; the percentage (\%) of a market share is used for marketing research; the annual usage is to a large extent used for inventories management.
2) The collection and checking of required data. All collected data must be accurate and the units of measure must be consistent.
3) Making the necessary calculations. When inventories management is concerned, this includes:

The calculation of the annual usage, where:
$G V_{\mathrm{i}}=c_{\mathrm{i}} * x_{\mathrm{i}}$,
( $\mathrm{c}_{\mathrm{i}}-$ the unit price and $\mathrm{x}_{\mathrm{i}}$ - the volume of demand). The ranking of the elements is carried out in descending order according to the AU value. A calculation is also made of the cumulative value according to the AU, and their value in percentages.
4) The determination of the number of groups and the breakpoint for each of the groups, i.e. the rule of the classification for each group.
5) The classification of the elements into the groups on the basis of the set rule.
6) Adaptation in accordance with some other conditions [14].

The ABC method is very well-known for its simplicity, but the same is criticized for the fact that it uses only one criterion for classification. Ever since Flores and Whybark [15] suggested that more than one criterion should be perceived, this field has actively been researched in [16]. That the ABC analysis should encompass several criteria has been widely accepted.

The methodology used in this paper includes the three main steps after the identification of the relevant criteria. First, the weights of certain criteria should be determined; second, each element per each criterion should be assigned a value. If elements are measured by different units, the second step includes the repeated scaling on the scale from 0 to 1 , or 0 to 100 . The final step is the combining of the weight coefficients and the values of the elements per certain criteria and obtaining the total values of the weights as per each element.

This approach reveals each element of inventories per each criterion, after which different results are combined by using the weighted additive function. Many analysts use the framework provided by the Analytic Hierarchy Process (the AHP method) [17]. The AHP is used so as to compare the criteria with the aim to determine the weight coefficient of each criterion. A comparison of the pairs of a thousand elements by adhering to each criterion is an impossible task to do. Instead of that, alternatives are assessed according to each criterion by using weights. These weight coefficients are determined once and the same can be used as long as the criteria themselves or the treatment of the same by the management do not or does not, respectively, change. During the decision-making process, it will express the joint conclusion of multiple experts as to the optimal solution [18].

The result can be used in order to rank the elements according to different categories. First, the decision maker identifies all the criteria important for the given problem. Second, the criteria are arranged following a certain hierarchy.

Third, a series of the comparison of pairs transforms subjective estimations into a set of weight coefficients [2].

In the process of comparing in pairs, the value from an appropriate comparison scale from 1 to 9 is assigned as a result of the comparison of the two alternatives (or two criteria) with each other. After the matrix of the comparison in pairs is formed, the weights of the alternatives (or criteria) are calculated.

Table 1
Saaty's Evaluation Scale [19]

| Degree of <br> preference (aij) | Verbal Judgment | Description |
| :---: | :--- | :--- |
| 1 | Of the same significance | Two elements have identical significance with respect to <br> the goal. |
| 3 | Weak dominance | An experience or a judgment is slightly more in favor of <br> one element in comparison to another. |
| 5 | Strong dominance | An experience or a judgment is substantially more in <br> favor of one element in comparison to another. |
| 7 | Demonstrated dominance | The dominance of one element is confirmed in practice. |
| 9 | Absolute dominance | The dominance of the highest degree. |
| $2,4,6,8$ | Intermediate value | A compromise or a further classification is needed. |

The matrix A of the dimensions nxn is formed at the level of the criteria, in which there are the elements of $\mathrm{a}_{\mathrm{ii}}=1$ (the elements of the matrix on the main diagonal are units), and the elements of $\mathrm{a}_{\mathrm{j} i}$ are the reciprocal values of $\mathrm{a}_{\mathrm{ij}}, \mathrm{i} \neq \mathrm{j}, \mathrm{i}, \mathrm{j}=1,2, \ldots, \mathrm{n}$, Equation (2).
$A=\left[\begin{array}{cccc}a_{11} & a_{12} & \cdots & a_{1 n} \\ 1 / a_{12} & \cdots & \cdots & a_{2 n} \\ \vdots & \ddots & \ddots & \vdots \\ 1 / a_{1 n} & \cdots & \cdots & a_{n n}\end{array}\right]$
The coefficient weights for the given matrix of comparison are calculated according to the formula: $A \omega=\lambda_{\max } \omega$, where $\lambda_{\max }$ is the biggest eigenvalue of A and $\omega$ is the eigenvector corresponding to $\lambda_{\text {max }}$. Because of the features of the $A$ Matrix, it follows that $\lambda \max =n$, and the difference $\lambda \max -n$ is used in measuring the consistency of estimations. In the case of inconsistency, the closer $\lambda$ max is to $n$, the more consistent the estimation is.

The Consistency Index (CI) represents the measure of the deterioration of $n$ from $\lambda_{\text {max }}$, and can be represented by the following formula:
$C I=\frac{\lambda_{\max }-n}{n-1}$

By means of the Consistency Index, it is also possible to calculate the consistency ratio
$\mathrm{CR}=\mathrm{CI} / \mathrm{RI}$
Where, RI is the random consistency index. The CR value should be less than 0.1 , or otherwise the evaluation of the criteria is considered as inconsistent and the same should be repeated [20].

It is presumed that there are N elements, and that they should be classified into the A, B or C groups, depending on the classification according to the J criterion. Any one of the elements according to any one of the criteria is labeled with $\mathrm{x}_{\mathrm{ij}}$. There is a presumption that all the criteria are positively linked to the level of importance, i.e. the higher the value of the element per certain criterion, the bigger a chance for that element to be classified into Class A.

The proposed approach with weight coefficients is used in order to ensure that each element, as per several criteria, generates one result, called the optimal result of the element (5). The weight coefficients used for optimization are calculated as a group of coefficients whose total must equal 1 and which satisfy the conditions, Equations (6), (7) and (8) [4].

$$
\begin{align*}
& \max \quad S_{i}=\sum_{j=1}^{J} w_{i j} * x_{i j}  \tag{5}\\
& \Sigma_{j=1}^{J} w_{i j}=1,  \tag{6}\\
& w_{i j}-w_{i(j-1)} \geq 0, \quad j=1, \ldots,(J-1)  \tag{7}\\
& w_{m j j} \geq 0, j=1, \ldots, J \tag{8}
\end{align*}
$$

### 2.2 The XYZ Classification

The quantity of products in inventories in one sales enterprise should be in compliance with demand. The XYZ is used in those sales enterprises in which demand can dramatically vary from one to another of certain products. The XYZ analysis distributes the elements into the three groups, according to the characteristics of consumption. Group X consists of the products for which there is continuous demand, characterized by very slight oscillations, for which reason it is possible to forecast demand for this group with great accuracy; into Group Y, the products sold discontinuously, with fluctuations in demand, are classified, and forecasts for this group of products are of middle-degree accuracy; Group Z encompasses the products sold from time to time, and with big differences in the volume of demand, so the forecasting of demand is very difficult and with little accuracy [21].


Figure 2
The demand patterns of XYZ products [21]
In the XYZ analysis, ranking is conducted according to the demand variability criterion viewed against average demand. It is needed to determine the variation coefficient, which is calculated as the ratio of the standard deviation and average sales. The variation coefficient is a relative measure of the dispersion of the probability distribution.
$\sigma=\sqrt{\frac{1}{N} \sum_{i=1}^{N}\left(x_{i}-\bar{x}\right)^{2}}$
$C V=\frac{\sigma}{\pi}$
The next step is the defining of the product groups and their forming on the basis of the obtained calculations. The proposed division is: Group X from $0 \%$ to $10 \%$ for the products whose demand can accurately be estimated; Group Y from 10\% to $25 \%$ for the products whose demand can relatively accurately be predicted; Group Z from $25 \%$ to $\infty$ for the products whose demand can be predicted with very little precision [22]. As in the case of the ABC classification, ranks are arbitrary.

### 2.3 The Integrated ABC-XYZ Approach

The integrated ABC-XYZ approach is used to determine the activities for each of the defined groups of articles in a paired comparison matrix.

Group $\mathrm{A} / \mathrm{X}$ consists of those elements with a big share in the total value, continuous consumption and the great accuracy of the demand forecast. These products make it possible to precisely plan and order, so there is no need to keep large safety quantities of inventories.


Figure 3
The combined ABC and XYZ analyses [23]
Group A/Y includes the products with a big share in the total value, but their consumption is discontinuous and the precision of their forecasting is lower. This group of products should be dedicated adequate attention when planning is concerned, so as to achieve purchase prices at the lowest cost possible.

Group $\mathrm{A} / \mathrm{Z}$ consists of those products with a high share in the total value, but they are sold from time to time and demand for them can be forecasted with little accuracy. Inventories management is the most complicated within this group.

Group $\mathrm{B} / \mathrm{X}$ consists of the products with a middle share in the total value, continuous consumption, demand for which is forecasted with great accuracy. When this group of products is concerned, the dynamics of purchase should be determined, simultaneously with determining the smallest inventory levels.

Group $\mathrm{B} / \mathrm{Y}$ consists of the products with a middle share in the total value, discontinuous consumption and a middle-degree of accuracy for their forecasting demand.

Group C/X consists of the products with a small share in the total value, continuous consumption and the great accuracy of the forecasting of needs. These products should be ordered in accordance with the needs.

The products belonging to the groups $\mathrm{B} / \mathrm{Z}, \mathrm{C} / \mathrm{Y}$ and $\mathrm{C} / \mathrm{Z}$ have negligible impacts on an enterprise's business operations, so, they are purchased rarely and their planning is frequently neglected or left to suppliers in combination with some other product.

In general, the categories $\mathrm{AX}, \mathrm{BX}$ and AY can be said to qualify for just-in-time approaches, whereas efforts must be minimized for the items of low value with bad demand predictability, which are located in the CZ category. All the remaining material groups in between must be individually investigated.

The following table summarizes the characteristics of the nine different material classes after combining the ABC-Analysis with the XYZ-Analysis.

Table 2
Part Characteristics in the Combined ABC-XYZ-Matrix [24]

|  | A | B | C |
| :---: | :--- | :--- | :--- |
| $\mathbf{X}$ | high value, <br> high predictability <br> continuous demand | medium value, <br> high predictability <br> continuous demand | low value, <br> high predictability <br> continuous demand |
| $\mathbf{Y}$ | high value, <br> medium predictability <br> fluctuating demand | medium value, <br> medium predictability <br> fluctuating demand | low value, <br> medium predictability <br> fluctuating demand |
| $\mathbf{Z}$ | high value, <br> low predictability <br> irregular demand | medium value, <br> low predictability <br> irregular demand | low value, <br> low predictability <br> irregular demand |

In addition to that, different inventory strategies are also possible. The matching target inventory levels are shown in Table 3.

Table 3
Part Characteristics in the Combined ABC-XYZ-Matrix [25]

| Part Characteristics in the Combined ABC-XYZ-Matrix [25] |  |  |  |
| :--- | :--- | :--- | :--- |
|  | $\mathbf{A}$ | $\mathbf{B}$ | $\mathbf{C}$ |
| $\mathbf{X}$ | low inventory | low inventory | low inventory |
| $\mathbf{Y}$ | low inventory | medium inventory | high inventory |
| $\mathbf{Z}$ | medium inventory | medium inventory | high inventory |

In the continuation of the paper, we are going to demonstrate the application of the integrated ABC-XYZ approach on a practical example.

## 3 Empirical Study

The research was being conducted during the period of 12 months in the course of the year 2015, and the results were being collected on a monthly basis. In order to determine the optimal quantities of the products, the analysis was carried out as per product groups. The data analyzed in the paper relate to 44 articles from within the group of IT products consisting of Laptop/Notebook computers, and they consist of the price per unit of product and the realized monthly demand.

In order to include additional criteria in the classification as well, the data were collected about the delivery time (LT) from the supplier and the criticality (C) of certain articles. The criticality criterion is qualitative and is determined on the 3value scale: $0.1,0.5$ and 1 , where 0.1 represents the article which is not critical for the total offer of the enterprise and 1 is the article which is the key one for the enterprise's offer. The collected data and their transformed values are accounted for in Table 6 below.

For the ABC classification, the following parameters are set:

- Group A consists of the elements encompassing $0-80 \%$ of the obtained total value of the elements.
- Group B consists of the elements encompassing $80-95 \%$ of the obtained total value of the elements.
- Group C consists of the elements encompassing 95-100\% of the obtained total value of the elements.
For the XYZ classification, the following parameters are set [25]:
- Group X consists of the elements whose variation coefficient is less than 0.5 .
- Group Y consists of the elements whose variation coefficient is between 0.5 and 1.
- Group Z consists of the elements whose variation coefficient is bigger than 1.

Table 4
The initial data and their transformed values

| Item <br> No. | Total | Price (€) | Annual usage ( $€$ ) | Lead time (day) | Criticality | $\begin{array}{\|c\|} \hline \mathrm{AU} \\ \text { transformed } \end{array}$ | LT transformed | C transformed |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 8 | 810.18 € | 6,481.40€ | 15 | 0.5 | 0.01 | 1 | 0.44 |
| 2 | 42 | 416.58 € | 17,496.50 € | 15 | 1 | 0.05 | 1 | 1.00 |
| 3 | 53 | 441.58 € | 23,403.92 € | 15 | 0.5 | 0.07 | 1 | 0.44 |
| 4 | 134 | $333.25 €$ | 44,655.50 € | 7 | 1 | 0.14 | 0.2 | 1.00 |
| 5 | 18 | 391.58 € | 7,048.50 € | 7 | 0.5 | 0.01 | 0.2 | 0.44 |
| 6 | 7 | $433.25 €$ | 3,032.75 € | 7 | 0.5 | 0.00 | 0.2 | 0.44 |
| 7 | 69 | $365.75 €$ | 25,236.75 € | 5 | 1 | 0.08 | 0 | 1.00 |
| 8 | 28 | 407.58 € | 11,412.10 € | 5 | 1 | 0.03 | 0 | 1.00 |
| 9 | 59 | $332.32 €$ | 19,606.68€ | 5 | 1 | 0.06 | 0 | 1.00 |
| 10 | 33 | 366.65 € | 12,099.45 € | 5 | 1 | 0.03 | 0 | 1.00 |
| 11 | 68 | $333.25 €$ | 22,661.00 € | 5 | 1 | 0.07 | 0 | 1.00 |
| 12 | 25 | $333.25 €$ | 8,331.25€ | 5 | 0.1 | 0.02 | 0 | 0.00 |
| 13 | 9 | 879.53 € | 7,915.80 € | 7 | 1 | 0.02 | 0.2 | 1.00 |
| 14 | 5 | $842.50 €$ | 4,212.50 € | 7 | 0.5 | 0.00 | 0.2 | 0.44 |
| 15 | 4 | $861.02 €$ | 3,444.07€ | 7 | 0.5 | 0.00 | 0.2 | 0.44 |
| 16 | 67 | 349.92 € | 23,444.42 € | 5 | 0.1 | 0.07 | 0 | 0.00 |
| 17 | 21 | $346.20 €$ | 7,270.20€ | 5 | 0.1 | 0.02 | 0 | 0.00 |
| 18 | 37 | $313.80 €$ | 11,610.60 € | 5 | 0.1 | 0.03 | 0 | 0.00 |
| 19 | 409 | $566.58 €$ | 231,732.58€ | 5 | 1 | 0.78 | 0 | 1.00 |
| 20 | 30 | 374.92 € | 11,247.50 € | 5 | 0.1 | 0.03 | 0 | 0.00 |
| 21 | 23 | 458.25 € | 10,539.75 € | 5 | 1 | 0.03 | 0 | 1.00 |
| 22 | 12 | $578.61 €$ | 6,943.30 € | 7 | 0.5 | 0.01 | 0.2 | 0.44 |
| 23 | 7 | 1,203.61€ | 8,425.26 € | 15 | 0.5 | 0.02 | 1 | 0.44 |
| 24 | 6 | 1,374.92€ | 8,249.50 € | 15 | 0.1 | 0.02 | 1 | 0.00 |
| 25 | 6 | 849.92 € | 5,099.50 € | 15 | 0.1 | 0.01 | 1 | 0.00 |
| 26 | 5 | 1,268.43€ | 6,342.13€ | 15 | 0.1 | 0.01 | 1 | 0.00 |
| 27 | 3 | 1,833.24€ | 5,499.73€ | 15 | 0.5 | 0.01 | 1 | 0.44 |


| 28 | 3 | $2,040.82 €$ | $6,122.45 €$ | 15 | 0.5 | 0.01 | 1 | 0.44 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 29 | 10 | $541.58 €$ | $5,415.83 €$ | 7 | 0.1 | 0.01 | 0.2 | 0.00 |
| 30 | 5 | $722.13 €$ | $3,610.67 €$ | 7 | 0.1 | 0.00 | 0.2 | 0.00 |
| 31 | 4 | $1,879.62 €$ | $7,518.47 €$ | 7 | 0.1 | 0.02 | 0.2 | 0.00 |
| 32 | 12 | $1,374.92 €$ | $16,499.00 €$ | 7 | 0.5 | 0.05 | 0.2 | 0.44 |
| 33 | 8 | $1,933.25 €$ | $15,466.00 €$ | 7 | 0.5 | 0.04 | 0.2 | 0.44 |
| 34 | 5 | $1,366.58 €$ | $6,832.92 €$ | 7 | 0.5 | 0.01 | 0.2 | 0.44 |
| 35 | 2 | $1,412.42 €$ | $2,824.83 €$ | 7 | 0.1 | 0.00 | 0.2 | 0.00 |
| 36 | 155 | $308.25 €$ | $47,778.75 €$ | 5 | 1 | 0.15 | 0 | 1.00 |
| 37 | 186 | $308.25 €$ | $57,334.50 €$ | 5 | 1 | 0.19 | 0 | 1.00 |
| 38 | 823 | $308.25 €$ | $253,689.75 €$ | 5 | 1 | 0.86 | 0 | 1.00 |
| 39 | 144 | $333.25 €$ | $47,988.00 €$ | 5 | 1 | 0.15 | 0 | 1.00 |
| 40 | 118 | $341.58 €$ | $40,306.83 €$ | 5 | 0.5 | 0.13 | 0 | 0.44 |
| 41 | 1181 | $249.91 €$ | $295,141.74 €$ | 5 | 0.5 | 1.00 | 0 | 0.44 |
| 42 | 196 | $366.58 €$ | $71,850.33 €$ | 5 | 1 | 0.24 | 0 | 1.00 |
| 43 | 103 | $366.58 €$ | $37,758.08 €$ | 5 | 1 | 0.12 | 0 | 1.00 |
| 44 | 115 | $366.58 €$ | $42,157.08 €$ | 5 | 1 | 0.13 | 0 | 1.00 |

In order to determine the weights of the criteria, the AHP procedure was conducted, and according to it, the weight value of 0.387 was obtained for the AU criterion; the weight value of 0.169 was obtained for the Lead Time criterion, and for the Criticality criterion, that value was 0.443 . The score of each article and the group it belongs to according to the carried out ABC classification are presented in Table 5 below.

Table 5
The results of the ABC classification

| Item <br> No. | Total | Price $(€)$ | AU | LT | C | Score | Group |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 2 | 42 | $416.58 €$ | $17,496.50 €$ | 15 | 1 | 0.446 | A |
| 4 | 134 | $333.25 €$ | $44,655.50 €$ | 7 | 1 | 0.445 | A |
| 13 | 9 | $879.53 €$ | $7,915.80 €$ | 7 | 1 | 0.443 | A |
| 7 | 69 | $365.75 €$ | $25,236.75 €$ | 5 | 1 | 0.443 | A |
| 8 | 28 | $407.58 €$ | $11,412.10 €$ | 5 | 1 | 0.443 | A |
| 9 | 59 | $332.32 €$ | $19,606.68 €$ | 5 | 1 | 0.443 | A |
| 10 | 33 | $366.65 €$ | $12,099.45 €$ | 5 | 1 | 0.443 | A |
| 11 | 68 | $333.25 €$ | $22,661.00 €$ | 5 | 1 | 0.443 | A |
| 19 | 409 | $566.58 €$ | $231,732.58 €$ | 5 | 1 | 0.443 | A |
| 21 | 23 | $458.25 €$ | $10,539.75 €$ | 5 | 1 | 0.443 | A |
| 36 | 155 | $308.25 €$ | $47,778.75 €$ | 5 | 1 | 0.443 | A |
| 37 | 186 | $308.25 €$ | $57,334.50 €$ | 5 | 1 | 0.443 | A |
| 38 | 823 | $308.25 €$ | $253,689.75 €$ | 5 | 1 | 0.443 | A |
| 39 | 144 | $333.25 €$ | $47,988.00 €$ | 5 | 1 | 0.443 | A |


| 42 | 196 | 366.58 € | 71,850.33€ | 5 | 1 | 0.443 | A |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 43 | 103 | $366.58 €$ | 37,758.08€ | 5 | 1 | 0.443 | A |
| 44 | 115 | $366.58 €$ | 42,157.08 € | 5 | 1 | 0.443 | A |
| 3 | 53 | 441.58 € | 23,403.92€ | 15 | 0.5 | 0.201 | A |
| 23 | 7 | 1,203.61€ | 8,425.26 € | 15 | 0.5 | 0.198 | A |
| 1 | 8 | 810.18 € | 6,481.40€ | 15 | 0.5 | 0.198 | A |
| 28 | 3 | 2,040.82 € | 6,122.45€ | 15 | 0.5 | 0.198 | A |
| 32 | 12 | 1,374.92€ | 16,499.00 € | 7 | 0.5 | 0.198 | B |
| 27 | 3 | 1,833.24€ | 5,499.73€ | 15 | 0.5 | 0.197 | B |
| 33 | 8 | 1,933.25€ | 15,466.00 € | 7 | 0.5 | 0.197 | B |
| 5 | 18 | $391.58 €$ | 7,048.50 € | 7 | 0.5 | 0.197 | B |
| 22 | 12 | $578.61 €$ | 6,943.30€ | 7 | 0.5 | 0.197 | B |
| 34 | 5 | 1,366.58€ | 6,832.92 € | 7 | 0.5 | 0.197 | B |
| 14 | 5 | 842.50 € | 4,212.50€ | 7 | 0.5 | 0.197 | B |
| 15 | 4 | 861.02 € | 3,444.07€ | 7 | 0.5 | 0.197 | B |
| 6 | 7 | $433.25 €$ | 3,032.75 € | 7 | 0.5 | 0.197 | C |
| 40 | 118 | 341.58 € | 40,306.83€ | 5 | 0.5 | 0.197 | C |
| 41 | 1181 | $249.91 €$ | 295,141.74€ | 5 | 0.5 | 0.197 | C |
| 24 | 6 | 1,374.92 € | 8,249.50 € | 15 | 0.1 | 0.001 | C |
| 26 | 5 | 1,268.43€ | 6,342.13€ | 15 | 0.1 | 0.001 | C |
| 25 | 6 | 849.92 € | 5,099.50€ | 15 | 0.1 | 0.001 | C |
| 31 | 4 | 1,879.62 € | 7,518.47€ | 7 | 0.1 | 0.000 | C |
| 29 | 10 | 541.58 € | 5,415.83€ | 7 | 0.1 | 0.000 | C |
| 30 | 5 | $722.13 €$ | 3,610.67€ | 7 | 0.1 | 0.000 | C |
| 12 | 25 | $333.25 €$ | 8,331.25 € | 5 | 0.1 | 0.000 | C |
| 16 | 67 | $349.92 €$ | 23,444.42€ | 5 | 0.1 | 0.000 | C |
| 17 | 21 | $346.20 €$ | 7,270.20 € | 5 | 0.1 | 0.000 | C |
| 18 | 37 | $313.80 €$ | 11,610.60€ | 5 | 0.1 | 0.000 | C |
| 20 | 30 | $374.92 €$ | 11,247.50€ | 5 | 0.1 | 0.000 | C |
| 35 | 2 | 1,412.42 € | 2,824.83€ | 7 | 0.1 | 0.000 | C |

After the multi-criteria ABC classification, the groups were formed, in which Group A contains 21 articles, which accounts for $47.73 \%$ of the total number of the analyzed articles; Group B contains 8 articles and $18.18 \%$ of the total number of the articles; and Group C consists of 15 articles and accounts for $34.1 \%$.

While performing the XYZ analysis, the data needed are those about the monthly sales in the observed period. The arithmetic mean and the standard deviation for each one of the determined articles are calculated. Then, the variation coefficient is calculated, on the basis of which coefficient products undergo the classification into the groups $\mathrm{X}, \mathrm{Y}$ and Z , according to the set parameters and the results of the classification are displayed in Table 6 below.

Table 6
The results of the XYZ classification

| Item <br> No. | Arithmetic mean | Standard deviation | Variation coefficient | Group |
| :---: | :---: | :---: | :---: | :---: |
| 17 | 1.75 | 0.829 | 0.47 | X |
| 19 | 34.08 | 11.594 | 0.34 | X |
| 36 | 12.92 | 5.560 | 0.43 | X |
| 38 | 68.58 | 17.217 | 0.25 | X |
| 39 | 12.00 | 5.788 | 0.48 | X |
| 41 | 98.42 | 19.543 | 0.20 | X |
| 42 | 16.33 | 7.930 | 0.49 | X |
| 43 | 8.58 | 3.523 | 0.41 | X |
| 2 | 3.50 | 2.693 | 0.77 | Y |
| 4 | 11.17 | 7.548 | 0.68 | Y |
| 5 | 1.50 | 1.118 | 0.75 | Y |
| 7 | 5.75 | 5.182 | 0.90 | Y |
| 8 | 2.33 | 2.211 | 0.95 | Y |
| 9 | 4.92 | 4.406 | 0.90 | Y |
| 10 | 2.75 | 2.005 | 0.73 | Y |
| 11 | 5.67 | 4.230 | 0.75 | Y |
| 12 | 2.08 | 1.706 | 0.82 | Y |
| 21 | 1.92 | 1.498 | 0.78 | Y |
| 32 | 1.00 | 0.816 | 0.82 | Y |
| 37 | 15.50 | 8.865 | 0.57 | Y |
| 40 | 9.83 | 5.505 | 0.56 | Y |
| 44 | 9.58 | 6.251 | 0.65 | Y |
| 1 | 0.67 | 0.943 | 1.41 | Z |
| 3 | 4.42 | 4.591 | 1.04 | Z |
| 6 | 0.58 | 0.759 | 1.30 | Z |
| 13 | 0.75 | 1.090 | 1.45 | Z |
| 14 | 0.42 | 0.640 | 1.54 | Z |
| 15 | 0.33 | 0.624 | 1.87 | Z |
| 16 | 5.58 | 6.304 | 1.13 | Z |
| 18 | 3.08 | 3.328 | 1.08 | Z |
| 20 | 2.50 | 2.843 | 1.14 | Z |
| 22 | 1.00 | 1.080 | 1.08 | Z |
| 23 | 0.58 | 0.759 | 1.30 | Z |
| 24 | 0.50 | 0.645 | 1.29 | Z |
| 25 | 0.50 | 0.957 | 1.91 | Z |
| 26 | 0.42 | 0.640 | 1.54 | Z |
| 27 | 0.25 | 0.595 | 2.38 | Z |
| 28 | 0.25 | 0.433 | 1.73 | Z |


| 29 | 0.83 | 1.213 | 1.46 | Z |
| :---: | :---: | :---: | :---: | :---: |
| 30 | 0.42 | 0.493 | 1.18 | Z |
| 31 | 0.33 | 0.850 | 2.55 | Z |
| 33 | 0.67 | 1.929 | 2.89 | Z |
| 34 | 0.42 | 0.862 | 2.07 | Z |
| 35 | 0.17 | 0.373 | 2.24 |  |

After the XYZ analysis, which also introduces the level of demand in the consideration of the inventories, the three groups of articles are formed: the X group - to which the articles with high and relatively stable demand belong, and in which, in this case, there are 8 articles, which accounts for $18.18 \%$ of the total number of the analyzed articles; group Y - which is characterized by the articles following a particular trend of demand, namely the 14 such articles, accounting for $31.82 \%$ of the total number of the articles; and the C group, in which demand is irregular and unpredictable, with 22 articles, accounting for $50 \%$ of the total number of the analyzed articles.

Table 7
The result of the integrated ABC-XYZ analysis is given in the table

| Item No. | The score obtained through the ABC classification | Variation coefficient | ABC classification | XYZ classification |
| :---: | :---: | :---: | :---: | :---: |
| 19 | 0.443 | 0.340 | A | X |
| 36 | 0.443 | 0.430 | A | X |
| 38 | 0.443 | 0.251 | A | X |
| 39 | 0.443 | 0.482 | A | X |
| 42 | 0.443 | 0.486 | A | X |
| 43 | 0.443 | 0.410 | A | X |
| 2 | 0.446 | 0.769 | A | Y |
| 4 | 0.445 | 0.676 | A | Y |
| 7 | 0.443 | 0.901 | A | Y |
| 8 | 0.443 | 0.948 | A | Y |
| 9 | 0.443 | 0.896 | A | Y |
| 10 | 0.443 | 0.729 | A | Y |
| 11 | 0.443 | 0.746 | A | Y |
| 21 | 0.443 | 0.781 | A | Y |
| 37 | 0.443 | 0.572 | A | Y |
| 44 | 0.443 | 0.652 | A | Y |
| 1 | 0.198 | 1.414 | A | Z |
| 3 | 0.201 | 1.039 | A | Z |
| 13 | 0.443 | 1.453 | A | Z |
| 23 | 0.198 | 1.301 | A | Z |
| 28 | 0.198 | 1.732 | A | Z |


| 5 | 0.197 | 0.745 | B | Y |
| :---: | :---: | :---: | :---: | :---: |
| 32 | 0.198 | 0.816 | B | Y |
| 14 | 0.197 | 1.536 | B | Z |
| 15 | 0.197 | 1.871 | B | Z |
| 22 | 0.197 | 1.080 | B | Z |
| 27 | 0.197 | 2.380 | B | Z |
| 33 | 0.197 | 2.894 | B | Z |
| 34 | 0.197 | 2.069 | B | Z |
| 17 | 0.000 | 0.474 | C | X |
| 41 | 0.197 | 0.199 | C | X |
| 12 | 0.000 | 0.819 | C | Y |
| 40 | 0.197 | 0.560 | C | Y |
| 6 | 0.197 | 1.301 | C | Z |
| 16 | 0.000 | 1.129 | C | Z |
| 18 | 0.000 | 1.079 | C | Z |
| 20 | 0.000 | 1.137 | C | Z |
| 24 | 0.001 | 1.291 | C | Z |
| 25 | 0.001 | 1.915 | C | Z |
| 26 | 0.001 | 1.536 | C | Z |
| 29 | 0.000 | 1.456 | C | Z |
| 30 | 0.000 | 1.183 | C | Z |
| 31 | 0.000 | 2.550 | C | Z |
| 35 | 0.000 | 2.236 | C | Z |

The results of the integration of the ABC and XYZ classifications accounted for in Table 6 enable the formation of the 9 groups of products, where it is possible to suggest a special inventories management strategy with respect to each group.

Table 8
The division of the articles from the aspect of the multi-criteria ABC-XYZ analysis

|  | A | B | C |
| :---: | :---: | :---: | :---: |
| X | $19,36,38,39,42,43$ |  | 41,17 |
| Y | $2,4,7,8,9,10,11,21,37,44$ | 32,5 | 40,12 |
| Z | $13,3,23,1,28$ | $27,33,22,34,14,15$ | $6,24,26,25,31,29,30,16,18,20,35$ |

The results presented in the table show that Group AX contains 6 products, which account for $13.63 \%$ of the total number of the analyzed articles; Group AY consists of 10 products, accounting for $22.72 \%$; these two groups of products represent those products that are dedicated greatest attention to from the logistical point of view. There is constant and predictable demand for these products, and they have a high share in the total financial result of the enterprise. There is a need for the constant monitoring of these articles and for the establishment of such a system of purchase that will be continual, monitoring demand according to quantities.

The articles from the AZ group, namely the 5 articles found in the group, are those with a high yield because their unit price is high but demand for them appears from time to time. A proposal is made with respect to these articles that they should have minimal inventories depending on demand. The BY articles require the keeping for safety inventories. The BZ, CY and CZ groups require the least attention, so they can also be analyzed. Some articles can be declared as unneeded and they can be exempt from making further orders, whereas when the other articles are concerned, it is possible to form group orders so as to reduce the costs of purchase, simultaneously forming certain inventories in order to fulfill the requirements of demand.

## Conclusion

Our contemporary, competitive environment calls for efficiency in the circulation of goods from the supplier to the consumer, for all the segments of the supply chain. In order to achieve the targeted level of service towards consumers, it is necessary that inventories should be managed in a satisfactory and effective manner. In the search for a balance between these two contradictory goals, managers draw on various techniques, which, unfortunately, are often experiential.

Supply chain management is a process of an efficient integration of producer and supplier; and storeroom and buyer, in such a manner that produced goods are distributed in optimal quantities to reduce the costs of business operations, while simultaneously satisfying the buyer.

Inventories play an exceptionally big role in retail business enterprises. Losses from inventories, accounting for up to $1 \%$ of retail sales, are assessed as good, while in numerous retail shops the same can account for over $3 \%$ of sales. According to some research studies, leading enterprises in the retail field lose from $10 \%$ to $25 \%$ of their profits due to the inappropriate management of their inventories.

Today, inventory management is one of the most important tasks an enterprise is faced with, on a daily basis. The main goal of inventory management is to minimize the volume and the time of the engagement of working capital in inventories. Consequently, if inventories are treated in a poor manner, interruptions in production are possible, as well as, the loss of inventories due to being stored for too long. In order to avoid that loss, there are numerous systems and methods for inventory management, the ABC analysis being one of the most popular.

There are, however, limitations to the ABC analysis, which are overcome by introducing the XYZ analysis. The XYZ can be said to be a secondary analysis of inventories, which enables the following step in the inventories analysis - the application of the demand variability criterion in comparison with the average level of demand. A symbiosis of the two analyses results in the integrated model for the $\mathrm{ABC}-\mathrm{XYZ}$ for the classification and optimization of inventories. The
purpose of the application of this method is the establishment of the optimal inventory level, which is one of the key conditions for cost reductions within an enterprise.

The presented inventory analysis system, focused on Laptop/Notebook computers, is indicative of the practical application of the ABC-XYZ analysis. As we can see, the products that should be paid greater attention to, as well as, those that should be paid lesser attention to, in the purchase operation, have been identified. Moreover, we have also determined which products are not necessary in the product mix.

Given the fact that there are few significant possibilities for reducing costs in an Enterprise, the optimization of inventories represents one of the key ways for an Enterprise to be more profitable. The application of the ABC-XYZ analysis would improve the decision-making process in an enterprise, with respect to its inventories domain, which consequently contributes to a reduction in costs and assures, a better competitive position for an Enterprise.
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#### Abstract

This article describes the design of a new model IKMART, for classification of documents and their incorporation into categories based on the KMART architecture. The architecture consists of two networks that mutually cooperate through the interconnection of weights and the output matrix of the coded documents. The architecture retains required network features such as incremental learning without the need of descriptive and input/output fuzzy data, learning acceleration and classification of documents and a minimal number of user-defined parameters. The conducted experiments with real documents showed a more precise categorization of documents and higher classification performance in comparison to the classic KMART algorithm.
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## 1 Introduction

The number of various electronic documents grows enormously every day. It appears that it is necessary to search for new algorithms for their fast and reliable classification [1] [2]. New document classification algorithms contribute to this objective; however, descriptive data for classifiers are mostly not available. Therefore, fully controlled classification approaches are not entirely appropriate for broader deployment, for example on the web. Categorization approaches contained in algorithms of non-controlled learning appear to be more suitable for
broader deployment [3]. A wide application of neural networks based on the theory of adaptive resonance (ART) was found in document clustering and classification tasks. Some of the applications are briefly described in Section 2, more may be found, for example, in the works [4]-[9].

This work is organized into 6 sections. Section 2 generally deals with problems of category proliferation and methods of minimizing of their occurrence. In Section 3 , we present the types of ART networks based on fuzzy clustering, by which, it is possible to categorize overlapping data into more categories with various membership degrees. In Section 4, we present the learning algorithm of a KMART (Kondadadi \& Kozma Modified ART) network with the cluster creating principle. The core of the contribution is created by Sections 5 and 6. In Section 5, we propose a new model for the optimized algorithm KMART, called IKMART (Improved KMART), which enables to optimize the dilemma of stability/plasticity, increase the precision of categorization and influence the speed of categorization. In Section 6, we present results of experiments of the categorization of real text documents, which contextually overlap. The conclusion provides a brief summary.

## 2 The Category Proliferation Problem in ART Networks

The category proliferation problem, which was described in the works [10]-[14], often occurs in the categorization of documents using ART or ARTMAP networks. Category proliferation leads to the creation of a large number of categories, which mostly decrease the precision of categorization [10].

Category proliferation may occur due to various reasons such as noise [15], training with large datasets (overtraining) [16], or due to unsuitable setting of network parameters [17]. Another reason of the category proliferation occurrence, as stated in literature, may be a state when a network is trained with data of related content [16], [18]. For contextually related input documents there are various categories as well as their mutual intersections created by a network, thus, it is not easy to correctly generalize an input area of documents.

Various methods on how to deal with the category proliferation problem in Fuzzy ART and Fuzzy ARTMAP networks have been devised. More broadly, there are basically two kinds of methods for the minimization of category proliferation: (1) post-process methods, which are realized in networks after the completion of a training process. These methods are based on the cut rule [19], which removes redundant categories based on their frequency of use and precision, or (2) adjustment methods in construction of a learning algorithm in order to avoid a large number of categories even before they are created [20]. This method
includes modifications in the way of learning [21] and actualization of the network weight system [22], with the objective of decreasing category proliferation resulting from noisy inputs, as well as, Fuzzy ARTMAP variants, Distributed ARTMAP [23], Gaussian ARTMAP [23] and boosted ARTMAP [23].

Isawa [20] designed the improvement of a Fuzzy ART algorithm, called C-FART, based on the connection of overlapping categories in order to remove the category proliferation problem. An important feature of this approach is control of the threshold parameter $A T$ for individual categories and its change in the learning process. The parameter determines if categories merge or if they stay unmerged. In the work [10] there were suggested changes in the learning algorithm of a Fuzzy ARTMAP network, which enable a network to predict more than one class during classification. There was introduced a threshold value of activation, which enabled a network to create more than one prediction of a class when it was necessary, especially for patterns of overlapping areas between classes. A part of this algorithm is also the suppression of formation of small categories, which improved the categorization and predictive precision. Other features dealing with the category proliferation problem in ART networks can be found for example in literature [11], [21], [24], [25], which focus mostly on removing of the category proliferation problem in ARTMAP networks caused by noisy data. In the works [10], [14] authors deal with the creation of proliferation from the perspective of overlapping input data. In these works, data are categorized only into one winning category, which is unsuitable for text document processing applications, because in output categories there is removed the possible content context of documents with different categories.

For the correction of creation of new categories, there is a vigilance parameter $\rho$ used in most ART networks, however, its change has only little effect. This is notable especially on a set of synthetic documents. The greatest progress in this direction has been reached by Isawa [14], who introduced a threshold parameter $A T$ within a Fuzzy ART algorithm for similar categories and its change during the learning process. However, this approach does not guarantee complete stability (immutability) of categories; it only reduces several similar categories by connecting them.

## 3 Fuzzy Clustering and the Categorization by a Fuzzy ART Network

The literature overview stated in the previous section showed that none of the published works in the area of category proliferation problems solves fuzzy approaches enabling to categorize overlapping data into more categories with a varying membership degree. The stated works categorize data only into one winning category. For example, if there exists, a document that belongs to the
category of atheism as well as to the category of Christianity, it is expected to be classified into both categories with a certain membership degree, not only into a winning category. Therefore, there were further developed ART networks based on fuzzy clustering, which are suitable for binary and analogous input data. There have been methods published, which suggest various ways of fuzzy clustering such as a system of concept duplication [17] for an ART1 network, an IFART (Improved Fuzzy ART) system for a Fuzzy ART network [26], and a KMART system also for a fuzzy ART network [5]. Based on the stated methods, the KMART method appears to be the most suitable for the concept of fuzzy clustering in ART networks, because the method of concept duplication is demanding on computing memory and moreover, it implements an evidence parameter, which has large memory requirements at low values and at higher values a network starts to behave unstably [17]. An IFART network is based on the post-process method, which calculates the membership of data in clusters after their formation by a very difficult calculating process, because after the clustering process it has to go through all data (e.g. documents) in all clusters and calculate membership degrees of every data instance in all clusters based on cluster centers [26]. In a KMART network, a membership of documents in individual clusters is calculated directly in the learning algorithm. This approach to fuzzification is simple from the calculating and implementation perspective and it brings also further advantages such as reduction of user-defined input parameters [5]. Its learning algorithm with the description of cluster formation is stated in the following section.

## 4 Algorithm and the Description of Cluster Formation in a KMART Network

In the work [5], there was suggested a variation of the existing Fuzzy ART algorithm [27], so that it is possible to apply Fuzzy clustering. This system is called KMART according to its authors Kondadadi \& Kozma [3] and its steps are stated in Table 1.

The learning algorithm KAMART is based on a modified version of a fuzzy art network. Instead of choosing maximal similarity of a category and using the vigilance test for verification if a category is close enough to an input pattern, there can be controlled every category in the recognition layer by application of the vigilance test. If a category passes the vigilance test, then an input document is inserted into this particular category.

Measurement of similarity lies within the vigilance test that defines the membership degree of a given input sample, in an actual cluster. It enables a document to be in more clusters with a different membership degree. All prototypes that pass the vigilance test are actualized according to the learning rule
(4). This modification has two other advantages compared to a fuzzy ART network. Firstly, a fuzzy ART network is time consuming because it requires iterative browsing during searching for a winning category that satisfies the vigilance test. In the described modification, this searching is not necessary because every node in the recognition layer has already been controlled. This makes the model less difficult for calculation. Another advantage is that by eliminating the category choice step, we are avoiding the use of a choice parameter $\alpha$. This will reduce a number of user-defined parameters in the system. This modification does not violate the underlying principal of an ART network, i.e. to avoid the dilemma of stability and plasticity. KMART is still an incremental clustering algorithm and before learning a new input it controls the input and it learns an output pattern only if it corresponds to any of the stored patterns with a certain tolerance.

Table 1
Learning algorithm of a KMART (Kondadadi \& Kozma Modified ART) network

1. Load a new input vector (document) I containing binary or analogous components.

Let $\mathrm{I}:=$ [subsequent input vector]
2. Calculate membership degrees for all outputs $y(j)$ (it is a membership degree of a document in $j$ category) based on the relationship:
$y(j):=\frac{\left|I \wedge w_{j}\right|}{|I|}$,
Where, $\wedge$ is fuzzy AND operator, defined as: $(x \wedge y)=\min \left(x_{i}, y_{i}\right)$.
3. Match the calculated value $y(j)$ to the matrix map, on a place of actually processed category $j(j>1)$ and document $\operatorname{doc}(\operatorname{doc}>1)$ :
$\operatorname{map}(j, d o c):=y(j)$
4. Vigilance test: If $y(j) \geq \rho$, then go to the step 5 , otherwise go to the step 6 .
5. Actualize the winning neuron (learning rule):
$w_{j}^{(\text {new })}:=\beta\left(I \wedge w_{j}^{(o l d)}\right)+(1-\beta) w_{j}^{(\text {old })}$
6. Return: go to the step 2 , while $\leq$ max number of categories, otherwise go to the step 1. If there is no other vector (document) in order or $w^{(\text {new })}=w^{(\text {old })}$, then finish.

## 5 Proposal of a Modified Model of KMART Network for Fuzzy Clustering and the Categorization of Contextually-related Documents

It has been shown that by modification of the original Fuzzy ART neural network there can be reached the excellent results in the area of clustering and categorization of text documents [5], [7], [28]-[30]. One of the above described modifications, which enables fuzzy clustering is a KMART network [5]. There are also newer approaches to fuzzy clustering for ART networks [17], [26], however, these have serious deficiencies described in section 3. Therefore, our proposed modified model of a KMART network is based on the KMART network stated in the work [5]. The objective of the proposed modification is to remove the category proliferation problem caused by the influence of text documents overlapping in content, apply a fuzzy approach in the categorization of these documents and optimize features of the model - especially stability and plasticity of categories, the precision of categorization and computing speed - on real text documents. The model consists of two separate parts (see Figure 1): the fuzzy clustering part (KMART) and the fuzzy categorization part (modified KMART). These parts are interconnected by a mutual layer, which is created by matrixes of fuzzy categories and documents map and network weights $w_{i j}$.

The function of the fuzzy clustering part of the model, based on the KMART network, is designed to keep plasticity of categories. It means that a training set of text documents chosen by a user will suitably create or expand a number of categories. In the second run, one representative document is sufficient to add a new category. A representative document should ideally contain as much as possible common keywords with the categorized documents from the fuzzy categorization part, which should belong to this category. As both parts work with network weights $w_{i j}$ in both directions, i.e. for writing and reading, both arrows in Figure 1 are double-headed. Only output values of documents' membership degree in individual categories are recorded in the matrix of documents and categories map, thus the communication direction is single.


Figure 1
General view of the model architecture after connection of both parts

The function of the fuzzy categorization part is designed to maintain stability of the categories. As this part of the model is prevented from the possibility to create new categories, the absolute stability of categories even in case of contextually overlapping documents is assured, which contributes to solve the category proliferation problem. The fuzzy categorization part is based on the learning algorithm of a KMART network, and it is based on the following three adjustments of the original algorithm from Table 1.

After the calculation of membership degrees for all outputs $y(j):=\frac{\left|I \Lambda w_{j}\right|}{|I|}$ and their integration into the output matrix map, there is omitted the vigilance test $y(j) \geq \rho$, based on which it is decided if a new category will or will not be created. This step (step no. 4 from the algorithm in Table 1) was completely removed together with the difficult set up of the vigilance parameter $\rho$. The membership degree $y$ is calculated for all documents and categories based on the equation (5) (step no. 2 from the algorithm in Table 2). The creation of new categories was prevented by this adjustment. At the same time, there was cancelled the burden of creation of new categories (by omitting the increment of category calculation and adding new rows to the matrix map and weights $w_{i j}$ ).

The second adjustment lies in a partial removal of the step for the weight adaptation (learning rule) $w_{j}^{(\text {new })}:=\beta\left(I \wedge w_{j}^{(\text {old })}\right)+(1-\beta) w_{j}^{(o l d)}$. Removing of this step in the algorithm in Table 1 will not violate the precision of a set of synthetic documents or in a training set of real documents. In case of testing of a real document set, it is necessary to return this step back because the precision of categorization would be decreased. In case of removing of the weight adaptation there will also be removed the last user-defined parameter, which is the learning speed $\beta$.

The third adjustment of the algorithm assures its stability and resistance against its cycling. The KMART algorithm can reach a stable state in case of satisfying of the condition: $w^{(n e w)}=w^{(o l d)}$. It means that in the previous and current state there is no change of weights $(\Delta w=0)$.

It often happens in practice, that e.g. in case of wrong set up of parameters weighs will oscillate and the stability condition is not fulfilled ( $\Delta w>0$ ). The adjustment consists of removal of this condition. The algorithm ends when membership degrees for all incoming documents to all exiting categories are calculated.

Regarding the categorization part in Figure 1, the matrix of documents and categories map as well as the network weights $w_{i j}$ are shared also for the second categorization part of the model. Thus, the categorization part of the model is connected to a learned network through these two matrixes and it uses it for its processes. After the description of performed adjustments in the algorithm KMART, there is the new fuzzy categorization algorithm IKMART stated in Table 2.

Table 2
Steps of the new algorithm IKMART

1. Load a new input vector (document) I containing binary or analogous parts.

Let $\mathrm{I}:=$ [subsequent input vector].
If there is no document in order, go to the step 6.
2. Calculate membership degrees for all outputs $y(j)$ (it is a membership degree of a document to $j$ category) based on the relationship:
$y(j):=\frac{\left|I \wedge w_{j}\right|}{|I|}$,
where $\wedge$ is fuzzy operator AND, defined as: $(x \wedge y)=\min \left(x_{i}, y_{i}\right)$.
3. Match the calculated value $y(j)$ to the matrix map, on a place of the actually processed category $j(j>1)$ and document $\operatorname{doc}(\operatorname{doc}>1)$ :
$\operatorname{map}(j, d o c):=-y(j)$

Negative value $-y$ is a distinguishing feature in order to identify which algorithm calculated the given value in the mutual matrix map. Algorithm KMART uses positive values.
4. Weight adaptation $w_{j}$ :

$$
\begin{equation*}
w_{j}^{(\text {new })}:=\beta\left(I \wedge w_{j}^{(o l d)}\right)+(1-\beta) w_{j}^{(\text {old })} \tag{7}
\end{equation*}
$$

5. Return to the step 2 , until $j \leq \max$, where max stands for the maximum number of categories, otherwise go to the step 1.
6. The end of algorithm.

In the following, we present the behavior of the algorithm IKMART and results of the testing on a real situation with real text documents.

## 6 Experiments - The Categorization of Real Text Documents

The objective of the experiment is to verify if the proposed model reaches the required stability of categories and if there occurs an improvement of quality and
speed in comparison to the original KMART model also on real text documents, which are contextually overlapping.

Figure 2 schematically shows the overlapping of sets of individual documents. Based on Figure 2, we define two basic characteristics for the evaluation of categorization quality: Precision and Recall [31].


Figure 2
Relationship between the document sets
Precision $P$ can be defined based on the relationship:
$P=\frac{|R I|}{|I|}$,
where $|R I|$ is a number of retrieved relevant documents and $|I|$ is a number of all retrieved documents. Recall $R$ can be defined as a ratio of a number of retrieved relevant documents $(|R I|)$ the number of relevant documents $(|R|)$ :
$R=\frac{|R I|}{|R|}$
For the calculation of categorization quality there is usually used the so-called Fmeasure (or also F1 score). The F-measure is a value, which is a compromise between the precision $P$ and recall $R$ and it serves to overall evaluation of quality of the information processing model. It is expressed by the following relationship:
$F-$ measure $=2 \cdot \frac{P \cdot R}{P+R}$
Text documents are selected from the corpus 20 Newsgroups ${ }^{1}$. It is a corpus consisting of English texts from email discussion groups. The corpus in total contains 20 topics (categories) such as: sport, computers, religion, politics, science, electronics, medicine and so on.

The training matrix contains 500 selected pre-processed text documents from the corpus 20 Newsgroups, each with 118 terms. The documents are divided into five categories, in each of them there are $2 \times 50=100$ documents. In order to create more precise clusters, documents are duplicated ( 2 x repeated in every category).

[^0]Since the documents are for an algorithm without learning, this set does not contain information (description) to which categories should a given document belong. Therefore, it was necessary to repeat 50 documents for each category. Thus, there was reached more precise clustering of documents into categories. Otherwise the KMART network created an incorrect structure of categories. The training matrix of documents and terms is built by the method Term Frequency Inverse Document Frequency (TF-IDF). The input matrix contains the following categories: 1. Hockey, 2. Christianity, 3. PC hardware, 4. Atheism, 5. MAC hardware. The testing matrix contains 100 pre-processed documents from the same corpus as the training matrix, each with 118 terms. Documents are divided into two categories with 50 documents, while every document belongs to two categories at the same time. The testing matrix is again set up by the method TFIDF and it contains the following two different double combinations. The first combination is labeled as Windows (expected context with $3^{\text {rd }}$ and $5^{\text {th }}$ category from the training matrix) and the second one is the combination with the label Religion (expected context with $2^{\text {nd }}$ and $4^{\text {th }}$ category from the training matrix).

In the process of the experiment, the KMART network was firstly provided with the training set. The network created the structure of five categories within the clustering process (hockey, Christianity, PC hardware, Atheism, MAC hardware). The process was subsequently repeated in order to prove that the network had learned correctly. At the most optimal value of parameters $\rho=0.61$ and $\beta=1$ (determined experimentally), there was the maximum membership degree 0.927 reached for the training set (see Table. 3).

Table 3
Results of algorithms with the training set - real documents

| Algorithm and <br> input set | $\boldsymbol{\beta}$ | $\boldsymbol{\rho}$ | F-measure | CPU time <br> $[\mathbf{s}]$ | Number <br> of <br> iterations | Number of <br> created <br> categories |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| KMART TRAIN $^{\text {KMAR }}$ | 1 | 0.61 | 0.927 | 1.547 | 3 | 5 |
| KMART TRAIN $^{\text {KMA }}$ | 1 | 0.61 | 0.927 | 0.567 | 1 | 0 |
| Fuzzy Kat TRAIN <br> without weight adaptation | - | - | 0.927 | 0.524 | 1 | 0 |
| Fuzzy Kat TRAIN <br> with weight adaptaion | 1 | - | 0.335 | 0.551 | 1 | 0 |

The Fuzzy categorization algorithm IKMART was further modified in this experiment so that for reaching of a more precise categorization we applied also the step of weight adaptation (learning rule) according to the expression (7). Thus, there were created two versions of the fuzzy categorization algorithm IKMART: without the weight adaptation and with the weight adaptation. Experiments showed that in case of the training set there were reached significantly higher
values of a membership degree of documents in categories with the original version of the algorithm without the weight adaptation (see Table 3).

Table 4 shows the reached values of the quality of document categorization into categories and values of algorithm performance given by CPU times on the testing set of real documents. At the fuzzy categorization, there is monitored if a document reached the first highest membership degree ( $1^{\text {st }} \mathrm{HMD}$ ) in its category, i.e. if there is a document about hockey at the input of the KMART network it should reach $1^{\text {st }} \mathrm{HMD}$ in the cluster identified as the hockey category. If there is a document at the input of the network that has context with e.g. two already created categories, then there is the calculation of membership degrees monitored in both categories, i.e. $1^{\text {st }} \mathrm{HMD}$ and $2^{\text {nd }} \mathrm{HMD}$. Then there are calculated F-measures for these two categories ( $1^{\text {st }} \mathrm{HMD}$ and $2^{\text {nd }} \mathrm{HMD}$ ). Until now, the behavior of individual algorithms of the training set was monitored. The first part of the experiment finished here. Results are stated in Table 3. Subsequently, it was necessary to test the algorithm, with the testing set.

The experiment in the second part started from the beginning by repeated training of the KMART network by the training set and then all the algorithms were tested by the testing set with documents from new categories: Windows and Religion. It was proven that the use of the Fuzzy categorization algorithm with the weight adaptation reaches better values in all monitored parameters than the repeated use of the KMART algorithm. Unlike experiments with synthetic documents [32], this did not create any new category (which is correct) but both F-measures were lower than in the Fuzzy categorization algorithm with the weight adaptation and equal to or lower than in the Fuzzy categorization algorithm without the weight adaptation. It is caused by the incorrect document categorization, what is also shown in Figure 3. The CPU time was lower for both versions of the Fuzzy categorization algorithm, because the KMART network needed 2 iterations for stabilization. If there was the parameter $\beta<1$ in the KMART network, then saving of the CPU time in case of the Fuzzy categorization algorithm would be significantly higher.

Table 4
Results of algorithms with the training and testing set - real documents

| Algorithm and <br> input set | $\boldsymbol{\beta}$ | $\boldsymbol{\rho}$ | F- <br> measure <br> $\mathbf{1}^{\text {st }} \mathbf{H M D}$ | F- <br> measure <br> $\mathbf{2}^{\text {nd }} \mathbf{H M D}$ | Average <br> of $\mathbf{F}-$ <br> measures | CPU <br> time <br> $[\mathbf{s}]$ | Number <br> of <br> iterations | Number <br> of created <br> categories |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| KMART TRAIN $^{\text {KM }}$ | 1 | 0.61 | 0.927 | - | - | 1.475 | 3 | 5 |
| KMART $_{\text {TEST }}$ | 1 | 0.4 | 0.667 | 0.667 | 0.667 | 0.260 | 2 | 0 |
| Fuzzy Kat <br> weST <br> without weight adapataion | - | - | 0.830 | 0.667 | 0.749 | 0.110 | 1 | 0 |
| Fuzzy Kat TEST <br> with weight adaptation | 0.4 | - | $\mathbf{0 . 9 5 3}$ | $\mathbf{0 . 7 5 8}$ | $\mathbf{0 . 8 5 6}$ | $\mathbf{0 . 1 1 0}$ | 1 | 0 |



Figure 3
Graf of the document categorization from the testing matrix into categories by the Fuzzy categorizing algorithm with the weight adaptation

Figure 3 shows the behavior of the fuzzy categorization algorithm with the weight adaptation of the testing matrix. The graph illustrates the more concrete and precise progress of both membership degrees than it was in case of the KMART network. In case of documents belonging to both categories (Windows and Religion) from the testing matrix, there were correctly recognized both expected categories from the training matrix.

## Conclusions

This work is devoted to the issue of decreasing category proliferation, as an adverse effect occurring in a network of the ART type, which in the end decreases the precision of document categorization. The core of the contribution lies in the proposal of the new architecture of the ART network type, with the aim to minimize category proliferation and at the same time increase the category performance. In the article, there was proposed a model for an Improved KMART (IKMART) network consisting of a block of clustering, operated by the fuzzy clustering algorithm KMART and a block of fuzzy categorization operated by the developed categorization algorithm IKMART. These are interconnected with the matrix of documents and the matrix of fuzzy categories. The IKMART model was verified for the categorization of real overlapping contextually similar text documents. Results of the verification showed that the proposed model provides stability of categories and a better qualitative, as well as, performance values on a domain of real text documents belonging to more categories than the separate basic model KMART. It can be concluded that the proposed model contributed to solving of the category proliferation problem in ART networks, caused by content related documents, with more existing categories. Next proposed, is the model IKMART compared to the conventional fuzzy clustering model Fuzzy C-Means, alternatively, with further variations, such as, Gustafson-Kessel Fuzzy C-Means, or Kernel-based Fuzzy C-Means.
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#### Abstract

The paper presents numerical algorithms, post processing and validation steps for an automated cell tracking and cell lineage tree reconstruction from large-scale 3D+time two-photon laser scanning microscopy images of early stages of Zebrafish (Danio rerio) embryo development. The cell trajectories are extracted as centered paths inside segmented spatio-temporal tree structures representing cell movements and divisions. Such paths are found by using a suitably designed and computed constrained distance functions and by a backtracking in the steepest descent direction of a potential field based on a combination of these distance functions combination. Since the calculations are performed on big data, parallelization is required to speed up the processing. By careful choice and tuning of algorithm parameters we can adapt the calculations to the microscope images of vertebrae species. Then we can compare the results with ground truth data obtained by manual checking of cell links by biologists and measure the accuracy of our algorithm. Using an automatic validation process and visualization tool that can display ground truth data and our result simultaneously, along with the original 3D data, we can easily verify the correctness of the tracking.
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## 1 Introduction

With the recent research in biology and medicine the in vivo imaging of various organisms at cell level at very early stages of development without corrupting the cell integrity and normal evolution of the embryo is becoming possible thanks to the advancement of the modern microscopy techniques. Using two-photon laser scanning microscopy we can obtain long periods of the 3D+time images of an embryonic development with relatively short time step beginning just a few hours after the fertilization. By expression of the fluorescence protein trough the RNA injection at the one-cell stage we can obtain the labeling of cell nuclei and membranes
(Fig. 1). Thanks to the transparency for the laser scanning and thanks to the similarity with human cells in many aspects, this can be used to perform various analyses of the embryogenesis and the growth of organisms and the Zebrafish (Danio reio) embryogenesis is studied extensively. The results are used both in basic and applied biology and medicine research, e.g. in the anticancer drug design. To process such a large amount of data there is a need for efficient and parallel algorithms that will allow us to quickly process this data and obtain satisfying results.


Figure 1
Volume rendering of cell nuclei (top) and cell membrane (bottom) data from confocal microscope.

In this paper we focused on the cell tracking part of our algorithm, mainly on the efficient OpenMP parallel implementation of 4D Rouy-Tourin scheme with fixing [11] and on the detailed description of various post processing steps and result validation by comparison with ground truth data. These topics are not discussed in [7, 9].

The paper is organized as follows. In the section 2 we briefly describe the individual steps of our image processing workflow. In the next section, section 3, we present our approach to cell trajectories and lineage tree extraction and discuss the numerical approaches used in the tracking method and parameters that can be used to tune and improve the tracking results. In section 4 we discuss the parallelization of the distance function calculation. Then we discuss extraction of the cell trajectories and post processing of the results in section 5 . In the last section, section 6 , we discuss
the numerical experiments on real 3D+time image sequences of the early zebrafish embryogenesis and perform the automatic validation of the results by comparison with the ground truth data containing correct cell links in time verified manually by biologists and manual visual checking using our visualization tool.

## 2 Image processing workflow

Developing algorithms for the analysis of the embryogenesis images, we first start with the image filtering to reduce the noise in the original 3D images obtained from a two-photon laser microscope. For the filtering we are using a geodesic mean curvature flow method (GMCF) based on the nonlinear diffusion equation that was developed by Chen et al. in [1] and efficiently discretized by Kriva et al. in [2, 3]. We apply the filtering to the cell nuclei and membrane images and in this step we eliminate various small structures and noise which do not represent the cell nuclei or membrane structures. For the computation we are using a parallel MPI implementation of the algorithm and Red-Black SOR parallel solver.

In the next step we detect the cell nuclei identifiers using a level-set center detection method (LSCD) developed by Frolkovic et al. in [3, 4]. This model is based on the nonlinear advection-diffusion equation which is applied to the result of GMCF filtering. The basic assumption is that cell nuclei are represented by humps of relatively higher image intensity where the diameter of cell nuclei is rather large compared to the diameter of spurious inner cell structures. Thus applying a sufficient number of evolutionary steps of LSCD, the spurious structures are shrunk and smoothed but larger humps are still significant and we can look for the remaining local maxima in the volume representing the coordinates of the cell nuclei. The method is parallelized with MPI using Red-Black SOR parallel solver to solve the linear system. These cell nuclei coordinates will represent the basic input data for our segmentation and tracking algorithms.

Using the cell identifiers, we can move to the segmentations of inner cell structures, the cell nuclei. Here we use the generalized subjective surface equation (GSUBSURF) of advection-diffusion type developed by Sarti et al. in [3, 5, 6]. The cell identifiers are used as seeds for the segmentations.

With the cell nuclei coordinates from the LSCD and nuclei segmentations from GSUBSURF we came up with the idea of the construction of 4D segmentation that will sufficiently approximate the real cell shapes. The first approach was to use 3D ellipsoids with constant half-axes for all cells in all time steps to obtain some very rough approximation of cell nuclei and combine them to the 4D segmentation. Here we found that thanks to the imperfection of the input data a non negligible number of cell identifiers that should represent the cell nuclei were missing and the result of the tracking was many short disjointed trajectories. To improve the results, the next step was considering 4D ellipsoids constructed also in the time dimension. Using such time overlapping we were able to achieve connected trajectories (close gaps) even in cases when the cell nuclei are missing in single time step [7, 8]. We improved the approximation of cell nuclei by using the diameters of 4D ellipsoid
from performed segmentations of each single cell in the whole dataset so each 4D ellipsoid is unique and is approximating the corresponding cell. By shrinking or enlarging this diameter one can further refine the quality of the tracking results. Calculating suitable designed distance functions inside the 4D segmentation and using their combination to construct a potential field, we can extract cell trajectories representing their spatio-temporal movement during the embryogenesis. Here we can use a special weighted combination of the distance functions during the potential field construction to further improve the tracking results [9].

There are also developed other approaches to the problem of cell tracking. In [10] Amat et al. are using the methods based on sequential Bayesian approach with Gaussian mixture models are used. In [3] there has been presented a method to build the cell lineage tree for the complex stages of Zebrafish embryo development based on stochastic simulated annealing minimization of a heuristic energy functional.

## 3 Cell tracking

Our method is composed of five basic steps:

- Construction of a 4D segmentation yielding the 4 D spatio-temporal tree structure
- Computation of constrained 4D distance functions inside this 4D segmentation and designing of a proper combination of them in order to built a potential field for tracking
- Extraction of cell trajectories using the steepest descent direction of the potential field
- Centering the extracted trajectories inside the 4D spatio-temporal trees in order to eliminate duplicates
- Construction of the cell lineage tree by detecting trajectories which merge together when going backward in time indicating mitosis and thus a branching node of the lineage tree


### 3.1 4D segmentations

4D segmentation is a spatio-temporal structure which approximates the space-time movement of cell nuclei. According to Zanella et al. in $[6,12]$ the shape of cell nuclei during zebrafish embryogenesis is reasonably approximated by spheres or ellipsoids. Thus, in order to construct 4D segmentation we use cell identifiers detected in all time steps, $s_{m}^{l}, m=1, \ldots, n_{C}^{l}, l=1, \ldots, N_{\theta}$ ( $m$ denotes cell identifier index at time step $l$ and $N_{\theta}$ is the number of time steps) by LSCD method from [4] and create 4D ellipsoids around all these points. To determine halfaxes of the ellipsoids we use real cell nuclei segmentations obtained using the generalized subjective surface (GSUBSURF) method [6,12] paired with cell coordinates from the


Figure 2
Projection of the 4D segmentation to one time step. For each cell identifier we can see the central sphere (inside the red circle) surrounded by the overlaps of the sphere from the previous time step (inside the green circle) and from the next time step (inside the blue circle). Three further parts of 4D segmentation are shown as well.
cell detection step. We calculate the volume of the real segmented nucleus and compute the radius of a sphere with the same volume. This radius is then used as spatial half-axes for the constructed ellipsoid. Here, we also introduce a parameter $S$ representing shrinking of the half-axes (if $S<0$ ) or expanding of them (if $S>0$ ). A slight shrinking of the real radius is used later in the tracking algorithm since it helps to have a spatially non-overlapping tubular structure representing the cell movement. This parameter is tuned by comparison of the tracking with ground truth data and its optimal choice can improve the quality of tracking results. In temporal direction we are using halfaxis equal to $d \theta$ corresponding to the image acquisition interval (Fig. 2). The nonzero temporal halfaxis is important due to the time overlap which we create and thus we improve connectivity of 4D spatio-temporal tree structures. Thanks to the time overlap we interconnect branches of the 4D spatio-temporal tree where a cell center was not detected in one frame but it was detected in two neighboring frames and thus we correct false negative errors of the cell center detection algorithm.

### 3.2 Computing 4D distance functions and building the potential field

Our 4D segmentation containing 4D spatio-temporal tree structures can be represented by a 4D piecewise constant function, with some BIG, a sufficiently large number greater than maximum distance in the data (e.g. $B I G=10^{4}$ ), value outside of the segmentation and with zero value inside it. Using this information, we compute two types of distance functions inside the 4 D spatio-temporal tree structures. We call them constrained because all the calculations are constrained by the boundaries of the 4D segmentation. Due to that fact, the computed distances between 4D points of the 3D+time image sequence are not the standard Euclidean distances in $R^{4}$ but they represent minimal Euclidean paths between the points inside the 4D segmentation.

The first type of distance function will be denoted by $D_{L}\left(x_{1}, x_{2}, x_{3}, \theta\right)$. It is calculated gradually inside all simply connected regions, starting from cell centers in the lowest possible time step $\theta$. After the calculation is completed in all regions reachable from these cell centers, we fix the computed values and continue the calculation from centers in the next time step but only in regions where the values are not yet fixed. Using this approach we calculate the distance function $D_{L}\left(x_{1}, x_{2}, x_{3}, \theta\right)$ inside the whole 4 D segmentation. At the end all doxels inside the 4 D segmentation contain the value of the distance to the farthest (backwardly in time) cell identifier to which it is continuously connected. The second type of distance function, $D_{B}\left(x_{1}, x_{2}, x_{3}, \theta\right)$, represents the distance of any inner point of the 4 D segmentation to the boundary of the 4 D segmentation. Again, $D_{B}\left(x_{1}, x_{2}, x_{3}, \theta\right)=0$ for all $\left(x_{1}, x_{2}, x_{3}, \theta\right)$ outside of the 4 D segmentation.

Based on these facts we build the new potential field
$V\left(x_{1}, x_{2}, x_{3}, \theta\right)=D_{L}\left(x_{1}, x_{2}, x_{3}, \theta\right)-\alpha D_{B}\left(x_{1}, x_{2}, x_{3}, \theta\right)$,
which is used for the extraction of cell trajectories. The parameter $\alpha>0$ is used to adjust the weight of $D_{B}$ function to tune and improve tracking results.

Both distance functions $D_{L}\left(x_{1}, x_{2}, x_{3}, \theta\right)$ and $D_{B}\left(x_{1}, x_{2}, x_{3}, \theta\right)$ are computed numerically on the doxel structure of the 3D+time image sequence using the Rouy-Tourin scheme [13]. We numerically solve the time relaxed Eikonal equation, which has the following form
$d_{t}+|\nabla d|=1$
for the unknown function $d\left(x_{1}, x_{2}, x_{3}, \theta, t\right)$. Here we solve a spatially 4D problem, so $\nabla d$ is the 4 D gradient of the function $d$, i.e. the vector of partial derivatives with respect to $x_{1}, x_{2}, x_{3}$ and $\theta$ variables. For discretization of the equation (2) we use the spatially 4D Rouy-Tourin scheme.

We identify here the 4D doxels with finite volumes $V_{i j k l}$ having four indices. Without losing generality, we rescale the time step $d \theta$ to be equal to $d x_{1}=d x_{2}=d x_{3}$ and denote their common value by $h_{D}$ (standardly we set $h_{D}=1$ ). Let $d_{i j k l}^{n}$ denote the approximate value of solution $d$ in the barycenter of $V_{i j k l}$ in a discrete step $t^{n}=n \tau_{D}$ where $\tau_{D}$ is the length of step discretizing $t$ variable. Then, for every $V_{i j k l}$ we define the index set $N_{i j k l}$ of all $(p, q, r, s)$ such that $p, q, r, s \in\{-1,0,1\}$, $|p|+|q|+|r|+|s|=1$. In order to build the scheme for any $(p, q, r, s) \in N_{i j k l}$, we define
$D_{i j k l}^{p q r s}=\left(\min \left(d_{i+p, j+q, k+r, l+s}^{n-1}-d_{i j k l}^{n-1}, 0\right)\right)^{2}$
and then also

$$
\begin{equation*}
M_{i j k l}^{p q r s}=\max \left(D_{i j k l}^{-p,-q,-r,-s}, D_{i j k l}^{p, q, r, s}\right) . \tag{4}
\end{equation*}
$$

Using this notations, the 4D Rouy-Tourin scheme for solving equation (2) has the following form
$d_{i j k l}^{n}=d_{i j k l}^{n-1}+\tau_{D}-\frac{\tau_{D}}{h_{D}} \sqrt{M_{i j k l}^{1000}+M_{i j k l}^{0100}+M_{i j k l}^{0010}+M_{i j k l}^{0001}}$.

Since the scheme produces monotonically increasing updates that are gradually approaching a steady state, we can implement (5) in a computationally efficient way [11]. Let us consider the index set $I$ of all indices $(i, j, k, l)$ and the set $\mathscr{F}^{n}$ that contains the indices $(i, j, k, l) \in I$ of the finite volumes where the steady state has been already approximately reached, i.e. $\left|d_{i j k l}^{n}-d_{i j k l}^{n-1}\right|<\varepsilon$, where $\varepsilon$ is some chosen small threshold value. The basic principle is that we perform all computations only in the finite volumes that have not yet reached the steady state. The number of these finite volumes and the computational time needed to complete one time step of the procedure gradually decrease until the values in all cells are fixed. The method is given by Algorithm 1:
$\checkmark$ Do while $\mathscr{F}^{n} \neq I$
$\checkmark$ Do for all $(i, j, k, l) \in I$
$\checkmark$ if $(i, j, k, l) \in \mathscr{F}^{n}$ then continue $\checkmark$ else
$\checkmark$ update $d_{i j k l}^{n}$ using (5)
$\checkmark$ if $\left|d_{i j k l}^{n}-d_{i j k l}^{n-1}\right|<\varepsilon$ then $\mathscr{F}^{n}=\mathscr{F}^{n} \cup\{(i, j, k, l)\}$
$\checkmark n=n+1$

## 4 OpenMP parallel implementation of 4D Rouy-Tourin scheme

The two main standards for parallel programing are MPI - Message Passing Interface [14] and OpenMP - Open Multi-Processing [15]. With the MPI, the parallel calculation runs in multiple independent processes, so this standard is suitable for systems with distributed memory. Here the processes communicate using MPI subroutines to exchange data using some communication media (e.g. local network or high speed interconnect). The disadvantage is that this communication always includes some overhead. On the other hand, OpenMP runs the calculation in single process with multiple parallel threads. Each thread has access to shared portion of the memory, so the communication tends to be fast with minimal overhead. The disadvantage is that this approach cannot be used on systems with distributed memory. When dealing with 4D data and 4D computations by using MPI parallelization, we would need to send large amount of data during interprocess communication. E.g., we would need around 120 MB of data to send and receive between each neighboring parallel processes during each time step of distance function calculation. So, we decided to use OpenMP for parallelization, which is faster in this case. The drawback of this approach is that we need to run the calculation on single shared memory computer and we are limited by the amount of the available memory of such a server. For example, for a 320 time step dataset with $512 \times 512 \times 120$ voxels 3D volumes we need roughly 128GB of shared memory. Since current generation HPC servers have 256 GB or more of shared memory at disposal, OpenMP approach is applicable. In comparison, with MPI approach in standard cluster configuration,
where all internode communication is going through 1Gbit network, it spent 2 seconds on the communication part, when running on two servers. The total time of calculation of a single Rouy-Tourin time step took 5-7 seconds, depending on the number of already fixed points. We can see that the communication part is significant, contributing $30 \%$ of the single time step execution. When running on a single server, so the communication does not need to go through network, it took 1 second, which is still a measurable difference. In OpenMP version there is no communication needed.

Using OpenMP directives we were able to parallelize most parts of the whole calculation by dividing the data in the time dimension and doing the calculations on the data in parallel. Since the distance function is calculated in an explicit manner using only the data form previous time step, no communication is needed. The only parts that remain serial are reading of the input data and writing of the results, since these parts are limited by the speed of disk drives and there is no sense on parallelizing them.

On standard multiprocessor servers, the global memory space is divided into separate units, so-called NUMA nodes, where each processor has fast access to a local NUMA node, but slow access to other NUMA nodes. E.g. each NUMA node could contain 32 GB of memory, which equals 256 GB of total memory with 8 processors. Since in our calculations we need 128 GB of memory, even a serial code can use the memory from multiple nodes. In this case, it is more efficient to use $n u$ mactl utility to set node memory interleaving policy, when the memory is allocated from all nodes in a round-robin fashion. Since the other CPUs are not under load and the memory access is evenly distributed between nodes, the performance hit is lower than if the program uses memory only from certain nodes. In Fig. 3 we can see memory distribution when running serial calculation using default settings and when using node memory interleaving set with numactl utility. Using the memory interleaving, the memory usage is equal across all nodes, while with default settings, only memory from nodes $1,2,3,5$ and 7 is used. In this test, the second distance function $D_{B}$ calculation took 752 seconds with default settings and 558 seconds with memory interleaving, which is more than $25 \%$ faster.

Using the parallel processing, it is important to bind an individual parallel process or in our case, thread, to a single NUMA node, or processor core. Thus, when the thread allocates some local memory, it does not happen that the process scheduler switches the thread to a different CPU where the thread does not have any data in local memory. When the thread is bound to a certain CPU, it will run on this CPU for its whole lifetime. For CPU binding with OpenMP programming we can use the environment variable OMP_PROC_BIND. If it is set to TRUE, then the individual threads will be bound to single CPU cores in a sequential manner. This is not optimal, because when we want to run e.g. only 4 parallel threads, they will be bound to the first four cores of the first CPU, so they will all run on a single NUMA node and have to share a single memory access. The optimal would be a binding to NUMA nodes in round-robin fashion. To use this type of binding, we can use GOMP_CPU_AFFINITY environment variable that is not in the OpenMP standard, but is an extension of GCC compiler. Setting this variable to " 04812 " will bind the


Figure 3
on top, node memory usage with default settings, memory is used only on certain nodes, on bottom, node memory is used evenly with memory interleaving.
first thread to CPU core 0 , second to 4 etc. and each thread will run on single NUMA node with dedicated memory controller and the combined memory bandwidth will be 4 -times wider than in the previous case. In our test, with calculation running in parallel on the first four CPU cores on a single NUMA node, the calculation of $D_{B}$ took 362 seconds, when running on first cores of four NUMA nodes the calculation took only 143 seconds, which is more than twice as fast.

When running the calculation in 32 parallel threads without any binding, it took 57 seconds and with binding it took 32 seconds which is again nearly twice as fast. Without the binding, the parallel threads are switched between CPUs and NUMA nodes by the operating system process scheduler. The node memory usage of parallel calculation with and without binding can be seen in Fig. 4.

Since the OpenMP program runs as a single process with multiple threads in a single shared memory space, we can use a special programming technique which utilizes the so-called lazy allocation feature of Linux kernel where the physical memory is actually allocated only after writing in it. In the program for computation of the distance function we allocate one large array using single call of the malloc() function which allocates only virtual memory in Linux and no physical memory is used. Then we write zeroes into this array in a parallel for cycle and only then the real physical memory is allocated. Since we use static OpenMP scheduling, each parallel thread will allocate memory on node on which it is actually running and then in all subsequent parallel cycles, the thread will always get the same part of the calculation and will use only local memory allocated in the first parallel cycle.


Figure 4
on top, node memory usage without thread binding is uneven, on bottom memory usage with thread binding and optimal allocation, each thread is accessing only the local memory and the calculation is faster.

With this approach we achieve optimal uniform NUMA node memory usage even without memory interleaving and combining with thread binding the threads are mainly using the local node memory and accesses to memory on other nodes are minimized.

The speed-up of the parallel calculation when running multiple threads can be seen in Table 1. Because with more threads we can use local memory optimally, the speed-up is more than double in some cases.

Table 1
Parallel speed-up of the calculation with increasing number of threads.

| Threads | 1 | 2 | 4 | 8 | 16 | 32 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Time (s) | 752 | 324 | 143 | 73 | 43 | 32 |
| Speedup | - | 2.32 | 5.26 | 10.30 | 17.49 | 23.5 |

The total speed-up of parallel computation running in 32 parallel threads compared to serial code is 23.5 times.

## 5 Extraction of the cell trajectories

The cell trajectory is represented by a series of points in space-time (discrete spatiotemporal curve) for which we prescribe the condition that there exists exactly one point in every time step $l=N_{b}, \ldots, N_{e}, 1 \leq N_{b}<N_{e} \leq N_{\theta}$. The extraction of cell trajectories is realized in two steps

- at first, we use backtracking in time by the steepest descent direction of the potential $V$ built in (1) starting from all cell identifiers $s_{m}^{l}, m=1, \ldots, n_{C}^{l}$, detected in all time steps $l=2, \ldots, N_{\theta}$, recursively moving to the nearest points with strictly lower value of the potential,
- then we center all the extracted trajectories inside the 4D spatio-temporal trees by using the constrained distance function $D_{B}$ in order to eliminate duplicates.

For the trajectories extraction we are again using the OpenMP parallelization and extracting each trajectory in parallel. In this case, we are using the numactl utility to set the memory interleaving policy, because during the backtracking we can move through the whole dataset and we cannot predict the parts of memory through which the trajectory will move. It is noteworthy that the longest part of this process is the writing of the results to disk which cannot be parallelized. The parallel backtracking and centering part lasts around 5 minutes and the writing part lasts 10 minutes.

The trajectories are stored in a text file with the following format:

- Each trajectory is defined by 1 line header containing a unique ID and the trajectory length
--trajectory: 3632944 length: 28
- Then there are exactly length lines with coordinates in time and space representing the trajectory points

| 184 | 393 | 90 | 452 |
| :--- | :--- | :--- | :--- |
| 184 | 393 | 91 | 453 |
| 184 | 393 | 90 | 454 |
| 184 | 392 | 90 | 455 |
| 184 | 392 | 90 | 456 |

### 5.1 Post processing of the extracted trajectories and cell lineage tree reconstruction

To fully reconstruct the cell lineage tree, we need to do further post processing on the trajectory extraction result. We have to eliminate duplicate points when two trajectories merge and continue backwards in time together and indicate mitosis on the merged trajectory. In the post processing step we also improve the results by reconnecting still disjointed trajectories and fix mitoses of more than two cells joining in the same time. Our post processing software is written in C\# language and it can be easily run in multiplatform environment using .NET Framework in the Windows family of operating systems or mono in unix systems without recompilation.

Let us consider a mother cell which is going to divide at time step $l$, i.e. at time step $l+1$ it has two descendants and in later times maybe more due to further divisions. Without losing generality, let the number of descendant of this cell in the whole image sequence be $N_{d}=2^{m}$. Up to time $l$ the life of the cell is represented by exactly $N_{d}$ trajectories which are, however, until time $l$ composed by the same spatio-temporal points. From the time $l+1$, the half of trajectories differs from the second half, but every half is again composed by the same points until the next division. The representation of cell life by the multiple trajectories which are partially the same does not cause any problem in visualization and/or reconstruction of a single cell or cell population movements and divisions. However, the reduction of the equal multiple parts of trajectories is necessary for the reconstruction of the cell lineage tree and is explained below.

The cell lineage tree is stored in a structure with a specific format. For each node of the cell lineage tree we store the spatio-temporal coordinates of the corresponding point, its unique global ID and the global ID of its mother in the extracted trajectory. In case of the first point of the trajectory, the mother ID is set to zero. To fill in the lineage tree structure, we subsequently take all points of the extracted trajectories, starting with the longest trajectories, and add subsequently the node representation of those points to the structure. For every trajectory we start by the first point and check whether the node corresponding to this point already exists in the structure. If it exists, it means that we have already added a trajectory which has some part equal to the current one. And also that there exists a later time after which the trajectories differ. We skip all equal points which are already represented as nodes in the lineage tree structure. Only the first different point of the current trajectory is added to the structure, together with the mother ID of the last equal point from the previously added trajectory. Using such approach we obtain the whole cell lineage tree where each node exists only once and the nodes are logically linked together in the same manner as it is in the real cell mother-daughter relation.

The lineage tree is then stored in a file with the following format

```
100007;8;44;-72;28;0;0;-1;-65536
100008;9;-83;19;32;0;0;-1;-1
100009;9;-36;2;39;1;0;-1;-16776961
100010;25;-79;18;33;1;9;-1;-1
```

where each point has global ID, local ID, three coordinates in space and one coordinate in time, local ID of the mother point and two optional parameters. In our case, the first -1 represents that the point was not validated and the last number represents the color of the point in ARGB format for visualization purposes. In this example we can see that the point with the global ID 100008 in time 0 is the mother point of the point with the global ID 100010 in time 1 since they are related using their local ID's. When the local ID of the mother equals 0 , then the point has no mother and represents the starting point of the trajectory.

Now if we had perfect data, no further post processing would be needed. Since the real data are noisy and further errors can be introduced by wrong center detection, segmentation and near trajectory overlapping in space, we need to do additional steps to improve the results and try to fix errors. The most common errors are points where there are more than two trajectories merging and where the trajectories are disjointed because the corresponding connecting center in single time-step is missing and the time overlap in segmentation is insufficient.

For each point we calculate its movement direction using the central difference between the next and previous point of the trajectory, the average movement direction by averaging the movement direction using three points forward and backward and the average direction with respect to the points from the surrounding trajectories by averaging the direction with points in the near vicinity given by a fixed threshold. Now we can move to individual post processing steps.

- In the first step we disconnect all points where there are more than two trajectories merging and leave only the two nearest trajectories to merge.
- Next we try to reconnect the ending trajectories with the beginning trajectories in the next step searching for the nearest trajectory in the direction of the average cell movement gradually increasing the search radius from one to ten doxels.
- In the last step we again try to reconnect the ending trajectories with the beginning trajectories, but in the distance of two time steps, gradually increasing the search radius up to ten doxels.

Since the reconnection of trajectories in each time step is independent, we can use parallelization. For the paralelization we are using Task Parallel Library [16] included in Microsoft .NET Framework 4.0 and higher and also supported by the mono framework. We are using the Parallel.For construct to process multiple time steps in parallel. Using

```
Parallel.For(0, nodes.Length - 1, i =>
    \}
```

the runtime will automatically split the calculation to all available processors. Various parallelization options can be set using the ParallelOptions class, which we are not using in this case. Unfortunately currently there is no way to control the NUMA node binding so the best we can do is to use the NUMA memory interleaving policy when running the post processing on a NUMA server. We tested the parallel speed-up on standard quad-core desktop CPU intel core i7-4770k. The serial code took 413 seconds and the parallel version took 144 seconds, which represents the speed-up of 2.87 . After this post processing we have the tracking results ready for a validation.

## 6 Validation of the results of numerical experiments on real Zebrafish embryogenesis data with ground truth data

For the testing of the method and for the reconstruction of the cell lineage tree we use one of the dataset produced by BioEmergences platform [17] with the acquisition step $d \theta=50$ seconds, $N_{\theta}$, number of time steps, is equal to 480 and dimension of every 3D image is $512 \times 512 \times 104$ voxels. The real voxel size is $d x_{1}=d x_{2}=d x_{3}=$ 1.33 micrometer in every spatial direction. In the last time step $N_{\theta}=480$ the biologist marked cell populations forming various organs of the embryo and we can use this information to visualize the formation of these organs in time, Fig. 5. Using developed approach we can track those cell populations. Since the size of a single 3D image is about 27 MB , for 480 time steps we deal with about 13 GB of raw data which requires usage of high-performance parallel computing (HPC) facilities especially when designing spatially 4D numerical algorithms.


Figure 5
Visualization of the organ formation in time steps 1, 160, 320 and 480.
Before tracking, all 3D images of the processed data were filtered by 10 steps of geodesic mean curvature flow (GMCF) model [2,3] and the cell nuclei identifiers were detected by 15 steps of level set center detection (LSCD) algorithm [4, 3]. The cell nuclei were segmented using the generalized subjective surface (GSUBSURF) method [3]. From several millions of cell identifiers we built the 4D segmentation and then the cell trajectories were extracted. The correctness of the mother-daughter cell links for the first dataset was validated using the ground truth data and the results are presented in Table 2 and Fig. 6.

The ground truth data (GTD) contains 38797 manually checked links between cells in time during all 480 time steps which we can use to validate the correctness of cell
links in our results. It also contains 71 valid mitoses that can be used for the accuracy of mitosis detection. Since the mitoses in ground truth data and in our tracking can be shifted by a few time steps in time, we are using the following procedure for the validation.

- In the first step, we find the corresponding trajectory points in our results with points in the ground truth data by finding the points with the same coordinates or with the shortest distance to the ground truth data points.
- Then we can easily check for the correctness of the cell links by checking if the link between two points in ground truth data is the same as the link between the corresponding points in our results. If it is the same we have a correct mother-daughter link, if the link is missing or we have the link to a different corresponding cell, then we have a wrong mother-daughter link.
- For the mitosis detection, we have three different possibilities:
- The mitosis is in the same time step in the ground truth data and our results. This is the most simple case and can be validated easily just by checking the links between points.
- The mitosis occurs later in our dataset than in the ground truth data, but on the same trajectory. We call this case "forward mitosis" and we move forward by the links between cells, checking the links in daughter cells after mitosis in the ground truth data and corresponding cells in our results looking for mitosis in the next five time steps.
- In the third case, the mitosis occurs later in the ground truth data than in our dataset, but on the same trajectory. We call this case "backward mitosis" and we move backward through corresponding points and search for mitosis in our results in the previous five time steps.

Using this approach we can validate the results of our tracking algorithm by comparing it with the ground truth data. We are interested in two parameters, correctness of the cell links and the number of correctly detected mitoses.

To tune the tracking results of the 4D segmentation approach (ellipsoids created from diameters of real cell nuclei segmentations) we adjust two parameters mentioned in section 3.1, $S$ and $\alpha$. First, we can expand or shrink the nuclei radii used for building the 4D segmentation. By comparison with ground truth data we concluded that the best results for these two datasets were obtained when we shrink the radii by $S=-0.5$, cf. Fig. 6 . The second parameter is $\alpha$, used in the construction of the potential $V$. We try to find the optimal $\alpha$ to obtain the best ratio of correct links and detected mitoses. We tested the tracking for $\alpha \in[0.5,4]$ and obtained the best results around $\alpha=1.6$, see Table 2, where we achieved $94 \%$ accuracy of cell link detection and $21 \%$ of mitosis detection. When comparing the number of detected mitoses (Table 3) we can see that it is decreasing very fast and around $\alpha=3.2$, where we have $96.5 \%$ correct links, we have only 3 correct mitosis, which is only $4 \%$ of all 71 mitosis in the ground truth data. The problem is caused by the fact, that the cell nuclei right after the mitosis "jump" away from each other, thus creating large gaps in the 4D segmentation. Improving the mitosis detection is


Figure 6
Number of wrong links in tracking compared to ground truth data, depending on $\alpha$ and $S$. With $\alpha$ increasing towards 2, the number of wrong links is decreasing, then it stabilizes and the best result is obtained for $S=-0.5$, cf. also Table 2 .
difficult and still an open problem. Possible direction in this research would be to use membrane images for creating the 4D segmentation where no jumps during the cell split occur. The quality of membrane images by a confocal microscopy is still not sufficient for this purose, but one could use simulated cell membranes by using approximate Voronoi shapes constructed around the cell identifiers, which gives promising results.

Table 2
Comparison of the tracking result obtained with segmentation from real nuclei segmentations with ground truth data depending on $\alpha$, with $S=-0.5$.

| $\alpha$ | Correct <br> mother links | Correct <br> daughter links | Wrong <br> mother links | Wrong <br> daughter links |
| :---: | ---: | ---: | ---: | ---: |
| 0.4 | 34856 | 34719 | 3935 | 4072 |
| 0.8 | 35510 | 35371 | 3280 | 3419 |
| 1.2 | 36064 | 35946 | 2726 | 2844 |
| 1.6 | 36551 | 36493 | 2240 | 2298 |
| 2.0 | 37125 | 37126 | 1668 | 1667 |
| 2.4 | 37288 | 37309 | 1506 | 1485 |
| 2.8 | 37349 | 37386 | 1448 | 1411 |
| 3.2 | 37402 | 37437 | 1395 | 1360 |
| 3.6 | 37357 | 37415 | 1440 | 1382 |
| 4.0 | 37377 | 37434 | 1420 | 1363 |

For manual visual validation we created a tool to visualize the result alongside the ground truth data. One can display the tracking with the trajectories with optional length, highlight trajectory start and end, cell mitosis and the volume rendering of original data along with the 2D slices can also be displayed.

Here we present the Figures 7-9 showing our tool for visual validation. In Fig. 7 one can see the visualization of the volume rendering of the original cell along with the trajectories from the ground truth data (left) and our tracking result. Here the

Table 3
Comparison of the correctly detected mitosis with segmentation from real nuclei segmentations with ground truth data depending on $\alpha$, with $S=-0.5$.

| $\alpha$ | Correctly <br> detected mitosis | Correctly <br> detected <br> forward mitosis | Correctly <br> detected <br> backward mitosis | Total <br> correctly <br> detected mitosis |
| :---: | ---: | ---: | ---: | ---: |
| 0.4 | 10 | 0 | 6 | 16 |
| 0.8 | 6 | 0 | 10 | 16 |
| 1.2 | 5 | 0 | 14 | 19 |
| 1.6 | 3 | 0 | 12 | 15 |
| 2.0 | 2 | 0 | 4 | 6 |
| 2.4 | 2 | 0 | 1 | 3 |
| 2.8 | 2 | 0 | 1 | 3 |
| 3.2 | 2 | 0 | 1 | 3 |
| 3.6 | 2 | 0 | 2 | 3 |
| 4.0 | 2 |  |  | 4 |

trajectory in our result is the same as the trajectory manually validated by biologists even for a long time interval (20 time steps forward and backward in this case). In Fig. 8 and Fig. 9 the cells before mitosis are displayed. One can see that the mitosis will occur since the trajectory is divided. Correctly detected cell mitosis is displayed in Fig. 8. In Fig. 9 on the right, in our result, the mitosis is not detected and only one branch of the trajectory is registered.

## Conclusions

In this paper we presented an algorithm for the cell tracking on large-scale 3D+time microscopy data. We created parallel implementation of the 4D Rouy-Tourin scheme to speed up the data processing and then we applied this method to complex stages of the zebrafish early embryogenesis microscopic images. Using our automatic postprocessing and validation workflow we can easily compare the tracking with ground truth data. Using the visualization tool we can visually verify the correctness by displaying the ground truth data along with our result and volume rendering of the original images.
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#### Abstract

Decision matrices represent a common tool for modeling decision-making problems under risk. They describe how the decision-maker's evaluations of the considered alternatives depend on the fact which of the possible and mutually disjoint states of the world will occur. The probabilities of the states of the world are assumed to be known. The alternatives are usually compared on the basis of the expected values and the variances of their evaluations. However, the states of the world as well as the alternatives evaluations are often described only vaguely. Therefore, we consider the following problem: the states of the world are modeled by fuzzy sets defined on the universal set on which the probability distribution is given, and the evaluations of the alternatives are expressed by fuzzy numbers. We show that the common approach to this problem, based on employing crisp probabilities of the fuzzy states of the world computed by the formula proposed by Zadeh, is not appropriate. Therefore, we introduce a new approach in which a fuzzy decision matrix does not describe discrete random variables but fuzzy rule bases. The problem is illustrated by an example.
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## 1 Introduction

A decision matrix is often used as a tool of risk analysis in decision making under risk [3], [4], [7], [14]. It describes how the decision-maker's evaluations of the considered alternatives depend on the fact which of the possible and mutually disjoint states of the world will occur. The probabilities of occurrences of these states of the world are supposed to be known. Thus, the evaluations of the alternatives are discrete random variables. The alternatives are usually compared on the basis of the expected values and the variances of their evaluations. The decision-maker selects the alternative that maximizes his/her expected evaluation or maximizes the expected evaluation and simultaneously minimizes the variance.

In practical applications, the states of the world as well as the evaluations of the alternatives can be determined vaguely. The states of the world are mostly
described verbally, like "the gross domestic product will increase moderately during next year". Sometimes, it can be problematic to express the evaluations of alternatives precisely because we may not have enough information. For instance, the evaluation under a certain state of the world can be described as "about $5 \%$ ". In some cases, it is more natural for a decision-maker to express the evaluations by selecting a term from a given linguistic scale.

The vaguely described pieces of information can be mathematically modeled by means of tools of fuzzy sets theory. Different views of uncertainty and fuzzy decisions in a decision matrix are discussed in [7]. Multiple attribute decision making problems, described by a decision matrix with crisp and fuzzy data, are analyzed in [1]. In [2], a fuzzy decision matrix is applied to a group decision making. An application of risk analysis with fuzzy sets employing the decision matrix is presented in [3]. In [4], the authors considered decision matrices with fuzzy targets. In [5], the hesitant fuzzy decision matrix, i.e. a decision matrix containing fuzzy sets with a different definition of membership function then the original one proposed by Zadeh [15], is considered.

A decision matrix with the fuzzy states of the world and the fuzzy evaluations of the alternatives under the particular fuzzy states of the world is called a fuzzy decision matrix. In [Error! Reference source not found.2], the authors considered a model where the fuzzy states of the world are expressed by fuzzy sets on the universal set on which the probability distribution is given. They proposed to proceed in the same way as in the case of the crisp (i.e. exactly described) states of the world; they set the probabilities of the fuzzy states of the world applying the formula proposed by Zadeh in [17]. Within this approach, the evaluations of the alternatives are understood as discrete random variables taking on fuzzy values with the probabilities of the fuzzy states of the world.

In [10], the authors showed that the Zadeh's probabilities of fuzzy events lack the common interpretation of a probability measure. Another problem is a precise definition of "the occurrence of the particular fuzzy state of the world" (see the discussion in Section 3.3). Therefore, an alternative to how the information contained in a fuzzy decision matrix can be treated was proposed in [8]. The way is based on the idea that a fuzzy decision matrix does not determine discrete fuzzy random variables, but a system of fuzzy rule bases (a fuzzy rule base was introduced in [16]). However, only the crisp (i.e. not fuzzy) evaluations of alternatives were considered in [8] which makes the problem much simpler. The main aim of the paper is to extend this approach to the case where the evaluations of alternatives are expressed by fuzzy numbers, and to derive the formulas for correct computations of fuzzy expected values and fuzzy variances of evaluations of alternatives. The obtained fuzzy characterstics will be compared with those obtained by the approach considerd in [12].

The paper is organized as follows. A decision matrix tool is briefly recalled in Section 2. In Section 3, the common approach to the fuzzification of a decision
matrix is analysed and the related problems are discussed. Our new approach to this problem is introduced and analysed in Section 4. In Section 5, both approaches are compared by an illustrative example.

## 2 Decision Matrices

In this section, let us describe a decision matrix as a tool for supporting a decision making under risk.

Let us consider a probability space $(\Omega, \mathcal{A}, P)$ where $\Omega$ denotes a non-empty universal set of all elementary events, $\mathcal{A}$ is a $\sigma$-algebra of subsets of $\Omega$, i.e. $\mathcal{A}$ represents the set of all considered random events, and $P: \mathcal{A} \rightarrow[0,1]$ denotes a probability measure.

Now, let us describe a decision matrix under risk, considered e.g. in [3], [4], [7] and [14]. The decision matrix is shown in Table 1. In the matrix, $x_{1}, x_{2}, \ldots, x_{n}$ represent the alternatives of a decision-maker, $S_{l}, S_{2}, \ldots, S_{m}$, where $S_{j} \in \mathcal{A}$ for $j=$ $1,2, \ldots, m$, denote the mutually disjoint states of the world, i.e. $S_{j} \cap S_{k}=\emptyset$ for any $j, k \in\{1,2, \ldots, m\}, j \neq k$, and $\mathrm{Y}_{j=1}^{m} S_{j}=\Omega, p_{1}, p_{2}, \ldots, p_{m}$ stand for the probabilities of the states of the world $S_{l}, S_{2}, \ldots, S_{m}$, i.e. $p_{j}=P\left(S_{j}\right)$, and for any $i \in$ $\{1,2, \ldots, n\}$ and $j \in\{1,2, \ldots, m\}, h_{i, j}$ means the decision-maker's evaluation if he/she chooses the alternative $x_{i}$ and the state of the world $S_{j}$ occurs. The evaluation of the alternative $x_{i}$ is commonly understood as a discrete random variable $H_{i}:\left\{S_{1}, S_{2}, \ldots, S_{m}\right\} \rightarrow \mathbb{R}$ which takes on the values $h_{i, j}=H_{i}\left(S_{j}\right)$ with the probabilities $p_{j}, j=1,2, \ldots, m$.

Table 1
Crisp decision matrix

|  | $S_{l}$ | $S_{2}$ | $\ldots$ | $S_{m}$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $p_{l}$ | $p_{2}$ | $\ldots$ | $p_{m}$ |  |  |
| $x_{1}$ | $h_{l, l}$ | $h_{l, 2}$ | $\ldots$ | $h_{l, m}$ | $E H_{l}$ | var $H_{l}$ |
| $x_{2}$ | $h_{2,1}$ | $h_{2,2}$ | $\ldots$ | $h_{2, m}$ | $E H_{2}$ | var $H_{2}$ |
| $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ |
| $x_{n}$ | $h_{n, l}$ | $h_{n, 2}$ | $\ldots$ | $h_{n, m}$ | $E H_{n}$ | var $H_{n}$ |

The alternatives are usually compared on the basis of the expected values and the variances of their evaluations (an overview of decision making rules can be found e.g. in [Error! Reference source not found.]). The expected values of the decision-maker's evaluations, denoted by $E H_{l}, E H_{2}, \ldots, E H_{n}$, are given for any $i \in$ $\{1,2, \ldots, n\}$ by:

$$
\begin{equation*}
E H_{i}=\sum_{j=1}^{m} p_{j} \cdot h_{i, j} \tag{1}
\end{equation*}
$$

The variances of the decision-maker's evaluations, denoted by $\operatorname{var} H_{l}, \operatorname{var} H_{2}, \ldots$, var $H_{n}$, are calculated for any $i \in\{1,2, \ldots, n\}$ as follows:

$$
\begin{equation*}
\operatorname{var} H_{i}=\sum_{j=1}^{m} p_{j} \cdot\left(h_{i, j}-E H_{i}\right)^{2} . \tag{2}
\end{equation*}
$$

The alternative that maximizes the expected evaluation and minimizes the variance of the evaluation is selected as the best one.

## 3 Fuzzy Decision Matrices

Now, let us describe the common approach to the generalization of a decision matrix to the case where the states of the world and the evaluations of the alternatives are expressed by fuzzy sets, considered e.g. in [Error! Reference source not found.2]. Within this approach, the probabilities of the fuzzy states of the world, computed by the formula proposed by Zadeh in [17], are used for computations of the characteristics of the evaluations of the alternatives.

### 3.1 Fuzzy States of the World

Vaguely defined states of the world can be mathematically expressed by fuzzy sets. A fuzzy set $A$ on a non-empty set $\Omega$ is determined by its membership function $\mu_{A}: \Omega \rightarrow[0,1]$. Let us denote the family of all fuzzy sets on $\Omega$ by $\mathcal{F}(\Omega)$. A support of $A$ and a core of $A$ are given as Supp $A:=\left\{\omega \in \Omega \mid \mu_{A}(\omega)>0\right\}$ and Core $A:=\left\{\omega \in \Omega \mid \mu_{A}(\omega)=1\right\}$, respectively. $A_{\alpha}$ means an $\alpha$-cut of $A$, i.e. $A_{\alpha}:=\left\{\omega \in \Omega \mid \mu_{A}(\omega) \geq \alpha\right\}$ for any $\alpha \in(0,1]$.

Remark Any crisp set $A \subseteq \Omega$ can be seen as a fuzzy set $A \in \mathcal{F}(\Omega)$ of a special kind where its characteristic function $\chi_{A}$ coincides with the membership function $\mu_{A}$ of the fuzzy set. In fuzzy models, this convention allows us to consider also precisely described events given by crisp sets.

In fuzzy decision matrices, fuzzy states of the world are described by the fuzzy events. According to Zadeh [17], a fuzzy event $A \in \mathcal{F}(\Omega)$ is a fuzzy set whose $\alpha$ cuts are random events, i.e. $A_{\alpha} \in \mathcal{A}$ for all $\alpha \in(0,1]$. As an analogy to a decomposition of the universal set $\Omega$ by crisp states of the world, the fuzzy states of the world, denoted by $S_{1}, S_{2}, \ldots, S_{m}$, have to form a fuzzy partition of the universal set $\Omega$, i.e. for any $\omega \in \Omega$, it has to hold that

$$
\begin{equation*}
\sum_{j=1}^{m} \mu_{S_{j}}(\omega)=1 \tag{3}
\end{equation*}
$$

Zadeh [17] extended the crisp probability measure $P$ to the case of fuzzy events. Let us denote this extended measure by $P_{Z}$. A probability $P_{Z}(A)$ of a fuzzy event $A$ is defined as follows:

$$
\begin{equation*}
P_{Z}(A):=E\left(\mu_{A}\right)=\int_{\omega \in \Omega} \mu_{A}(\omega) d P . \tag{4}
\end{equation*}
$$

### 3.2 Fuzzy Evaluations of Alternatives under the Particular Fuzzy States of the World

As was mentioned in Introduction, it can be difficult for a decision-maker to evaluate each alternative under each state of the world by a real number. One reason can be a lack of information caused e.g. by inaccuracies of measurements or a lower quality of data transmissions. Another reason can be that it is more natural for the decision-maker to describe the evaluations linguistically rather than by numbers.

Linguistic terms or uncertain quantities can be mathematically modeled by fuzzy numbers. A fuzzy number $A$ is a fuzzy set on the set of all real numbers $\mathbb{R}$ such that its core $A$ is non-empty, its $\alpha$-cuts $A_{\alpha}$ are closed intervals for any $\alpha \in$ $(0,1]$, and its support Supp $A$ is bounded. The family of all fuzzy numbers on $\mathbb{R}$ will be denoted by $\mathcal{F}_{\mathrm{N}}(\mathbb{R})$. In some models, fuzzy evaluations can be restricted only to a closed interval, mostly [0,1]. A fuzzy number defined on the interval [ $a, b]$ is a fuzzy number whose $\alpha$-cuts belong to the interval $[a, b]$ for all $\alpha \in(0,1]$. The family of all fuzzy numbers on the interval $[a, b]$ will be denoted by $\mathcal{F}_{\mathrm{N}}([a, b])$.

Thus, there are two ways of expressing a fuzzy evaluation of an alternative. The first way is to specify the evaluation directly by a fuzzy number. For instance, some expert can evaluate the particular alternative directly by the fuzzy number "about five percent profit", whose membership function is shown in Figure 1.

The second possibility of expressing the fuzzy evaluation of the alternative consists in the fact that the evaluation is modeled by a linguistic variable (linguistic variables were introduced in [16]). A decision-maker evaluates the alternatives under the particular states of the world by appropriate linguistic terms whose mathematical meanings are described by fuzzy numbers. A set of linguistic terms $\mathcal{T}_{1}, \mathcal{T}_{2}, \ldots, \mathcal{T}_{r}$ forms a linguistic scale on $[a, b]$ if $T_{1}, T_{2}, \ldots, T_{r} \in \mathcal{F}_{\mathrm{N}}([a, b])$ representing their mathematical meanings form a fuzzy partition of $[a, b]$.


Figure 1
Example of an expertly specified evaluation
Example Let us consider a linguistic scale shown in Figure 2. This scale is formed by the linguistic terms "a big loss" (BL), "a small loss" (SL), "approximately without profit" (AWP), "a small profit" (SP), and "a big profit" (BP). In some cases, a selection of some linguistically described value like "a small profit" from the given linguistic scale can be more convenient for a decision-maker.


Figure 2
Example of a linguistic scale

### 3.3 Common Approach to a Fuzzy Decision Matrix

Let us describe a common approach to a fuzzy decision matrix that was considered e.g. in [Error! Reference source not found.2].

In the fuzzy decision matrix given in Table 2, $x_{1}, x_{2}, \ldots, x_{n}$ denote the alternatives of the decision-maker and $S_{1}, S_{2}, \ldots, S_{m}$ stand for the fuzzy states of the world. Probabilities of the fuzzy states of the world $S_{1}, S_{2}, \ldots, S_{m}$, calculated according to (4), are denoted by $p_{Z 1}, p_{Z 2}, \ldots, p_{Z m}$, i.e. $p_{Z j}=P_{Z}\left(S_{j}\right)$. For any $i \in\{1,2, \ldots, n\}$ and $j \in\{1,2, \ldots, m\}, H_{i, j}$ expresses the fuzzy evaluation of the alternative $x_{i}$ under the fuzzy state of the world $S_{j}$.

Table 2
Fuzzy decision matrix

|  | $S_{I}$ | $S_{2}$ | $\ldots$ | $S_{m}$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $p_{Z 1}$ | $p_{Z 2}$ | $\ldots$ | $p_{Z m}$ |  |  |
| $x_{I}$ | $H_{l, l}$ | $H_{l, 2}$ | $\ldots$ | $H_{l, m}$ | $E H_{l}^{Z}$ | $\operatorname{var} H_{l}^{Z}$ |
| $x_{2}$ | $H_{2,1}$ | $H_{2,2}$ | $\ldots$ | $H_{2, m}$ | $E H_{2}^{Z}$ | $\operatorname{var} H_{2}^{Z}$ |
| $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ |
| $x_{n}$ | $H_{n, l}$ | $H_{n, 2}$ | $\ldots$ | $H_{n, m}$ | $E H_{n}^{Z}$ | $\operatorname{var} H_{n}{ }^{Z}$ |

Thus, the evaluation of the alternative $x_{i}$ is understood as a discrete fuzzy random variable $H_{i}^{Z}:\left\{S_{l}, S_{2}, \ldots, S_{m}\right\} \rightarrow \mathcal{F}_{\mathrm{N}}(\mathbb{R})$ where $H_{i}^{Z}\left(S_{j}\right)=H_{i, j}$ for $j=1,2, \ldots, m$. Its fuzzy expected value, denoted by $E H_{i}^{Z}$, is computed according to the generalized formula (1) where the probabilities $p_{j}$ of the states of the world are replaced by the Zadeh's probabilities $p_{Z j}$ of the fuzzy states of the world and the crisp evaluations $h_{i, j}$ are replaced by the fuzzy evaluations $H_{i, j}$, i.e.
$E H_{i}^{Z}=\sum_{j=1}^{m} p_{Z j} \cdot H_{i, j}$.
The $\alpha$-cuts $E H_{i, \alpha}^{Z}=\left\lfloor E h_{i, \alpha}^{Z L}, E h_{i, \alpha}^{Z U}\right\rfloor$ are obtained for all $\alpha \in(0,1]$ as follows: Let $H_{i, j, \alpha}=\left[h_{i, j, \alpha}^{L}, h_{i, j, \alpha}^{U}\right], j=1,2, \ldots, m$. The boundary values of $E H_{i, \alpha}^{Z}$ are obtained by

$$
\begin{equation*}
E h_{i, \alpha}^{Z L}=\sum_{j=1}^{m} p_{Z j} \cdot h_{i, j, \alpha}^{L} \tag{6}
\end{equation*}
$$

and

$$
\begin{equation*}
E h_{i, \alpha}^{Z U}=\sum_{j=1}^{m} p_{Z j} \cdot h_{i, j, \alpha}^{U} \tag{7}
\end{equation*}
$$

Computation of the fuzzy variance $\operatorname{var} H_{i}^{Z}$ is more complex. It was shown in [9] that the formulas proposed in [Error! Reference source not found.2] were not correct because the relationships between the fuzzy evaluations $H_{i, 1}, H_{i, 2}, \ldots, H_{i, m}$, and the fuzzy expected evaluation $E H_{i}{ }^{Z}$ were not involved in the calculation. This fact causes that the uncertainty of the resulting fuzzy variance is falsely increased. The proper formulas for the computation of the fuzzy variance were proposed in [9]. For any $i \in\{1,2, \ldots, n\}$ and any $\alpha \in(0,1]$, the $\alpha$-cut of the fuzzy variance $\operatorname{var} H_{i, \alpha}^{Z}=\left[\operatorname{var} h_{i, \alpha}^{Z L}, \operatorname{var} h_{i, \alpha}^{Z U}\right]$ has to be calculated as follows: Let us denote

$$
\begin{equation*}
\mathrm{z}_{i}\left(h_{i, 1}, h_{i, 2}, \ldots, h_{i, m}\right)=\sum_{j=1}^{m} p_{Z j} \cdot\left(h_{i, j}-\sum_{k=1}^{m} p_{Z k} \cdot h_{i, k}\right)^{2} . \tag{8}
\end{equation*}
$$

Then,

$$
\begin{equation*}
\operatorname{var} h_{i, \alpha}^{Z L}=\min \left\{\mathrm{z}_{i}\left(h_{i, 1}, h_{i, 2}, \ldots, h_{i, m}\right) \mid h_{i, j} \in H_{\mathrm{i}, \mathrm{j}, \alpha}, j=1,2, . ., m\right\} \tag{9}
\end{equation*}
$$

and

$$
\begin{equation*}
\operatorname{var} h_{i, \alpha}^{Z U}=\max \left\{\mathrm{z}_{i}\left(h_{i, 1}, h_{i, 2}, \ldots, h_{i, m}\right) \mid h_{i, j} \in H_{\mathrm{i}, \mathrm{j}, \alpha}, j=1,2, . ., m\right\} . \tag{10}
\end{equation*}
$$

As it is written in section 2, the element $h_{i, j}$ of the matrix given in table 1 describes the decision-maker's evaluation of the alternative $x_{i}$ if the state of the world $S_{j}$ occurs. If we consider the fuzzy states of the world instead of the crisp ones, a natural question arises: What does it mean to say "if the fuzzy state of the world $S_{j}$ occurs"? Let us suppose that some $\omega \in \Omega$ has occurred. If $\mu_{S_{j}}(\omega)=1$, then it is clear that the evaluation of the alternative $x_{i}$ is exactly $h_{i, j}$. However, what is the evaluation of $x_{i}$ if $0<\mu_{S_{j}}(\omega)<1$ (which also means that $0<\mu_{S_{k}}(\omega)<1$ for some $k \neq j$ )? Thus, perhaps it is not appropriate in the case of a decision matrix with the fuzzy states of the world to treat the evaluation of $x_{i}$ as a discrete random variable $H_{i}^{Z}$ that takes on the fuzzy values $H_{i, 1}, H_{i, 2}, \ldots, H_{i, m}$.

Moreover, it was pointed out by Rotterová and Pavlačka [10] that the Zadeh's probabilities $p_{Z 1}, p_{Z 2}, \ldots, p_{Z m}$ of the fuzzy states of the world express the expected membership degrees in which the particular states of the world will occur. Thus, they do not have in general the common probabilistic interpretation - a measure of a chance that a given event will occur in the future, which is desirable in the case of a decision matrix.

Therefore, we cannot say that the values $E H_{l}^{Z}, E H_{2}^{Z}, \ldots, E H_{n}{ }^{Z}$, given by (6) and (7), and $\operatorname{var} H_{l}^{Z}$, var $H_{2}^{Z}, \ldots$, var $H_{n}^{Z}$, given by (9) and (10), express the expected values and variances of evaluations of the alternatives, respectively. Ordering of the alternatives based on these characteristics is questionable.

## 4 Fuzzy Rule Bases System Determined by the Fuzzy Decision Matrix

In this section, let us introduce a different approach to the model of decision making under risk described by the decision matrix with fuzzy states of the world presented in Table 2. Taking the problems discussed in the previous section into account, we suggest not to treat the evaluation of the $i^{\text {th }}$ alternative $x_{i}, i \in\{1,2, \ldots$, $n\}$, as a discrete random variable $H_{i}^{Z}$ taking on the fuzzy values $H_{i, 1}, H_{i, 2}, \ldots, H_{i, m}$ with the probabilities $p_{Z I}, p_{Z 2}, \ldots, p_{Z m}$. Instead of this, we propose to understand the information about the evaluation of the alternative $x_{i}$ as the following fuzzy rule base:

If the state of the world is $S_{I}$, then the evaluation of $x_{i}$ is $H_{i, 1}$. If the state of the world is $S_{2}$, then the evaluation of $x_{i}$ is $H_{i, 2}$. :
If the state of the world is $S_{m}$, then the evaluation of $x_{i}$ is $H_{i, m}$.
In [8], it was shown that in the case of the fuzzy decision matrix with crisp evaluations under the particular fuzzy states of the world, it is appropriate to use the Sugeno's method of fuzzy inference, introduced in [11]. The obtained output from the fuzzy rule base was expressed by a real number.

In the paper, we deal with the fuzzy evaluations of the alternatives under the fuzzy states of the world. Thus, the so-called generalised Sugeno's method of fuzzy inference, introduced in [13], should be applied for obtaining an output from the fuzzy rule base (11). According to this method, the evaluation of an alternative $x_{i}$ for a given $\omega \in \Omega$ is computed in the following way:

$$
\begin{equation*}
H_{i}^{S}(\omega)=\frac{\sum_{j=1}^{m} \mu_{S_{j}}(\omega) \cdot H_{i, j}}{\sum_{j=1}^{m} \mu_{S_{j}}(\omega)}=\sum_{j=1}^{m} \mu_{S_{j}}(\omega) \cdot H_{i, j} . \tag{12}
\end{equation*}
$$

For any $\alpha \in(0,1]$, let us denote $H_{i, j, \alpha}=\left\lfloor h_{i, j, \alpha}^{L}, h_{i, j, \alpha}^{U}\right\rfloor, j=1,2, \ldots, m$, and $H_{i, \alpha}^{S}(\omega)=\left[h_{i, \alpha}^{S L}(\omega), h_{i, \alpha}^{S U}(\omega)\right]$. Then, the boundary values of $H_{i, \alpha}^{S}(\omega)$ are computed as follows:
$h_{i, \alpha}^{S L}(\omega)=\sum_{j=1}^{m} \mu_{S_{j}}(\omega) \cdot h_{i, j, \alpha}^{L}$
and
$h_{i, \alpha}^{S U}(\omega)=\sum_{j=1}^{m} \mu_{S_{j}}(\omega) \cdot h_{i, j, \alpha}^{U}$.
Remark In the formula (12), the denominator equals to one due to the assumption that the fuzzy states of the world $S_{1}, S_{2}, \ldots, S_{m}$ form a fuzzy partition of $\Omega$. It is worth to note that in our approach, this assumption can be omitted.

Since we operate within the given probability space $(\Omega, \mathcal{A}, P), H_{i}^{S}$ is a fuzzy random variable such that $H_{i}^{S}: \Omega \rightarrow \mathcal{F}_{\mathrm{N}}(\mathbb{R})$.

Remark It can be easily seen from (12) that in the case of the crisp states of the world $S_{j}, j=1,2, \ldots, m$, and the crisp evaluations $h_{i, j}, i=1,2, \ldots, n$, under the particular fuzzy states of the world, the fuzzy random variables $H_{i}^{S}$ coincide with discrete random variables $H_{i}$ taking on the values $h_{i, j}$ with the probabilities $p_{j}$,
$j=1,2, \ldots, m$. Thus, this new approach can be seen as an extension of a decision matrix to the case of the fuzzy states of the world and the fuzzy evaluations of alternatives where appropriate.

Analogously, as in the common approach to the fuzzy decision matrix, the ordering of the alternatives $x_{1}, x_{2}, \ldots, x_{n}$ can be based on the fuzzy expected values and the fuzzy variances of the random variables $H_{i}{ }^{S}, i=1,2, \ldots, n$. Let us introduce the formulas for computations of the $\alpha$-cuts of $E H_{i}^{S}$ and $\operatorname{var} H_{i}^{S}$.
For any $\alpha \in(0,1]$, the $\alpha$-cut of the fuzzy expected output from the fuzzy rule base given by (11), denoted by $E H_{i, \alpha}^{S}=\left[E h_{i, \alpha}^{S L}, E h_{i, \alpha}^{S U}\right]$, is obtained as follows:

$$
\begin{align*}
& E h_{i, \alpha}^{S L}=\min \left\{\int_{\omega \in \Omega} \sum_{j=1}^{m} \mu_{S_{j}}(\omega) \cdot h_{i, j} d P \mid h_{i, j} \in H_{\mathrm{i}, \mathrm{j}, \alpha}, j=1,2, . ., m\right\}  \tag{13}\\
& =\int_{\omega \in \Omega} \sum_{j=1}^{m} \mu_{S_{j}}(\omega) \cdot h_{i, j, \alpha}^{L} d P
\end{align*}
$$

and

$$
\begin{align*}
& E h_{i, \alpha}^{S U}=\max \left\{\int_{\omega \in \Omega} \sum_{j=1}^{m} \mu_{S_{j}}(\omega) \cdot h_{i, j} d P \mid h_{i, j} \in H_{\mathrm{i}, \mathrm{j}, \alpha}, j=1,2, . ., m\right\}  \tag{14}\\
& =\int_{\omega \in \Omega} \sum_{j=1}^{m} \mu_{S_{j}}(\omega) \cdot h_{i, j, \alpha}^{U} d P
\end{align*}
$$

The $\alpha$-cut $\operatorname{var} H_{i, \alpha}^{S}=\left[\operatorname{var} h_{i, \alpha}^{S L}, \operatorname{var} h_{i, \alpha}^{S U}\right]_{\mathrm{of}}$ the fuzzy variance of the output from the fuzzy rule base is obtained as follows: Let us denote

$$
\begin{align*}
& \mathrm{s}_{i}\left(h_{i, 1}, h_{i, 2}, \ldots, h_{i, m}\right) \\
& =\int_{\omega \in \Omega}\left(\sum_{j=1}^{m} \mu_{S_{j}}(\omega) \cdot h_{i, j}-\int_{t \in \Omega} \sum_{k=1}^{m} \mu_{S_{k}}(t) \cdot h_{i, k} d P\right)^{2} d P \tag{15}
\end{align*}
$$

Then,
$\operatorname{var} h_{i, \alpha}^{S L}=\min \left\{\mathrm{s}_{i}\left(h_{i, 1}, h_{i, 2}, \ldots, h_{i, m}\right) \mid h_{i, j} \in H_{\mathrm{i}, \mathrm{j}, \alpha}, j=1,2, . ., m\right\}$
and

$$
\begin{equation*}
\operatorname{var}_{i, \alpha}^{S U}=\max \left\{\mathrm{s}_{i}\left(h_{i, 1}, h_{i, 2}, \ldots, h_{i, m}\right) \mid h_{i, j} \in H_{\mathrm{i}, \mathrm{j}, \alpha}, j=1,2, . ., m\right\} . \tag{17}
\end{equation*}
$$

Now, let us compare the fuzzy expected values $E H_{i}^{Z}$ and $E H_{i}^{S}$, and the fuzzy variances var $H_{i}^{Z}$ and var $H_{i}^{S}$.

Theorem 1 For $i=1,2, \ldots, n$, the expected fuzzy evaluation $E H_{i}^{Z}$ and the expected output from the fuzzy rule base $E H_{i}^{S}$ coincide.
Proof For any $\alpha \in(0,1]$, let $E H_{i, \alpha}^{S}=\left[E h_{i, \alpha}^{S L}, E h_{i, \alpha}^{S U}\right]$ be the $\alpha$-cut of the expected output from the fuzzy rule base and $E H_{i, \alpha}^{Z}=\left[E h_{i, \alpha}^{Z L}, E h_{i, \alpha}^{Z U}\right]$ be the $\alpha$-cut of the fuzzy expected evaluation. For the boundary values of $E H_{i, \alpha}^{S}$, it holds:

$$
\begin{aligned}
& E h_{i, \alpha}^{S L}=\int_{\omega \in \Omega} \sum_{j=1}^{m} \mu_{S_{j}}(\omega) \cdot h_{i, j, \alpha}^{L} d P=\sum_{j=1}^{m} \int_{\omega \in \Omega} \mu_{S_{j}}(\omega) d P \cdot h_{i, j, \alpha}^{L} \\
& =\sum_{j=1}^{m} p_{Z j} \cdot h_{i, j, \alpha}^{L}=E h_{i, \alpha}^{Z L}
\end{aligned}
$$

and

$$
\begin{aligned}
& E h_{i, \alpha}^{S U}=\int_{\omega \in \Omega} \sum_{j=1}^{m} \mu_{S_{j}}(\omega) \cdot h_{i, j, \alpha}^{U} d P=\sum_{j=1}^{m} \int_{\omega \in \Omega} \mu_{S_{j}}(\omega) d P \cdot h_{i, j, \alpha}^{U} \\
& =\sum_{j=1}^{m} p_{Z j} \cdot h_{i, j, \alpha}^{U}=E h_{i, \alpha}^{Z U}
\end{aligned}
$$

Thus, all the $\alpha$-cuts are the same. Therefore, $E H_{i}^{S}=E H_{i}^{Z}$.
In [8], the authors showed that in the case of a fuzzy decision matrix where the evaluations under the particular fuzzy states of the world are expressed by real numbers, the variances var $H_{i}^{Z}$ and var $H_{i}^{S}$ are real numbers as well, and var $H_{i}^{Z}$ $\geq \operatorname{var} H_{i}^{S}$. Now, let us compare the fuzzy variances var $H_{i}^{Z}$ and var $H_{i}^{S}$.
Theorem 2 For $i=1,2, \ldots, n$, the fuzzy variance $\operatorname{var} H_{i}^{Z}$ of the fuzzy evaluation is greater or equals to the fuzzy variance $\operatorname{var} H_{i}{ }^{S}$ of the output from the fuzzy rule base (11).
Proof Let $z_{i}\left(h_{i, 1}, h_{i, 2}, \ldots, h_{i, m}\right)$ and $\mathrm{s}_{i}\left(h_{i, 1}, h_{i, 2}, \ldots, h_{i, m}\right)$ be the auxiliary functions defined by (8) and (15), respectively. For the sake of simplicity, let us denote for a given $h_{i, j} \in H_{\mathrm{i}, \mathrm{j}, \alpha}, j=1,2, \ldots, m$,

$$
E h_{i}=\sum_{j=1}^{m} p_{Z j} \cdot h_{i, j}=\int_{\omega \in \Omega} \sum_{j=1}^{m} \mu_{S_{j}}(\omega) \cdot h_{i, j} d P
$$

We can express the difference of $z_{i}\left(h_{i, 1}, h_{i, 2}, \ldots, h_{i, m}\right)$ and $\mathrm{s}_{i}\left(h_{i, 1}, h_{i, 2}, \ldots, h_{i, m}\right)$ as follows:

$$
\begin{aligned}
& \mathrm{d}_{i}\left(h_{i, 1}, h_{i, 2}, \ldots, h_{i, m}\right)=z_{i}\left(h_{i, 1}, h_{i, 2}, \ldots, h_{i, m}\right)-s_{i}\left(h_{i, 1}, h_{i, 2}, \ldots, h_{i, m}\right) \\
& =\sum_{j=1}^{m} p_{Z j} \cdot\left(h_{i, j}-E h_{i}\right)^{2}-\int_{\omega \in \Omega}\left(\sum_{j=1}^{m} \mu_{S_{j}}(\omega) \cdot h_{i, j}-E h_{i}\right)^{2} d P \\
& =\sum_{j=1}^{m} \int_{\omega \in \Omega} \mu_{S_{j}}(\omega) d P \cdot\left(h_{i, j}^{2}-2 \cdot h_{i, j} \cdot E h_{i}+\left(E h_{i}\right)^{2}\right) \\
& -\int_{\omega \in \Omega}\left(\left(\sum_{j=1}^{m} \mu_{S_{j}}(\omega) \cdot h_{i, j}\right)^{2}-2 \cdot \sum_{j=1}^{m} \mu_{S_{j}}(\omega) \cdot h_{i, j} \cdot E h_{i}+\left(E h_{i}\right)^{2}\right) d P \\
& =\int_{\omega \in \Omega} \sum_{j=1}^{m} \mu_{S_{j}}(\omega) \cdot h_{i, j}^{2} d P-2 \cdot E h_{i} \cdot \int_{\omega \in \Omega} \sum_{j=1}^{m} \mu_{S_{j}}(\omega) \cdot h_{i, j} d P \\
& +\left(E h_{i}\right)^{2} \cdot \int_{\omega \in \Omega} \sum_{j=1}^{m} \mu_{S_{j}}(\omega) d P-\int_{\omega \in \Omega}\left(\sum_{j=1}^{m} \mu_{S_{j}}(\omega) \cdot h_{i, j}\right)^{2} d P \\
& +2 \cdot E h_{i} \cdot \int_{\omega \in \Omega} \sum_{j=1}^{m} \mu_{S_{j}}(\omega) \cdot h_{i, j} d P-\left(E h_{i}\right)^{2} \cdot \int_{\omega \in \Omega} d P \\
& =\int_{\omega \in \Omega} \sum_{j=1}^{m} \mu_{S_{j}}(\omega) \cdot h_{i, j}^{2} d P-\left(E h_{i}\right)^{2}-\int_{\omega \in \Omega}\left(\sum_{j=1}^{m} \mu_{S_{j}}(\omega) \cdot h_{i, j}\right)^{2} d P \\
& +\left(E h_{i}\right)^{2}=\int_{\omega \in \Omega} \sum_{j=1}^{m} \mu_{S_{j}}(\omega) \cdot h_{i, j}^{2} d P-\int_{\omega \in \Omega}\left(\sum_{j=1}^{m} \mu_{S_{j}}(\omega) \cdot h_{i, j}\right)^{2} d P \\
& =\int_{\omega \in \Omega}\left(\sum_{j=1}^{m} \mu_{S_{j}}(\omega) \cdot h_{i, j}^{2}-\left(\sum_{j=1}^{m} \mu_{S_{j}}(\omega) \cdot h_{i, j}\right)^{2}\right) d P
\end{aligned}
$$

where relations (3), (13), (14) and the following relation from measure theory:

$$
\int_{\omega \in \Omega} d P=P(\Omega)=1
$$

were applied.
The integrand $\left(\sum_{j=1}^{m} \mu_{S_{j}}(\omega) \cdot h_{i, j}^{2}-\left(\sum_{j=1}^{m} \mu_{S_{j}}(\omega) \cdot h_{i, j}\right)^{2}\right)$ is clearly non-negative (it represents the variance of a discrete random variable that takes on the values $h_{i, j}$, $j=1,2, \ldots, m$, with the "probabilities" $\left.\mu_{S_{j}}(\omega), j=1,2, \ldots, m\right)$. It is equal to
zero if and only if $h_{i, j}=h_{i, k}$ for any $j \neq k$ such that both $p_{Z j}$ and $p_{Z k}$ are positive. Thus, the function $d_{i}\left(h_{i, 1}, h_{i, 2}, \ldots, h_{i, m}\right)$ is always non-negative.

However, $d_{i}\left(h_{i, 1}, h_{i, 2}, \ldots, h_{i, m}\right)$ is the auxiliary function for computation of the fuzzy difference $D_{i}$ between $\operatorname{var} H_{i}^{Z}$ and $\operatorname{var} H_{i}^{S}$. For any $\alpha \in(0,1]$, the $\alpha$-cut of the fuzzy difference $D_{i, \alpha}=\left\lfloor d_{i, \alpha}^{L}, d_{i, \alpha}^{U}\right\rfloor$ is given as follows:

$$
d_{i, \alpha}^{L}=\min \left\{\mathrm{d}_{i}\left(h_{i, 1}, h_{i, 2}, \ldots, h_{i, m}\right) \mid h_{i, j} \in H_{\mathrm{i}, \mathrm{j}, \alpha}, j=1,2, . ., m\right\}
$$

and

$$
d_{i, \alpha}^{U}=\max \left\{d_{i}\left(h_{i, 1}, h_{i, 2}, \ldots, h_{i, m}\right) \mid h_{i, j} \in H_{\mathrm{i}, \mathrm{j}, \alpha}, j=1,2, . ., m\right\} .
$$

Due to the non-negativity of the auxiliary function $d_{i}$, the $\alpha$-cut of the fuzzy difference $D_{i, \alpha}$ contains only non-negative values, i.e. $\operatorname{var} H_{i, \alpha}^{Z} \geq \operatorname{var} H_{i, \alpha}^{S}$. Hence, $\operatorname{var} H_{i}^{Z} \geq \operatorname{var} H_{i}^{S}$.

Thus, although the fuzzy expected values $E H_{i}^{Z}$ and $E H_{i}^{S}$ coincide, the fuzzy variances var $H_{i}^{Z}$ and var $H_{i}^{S}$ differ in general. This can affect the ranking of the considered alternatives, which is illustrated by the example in Section 5.
Now, let us focus on the interpretation of $E H_{i}^{S}$ and $\operatorname{var} H_{i}^{S}$. Both characteristics describe a random variable that explains outputs from the fuzzy rule base (11). There are no such interpretational problems as those discussed in the previous section. So this approach seems to be more appropriate for the practical use.

## 5 Illustrative Example

Let us illustrate the difference between both described approaches on the similar problem as was considered in [9]. Let us compare two stocks, A and B, with respect to their future yields. We consider the following states of the economy: "great economic drop" (GD), "economic drop" (D), "economic stagnation" (S), "economic growth" (G), and "great economic growth" (GG). Let us assume that the considered states of the economy are given only by the development of the gross domestic product, abbreviated as GDP. Further, we assume that the next year prediction of GDP development [\%] shows a normally distributed growth of GDP with parameters $\mu=1.5$ and $\sigma=2$.


Figure 3
Linguistic scale of the states of the economy
A considered state of the economy can be expressed by a trapezoidal fuzzy number which is determined by its significant values $a_{1}, a_{2}, a_{3}$, and $a_{4}$ such that $a_{1}$ $\leq a_{2} \leq a_{3} \leq a_{4}$. The membership function of any trapezoidal fuzzy number $A \in \mathcal{F}_{\mathrm{N}}(\mathbb{R})$ is for any $x \in \mathbb{R}$ in the form as follows:
$\mu_{A}(x)= \begin{cases}\frac{x-a_{1}}{a_{2}-a_{1}} & \text { if } x \in\left[a_{1}, a_{2}\right), \\ 1 & \text { if } x \in\left[a_{2}, a_{3}\right], \\ \frac{a_{4}-x}{a_{4}-a_{3}} & \text { if } x \in\left(a_{3}, a_{4}\right], \\ 0 & \text { otherwise. }\end{cases}$
The trapezoidal fuzzy number $A$ determined by its significant values is denoted further by ( $a_{1}, a_{2}, a_{3}, a_{4}$ ).

Let us assume that the states of the economy are mathematically expressed by trapezoidal fuzzy numbers that form a linguistic scale shown in Figure 3. Moreover, let us consider that the predictions of future stock yields (in \%) are set expertly.

Significant values of the fuzzy states of the economy and of the fuzzy stock yields are shown in Table 3. The probabilities of the fuzzy states of the economy were calculated according to the formula (4) and are used only in the calculation of the characteristics of the output with respect to the common approach described in Section 3.

Table 3
Considered fuzzy decision matrix

| Economy states | GD $=(-\infty,-\infty,-4,-3)$ |  |  |  | $\mathrm{D}=(-4,-3,-1.5,-0.25)$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Probabilities | 0.0067 |  |  |  | 0.1146 |  |  |  |
| A yield (\%) | -36 | -34 | -31 | -16 | -20 | -17 | -10 | 0 |
| B yield (\%) | -45 | -40 | -32 | -25 | -22 | -17 | -11 | 0 |
| Economy states | $\mathrm{S}=(-1.5,-0.25,0.25,1.5)$ |  |  |  | $\mathrm{G}=(0.25,1.5,3,4)$ |  |  |  |
| Probabilities | 0.2579 |  |  |  | 0.4596 |  |  |  |
| A yield (\%) | -5 | -3 | 3 | 10 | 6 | 12 | 17 | 24 |
| B yield (\%) | -5 | -3 | 3 | 5 | 8 | 12 | 16 | 18 |
| Economy states | $\mathrm{GG}=(3,4, \infty, \infty)$ |  |  |  |  |  |  |  |
| Probabilities | 0.1612 |  |  |  |  |  |  |  |
| A yield (\%) | 22 | 27 | 34 | 36 |  |  |  |  |
| B yield (\%) | 20 | 26 | 33 | 40 |  |  |  |  |

The resultant fuzzy expected values and the fuzzy variances can be compared, for instance, according to their centers of gravity. The center of gravity of a fuzzy number $A \in \mathcal{F}_{\mathrm{N}}(\mathbb{R})$ is a real number $\operatorname{cog}_{A}$ given as follows:
$\operatorname{cog}_{A}=\frac{\int_{-\infty}^{\infty} x \cdot \mu_{A}(x) d x}{\int_{-\infty}^{\infty} \mu_{A}(x) d x}$.
The fuzzy expected values $E A$ and $E B$, computed by the formulas (6) and (7) (or (13) and (14)) are trapezoidal fuzzy numbers. Their significant values are given in Table 4. The fuzzy variances $\operatorname{var} A^{Z}$ and var $B^{Z}$, obtained by the formulas (9) and (10), as well as $\operatorname{var} A^{S}$ and $\operatorname{var} B^{S}$, computed by (16) and (17), are not trapezoidal fuzzy numbers. Their membership functions are shown in Figures 4 and 5. The significant values of the fuzzy variances are also given in Table 4 (by these significant values we understand end points of the core and of the closure of the support). We can see that the fuzzy variances of the outputs from the fuzzy rule bases reach lower values than the variances obtained by the common approach.

From the results given in Table 4, it is obvious that the center of gravity of the fuzzy expected value $E A$ is greater than the center of gravity of the fuzzy expected value $E B$. Therefore, without considering the variances the decision-maker should prefer the stock $A$.

Table 4
Resultant stocks characteristics

| Stock Characteristic | Significant Values (\%) |  |  |  | Centre of Gravity |
| :--- | :---: | :---: | :---: | :---: | :---: |
| $E A$ | 2.48 | 6.92 | 12.71 | 19.30 | 10.44 |
| $E B$ | 2.79 | 6.72 | 11.97 | 15.84 | 9.33 |
| $\operatorname{var} A^{Z}$ | 38.48 | 117.61 | 255.30 | 365.28 | 195.21 |
| $\operatorname{var} B^{Z}$ | 40.12 | 117.06 | 245.53 | 369.68 | 194.83 |
| $\operatorname{var} A^{S}$ | 33.44 | 105.75 | 229.30 | 324.36 | 173.98 |
| $\operatorname{var} B^{S}$ | 35.41 | 105.23 | 220.70 | 332.441 | 174.98 |

In this example, we can also see that the change in the fuzzy variance computation can cause a change in the decision-maker's preferences. Based on $\operatorname{var} A^{Z}$ and var $B^{Z}$, the decision-maker is not able to make a decision on the basis of the rule of the expected value and the variance described in Section 2, while based on var $A^{S}$ and var $B^{S}$, the decision-maker should prefer the stock A (the higher expected value and the lower variance than the stock B compared on the basis of centers of gravity of variances approximated by trapezoidal fuzzy numbers).


Figure 4
Membership functions of $\operatorname{var} A^{Z}$ and $\operatorname{var} B^{Z}$


Figure 5
Membership functions of $\operatorname{var} A^{S}$ and $\operatorname{var} B^{S}$

## Conclusions

We have dealt with the problem of the extension of a decision matrix for the case of the fuzzy states of the world and the fuzzy evaluations of the alternatives. We have analyzed the common approach to this problem proposed in [Error! Reference source not found.2] that is based on applying the Zadeh's probabilities of the fuzzy states of the world. We have found out that the meaning of the obtained characteristics of the evaluations of the alternatives, namely the fuzzy expected values and the fuzzy variances, is questionable. Therefore, we have introduced a new approach that is based on the idea that a fuzzy decision matrix does not determine discrete fuzzy random variables, but fuzzy rule bases. In such a case, the obtained characteristics of the evaluations, based on which the alternatives are compared, are clearly interpretable. We have proved that the resulting expected values of the evaluations are for both approaches the same, whereas the variances generally differ. In the numerical example, we have shown that the final ordering of the alternatives, according to both approaches, can be different.

Future work in this field will be focused on the case, where the underlying probability measure is fuzzy. For instance, the parameters of the underlying probability distribution, like $\mu$ and $\sigma$ in the case of the normal distribution considered in the numerical example in Section 5, could be expertly set with fuzzy numbers.
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#### Abstract

In this paper we consider special fuzzy implications as directional increasing functions and we introduce the notion of inversely special fuzzy implications as directional decreasing functions. We recall some results connected with special $R$-implications shown by Sainio et al. [A characterization of fuzzy implications generated by generalized quantifiers, Fuzzy Sets and Systems 159, 2008, pp. 491-499] and we present several new results connected with inversely special R-implications. Also, we discuss this new property for other families of fuzzy implications like ( $S, N$ )-implications, f-implications and $g$ implications.


Keywords: fuzzy implications; special implications; inversely special implications; directional monotonicity

## 1 Introduction

Standard monotonicity is one of the key properties of any function. Some functions used in fuzzy logic like $t$-norms, $t$-conorms, copulas are increasing in each variable. However, a very important fuzzy connective, a fuzzy implication, is hybrid monotonic - it is decreasing in the first variable and increasing in the second one. For such functions, among others, a notion of directional monotonicity was introduced. Our motivation is the article Directional monotonicity of fusion functions (Bustince et al. [3]) in which the authors investigated it deeper for different families of functions. In our paper we refer it to fuzzy implications. It turns out that there are some directional increasing and decreasing implications among which we support with examples.

In this paper we consider special fuzzy implications as directional increasing functions and inversely special fuzzy implications as directional decreasing functions (see Section 3). The first notion was introduced in 1996 by Hájek and Kohout [5]. Later, Sainio et al. [11] and Jayaram and Mesiar [6] showed some results concerning R-implications, which we cite here in Section 4. In Section 5 we formulate main new results for inversely special R-implications, while in Section 6 we consider other classes of inversely special fuzzy implications: ( $S, N$ )-implications, $f$-implications and $g$-implications.

## 2. Basic Definitions

This section contains definitions, properties and characterizations of directional monotonicity, fuzzy connectives and convex functions that will be used in the main part of this paper.

### 2.1 A Directional Monotonicity

The notion of the directional monotonicty was introduced in 2015 for functions which are not monotonic in each variable. Such functions are for example weighted arithmetic means, OWA operators, the Choquet and Sugeno integrals. As we mentioned before, fuzzy implications are monotonic in each variable separately, but not together. However, all these types of functions can be monotonic in a way described below.

Definition 1 (Bustince et al. [3, Definition 2]). Let $n \in \mathbb{N}, n \geq 2$, II be the unit interval $[0,1]$ and $r \in \mathbb{R}^{n}$ such that $r=\left(r_{1}, \ldots, r_{n}\right) \neq(0, \ldots, 0)$. A function $F: \mathbb{I}^{n} \rightarrow \mathbb{I}$ is:
i. $\quad r$-increasing, if for all $x \in \mathbb{I}^{n}$ and $c>0$ such that $x+c r \in \mathbb{I}^{n}$, it holds that

$$
F(x+c r) \geq F(x)
$$

ii. $\quad r$-decreasing, if for all $x \in \mathbb{1}^{n}$ and $c>0$ such that $x+c r \in \mathbb{1}^{n}$, it holds that $F(x+c r) \leq F(x)$.

Lemma 2 Let $r=\left(r_{1}, \ldots, r_{1}\right), r_{1}>0$ and $n \in \mathbb{N}, n \geq 2$. A function $F: \mathbb{I}^{n} \rightarrow \mathbb{I}$ is:

1) $r$-increasing if and only if it is $\mathbb{1}$-increasing,
2) $r$-decreasing if and only if it is $\mathbb{1}$-decreasing,
where $\mathbb{1}=\underbrace{(1, \ldots, 1)}_{n}$
Proof. We show it only for $r$-increasing functions. The proof for $r$-decreasing functions is parallel. Let $x=\left(x_{1}, \ldots, x_{n}\right)$ for $x_{1}, \ldots, x_{n} \in \mathbb{I}$. If a function $F$ is $\left(r_{1}, \ldots, r_{1}\right)$-increasing, then for $c>0$ such that $\left(x_{1}+c r_{1}, \ldots, x_{n}+c r_{1}\right) \in \mathbb{I}^{n}$ we have

$$
\begin{gathered}
F\left(x_{1}+c r_{1}, \ldots, x_{n}+c r_{1}\right) \geq F\left(x_{1}, \ldots, x_{n}\right) \\
F\left(x_{1}+d \cdot 1, \ldots, x_{n}+d \cdot 1\right) \geq F\left(x_{1}, \ldots, x_{n}\right)
\end{gathered}
$$

Hence, $F$ is $\mathbb{1}$-increasing, for $d>0$ and $d=c r_{1}$.
If $F$ is $\mathbb{1}$-increasing, then for applicable $c>0$ we have

$$
\begin{gathered}
F\left(x_{1}+c, \ldots, x_{n}+c\right) \geq F\left(x_{1}, \ldots, x_{n}\right) \\
F\left(x_{1}+d \cdot r_{1}, \ldots, x_{n}+d \cdot r_{1}\right) \geq F\left(x_{1}, \ldots, x_{n}\right)
\end{gathered}
$$

where $d=\frac{c}{r_{1}}$ and $d>0$. Therefore, $F$ is $r$-increasing.
Let us consider a notion of directional monotonicity for two different types of functions.

## Example 3

1. The Fodor implication is given by the formula

$$
I_{F D}(x, y)=\left\{\begin{array}{ll}
1, & x \leq y \\
\max \{1-x, y\}, & x>y
\end{array} \text { for } x, y \in[0,1]\right.
$$

For $x=0.2, y=0.1, c=0.4$ we have

$$
I_{F D}(x, y)=0.8>I_{F D}(x+c, y+c)=0.5
$$

For the same $x, y$ and $c=0.71$ we have

$$
I_{F D}(x, y)=0.8<I_{F D}(x+c, y+c)=0.81
$$

Therefore, $I_{F D}$ is not (1,1)-increasing neither (1,1)-decreasing.
2. The Goguen implication, given by the formula
$I_{G G}(x, y)=\left\{\begin{array}{l}1, x \leq y \\ \frac{y}{x}, x>y\end{array}\right.$ for $x, y \in[0,1]$, is $\left(r_{1}, r_{2}\right)$-increasing for $r_{1}, r_{2} \geq 0$
such that $r_{2} \geq r_{1}$. Indeed, for $x \leq y$ and $c>0$ such that $x+c r_{1}$, $y+c r_{2} \in[0,1]$ we have $x+c r_{1} \leq y+c r_{2}$ when $r_{1} \leq r_{2}$ and then $I(x, y)=1 \leq 1=I\left(x+c r_{1}, y+c r_{2}\right)$. For $x>y$ and applicable $c>0$ we have $\frac{y}{x} \leq \frac{y+c r_{2}}{x+c r_{1}} \Leftrightarrow r_{1} y-r_{2} x \leq 0$, which is true if $r_{1} \leq r_{2}$.
3. Let $F:[0,1]^{2} \rightarrow[0,1]$ be a function given by the formula $F(x, y)=(1-\lambda) \cdot \max \{x, y\}+\lambda \cdot \min \{x, y\}, \lambda \in[0,1]$ (see [2]).
Then it is $r$-decreasing for all $r \in[0,1]^{2}$ such that $r=\left(r_{1}, r_{2}\right)$ and $r_{1}+$ $\frac{\lambda}{1-\lambda} r_{2} \leq 0, r_{1}+\frac{1-\lambda}{\lambda} r_{2} \leq 0$. Indeed, for all $r_{1}, r_{2}, x, y \in[0,1]$ and $c>0$ such that $x+c r_{1}, y+c r_{2} \in[0,1]$ we have $(1-\lambda) \cdot \max \{x, y\}+\lambda \cdot \min \{x, y\} \geq$ $(1-\lambda) \cdot \max \left\{x+c r_{1}, y+c r_{2}\right\}+\lambda \cdot \min \left\{x+c r_{1}, y+c r_{2}\right\}$
this leads us to the following inequalities: $r_{1} \leq-\frac{\lambda}{1-\lambda} r_{2}$, when $x \geq y$ and $r_{1} \leq-\frac{1-\lambda}{\lambda} r_{2}$ for $x<y$
The notion of the directional monotonicity is a generalization of another one, i.e., weak monotonicity (see [12]). Thanks to Lemma 2 we can say that weak monotonic function is a directional one in the direction of the vector $\mathbb{1}$.

More general facts and properties of directional monotonic functions can be found in Bustince et al. [3].

### 2.2 Fuzzy Connectives

We assume that the reader is familiar with the classical results concerning basic fuzzy logic connectives, but to make this work more self-contained, we place some of them here.

Definition 4 (Fodor and Roubens [4]). A function $N:[0,1] \rightarrow[0,1]$ is called a fuzzy negation if

- $\quad N(0)=1$ and $N(1)=0$
- $\quad N$ is decreasing

The basic example of a fuzzy negation is the classical strong negation $N_{C}$, i.e.,
$N_{C}(x)=1-x, x \in[0,1]$.

### 2.2.1 T- norms, t-conorms and Copulas

This part contains basic definitions and theorems, which are necessary to define some families of fuzzy implications.

Definition 5 (Fodor and Roubens [4]). A function $T:[0,1]^{2} \rightarrow[0,1]$ is called a triangular norm (t-norm) if it satisfies the following conditions:

- $\quad T(1, x)=x$ for all $x \in[0,1]$
- $\quad T(x, y)=T(y, x)$ for all $x, y \in[0,1]$
- $\quad T(x, y) \leq T(u, v)$ for all $0 \leq x \leq u \leq 1,0 \leq y \leq v \leq 1$
- $\quad T(x, T(y, z))=T(T(x, y), z)$ for all $x, y, z \in[0,1]$

Definition 6 (Fodor and Roubens [4]). A function $S:[0,1]^{2} \rightarrow[0,1]$ is called a triangular conorm (t-conorm) if it satisfies the following conditions:

- $\quad S(0, x)=x$ for all $x \in[0,1]$
- $S(x, y)=S(y, x)$ for all $x, y \in[0,1]$
- $S(x, y) \leq S(u, v)$ for all $0 \leq x \leq u \leq 1,0 \leq y \leq v \leq 1$
- $S(x, S(y, z))=S(S(x, y), z)$ for all $x, y, z \in[0,1]$

Definition 7 (Klement et al. [7, Definitions 2.9, 2.13]). A t-norm $T$ is said to be:

- Archimedean, if for each $(x, y) \in(0,1)^{2}$ there is an $n \in \mathbb{N}$ such that $x_{T}^{[n]}<y$, where by the notation $x_{T}^{[n]}$ we understand $x_{T}^{[n]}=$ $\begin{cases}1, & \text { if } n=0 \\ x, & \text { if } n=1 \\ T\left(x, x_{T}^{[n-1]}\right), & \text { if } n>1\end{cases}$
- Nilpotent, if it is continuous and for each $x \in(0,1)$ there is an $n \in \mathbb{N}$ such that $x_{T}^{[n]}=0$.
- Strict, if it is continuous and strictly monotonic, i.e., $T(x, y)<T(x, z)$ whenever $x>0$ and $y<z$.

The following theorem is usually used to characterize continuous Archimedean tnorms, its first proof can be found in the article written by Ling [9].

Theorem 8 (Klement et al. [7, Theorem 5.1]). For a function $T:[0,1]^{2} \rightarrow[0,1]$ the following statements are equivalent:
i. $\quad T$ is a continuous Archimedean t -norm
ii. $\quad T$ has a continuous additive generator, i.e., there exists a continuous, strictly decreasing function $f:[0,1] \rightarrow[0, \infty]$ with $f(1)=0$ such that $T(x, y)=f^{-1}(\min \{f(x)+f(y), f(0)\})$, for $x, y \in[0,1]$. Moreover, such representation is unique up to a positive multiplicative constant.

The following theorem tells about a method of constructing new t-norms from some family of given $t$-norms.

Theorem 9 (Klement et al. [7, Theorem 3.43]). Let $\left(T_{\alpha}\right)_{\alpha \in A}$ be a family of tnorms and $\left(\left(a_{\alpha}, e_{\alpha}\right)\right)_{\alpha \in A}$ be a family of non-empty, pairwise disjoint open subintervals of $[0,1]$. Then the following function $T:[0,1]^{2} \rightarrow[0,1]$ is a $t$-norm:
$T(x, y)=\left\{\begin{array}{cc}a_{\alpha}+\left(e_{\alpha}-a_{\alpha}\right) \cdot T_{\alpha}\left(\frac{x-a_{\alpha}}{e_{\alpha}-a_{\alpha}}, \frac{y-a_{\alpha}}{e_{\alpha}-a_{\alpha}}\right), & \text { if }(x, y) \in\left[a_{\alpha}, e_{\alpha}\right]^{2} \\ \min \{x, y\}, & \text { otherwise. }\end{array}\right.$
This theorem allows us to formulate the following definition.
Definition 10 (Klement et al. [7, Definition 3.44]). Let $\left(T_{\alpha}\right)_{\alpha \in A}$ be a family of tnorms and $\left(\left(a_{\alpha}, e_{\alpha}\right)\right)_{\alpha \in A}$ be a family of non-empty, pairwise disjoint open subintervals of $[0,1]$. The t-norm $T$ defined by (1) is called the ordinal sum of the summands $<a_{\alpha}, e_{\alpha}, T_{\alpha}>, \alpha \in A$, and we shall write $\left.T=\left(<a_{\alpha}, e_{\alpha}, T_{\alpha}\right\rangle\right)_{\alpha \in A}$.
In the following theorem, we recall a very important characterization of continuous t-norms.

Theorem 11 (Klement et al. [7, Theorem 5.11]). For a function $T:[0,1]^{2} \rightarrow[0,1]$ the following statements are equivalent:
i. $\quad T$ is a continuous t-norm.
ii. $\quad T$ is uniquely representable as an ordinal sum of continuous Archimedean t-norms, i.e., $T$ is defined by a formula (1).

We present a definition of a copula below. This notion is necessary to show its relationship with t-norms.

Definition 12 (Klement et al. [7, Definition 9.4]). A function $C:[0,1]^{2} \rightarrow[0,1]$ is a copula if, for all $x, y, u, v \in[0,1]$ with $x \leq u$ and $y \leq v$, it satisfies the following conditions:

- $C(x, y)+C(u, v) \geq C(x, v)+C(u, y)$
- $\quad C(x, 0)=C(0, x)=0$
- $\quad C(x, 1)=C(1, x)=x$

Definition 13. A function $f:[0,1]^{2} \rightarrow[0,1]$ is said to be 1 -Lipschitz if it satisfies the Lipschitz property with constant 1 i.e.,
$\left|f\left(x_{1}, y_{1}\right)-f\left(x_{2}, y_{2}\right)\right| \leq\left|x_{1}-x_{2}\right|+\left|y_{1}-y_{2}\right|$ for all $x_{1}, x_{2}, y_{1}, y_{2} \in[0,1]$.
The next theorem is the full characterization of t-norms which are copulas.

Theorem 14 (Moynihan [10, Theorem 3.1], Klement et al [7, Theorem 9.10]). For a t-norm $T$ the following statements are equivalent:
i. $\quad T$ is a copula.
ii. $\quad T$ is 1-Lipschitz.

### 2.2.2 Convex Functions

This section contains known theorems, which describe continuous and convex functions. Properties presented here are needed in the next part of the work for additive generators of $t$-norms.

Definition 15 (Kuczma [8, p.130]). Let $D \subset \mathbb{R}^{n}, n \in \mathbb{N}$ be a convex and open set. A function $f: D \rightarrow \mathbb{R}$ is called convex if it satisfies the Jensen's functional inequality $f\left(\frac{x+y}{2}\right) \leq \frac{f(x)+f(y)}{2}$ for all $x, y \in D$.

Definition 16 (Kuczma [8, p.130]). Let $D \subset \mathbb{R}^{n}, n \in \mathbb{N}$ be a convex and open set. A function $f: D \rightarrow \mathbb{R}$ is called concave if it satisfies the following functional inequality $f\left(\frac{x+y}{2}\right) \geq \frac{f(x)+f(y)}{2}$ for all $x, y \in D$.

Theorem 17 (Kuczma [8, Theorem 7.1.1]). For a function $f: D \rightarrow \mathbb{R}$ the following statements are equivalent:
i. $\quad f$ is convex and continuous.
ii. For all $\lambda \in[0,1]$ and all $x, y \in D$ it holds
$f(\lambda x+(1-\lambda) y) \leq \lambda f(x)+(1-\lambda) f(y)$.
The following characterization is true for continuous functions.
Theorem 18 (Kuczma [8, Theorems 7.3.2 and 7.3.3]). For a continuous function $f:[0,1] \rightarrow \mathbb{R}$ the following statements are equivalent:
i. $\quad f$ is convex.
ii. $\quad f$ satisfies the inequality
$f(y+\varepsilon)-f(y) \leq f(x+\varepsilon)-f(x)$,
for all $x, y \in[0,1]$ such that $y \leq x$ and all $\varepsilon>0$ such that $x+\varepsilon, y+\varepsilon \in$ $[0,1]$.

It is well-known that a function $f$ is convex, if and only if, $-f$ is concave. Therefore, the analogous theorem can be formulated for concave functions.

Theorem 19. For a continuous function $f:[0,1] \rightarrow \mathbb{R}$ the following statements are equivalent:
i. $\quad f$ is concave.
ii. $\quad f$ satisfies the inequality
$f(y+\varepsilon)-f(y) \geq f(x+\varepsilon)-f(x)$,
for all $x, y \in[0,1]$ such that $y \leq x$ and all $\varepsilon>0$ such that $x+\varepsilon, y+\varepsilon \in$ $[0,1]$.

### 2.2.3 Fuzzy Implications

In this part we present main definitions connected with fuzzy implications.
Definition 20 (Fodor and Roubens [4], Baczyński and Jayaram [1]). A function $I:[0,1]^{2} \rightarrow[0,1]$ is called a fuzzy implication if it satisfies, for all $x, x_{1}, x_{2}, y, y_{1}, y_{2} \in[0,1]$, the following conditions:

- if $x_{1} \leq x_{2}$, then $I\left(x_{1}, y\right) \geq I\left(x_{2}, y\right)$
- if $y_{1} \leq y_{2}$, then $I\left(x, y_{1}\right) \leq I\left(x, y_{2}\right)$
- $I(0,0)=1$
- $I(1,1)=1$
- $I(1,0)=0$

Below, we cite one result that will be useful in the last part of our paper.
Theorem 21 (Baczyński and Jayaram [1]). Let $\phi:[0,1] \rightarrow[0,1]$ be an increasing bijection. If $I$ is a fuzzy implication, then the $\phi$-conjugate of $I$ given by formula $I_{\phi}(x, y)=\phi^{-1}(I(\phi(x), \phi(y)))$ for $x, y \in[0,1]$ is also a fuzzy implication.

Now, we present definitions of some families of fuzzy implications that will appear later.

Definition 22 (Baczyński and Jayaram [1]). A function $I:[0,1]^{2} \rightarrow[0,1]$ is called an $R$-implication if there exists a t-norm $T$ such that
$I(x, y)=\sup \{t \in[0,1]: T(x, t) \leq y\}$, for $x, y \in[0,1]$
If $I$ is generated from a t -norm $T$, then it will be denoted by $I_{T}$.
Definition 23 (Baczyński and Jayaram [1]). A function $I:[0,1]^{2} \rightarrow[0,1]$ is called an $(S, N)$-implication if there exists a t-conorm $S$ and a fuzzy negation $N$ such that
$I(x, y)=S(N(x), y)$, for $x, y \in[0,1]$.

## 3 Special and Inversely Special Implications

As we mentioned before, the notion of directional monotonicity was introduced in 2015 (Bustince et al. [3]). However, earlier, in 1996, it appeared for fuzzy implications in the article by Hájek and Kohout [5], investigated in 2007 by Sainio et al. [11] and also in 2009 by Jayaram and Mesiar [6]. The authors suggested the following notion.

Definition 24 (Sainio et al. [11]). A fuzzy implication $I$ is called special if
$\forall_{\varepsilon>0} \forall_{x, y \in[0,1]}(x+\varepsilon, y+\varepsilon \in[0,1] \Rightarrow I(x, y) \leq I(x+\varepsilon, y+\varepsilon))$.
According to the Definition 1 we can say that special implications are (1,1)-increasing functions.

Below, we give some examples of special implications.

## Example 25

1. The Łukasiewicz implication given by the formula
$I_{\mathrm{E}}(x, y)=\min \{1,1-x+y\}$, for $x, y \in[0,1]$
is a special implication (see [6]). Note that $I_{\mathrm{E}}(x, y)=I_{\mathrm{E}}(x+\varepsilon, y+\varepsilon)$ for $\varepsilon>0$ and $x+\varepsilon, y+\varepsilon \in[0,1]$.
2. The Gödel implication given by the formula
$I_{G}(x, y)=\left\{\begin{array}{ll}1, & x \leq y \\ y, & x>y\end{array}\right.$, for $x, y \in[0,1]$,
is special. Indeed, $I(x, y)=I(x+\varepsilon, y+\varepsilon)$ for $x \leq y$ and suitable $\varepsilon>0$. We also have $I(x, y)=y \leq \mathrm{y}+\varepsilon=\mathrm{I}(\mathrm{x}+\varepsilon, \mathrm{y}+\varepsilon)$ for $x>y$ and proper $\varepsilon>0$.

Analogously, we formulate the notion for fuzzy implications which are (1,1)decreasing functions.

Definition 26 A fuzzy implication $I:[0,1]^{2} \rightarrow[0,1]$ is called inversely special if
$\forall_{\varepsilon>0} \forall_{x, y \in[0,1]}(x+\varepsilon, y+\varepsilon \in[0,1] \Rightarrow I(x, y) \geq I(x+\varepsilon, y+\varepsilon))$.
Below we show several examples of inversely special implications, which belong to different families of fuzzy implications.

## Example 27

1. The Łukasiewicz implication $I_{\mathrm{E}}$ is inveresly special (see Example 25).
2. Let $S$ be a t-conorm, $N$ the fuzzy negation given by
$N(x)=\left\{\begin{array}{ll}0, & x=1 \\ 1, & x<1\end{array}\right.$.
Then the $(S, N)$-implication given by $I(x, y)=S(N(x), y)=\left\{\begin{array}{l}1, x<1 \\ y, x=1\end{array}\right.$ for $x, y \in[0,1]$ is inversely special. Indeed, for $x, y<1$ and $\varepsilon>0$ such that $x+\varepsilon<1$ we have $1=I(x, y) \geq I(x+\varepsilon, y+\varepsilon)=1$. The condition (ISP) holds also for $x, y<1$ such that $x+\varepsilon=1$, since in this case $I(x, y)=1 \geq y+\varepsilon=I(x+\varepsilon, y+\varepsilon)$. Note that this implication is also the R -implication generated from the drastic product t -norm $T_{D}$ given by the formula $T_{D}(x, y)=\left\{\begin{array}{lr}0, & (x, y) \in[0,1)^{2} \\ \min \{x, y\}, & \text { otherwise }\end{array}\right.$ for $x, y \in[0,1]$.
3. It is easy to check that the Rescher implication given by the formula $I_{R S}(x, y)=\left\{\begin{array}{cc}1, & x \leq y \\ 0, & x>y\end{array}\right.$, for $x, y \in[0,1]$ is inversely special.
4. Note that the Gödel implication (see Example 25) is not inversely special. Let us take $x=0.5, y=0.3$ and $\varepsilon=0.2$, then $I(x, y)=0.3<$ $I(x+\varepsilon, y+\varepsilon)=0.5$.

Lemma 28 Let $I$ be a fuzzy implication. If $I$ is special or inversely special, then it satisfies

- The identity principle i.e., $I(x, x)=1$ for all $x \in[0,1]$
- The left ordering property i.e., $\forall_{x, y \in[0,1]}(x \leq y \Rightarrow I(x, y)=1)$

Proof. We show it for inversely special implications (as for special ones it is similar). Let $I$ be an inversely special implication and take $x \in[0,1)$ and $\varepsilon>0$. Let us fix $\varepsilon=1-x>0$, we have

$$
1 \geq I(x, x) \geq I(x+\varepsilon, x+\varepsilon)=I(1,1)=1
$$

Of course $I(1,1)=1$, hence $I(x, x)=1$ for $x \in[0,1]$, so $I$ satisfies (IP).
To show the second condition, let us take $x, y \in[0,1]$ such that $x \leq y$, then

$$
1 \geq I(x, y) \geq I(y, y)=1
$$

because of the monotonicity of $I$. Therefore, $I(x, y)=1$
Note that the fuzzy implication $I$ from Example 27 point 2 satisfies the left neutrality property, i.e.,
$I(1, y)=y$, for $y \in[0,1]$
However, it does not satisfy the ordering property i.e., the following equality

$$
\begin{equation*}
\forall_{x, y \in[0,1]}(x \leq y \Leftrightarrow I(x, y)=1) \tag{OP}
\end{equation*}
$$

Indeed, $I(x, y)=1$ for $x=0.9$ and $y=0.5$. This makes a difference between fuzzy implications satisfying (ISP) and (SP). If a special implication satisfies (NP) then it satisfies (OP) as well (see [6, Proposition 2.7]). Here, as we have seen, it can be opposite.

For all fuzzy implications, the following result is true.
Theorem 29 (cf. Jayaram and Mesiar [6, Theorem 9.6]). For an increasing bijection $\phi:[0,1] \rightarrow[0,1]$ the following statements are equivalent:
i. For each inversely special implication $I$, the implication $I_{\phi}$ is an inversely special fuzzy implication.
ii. $\quad \phi$ is convex.

Proof. (i. $\Rightarrow$ ii.) We can take any fuzzy implication which satisfies (ISP), so let us consider the Łukasiewicz implication $I_{Ł}$. Assume that $\left(I_{Ł}\right)_{\phi}$ is inversely special for some increasing bijection $\phi$. Let us fix arbitrarily $x, y \in[0,1]$ such that $x \geq y$ and take any $\varepsilon>0$ such that $x+\varepsilon, y+\varepsilon \in[0,1]$. From (ISP) for $\left(I_{E}\right)_{\phi}$ we obtain

$$
\begin{aligned}
\phi^{-1}(1-\phi(x)+ & \phi(y))=\left(I_{\mathrm{E}}\right)_{\phi}(x, y) \geq\left(I_{\mathrm{E}}\right)_{\phi}(x+\varepsilon, y+\varepsilon) \\
=\phi^{-1}(1-\phi(x+\varepsilon) & +\phi(y+\varepsilon))
\end{aligned}
$$

thus, by the monotonicity of $\phi^{-1}$, we have

$$
1-\phi(x)+\phi(y) \geq 1-\phi(x+\varepsilon)+\phi(y+\varepsilon)
$$

hence

$$
\phi(x+\varepsilon)-\phi(x) \geq \phi(y+\varepsilon)-\phi(y)
$$

and $\phi$ is convex in virtue of Theorem 18.
(ii. $\Rightarrow i$.) Since $I$ is inversely special, then it satisfies the left ordering property. We show that $I_{\phi}$ satisfies it too. Let us take $x \in[0,1)$ and define $\varepsilon=1-\phi(x)>$ 0 . From (ISP) for I we obtain

$$
1 \geq I(\phi(x), \phi(x)) \geq I(\phi(x)+\varepsilon, \phi(x)+\varepsilon)=I(1,1)=1
$$

Of course

$$
I_{\phi}(x, x)=\phi^{-1}(I(\phi(x), \phi(x)))=\phi^{-1}(1)=1
$$

Thus, $1=I_{\phi}(x, x) \leq I_{\phi}(x, y) \leq 1$ for any $x, y \in[0,1]$ such that $x \leq y$, because of the monotonicity of the fuzzy implication $I_{\phi}$, hence $I_{\phi}(x, y)=1$ for $x \leq y$.

Therefore, it remains to show that $I_{\phi}$ is inversely special for $x, y \in[0,1]$ such that $x>y$. To do this let us fix arbitrarily $x, y \in[0,1)$ such that $x>y$ (the case when $x=1$ is not applicable in the definition of (ISP)). We know that

$$
I(\phi(x), \phi(y)) \geq I(\phi(x)+\delta, \phi(y)+\delta)
$$

for any $\delta>0$ such that $\phi(x)+\delta, \phi(y)+\delta \in[0,1]$. Let us take any $\varepsilon>0$ such that $x+\varepsilon \leq 1$. Bijection $\phi$ is in particular continuous, so from our assumption on convexity and by Theorem 18 we have $\phi(y+\varepsilon) \geq \phi(y)+\phi(x+\varepsilon)-\phi(x)$. Now, for $\delta=\phi(x+\varepsilon)-\phi(x)>0$ we have

$$
\begin{aligned}
I(\phi(x), \phi(y)) & \geq I(\phi(x+\varepsilon), \phi(y)+\phi(x+\varepsilon)-\phi(x)) \\
& \geq I(\phi(x+\varepsilon), \phi(y+\varepsilon))
\end{aligned}
$$

Therefore $\phi^{-1}(I(\phi(x), \phi(y))) \geq \phi^{-1}(I(\phi(x+\varepsilon), \phi(y+\varepsilon)))$ and thus $I_{\phi}$ is inversely special.

## 4 Characterizations of Special R-implications

First, we cite characterizations of special implications that are R-implications generated from specific t-norms.

Theorem 30 (Sainio et al. [11, Proposition 2]). For a continuous Archimedean tnorm $T$ the following statements are equivalent:
i. The R-implication $I_{T}$ satisfies (SP).
ii. The continuous additive generator of $T$ is a convex function.

Theorem 31 (Sainio et al. [11, Theorem 2]). For a continuous t-norm $T$ the following statements are equivalent:
i. The R-implication $I_{T}$ satisfies (SP).
ii. $\quad T$ is the ordinal sum of the summands $\left\langle a_{\alpha}, e_{\alpha}, T_{\alpha}\right\rangle, \alpha \in A$, where each $T_{\alpha}$ is generated by a convex additive generator $f_{\alpha}$.

In particular, when $A$ is the empty set, then $T$ is the minimum t-norm and $I_{T}$ is the Gödel implication which is special. As a corollary, they received the following result.

Theorem 32 (Sainio et al. [11, Corollary 2]). For a left-continuous t-norm $T$ the following statements are equivalent:
i. The R-implication $I_{T}$ satisfies (SP).
ii. $\quad T$ is 1-Lipschitz.

As an easy corollary we receive the following fact.
Corollary 33 For a left-continuous t-norm $T$ the following statements are equivalent:
i. The R-implication $I_{T}$ satisfies (SP).
ii. $\quad T$ is a copula.

## 5 Characterizations of Inversely Special R-implications

In this section, we present new results for inversely special fuzzy implications which are in some sense equivalents of results from previous section. The following remark says about such R -implications generated from 1-Lipschitz t-norms.

Theorem 34 The Łukasiewicz implication given by (7) is the only one Rimplication generated from a 1-Lipschitz t-norm that is inversely special.

Proof. Let us take a 1-Lipschitz t-norm $T$ and consider the R-implication generated from it. For the simplificity let us denote it by $I$. First notice that for every R-implication we have

$$
I(1, y)=\sup \{t \in[0,1]=T(1, t) \leq y\}=y
$$

for $\mathrm{y} \in[0,1]$. From Theorem 32 we know that $I$ is special. Let us take $x, y \in[0,1)$ such that $x>y$ and $\varepsilon=1-x>0$. Since $I$ satisfies (SP) we can write

$$
I(x, y) \leq I(x+\varepsilon, y+\varepsilon)=I(1,1-x+y)=1-x+y=I_{\mathrm{E}}(x, y)
$$

Also, I satisfies (ISP). Therefore

$$
I(x, y) \geq I(x+\varepsilon, y+\varepsilon)=I(1,1-x+y)=1-x+y=I_{Ł}(x, y)
$$

for $x>y$. Therefore $I(x, y)=I_{Ł}(x, y)$ for all $x, y \in[0,1)$ such that $x>y$. From Lemma 28 we know that $I(x, y)=1$ for $x \leq y$. Hence $I(x, y)=I_{Ł}(x, y)$ for all $x, y \in[0,1]$.

For some $R$-implications generated from continuous t -norms, we can formulate a characterization of inversely special implications in the analogous way to special ones (compare the following result with Theorem 30).

Theorem 35 For a continuous Archimedean t-norm $T$ the following statements are equivalent:
i. The R-implication $I_{T}$ satisfies (ISP).
ii. The continuous additive generator of $T$ is a concave function.

Proof. ( $i . \Rightarrow$ ii.) Let $T$ be a continuous Archimedean t-norm and $I_{T}$ be the Rimplication generated from $T$. Also, let $f:[0,1] \rightarrow[0,1]$ be the additive generator of $T$, i.e., $T(x, y)=f^{-1}(\min \{f(x)+f(y), f(0)\})$, for $x, y \in[0,1]$. Hence, by Theorem 2.5.21 in [1] we obtain

$$
I_{T}(x, y)=f^{-1}(\max \{f(y)-f(x), 0\}), \text { for all } x, y \in[0,1]
$$

From Theorem 19 it is enough to show the condition (4). Let us fix arbitrarily $x, y \in[0,1]$ such that $x \geq y$. Then $f(x) \leq f(y)$, so $f(y)-f(x) \geq 0$ and hence

$$
I_{T}(x, y)=f^{-1}(f(y)-f(x))
$$

for such $x, y$. Since $I_{T}$ is inversely special, for any $\varepsilon>0$ such that $x+\varepsilon, y+\varepsilon \in$ [0,1], we receive

$$
I_{T}(x, y) \geq I_{T}(x+\varepsilon, y+\varepsilon)
$$

so

$$
f^{-1}(f(y)-f(x)) \geq f^{-1}(f(y+\varepsilon)-f(x+\varepsilon))
$$

$f^{-1}$ is also a decreasing function, therefore

$$
f(y)-f(x) \leq f(y+\varepsilon)-f(x+\varepsilon)
$$

hence

$$
f(y+\varepsilon)-f(y) \geq f(x+\varepsilon)-f(x)
$$

thus, by Theorem 19, $f$ is a concave function.
(ii. $\Rightarrow i$.) Let us assume that $f$ is a concave function and by Theorem 19 we have

$$
f(y+\varepsilon)-f(y) \geq f(x+\varepsilon)-f(x)
$$

for $x, y \in[0,1], x \geq y$ and applicable $\varepsilon>0$. Hence

$$
f^{-1}(f(y)-f(x)) \geq f^{-1}(f(y+\varepsilon)-f(x+\varepsilon))
$$

thus

$$
I_{T}(x, y) \geq I_{T}(x+\varepsilon, y+\varepsilon)
$$

We know that $I_{T}(x, y)=1$ for $x<y$ and therefore $I_{T}$ is inversely special.
Now we consider continuous t-norms (compare the following result with Theorem 31)

Theorem 36 For a continuous $t$-norm $T$ the following statements are equivalent:
i. The R-implication $I_{T}$ satisfies (ISP).
ii. $\quad T$ is continuous Archimedean with a concave generator.

Proof. ( $i . \Rightarrow$ ii.) Let us take a continuous t-norm $T$ and consider the R-implication $I_{T}$ generated from this $T$. From Theorem 11 we know that $T$ can be represented as an ordinal sum of continuous Archimedean t-norms. Then $I_{T}$ is given by the following formula (see [1, Theorem 2.5.24]):

$$
I_{T}(x, y)=\left\{\begin{array}{cc}
1, & x \leq y \\
a_{\alpha}+\left(e_{\alpha}-a_{\alpha}\right) \cdot I_{T_{\alpha}}\left(\frac{x-a_{\alpha}}{e_{\alpha}-a_{\alpha}}, \frac{y-a_{\alpha}}{e_{\alpha}-a_{\alpha}}\right), & (x, y) \in\left[a_{\alpha}, e_{\alpha}\right]^{2} \\
y, & \text { otherwise }
\end{array}\right.
$$

Let us consider three cases with respect to the index set $A$.

1. If $A=\emptyset$, then $I_{T}=I_{G}$ (see Example 25 point 2 ). However, we have shown that $I_{G}$ is special but not inversely special.
2. If $\overline{\bar{A}}=1$ and $a_{\alpha}=0, e_{\alpha}=1$, then $T=<0,1, T>$ and $T$ is a continuous Archimedean t-norm. In this case, in virtue of Theorem 35, $I_{T}$ is inversely special if and only if $T$ has a concave generator.
3. In all other situations we consider two possibilities.
a. There exists $\alpha 0 \in A$ such that $a_{\alpha 0}=0$ and $e_{\alpha 0}<1$. Let us take $x \in\left(e_{\alpha 0}, 1\right), y \in\left(a_{\alpha 0}, e_{\alpha 0}\right)$, then there exists $\varepsilon>0$ such that $x+\varepsilon \in\left(e_{\alpha 0}, 1\right), y+\varepsilon \in\left(a_{\alpha 0}, e_{\alpha 0}\right)$. Then $I_{T}(x, y)=y<y+$ $\varepsilon=I_{T}(x+\varepsilon, y+\varepsilon)$, so $I_{T}$ does not satisfy (ISP) in this case.
b. $\quad a_{\alpha}>0$, for all $\alpha \in A$. Let $a_{\alpha 0}=\min \left\{a_{\alpha}: \alpha \in A\right\}$ and $e_{\alpha 0}=$ $\min \left\{e_{\alpha}: \alpha \in A\right\}$. Consider $x \in\left(a_{\alpha 0}, e_{\alpha 0}\right)$ such that $\frac{x}{2}<a_{\alpha 0}$. Then there exists $\varepsilon>0$ such that $x+\varepsilon \in\left(a_{\alpha 0}, e_{\alpha 0}\right)$ and $\frac{x+\varepsilon}{2}<a_{\alpha 0}$. Then $I_{T}\left(x, \frac{x}{2}\right)=\frac{x}{2}<\frac{x}{2}+\frac{\varepsilon}{2}=I_{T}\left(x+\varepsilon, \frac{x+\varepsilon}{2}\right)$.

As we have shown, if $I_{T}$ is represented by a proper ordinal sum (case 3 ) it is not inversely special. Therefore $I_{T}$ is inversely special if and only if $T$ is continuous Archimedean with a concave generator.
(ii. $\Rightarrow i$.) This follows from Theorem 35.

Based on the above results, we can formulate the following fact.
Theorem 37 For a continuous t-norm $T$ the following statements are equivalent:
i. The R-implication $I_{T}$ satisfies (ISP).
ii. The R-implication $I_{T}$ is $\phi$-conjugate with the Łukasiewicz implication, where $\phi$ is convex.

Proof. (i. $\Rightarrow$ ii.) Let $T$ be a continuous t-norm. From Theorem 36 we know that if the R-implication generated from a continuous t -norm $T$ satisfies (ISP), then $T$ is also Archimedean. Among all such t-norms there are only two classes - nilpotent and strict t -norms (see [7, Theorem 2.18]). Let $f$ be the additive generator of $T$. If $T$ is nilpotent, then $f(0)<\infty$ and if $T$ is strict, then $f(0)=\infty$ (see [7, Proposition 3.29]). We also know from Theorem 36 that $f$ is concave, so by Theorem 18 the condition (4), i.e., the inequality

$$
f(y+\varepsilon)-f(y) \geq f(x+\varepsilon)-f(x)
$$

is true for $x, y \in[0,1]$ such that $y \leq x$ and $\varepsilon>0$ such that $x+\varepsilon, y+\varepsilon \in[0,1]$. Let $y=0$ and take any $x \in(0,1)$ and $\varepsilon \in(0,1)$ such that $x+\varepsilon \in(0,1)$. From the above inequality we obtain that

$$
f(0) \leq f(x)-f(x+\varepsilon)-f(\varepsilon)
$$

Therefore, $f(0)<\infty$ (because $f(x), f(x+\varepsilon), f(\varepsilon)<\infty)$ and $T$ must be nilpotent. Hence $I_{T}$ is $\phi$-conjugate with the Łukasiewicz implication (see [1, Lemma 2.5.23]). Moreover, we can define $\phi$ in the following way $\phi(x)=1-\frac{f(x)}{f(0)}$ for $x \in[0,1]$. Also if $f$ is concave, then of course $\phi$ is convex.
(ii. $\Rightarrow i$.) For any increasing bijection $\phi$, by Proposition 2.5 .10 in [1], the function $\left(I_{\mathrm{E}}\right)_{\phi}$ is a continuous $R$-implication generated from the continuous t-norm $\phi$ conjugate with the Łukasiewicz t-norm, i.e., $\left(T_{\text {Ł }}\right)_{\phi}(x, y)=\phi^{-1}(\max \{\phi(x)+$ $\phi(y)-1,0\}), x, y \in[0,1]$. From Theorem 29 we know that $\left(I_{Ł}\right)_{\phi}$ satisfies (ISP), if $\phi$ is convex.

Now, we present a proposition which contains a little more general characterization of directional decreasing $R$-implications generated from continuous $t$-norms.

Proposition 38 Let $\varepsilon, \varepsilon_{1}, \varepsilon_{2}>0, \varepsilon_{2} \leq \varepsilon \leq \varepsilon_{1}, T$ be a continuous t-norm and $I_{T}$ be the $R$-implication generated from $T$. Then the following statements are equivalent:
i. $\quad I_{T}$ is an inversely special implication.
ii. $\quad I_{T}$ is $\left(\varepsilon_{1}, \varepsilon\right)$-decreasing.
iii. $\quad I_{T}$ is $\left(\varepsilon, \varepsilon_{2}\right)$-decreasing.

Proof. (i. $\Rightarrow$ ii.) If an $R$-implication $I_{T}$ is inversely special, then t-norm $T$ is continuous Archimedean with an additive generator $f$. Therefore for $x, y \in[0,1]$, $x \geq y$ and applicable $\varepsilon>0$ we can write the following inequality

$$
f^{-1}(f(y)-f(x)) \geq f^{-1}(f(y+\varepsilon)-f(x+\varepsilon))
$$

thus for proper $\varepsilon_{1}>0$ we have

$$
f(y)-f(x) \leq f(y+\varepsilon)-f(x+\varepsilon) \leq f(y+\varepsilon)-f\left(x+\varepsilon_{1}\right)
$$

because $f$ is strictly decreasing. Further, $f^{-1}(f(y)-f(x)) \geq f^{-1}(f(y+\varepsilon)-$ $\left.f\left(x+\varepsilon_{1}\right)\right)$, what means $I_{T}(x, y) \geq I_{T}\left(x+\varepsilon_{1}, y+\varepsilon\right)$ in this case. Moreover, we have

$$
1=I_{T}(x, y) \geq I_{T}\left(x+\varepsilon_{1}, y+\varepsilon\right)
$$

for any $x<y$ and applicable $\varepsilon>0$. Proofs (ii. $\Rightarrow$ i.), (iii. $\Rightarrow i$.) are obvious and ( $i . \Rightarrow$ iii.) is analogous to the above one.

The similar result can be formulated for special implications and the proof is similar to the above one.

Proposition 39 Let $\varepsilon, \varepsilon_{1}, \varepsilon_{2}>0, \varepsilon_{1} \leq \varepsilon \leq \varepsilon_{2}, T$ be a continuous t-norm and $I_{T}$ be the $R$-implication generated from $T$. Then the following statements are equivalent:
i. $\quad I_{T}$ is a special implication.
ii. $\quad I_{T}$ is $\left(\varepsilon_{1}, \varepsilon\right)$-increasing.
iii. $\quad I_{T}$ is $\left(\varepsilon, \varepsilon_{2}\right)$-increasing.

## 6 Other Classes of Inversely Special Implications

In this part we consider different families of fuzzy implications, i.e., $(S, N)$ implications, $f$-implications and $g$-implications. We will use the following theorems to characterize inversely special ( $S, N$ )-implications.

Theorem 40 (Baczyński and Jayaram [1, Theorem 2.4.17]). For a t-conorm $S$ and a fuzzy negation $N$ the following statements are equivalent:
i. $\quad I_{S, N}$ is a continuous ( $S, N$ )-implication that satisfies (IP).
ii. $\quad S$ is a nilpotent t-conorm and $N \geq N_{S}$, where $N_{S}$ is the natural negation of $S$ (see Definition 2.3.1 in [1]).

Theorem 41 (Baczyński and Jayaram [1, Theorem 2.4.20]). For a function $I:[0,1]^{2} \rightarrow[0,1]$ the following statements are equivalent.
i. $\quad I$ is an $(S, N)$-implication obtained from a nilpotent t -conorm $S$ and its natural negation $N_{S}$.
ii. $\quad I$ is $\phi$-conjugate with the Łukasiewicz implication.

Thanks to these results, we can formulate the following corollary.

Corollary 42 For a function $I:[0,1]^{2} \rightarrow[0,1]$ the following statements are equivalent.
i. $\quad I$ is an inversely special $(S, N)$-implication obtained from a continuous tconorm $S$ and its natural negation $N_{S}$.
ii. $\quad I$ is $\phi$-conjugate with the Łukasiewicz implication, where $\phi$ is convex.

Proof. (i. $\Rightarrow$ ii.) Let $I$ be an inversely special ( $S, N$ )-implication obtained from a continuous t-conorm $S$ and its natural negation $N_{S}$. If $I$ satisfies (ISP), then by Lemma 28 it satisfies (IP). $I$ is in particular continuous, so in virtue of Theorem 40 the $t$-conorm $S$ is nilpotent. Now, from Theorem 41 and Theorem 29 we obtain the thesis.
(ii. $\Rightarrow$ i.) By Theorem 2.4.5 in [1] the function $\left(I_{\mathrm{E}}\right)_{\phi}$ is the ( $S, N$ )-implication obtained from the $\phi$-conjugate Łukasiewicz t-conorm $S_{\mathrm{E}}$ (which is in particular continuous) and its natural negation. From Theorem 29 we know that $\left(I_{Ł}\right)_{\phi}$ satisfies (ISP), if $\phi$ is convex.

A fuzzy implication $\phi$-conjugate with an $R$-implication generated from any tnorm is also an $R$-implication (see [1, Proposition 2.5.10]). Since all implications $\phi$-conjugate with the Łukasiewicz implication are $R$-implications, $(S, N)$ implications satisfying (ISP) and generated from a continuous $t$-conorm and the natural negation of this $t$-conorm are a subclass of inversely special $R$ implications.

Now let us consider $f$-implications and $g$-implications. We will see there are no inversely special implications among them.

First, let us recall some definitions and their properties.
Definition 43 (Baczyński and Jayaram [1, Definition 3.1.1]). Let $f:[0,1] \rightarrow[0,1]$ be a strictly decreasing and continuous function with $f(1)=0$. The function $I:[0,1]^{2} \rightarrow[0,1]$ defined by

$$
I(x, y)=f^{-1}(x \cdot f(y))
$$

for $x, y \in[0,1]$ with understanding $0 \cdot \infty=0$, is called an $f$-generated implication. The function $f$ itself is called an $f$-generator of the $I$. In such case, to emphasize the apparent relation, we will write $I_{f}$.

Theorem 44 (Baczyński and Jayaram [1, Theorem 3.1.7]). If $f$ is an $f$-generator, then $I_{f}$ does not satisfy (IP).

From the above theorem and Lemma 28 it is clear that all $f$-implications are not inversely special.

Corollary 45 There is no $f$-implication satisfying (ISP).

Definition 46 (Baczyński and Jayaram [1, Definition 3.2.1]). Let $g:[0,1] \rightarrow[0,1]$ be a strictly increasing and continuous function with $g(0)=0$. The function $I:[0,1]^{2} \rightarrow[0,1]$ defined by

$$
I(x, y)=g^{-1}\left(\min \left\{\frac{1}{x} \cdot g(y), g(1)\right\}\right)
$$

for $x, y \in[0,1]$, with the understanding $\frac{1}{0}=\infty$ and $\infty \cdot 0=\infty$, is called a $g$ generated implication. The function $g$ itself is called a $g$-generator of the $I$ and we will write $I_{g}$ instead of $I$.

Theorem 47 (Baczyński and Jayaram [1, Theorem 3.2.9]). If $g$ is a $g$-generator, then the following statements are equivalent:
i. $\quad I_{g}$ satisfies (OP).
ii. $\quad I_{g}$ is a Goguen implication.

Now we can prove the following fact.
Proposition 48 There is no $g$-implication satisfying (ISP).
Proof. Let us suppose that there is a $g$-implication $I_{g}$ which is inversely special. Then it satisfies the left ordering property. From Theorem 47 we know that if $g$ implication satisfies (OP), then it is the Goguen implication, which is not inversely special. That means that $I_{g}$ does not satisfy the following condition:
$I_{g}(x, y)=1 \Rightarrow x \leq y$ for $x, y \in[0,1]$.
Therefore, there exist $x, y \in[0,1]$ such that $I_{g}(x, y)=1$ and $x>y$. Observe that $x<1$ and $y>0$, since $I_{g}(1, y)=y$ and $I_{g}(x, 0)=0$ if $x>0$. Thus there exists $\varepsilon>0$ such that $x^{\prime}=x-\varepsilon>0, y^{\prime}=y-\varepsilon \geq 0$ and $x^{\prime}>y^{\prime}$. We assumed that $I_{g}$ satisfies (ISP) and hence $I_{g}\left(x^{\prime}, y^{\prime}\right) \geq I_{g}\left(x^{\prime}+\varepsilon, y^{\prime}+\varepsilon\right)=I_{g}(x, y)=1$. Furthermore, we can take $\varepsilon=y$ and then $x^{\prime}=x-y, y^{\prime}=0$ and we get

$$
0=I_{g}(x-y, 0)=I_{g}\left(x^{\prime}, y^{\prime}\right) \geq I_{g}(x, y)=1
$$

a contradiction. Therefore $I_{g}$ cannot satisfy (ISP).

## Conclusions

In this paper we have investigated special and inversely special implications, as directional monotonics, and we have provided some examples of them. We have characterized all inversely special $R$-implications generated from continuous tnorms. Also, we have considered other families of fuzzy implications. Our conclusion is that there are no inversely special implications other than $R$ implications in the set. Finally, we have shown some generalizations of inversely special implications as directional monotonic functions.
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#### Abstract

This paper presents a new linear optimization model which improves a nutritional adviser's work and prevents mistakes when preparing a diet plan for a client manually. The model takes the client's favourite or the adviser's recommended recipes into account, prevents unbalanced nutrition, respects the client's eating habits and habits of measuring when cooking, ensures recommendations for people from the Czech Republic and prevents wasting food items. The model also ensures that the client's daily recommended intake of nutrients is met, that certain nutrients are balanced in proportion when applicable, and that the energy intake is distributed during the whole day. The model involves linear constraints to ensure that two incompatible recipes are not used in the same meal and that a recipe is not used in an incompatible meal. A corresponding balanced feeding plan is produced for the client for several days. The solution will yield particular recipes for particular days with the exact amounts of the food items used. The final dietary plan for the client is optimal.
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## 1 Introduction

The question of feeding people is a fundamental question for the entire planet: an estimated two-thirds of the world's population suffers from various degrees of nutrition deficiency (malnutrition ${ }^{1}$ ). This nutrition deficiency is caused by starvation, quantitative and qualitative insufficient nutrition as well as faulty and unbalanced nutrition. It is also linked to bad habits, such as overeating. People

[^1]with gastrointestinal tract defects, absorption defects or digestive disorders, stress, alcoholism, smoking habits, etc. can also suffer from malnutrition. It is worth noting that sufficient food intake does not automatically mean sufficient intake of necessary nutritional factors, see [11] and [27].

According to Kleinwächterová and Brázdová [11], some causes of bad nutrition include: genetic and metabolic issues, exogenous factors linked to socioeconomical status, nutrition (structure of nutrition, frequency of food intake, knowledge about nutrition, childhood food habits) and sports activities. According to recent research, biological leanness is related to hereditary factors, but fatness is not.

Kohout [12] and Urbánek [27] state that malnutrition can inhibit blood transportation, deteriorate muscles (the heart muscle reacts to malnutrition by weakening the active muscle matter of the myocardium), and causes shortness of breath, worsens gastrointestinal tract motility, decreases immunity, inhibits recovery, increases vulnerability to infectious complications, decreases the effectiveness of drugs, etc.

According to Rážová [20], the nourishment of the population in the Czech Republic has the following particular characteristics: unsuitable choice of food items (frequency, amounts, variety), high energetic intake, high intake of animal products (fats and proteins), bad ratio of nutrients in favour of saccharides (fibre), high intake of salt (smoked meat products), low intake of vegetable and fruit, bad water intake, etc.

This kind of bad nutrition causes various diseases, such as heart and vascular diseases, diabetes, intestinal cancers, etc., which often concern people living in economically developed countries and are characterized by overeating, sedentary lifestyle and stress. This is the reason why these diseases are called Civilizational. These diseases were uncommon in the past, see [11].

A regime of balanced nutrition combined with balanced energetic intake and necessary amounts of vitamins and minerals is generally accepted as having a protective effect. It constitutes the base for good health, quality of life as well as aiding in the prevention and treatment of many illnesses, see [12], [18], [20].

Nutrition from the perspective of linear programming is always about fulfilling all nutritional requirements of a larger group of people or the population from developing or industrial countries. The objective functions of the linear programming models are as follows: minimize climate impact through greenhouse gas emissions [4], [15]; minimize the difference between the optimal and current diet [4], [6], [16], [17]; minimize the cooking and preparation time of food [14]; and also minimize the cost [1], [3], [4], [7], [23]. The outcomes of the papers are recommendations or certain types of scenarios for people or government. To the author's best knowledge, there are no papers concerning the needs of an individual; not every person can follow the recommendations for the general
population. Only specialists certified in healthcare nutrition can treat individuals, but these specialists lack efficient tools to prepare individually-orientated diets.

The model in this article reflects the methods adopted by a nutrition adviser and improves their processes as well as optimizes their effectiveness. It paves the way for modern nutritional consultancy. The model prevents some mistakes that the advisor could make when creating a feeding plan. The model takes the national recommendations for people in the Czech Republic into account. The model uses complete recipes including techniques of their preparation (the advisor prefers boiling and stewing). In our previous article [22], we worked with food items without technological processing only. The model prevents food wastage, takes into account the system of measurement of the client (pinch, teaspoon, spoon, cup, etc.), and it creates a more balanced eating plan.

The nutritional adviser always uses software, but the feeding plan is composed manually. The adviser has to choose the food items, follow the client's preferences (which food items the client does not like or cannot eat), follow the recommendations, etc. The new feeding plan must also be reasonable and has to be acceptable for the client. Licenced programs usually work with about 14 nutrients. It takes more time if the adviser works with more nutrients. That is why the adviser does not work with the majority of nutrients and the creating of the feeding plan is based on the adviser's experience and practice. Further details can be found in [22].

The below constructed model will greatly help the adviser. The adviser will be sure that the client obtains the best feeding plan, all the needs of the client are satisfied, the plan does not harm the client and the recipes are meaningful.

## 2 The Problem

The nutrition adviser offers individual consultations to two types of the clients: clients whose physician recommended them to visit the adviser (have some malnutrition, high blood pressure or have some diseases that can be affected by proper nutrition), and clients who are simply interested in a healthy style (want to fix some nutritional details, lose weight, need support in doing sport). In both cases, it is important to work with the client's physician.

The task of the adviser is to analyse the client's consumed food items and beverages, measure the client's body (weight, fat, etc.), to determine the individual nutritional values, and to compute the feeding plan. Then the adviser presents the plan to the client and compares it with the client's current eating habits, see [19] and [20].

The adviser's methodology of examination consists of two parts.

1) Diagnostic part - anamnesis

The client informs the adviser about the client's personal data, job (sedentary job, working environment, possibilities and style of feeding), intolerance, allergy, eating habits, smoking, alcohol, past and present illnesses (hypertension, diabetes mellitus, liver disease, etc.). Some physical and biochemical examination (cachexy, swelling, power of muscles, total cholesterol, LDL and HDL cholesterol, glycemia, etc.) are available from the physician's data. The adviser is also interested in the client's family anamnesis - if there are any genetical risks, for example high blood pressure, familial hypercholesterolemia, diabetes mellitus, heart attack before the age of 60 , tumours and everything that should be taken into account when creating the client's diet. See [12] and [29] for further details.
2) Analytical part

This part includes the measurement of height, weight, BMI, circumference of limbs, hipline, waistline, measurement of subcutaneous fat, visceral fat, the amount of the muscle mass, the amount of minerals in the client's bones, blood pressure and the resting heart rate. Then the adviser evaluates the client's body composition and takes into account the measurements and other factors, such as psychological or social, when calculating the nutrient requirements.

Next, the client has to prepare a list of all food items consumed during at least one week before the meeting, including the amounts of the items, technology of preparation, time of eating and physical activities. For further details, see [11] and [12].

Then the adviser determines the ideal body weight as follows [12]

$$
\begin{align*}
\omega_{m} & =0.655 h_{m}-44.1  \tag{1}\\
\omega_{f} & =0.593 h_{f}-38.8
\end{align*}
$$

where $\omega_{m}$ or $\omega_{f}$ is the ideal weight of a man or a woman, respectively, in kilograms and $h_{m}$ or $h_{f}$ is the height of the man or the woman, respectively, in centimetres.

The adviser recognizes the basal energy expenditure and the total daily energy.
The basal energy expenditure is important to support all functions of the body. We can determine the energy by using the indirect calorimetry. This technique uses the measurement of oxygen consumption and carbon dioxide expenditure when the client is breathing over a period of time. The equipment to perform the measurements is uncommon, see [27].

That is why the basal energy expenditure is determined by using the HarrisBenedikt equation. The equation was established experimentally by indirect calorimetry measurement of many people. The corresponding equations are as follows

$$
\begin{align*}
\beta_{m} & =4.184\left(66.473+13.751 \omega_{m}+5.003 h_{m}-6.755 \alpha_{m}\right),  \tag{2}\\
\beta_{f} & =4.184\left(655.095+9.563 \omega_{f}+1.849 h_{f}-4.675 \alpha_{f}\right)
\end{align*}
$$

where $\beta_{m}$ or $\beta_{f}$ is the basal energy of a man or a woman, respectively, in kilojoules ( kJ ) per day and $\alpha_{m}$ or $\alpha_{f}$ is the age of the man or the woman, respectively, in years. See [13] for different experimental calculations of basal energy.

When the adviser treats an obese client, the adviser has to use the adjusted body weight [27] instead of the ideal body weight in the Harris-Benedikt equation. This is due to the big difference between the current body weight and the ideal body weight, therefore the following is used

$$
\omega^{\prime}=0.25 \psi+\omega
$$

where $\omega^{\prime}$ is the adjusted body weight, $\psi$ is the real body weight and $\omega$ is the ideal body weight.

Apart from the basal energy expenditure, the additional energy corresponds to the demands made on the functioning of body activities including physical and psychological activity. According to [26], we can add it as follows.
We need to calculate the factor of physical activity. The calculation is generated from the list of the client's physical activities. It is calculated as the weighted average of relative times of activities performed by the client during a day; each activity has a specific weight (sleeping 0.95 , resting 1.0 , very easy work 1.5 , hard work 7.0, see [12]). The relative time is the time (in hours) spent by the client to perform an activity divided by 24 hours. The weighted average is calculated for each day of the week and finally the average for the whole week is calculated. This one-week average is the factor of activity, denoted as $\rho$.

Then the total daily energy requirement can be calculated by using a device for monitoring the heart rate, or using the equation

$$
\begin{equation*}
\tau=\beta \rho+\delta \tag{3}
\end{equation*}
$$

where $\tau$ is the total daily energy requirement in $\mathrm{kJ}, \beta$ is the basal energy expenditure, $\rho$ is the factor of activity and $\delta$ is the postprandial thermogenesis. (The postprandial thermogenesis of a healthy client is $\delta=919 \mathrm{~kJ}$, see [2]).
According to [11], energy is taken from macronutrients, such as proteins, fats and saccharides. Micronutrients include vitamins and minerals. There are two classes of vitamins: fat-soluble (A, D, E, K) and water-soluble (the others).

Provazník [19] states that each nutrient is of a particular importance. For example, sodium is responsible for osmotic pressure balance; cholesterol is a building nutrient of bile acids and steroid hormones; magnesium is important to construct the bones and to decrease the nervous muscle tension. Fat-soluble vitamins are not excreted by urine, so the client can be overdosed. Every nutrient is needed in a certain amount.

We adjust the total amount of energy according to the higher heating value. The physical higher heating value is the amount of energy which is lost by completely burning one gram of a nutrient in a calorimetric bomb. One gram of saccharides yields 17 kJ of energy, one gram of proteins yields 23 kJ and lipids around 38 kJ . The values are distinct from the physiological higher heating values, which are the amounts of energy the body can utilize. In the case of saccharides and lipids, the values are almost the same, but in the case of proteins the physiological value is 16.7 kJ . The nutrients should be composed so that the $15 \%, 30 \%$, and $55 \%$ of the total daily energy intake comes from proteins, fats, and saccharides, respectively, see [26].

## 3 Mathematical Model

The aim is to design the diet plan for some period of time, so let us consider $D=$ 7 days (Monday, Tuesday, Wednesday, etc.) denoted by $d=1, \ldots, D$. There will be some meals during each of the days. We will work with $K=5$ meals (breakfast, first snack, lunch, second snack, dinner) per day denoted by $k=$ $1, \ldots, K$. So we will have 35 meals during the week in total. Every meal will be cooked according to some recipes, so let us consider recipes $r=1, \ldots, R$. A recipe is a set of instructions and food items that describes how to prepare a meal. So let us consider food items $j=1, \ldots, n$ (such as chicken, potatoes, cheese, milk, etc.), including drink items (such as tea, mineral water, juice, etc.).

The recipe $r$ uses food items $S_{r} \subset\{1, \ldots, n\}$, where $S_{r} \neq \emptyset$ and $\cup_{r=1}^{R} S_{r}=$ $\{1, \ldots, n\}$. Some of the sets $S_{r}$ can be singletons. The recipes can be composed individually. That depends on the client's habits and the client's or the adviser's preferences. For example, if the client is a vegan, we can use recipes just for vegans from a recipe book.

Each food item consists of some nutrients, so let us consider nutrients $i=1, \ldots, m$ (such as fats, saccharides, proteins, ect.). Consider a real non-negative matrix $\boldsymbol{A}=$ ( $a_{i j}$ ) where $a_{i j}$ means the quantity of nutrient $i$ in one unit of the food item $j$ for all $i=1, \ldots, m$ and for all $j=1, \ldots, n$. The aim is to satisfy the recommended daily intakes of nutrients, which should be between some upper and lower bound. Denote the minimal and maximal recommended daily intakes of all nutrients by a non-negative vector $\boldsymbol{b}^{\min }=\left(b_{i}^{\text {min }}\right)$ and a non-negative vector $\boldsymbol{b}^{\max }=\left(b_{i}^{\max }\right)$, respectively, with $i=1, \ldots, m$.

If the client suffers from some nutrition malfunction or is in danger of certain illnesses, the vectors $\boldsymbol{b}^{\text {min }}$ and $\boldsymbol{b}^{\text {max }}$ have to be modified, i.e. the values of the recommended daily intakes of certain nutrients have to be increased, decreased or have to be equal to zero.

Let us have a binary matrix $\boldsymbol{C}^{R R}=\left(c_{r_{1} r_{2}}^{R}\right)$ for all $r_{1}, r_{2}=1, \ldots, R$ which mean compatibility between recipes ( $c_{r_{1} r_{2}}^{R R}=1$ if recipes $r_{1}$ and $r_{2}$ are compatible, i.e. can be used in the same meal, and $c_{r_{1} r_{2}}^{R R}=0$ otherwise) and binary matrix $\boldsymbol{C}^{K R}=$ $\left(c_{k r}^{K R}\right)$ for all $r=1, \ldots, R$ and for all $k=1, \ldots, K$, which means compatibility between meal $k$ and recipe $r\left(c_{k r}^{K R}=1\right.$ if meal $k$ and recipe $r$ are compatible, i.e., meal prepared according to the recipe $r$ can be served in the meal $k$, and $c_{k r}^{K R}=0$ otherwise). Clearly, the matrix $C^{R R}$ will be symmetric and with ones on its diagonal.

Let us have real non-negative matrices $\boldsymbol{M}^{\min }=\left(m_{r j}^{\min }\right)$ and $\boldsymbol{M}^{\max }=\left(m_{r j}^{\max }\right)$ for all $r=1, \ldots, R$ and for all $j=1, \ldots, n$, which means the minimal and maximal quantity of the food item $j$ in the recipe $r$. The elements will be positive, $0<$ $m_{r j}^{\min } \leq m_{j r}^{\max }$, if $j \in S_{r}$, and zero, $m_{r j}^{\min }=m_{r j}^{\max }=0$, if $j \notin S_{r}$.
Now we can proceed with the formulation of the mathematical model. Let $z_{d k r}$ be a binary variable which means if the recipe $r$ is used in the meal $k$ of the day $d$ $\left(z_{d k r}=1\right)$ or not $\left(z_{d k r}=0\right)$. Two incompatible recipes cannot be used in the same meal. We can express that by the following inequalities

$$
\begin{equation*}
z_{d k r_{1}}+z_{d k r_{2}} \leq 1 \tag{4}
\end{equation*}
$$

for all $d=1, \ldots, D$, for all $k=1, \ldots, K$ and for all $r_{1}, r_{2}=1, \ldots, R$ such that $c_{r_{1} r_{2}}^{R R}=0$.
We also do not want to use the recipe $r$ if it is not compatible with the meal $k$, so we use the condition

$$
\begin{equation*}
z_{d k r}=0 \tag{5}
\end{equation*}
$$

for all $d=1, \ldots, D$, for all $k=1, \ldots, K$ and for all $r=1, \ldots, R$ such that $c_{k r}^{K R}=0$.
We introduce the real non-negative variabes $x_{d k r j}$. The vaule $x_{d k r j}$ means the amount of the food item $j$ used in the meal $k$ and the recipe $r$ in day $d$. We need to satisfy the client's minimal and maximal daily recommended intake as follows

$$
\begin{align*}
& \sum_{k=1}^{K} \sum_{r=1}^{R} \sum_{j \in S_{r}} a_{i j} x_{d k r j} \geq b_{i}^{\min }  \tag{6}\\
& \sum_{k=1}^{K} \sum_{r=1}^{R} \sum_{j \in S_{r}} a_{i j} x_{d k r j} \leq b_{i}^{\max } \tag{7}
\end{align*}
$$

for all $i=1, \ldots, m$ and for all $d=1, \ldots, D$. Inequalities (6) and (7) are typical constraints of the classical Diet problem.

We want to use reasonable amounts of food items in the recipes so we add inequalities

$$
\begin{align*}
& x_{d k r j} \geq m_{r j}^{\min } z_{d k r},  \tag{8}\\
& x_{d k r j} \leq m_{r j}^{\max } z_{d k r}, \tag{9}
\end{align*}
$$

for all $d=1, \ldots, D$, for all $k=1, \ldots, K$, for all $r=1, \ldots, R$ and for all $j \in S_{r}$.
There can be some nutrients which should be balanced in certain proportions. For example, according to [28], the ratio of the essential amino acids $n-6: n-3$ should be in the ratio 5:1. The proportion of the plant and animal proteins should be in the ratio 1:1, see [19]. Denote the set $I_{1}=\left\{i_{11}, i_{12}, \ldots, i_{\mu_{1}}\right\}$ of nutrients which should be in the ratio $\zeta_{11}: \zeta_{12}: \ldots: \zeta_{1 \mu_{1}}$, set $I_{2}=\left\{i_{21}, i_{22}, \ldots, i_{2 \mu_{2}}\right\}$ of nutrients which should be in the ratio $\zeta_{21}: \zeta_{22}: \ldots: \zeta_{2 \mu_{2}}$, etc., and set $I_{v}=\left\{i_{v 1}, i_{v 2}, \ldots, i_{v \mu_{v}}\right\}$ of nutrients which should be in the ratio $\zeta_{v 1}: \zeta_{v 2}: \ldots: \zeta_{v \mu_{\nu}}$. The nutrients can be in the ratios with some tolerances. Let $\varepsilon_{\iota \kappa}$ be the tolerance of the coefficient $\zeta_{\iota \kappa}$ for $\iota=$ $1, \ldots, v$ and $\kappa=1, \ldots, \mu_{\iota}$. We assume that $0<\varepsilon_{\iota \kappa}<\zeta_{\iota \kappa}$.

We can express that as follows

$$
\begin{align*}
& \left(\zeta_{\iota \kappa}-\varepsilon_{\iota k}\right) \sum_{k=1}^{K} \sum_{r=1}^{R} \sum_{j \in S_{r}} a_{i_{\iota} j} x_{d k r j} \leq\left(\zeta_{\iota \lambda}+\varepsilon_{\iota \lambda}\right) \sum_{k=1}^{K} \sum_{r=1}^{R} \sum_{j \in S_{r}}  \tag{10}\\
& \left(\zeta_{\iota K}+\varepsilon_{\iota \kappa}\right) \sum_{k=1}^{K} \sum_{r=1}^{R} \sum_{j \in S_{r}} a_{i_{\iota \lambda} j} x_{d k r j} \geq\left(\zeta_{\iota \lambda}-\varepsilon_{\iota \lambda}\right) \sum_{k=1}^{K} \sum_{r=1}^{R} \sum_{j \in S_{r}}
\end{align*}
$$

for all $\iota=1, \ldots, v$, for all $\kappa=1, \ldots, \mu_{\iota}-1$, for all $\lambda=\kappa+1, \ldots, \mu_{\iota}$ and for all $d=$ $1, \ldots, D$.

In some situations, the variable $x_{d k r j}$ should attain discrete values. For example, if $j=j_{0}$ is an egg of medium size, then the variables $x_{d k r j_{0}}$ should be integer (the number of eggs). Or the client may use a system of measurement involving pinch ( 0.5 grams), cups (Figure 1 and Figure 2) with discrete cup system or spoons (see Figure 3) with discrete system of measurement. Then the variable $x_{d k r j}$ should also be discrete. So denote $J \subseteq\{1, \ldots, n\}$ the set of food items such that the corresponding variables $x_{d k r j}$ should be integer. Then $x_{d k r j} \in \mathbb{Z}$ for all $j \in J$, for all $d=1, \ldots, D$, for all $k=1, \ldots, K$ and for all $r=1, \ldots, R$.


Figure 3
Spoon system (author's photo)
We would like to avoid the situation of eating too much or too little in some meals. Denote the minimal and maximal energy intake as $b_{1}^{\min }$ and $b_{1}^{\max }$. Inspired by [21], we can naturally distribute the energy intake during the whole day among the meals, for example $20 \%$ of the total daily energy for breakfast, $12.5 \%$ for the first snack, $30 \%$ for lunch, $12.5 \%$ for the second snack and $25 \%$ for dinner. This depends on the feeding plan which the adviser is preparing. The desired energy intake distribution during the day is given by the non-negative vector $\boldsymbol{v}=\left(v_{k}\right)$ with $\sum_{k=1}^{K} v_{k}=1$. Then we want to satisfy the inequalities

$$
\begin{align*}
& \sum_{r=1}^{R} \sum_{j \in S_{r}} a_{1 j} x_{d k r j} \geq v_{k} b_{1}^{\min },  \tag{12}\\
& \sum_{r=1}^{R} \sum_{j \in S_{r}} a_{1 j} x_{d k r j} \leq v_{k} b_{1}^{\max }, \tag{13}
\end{align*}
$$

for all $d=1, \ldots, D$ and for all $k=1, \ldots, K$, where the nutrient no. 1 is energy.
The advisers do not usually care about wasting the food. We know that some food items are bought in packages of specific sizes. For example, we can buy yoghurt in packages of $100,150,200$ or 500 grams, or eggs in packages of $6,10,15,20$ or 30 pieces.

Denote the set $\Xi=\left\{j_{1}, \ldots, j_{\vartheta}\right\}$ of food items which are bought in packages of specific sizes. Let food item $j_{1}$ be bought in packages of sizes $\mathrm{P}_{j_{1}}^{1}, \mathrm{P}_{j_{1}}^{2}, \ldots, \mathrm{P}_{j_{1}}^{\theta_{j_{1}}}$, where $0<\mathrm{P}_{j_{1}}^{1}<\mathrm{P}_{j_{1}}^{2}<\cdots<\mathrm{P}_{j_{1}}^{\theta_{j_{1}}}$, let food item $j_{2}$ be bought in packages of sizes $\mathrm{P}_{j_{2}}^{1}, \mathrm{P}_{j_{2}}^{2}, \ldots, \mathrm{P}_{j_{2}}^{\theta_{j_{2}}}$, where $0<\mathrm{P}_{j_{2}}^{1}<\mathrm{P}_{j_{2}}^{2}<\cdots<\mathrm{P}_{j_{2}}^{\theta_{j_{2}}}$, etc., and let food item $j_{\vartheta}$ be bought in packages of sizes $\mathrm{P}_{j_{\vartheta}}^{1}, \mathrm{P}_{j_{\vartheta}}^{2}, \ldots, \mathrm{P}_{j_{\vartheta}}^{\theta_{j_{\vartheta}}}$, where $0<\mathrm{P}_{j_{\vartheta}}^{1}<\mathrm{P}_{j_{\vartheta}}^{2}<\cdots<\mathrm{P}_{j_{\vartheta}}^{\theta_{j_{\vartheta}}}$. For $j \in \Xi$, we can use equations like

$$
\begin{equation*}
\sum_{d=1}^{D} \sum_{k=1}^{K} \sum_{\substack{r=1 \\ S_{r} \exists j}}^{R} x_{d k r j}=\sum_{\pi=1}^{\theta_{j}}\left(\mathrm{P}_{j}^{\pi}-\mathrm{P}_{j}^{\pi-1}\right) \xi_{j}^{\pi} \tag{14}
\end{equation*}
$$

for all $j \in \Xi$, where $\xi_{j}^{\pi}$ are new integer variables such that $0 \leq \xi_{j}^{1} \leq \xi_{j}^{2} \leq \cdots \leq$ $\xi_{j}^{\theta_{j}}$. For all $j \in \Xi$, we put $\mathrm{P}_{j 0}=0$.
Example: Food item $j$ can be bought in packages of 100 grams, 150 grams and 180 grams, so let $P_{j 0}=0, P_{j 1}=100, P_{j 2}=150$ and $P_{j 3}=180$. Then we can use equations like

$$
\sum_{d=1}^{D} \sum_{k=1}^{K} \sum_{\substack{r=1 \\ S_{r} \exists j}}^{R} x_{d j k r}=100 \xi_{j}^{100}+50 \xi_{j}^{150}+30 \xi_{j}^{180}
$$

where $\xi_{j}^{100}, \xi_{j}^{150}, \xi_{j}^{180}$ are new integer variables such that $0 \leq \xi_{j}^{100} \leq \xi_{j}^{150} \leq$ $\xi_{j}^{180}$. The coefficient 30 by $\xi_{j}^{180}$ means the difference between the size of the packages of 150 and 180 grams and 50 by $\xi_{j}^{150}$ the difference between the size of the packages of 100 and 150 grams. We formulate analogous equations for each food item $j=1, \ldots, n$ that is supplied in packages.

To exclude the situation when some recipes are repeating during the week, we add inequalities

$$
\begin{equation*}
\sum_{d=d_{0}}^{d_{0}+6} \sum_{k=1}^{K} z_{d k r} \leq 1 \tag{15}
\end{equation*}
$$

for all $d_{0}=1, \ldots, D-6$ and for all $r=1, \ldots, R$.
The adviser should follow the national nutrition recommendations for the population. According to Dostálová [5] and Hrnčířová [9], there are specific recommendations for people from the Czech Republic; what and how much they should eat or drink, including the recommendations about the intake of nutrients:

- some fermented food items every day,
- legumes at least two times a week,
- lean meat (300-400 grams) every week and a combination of poultry and veal,
- fish (400 grams) at least twice a week,
- animal viscera (liver, lungs, stomach, etc.) once every two weeks,
- handful of nuts a day (10 grams)
- 3 or 4 eggs a week
- vegetables at least 400 grams a day
- fruit 150-200 grams a day
- food of plant origin at least once a week [19]
- water intake at least 22 mililitres per 1 kilogram of personal weight where all minerals from mineral water should be between 150-500 miligrams per litre,
- alcohol: men wine/beer/spirits at most 250/500/60 mililitres, respectively, women at most 125/300/40 mililitres, respectively,
- sweets, smoked meat and other salted products eaten rarely,
- etc.

If the recipe $r$ is used, then the corresponding food items $j \in S_{r}$ which the recipe consists of must be used. For that reason we introduce new binary variables $y_{d k j}$ which mean whether the food item $j$ is used in the meal $k$ of the day $d\left(y_{d k j}=1\right)$ or not $\left(y_{d k j}=0\right)$. So we require that

$$
\begin{equation*}
y_{d k j} \geq z_{d k r} \tag{16}
\end{equation*}
$$

for all $d=1, \ldots, D$, for all $k=1, \ldots, K$, for all $r=1, \ldots, R$ and for all $j \in S_{r}$.
Conversely, if we use the food item $j$, then at least one recipe $r$ including this food item must be used. Inequalities to express this condition are as follows

$$
\begin{equation*}
y_{d k j} \leq \sum_{\substack{r=1 \\ S_{r} \exists j}}^{R} z_{d k r} \tag{17}
\end{equation*}
$$

for all $d=1, \ldots, D$, for all $k=1, \ldots, K$ and for all $j=1, \ldots, n$.
We introduce sets $E_{1}, E_{2}, \ldots, E_{T}$ of food items that are related as above, for example set $E_{1}$ of fermented food items, set $E_{2}$ of legumes, etc.

So let us consider the set of all fermented food items $E_{1}$. We know that the client should eat or drink some fermented food items every day. We express this condition by inequalities

$$
\begin{equation*}
\sum_{k=1}^{K} \sum_{j \in E_{1}} y_{d k j} \geq 1 \tag{18}
\end{equation*}
$$

for all $d=1, \ldots, D$. We should eat legumes from the set $E_{2}$ at least two times a week so we introduce the inequalities

$$
\begin{equation*}
\sum_{d=d_{0}}^{d_{0}+6} \sum_{k=1}^{K} \sum_{j \in E_{2}} y_{d k j} \geq 2 \tag{19}
\end{equation*}
$$

for all $d_{0}=1, \ldots, D-6$.
We should eat 300-400 grams of lean meat from the set $E_{3}$ every week and combine poultry and veal from $E_{31}$ and $E_{32}$ where the sets $E_{31}, E_{32}$ are disjoint and $E_{31} \cup E_{32} \subseteq E_{3}$. This condition is expressed by inequalities

$$
\begin{align*}
& \sum_{d=d_{0}}^{d_{0}+6} \sum_{k=1}^{K} \sum_{r=1}^{R} \sum_{j \in E_{3}} x_{d k r j} \geq 300  \tag{20}\\
& \sum_{d=d_{0}}^{d_{0}+6} \sum_{k=1}^{K} \sum_{r=1}^{R} \sum_{j \in E_{3}} x_{d k r j} \leq 400  \tag{21}\\
& \sum_{d=d_{0}}^{d_{0}+6} \sum_{k=1}^{K} \sum_{j_{1} \in E_{31}} y_{d k j_{1}} \geq 1  \tag{22}\\
& \sum_{d=d_{0}}^{d_{0}+6} \sum_{k=1}^{K} \sum_{j_{2} \in E_{32}} y_{d k j_{2}} \geq 1 \tag{23}
\end{align*}
$$

for all $d_{0}=1, \ldots, D-6$.
Furthermore, the client should eat food of plant origin, i.e. exclude meat during the whole day, at least once a week. So let the set $E_{4}$ include all meat items and let us add inequalities

$$
\begin{gather*}
\sum_{k=1}^{K} \sum_{j \in E_{4}} y_{d k j} \leq K\left|E_{4}\right| \eta_{d}  \tag{24}\\
\sum_{d=d_{0}}^{d_{0}+6} \eta_{d} \leq 6 \tag{25}
\end{gather*}
$$

for all $d=1, \ldots, D$ and for all $d_{0}=1, \ldots, D-6$, where $\left|E_{4}\right|$ is the cardinality of the set $E_{4}$ and $\eta_{d}$ are new binary variables.
Inequalities for the rest of the recommendations are analogous to (18)-(25).
Finally, we consider fluid intake. According to Zavadilová [28], adults should drink 22-38 mililitres of water per one kilogram of body weight in the weather with temperature between $22-37^{\circ} \mathrm{C}$ every day. The recommended fluid intake also depends on physical activity. Let $E_{T}$ be the set of sparkling water, tea, juice, mineral water and other liquids. Then we add inequalities

$$
\begin{align*}
& \sum_{k=1}^{K} \sum_{r=1}^{R} \sum_{j \in E_{T}} x_{d k r j} \geq b_{m}^{\min }  \tag{26}\\
& \sum_{k=1}^{K} \sum_{r=1}^{R} \sum_{j \in E_{T}} x_{d k r j} \leq b_{m}^{\max } \tag{27}
\end{align*}
$$

for every $d=1, \ldots, D$, where $b_{m}^{\min }$ or $b_{m}^{\text {max }}$ is minimal or maximal amount of fluids per day, respectively.
The above conditions correspond to the recommendations of diet for the Czech Republic and the adviser can apply them to the clients who prefer a balanced diet plan. Of course, if the client cannot eat some food item, we do not include the food item into the sets $E_{1}, E_{2}, \ldots, E_{T}$.

The entire model is a mixed-integer linear programming model and consists of contraints (4)-(27). The model should use a large database of recipes. We can add an objective function (minimize the price of eaten food items or minimize the difference between the current and new bought food items) to the model, but this is not necessary for us now. We need to only find a feasible solution, so we minimize the zero objective function.

## 4 Results

Let us describe a particular client. We will not show the whole anamnestic and analytical part described in Section 2, but only the necessary fundamental data that we need to show our results of the model in Section 3.

The client is a woman, 26 years old and 173 cm tall. Using the equation (1) from Section 2 we have the ideal body weight $\omega_{f}=64$ kilograms. Then we can calculate from equation (2) the basal energy expenditure $\beta_{f}=6166 \mathrm{~kJ}$ and from (3) the total energy $\tau=10109 \mathrm{~kJ}$. Using the anamnestic and analytical part we can determine the amounts of the macro- and micronutrients. The macronutrients are as follows: 89 or 82 or 327 grams of proteins or fats or saccharides, respectively. The exact values can be in the tolerance of $5 \%$ so we can work with intervals. The amounts of microelements are simply inspired by [8], [24] and [25].

Table 1 presents the amounts of nutrients contained in food items we work with, the minimal and maximal recommended amounts of nutrients and a solution for one day in the Solution column. In the calculations we used 70 food items in 40 recipes and 31 nutrients.

In total, there are 43564 variables, out of which 22340 are integer, and 397642 constraints in the model.

Table 1
Contains the input data, calculated amounts of nutrients and final result per day

| Nutrient | Food items $[\mathbf{1 0 0}$ g] |  | Recommended amounts |  |  |  |
| :--- | :---: | :---: | :--- | :---: | :---: | :---: |
|  | Chicken | Potato | $\ldots$ | Minimum | Solution | Maximum |
| Energy $[\mathrm{kJ}]$ | 694 | 322 | $\ldots$ | 9098 | 11006 | 11122 |
| Proteins $[\mathrm{g}]$ | 20 | 2 | $\ldots$ | 80 | 97 | 98 |
| Fats $[\mathrm{g}]$ | 10 | 0 | $\ldots$ | 73 | 80 | 90 |
| Saccharides $[\mathrm{g}]$ | 0 | 16 | $\ldots$ | 294 | 330 | 360 |
| Fibre $[\mathrm{g}]$ | 0 | 2 | $\ldots$ | 25 | 25 | 35 |
| $\vdots$ | $\vdots$ | $\vdots$ | $\ldots$ | $\vdots$ | $\vdots$ | $\vdots$ |
| Vitamin $[\mathrm{C}]$ | 2 | 15 | $\ldots$ | 75 | 220 | 230 |
| $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ |

The food plan found by our model for one day is presented in detail in Table 2.
Table 2
Optimal diet plan for one day

| Meal | Food items |
| :--- | :--- |
| Breakfast | 250 ml milk, 45 g oat flakes, 10 g almonds, 30 g orange, <br> 7 g honey |
| Snack | 100 g curd, 60 g apple, 30 g orange, 5 g linseed oil |
|  | Soup: 75 g whole-wheat pasta, 30 g sweet corn, 25 g peas, 200 ml broth <br> The main course: 130 g lentils, 150 g chicken, 5 g sunflower oil <br> Salad: 25 g cucumber, 25 g potato, 35 g iceberg lettuce, 3 g olive oil, <br> 1 pinch sesame seeds |
| Lunch | 60 g kaiser rolls $(1$ piece), 8 g margarine, 60 g cheese  <br> Snack 150 g slice a bread, egg spread $(1$ egg, 10 g margarine, 35 g curd, 3 g chives $)$ <br> Salad: 25 g tomato, 100 g bell pepper, 50 g cucumber <br> Dinner  <br> Drinking 250 ml fresh orange juice and 250 ml water, 2000 ml unsweetened tea |

This model was solved by the optimization software $\mathrm{FICO}^{\circledR}$ Xpress Optimization Suite on a Windows XP SP3 computer with 1 GB RAM and Intel Atom 1.60 GHz CPU. The computation took about 45 seconds.

## 5 Discussion

The nutritional adviser is unable to create a diet for the whole week that respects the optimal amounts of all 31 nutrients every day.

If the adviser decides to use the presented mathematical model, then the adviser's work is reduced to assigning of food items to the recipes, assigning the recipes to the meals and setting minimal and maximal amounts of nutrients.

We would like to extend the model so that it includes not only the client but also the family members of the client. The reason is that, in practice, it is not easy to prepare different meals daily for everybody. And so in many cases it can happen that the client does not manage the diet properly or stops following the nutrition recommendations all together.

The model can also be extended to nutrition healthcare in hospitals and be useful for nutritional assistants, nutritional therapists and nutritionists (physicians specialized in artificial nutrition).

## Conclusions

This article provides a new approach that will help improve the effectiveness for the nutritional adviser. We introduced a tool, which efficiently optimizes the adviser's work. It saves the adviser's time and effort, not only by supporting one client, but by supporting all the adviser's clients.
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#### Abstract

The main idea of the paper is an attempt to numerically simulate the data obtained by acoustic measurements. These measurements were performed in specialized acoustic laboratory. Their main idea was to study the reflection of different frequencies from boards with openings of various size and shape. The Finite volume method was used to make the simulations, where the Helmholtz equation is solved using the impedance boundary conditions. The results of the simulations are presented herein.
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## 1 Introduction - Acoustic Measurements

The main motivation of this work is to numerically simulate the values obtained by acoustic measurements. The measurements were performed in a specialized acoustic laboratory at the Faculty of Science at KU Leuven, in Belgium. The main idea is to study the reflection of different frequencies from boards with various openings. In Figure 1, there is the photo of one measuring experiment.


Figure 1
Photo of the measurement

As it is seen in the first figure, the measurements were performed in an anechoic room. Acoustically hard boards with openings of different size and shape were placed in the room and the impulse response measurements between the source and receiver were performed. The main focus was an analysis of sound reflection in frequency domain. Figure 2 shows simple scheme of the measurement.


Figure 2
Scheme of the measurement
At known positions of the space, the speaker and microphone were placed. These positions were also varying. Exponential sweep, containing all audible frequencies was used as a test signal, sent from the loudspeaker and recorded by microphone, and impulse response (will be presented in next section) was calculated.

The main assumption was that if there is full board placed in the room (as in the Figure 2), all frequencies with wavelength smaller than the size of the board will be reflected. In case of a board with opening, a part of the sound energy with higher frequency content won't be reflected and will get through the panel, and the lower frequencies will fully reflect due to diffraction effects. If the opening is smaller, more of the frequencies are reflected. It is because the lower the frequency is, the bigger is its wavelength $[9,10]$. When the frequency spectrum of the reflection was studied, our assumption was confirmed.

The main goal was the comparison of the data obtained from the measurements with numerical simulations implementing the Finite volume method.

## 2 Time Domain - Frequency Domain

This section describes the difference between the domains that the authors worked with and the conversion from one domain to the other.

The output from the acoustic measurements is the impulse response, which is shown in Figure 3.


Figure 3
Impulse response of the space
The measurement data is in the time domain, which means that the particular signal is studied considering time. In Figure 3, the horizontal axis is the time measured in seconds and the vertical axis is the acoustic pressure measured in Pascal. This record contains the information about the behavior of all frequencies during whole time. It can be clearly seen, that the first and biggest peak in the graph is the direct sound arriving at the microphone, and the following smaller peaks are the sound reflections arriving with a time delay.

The numerical methods which are used for our simulations, work in the frequency domain. That means that the signal is studied with respect to frequency - during the computations a constant frequency is considered. To decompose the function of time into the frequencies, the Fourier transform was used.

The Fourier transform of a function of time is complex valued function of frequency

$$
\begin{align*}
& f: \mathbb{R} \rightarrow \mathbb{C} \\
& \hat{f}(\xi)=\int_{-\infty}^{\infty} f(t) e^{-2 \pi i t \xi} d t . \tag{1}
\end{align*}
$$

In the equation $1, \xi$ is the frequency.
After the Fourier transform we obtain the data shown in the Figure 4.
On the horizontal axis the frequencies measured in Hertz. As can be seen there are also negative values of frequencies, which are the complex conjugate numbers of positive frequencies. These negative values were not important for us, but they are needed in case we would like to convert the data back to time domain.


Figure 4
Frequency spectrum of impulse response after Fourier transform
The Magnitude of the complex number is the amplitude of acoustic pressure. Figure 5 shows this amplitude plotted on the logarithmic scale.


Figure 5
Amplitude of frequency domain signal plotted on logarithmic scale
We have taken the values from the frequency spectrum, which were used as the input data for the simulations. This was done by dividing the time-domain signal, so only a direct sound signal was obtained (Figure 6). We have applied the Fourier transform to this direct sound signal and computed data that was used in the program.

As the values in the frequency domain are variable (can be seen in Figure 4), it is not easy to choose the right frequency. If there is a Fourier transform done for either the direct sound or for the reflections, the frequency scaling is different so the interpolation had to be calculated. This approach may not be accurate, as the data oscillates, so this problem is left for further study.


Figure 6
Time domain signal - direct sound only

## 3 Helmholtz Equation

Numerical methods in the field of acoustics solve the Helmholtz equation
$\Delta A+k^{2} A=0$.

Here $\Delta$ is the Laplace operator, $A$ is the amplitude and $k$ is the wavenumber (number of radians per unit distance). The wavenumber is given by
$k=\frac{\omega}{c}=\frac{2 \pi f}{c}$
where $\omega$ is the angular frequency measured in radians per second, $c$ is the phase velocity measured in meters per second, and $f$ is the frequency.

The Helmholtz equation is related to the problems of steady-state oscillations. It is derived from the wave equation using the method of separating the variables, and it represents its time-independent form.

Because of its relation to the wave equation, the Helmholtz equation has use in various areas of physics, such as, electromagnetic radiation, elasticity or seismology. The main area of our interest is in acoustics. The algorithm based on the Finite volume method, presented later, is solving the Helmholtz equation.

## 4 Impedance Boundary Conditions

The boundary conditions which we mostly work with here are of the Robin type. They are called the impedance boundary conditions [1,5]

$$
\begin{equation*}
i k \beta A+\frac{\partial A}{\partial n}=g \tag{4}
\end{equation*}
$$

Here $A$ is already mentioned amplitude, $i$ is imaginary unit and $\frac{\partial}{\partial \boldsymbol{n}}$ is the normal derivative. The function $g$ on the right hand side can be generally seen as the function of source. The parameter $\beta$ is the relative surface admittance. When this parameter is set to $\beta=0$, this represents the simulation of acoustically hard wall with maximum energy reflected. When we set $\beta=1$, it simulates the wall with maximal sound absorption, i.e. the free space. It is important to note, that if we do the calculation considering the inward normal, the sign is opposite $\beta=-1$.

There must be mentioned that the Helmholtz equation with homogenous boundary conditions is an eigenvalue problem for the Laplacian [2]. When the situation $\lambda=k^{2}$ where $\lambda$ is the eigenvalue, the solution to the equation is not unique. Moreover, its existence also depends on compatibility with the source function $g$.
This knowledge about the impedance boundary conditions, was implemented in our programs to simulate the aforementioned measurements.

## 5 Finite Volume Method

There are several numerical techniques for solving the Helmholtz equation and here we present the algorithm based on the Finite volume method [3, 4, 7, 8]. It is the method where the domain is discretized into cells called the finite volumes,
which in our case were squares. The numerical solution ${ }^{u}$, i.e. the numerical value of amplitude, is a piecewise constant function with one constant value on each cell. The values of unknown function are calculated at discrete points of mesh usually called the representative points in the form of algebraic equations. Important feature of the method is the local conservativity of numerical fluxes, which means that the flux is conserved from one discretization cell to its neighbor.

Our case is three-dimensional, however we decided to simulate only the plane where the speaker and microphone were placed. Thus the problem reduces to twodimensional which makes the computation easier and faster. The domain considered in the simulations was square, whereas its size was set to match the real situation.

After the volume discretization of the domain the grid of $n^{2}$ finite volumes is obtained ( $n$ is the number of discretizing points along one side of the domain). As the solution is complex valued function, it is in the form
$u=u_{r}+i u_{i}$.
For better calculations we have worked with the following form of (2)
$-\triangle A-k^{2} A=0$.
The steps of the method are the integration of the Helmholtz equation (6) over the finite volume $p$ and applying the Green's theorem about the relationship between line and double integral. Thus the following equation for the numerical solution was obtained

$$
\begin{equation*}
-\int_{\partial p} \nabla u_{p} n_{p}-\int_{p} k^{2} u_{p}=0 \tag{7}
\end{equation*}
$$

where $p$ is particular finite volume, $u_{p}$ is its numerical solution on $p$, and $\boldsymbol{n}_{p}$ is the normal to the side of $p$. When approximating the integrals, we used the fact that numerical solution is constant function on each cell. To the normal derivative the difference approximation was applied and the following equation was obtained
$\sum_{\sigma=1, m}|\sigma| \frac{u_{p}-u_{q}}{d_{p q}}-k^{2} u_{p} m(p)=0$
where $\sigma$ is the edge of the cell $(|\sigma|$ is its length $), m(p)$ is the size of cell, $u_{q}$ is the solution on the neighbor of particular finite volume, and $d_{p q}$ denotes the distance between representative points of two adjacent finite volumes $p$ and $q$ (representative points were chosen the centers of finite volumes so the vector $X_{p}-X_{q}$, connecting the points, is perpendicular to the edge). If we suppose that our finite volumes are squares so that $\frac{|\sigma|}{d_{p q}}=1$, we get the following

$$
\begin{equation*}
u_{p}\left(4-k^{2} m(p)\right)-\sum_{g=1, m A} u_{q}=0 . \tag{9}
\end{equation*}
$$

This equation (9) is valid for interior finite volumes. Thus we compute the equations for each cell for both, the real and imaginary part. The system of equations with matrix of size $2 n^{2}$ is obtained.
The equations for the finite volumes on the boundary or in the corner are slightly different, as these finite volumes have one or two exterior cells (Figure 7).


Figure 7
Representation of finite volume on the boundary

In these equations is the term $u_{\text {qext }}$ denoting the numerical solution on exterior cell. As this value is not known, it was eliminated through the boundary conditions, which when written extra for real and imaginary part are
$\frac{\partial u_{r}}{\partial n}-k \beta u_{i}=g_{r}$
$\frac{\partial u_{i}}{\partial n}-k \beta u_{r}=g_{\mathrm{i}}$.
This was obtained by substituting (5) into (4). Using the boundary conditions the following formula was derived
$u_{\text {qext }}=\frac{2 h g+u_{p}(2-i k \beta h)}{2+i k \beta h}$
which was used to solve this problem. $h$ is the length of finite volume's side. The created system of equation was solved by method of LU decomposition and once it was done, the solution of the acoustic pressure was calculated at each point of the domain.

## 6 Numerical Simulations

This section presents the numerical simulation of acoustic measurement using the described knowledge. The simulated particular measurement was shown in Fig. 1, with the board with square opening placed in anechoic room. The way the boundary conditions were prescribed is shown in Figure 8.


Figure 8
Representation of boundary conditions
For one finite volume on the boundary, the source function was prescribed with Dirichlet boundary conditions, where we put the values gained from the measurement. The relative surface admittance parameter was almost everywhere $\beta=-1$ to simulate the free space. Only on part of domain's right side it was $\beta=0$ to simulate the board.

From the measurements we have known the data at the point where the microphone was placed. To make the simulation more precise we wanted to know the values at the position of loudspeaker. To do this we used the knowledge about the sound intensity and its decrease with distance considering the spherical sound wave [6]
$I_{2}=\frac{I_{1}}{4 \pi r^{2}}$.
Here $I_{1}$ is the sound intensity in known place measured in watt per square meter, and $I_{2}$ is decreased intensity in second place, where we want to know the value. Then we used the formula about the sound intensity and its relation to the sound pressure
$I=\frac{p^{2}}{\rho_{0} 0}$
where $p$ is the sound pressure, $\rho_{0}=1.2 \mathrm{~kg} / \mathrm{m}^{a}$ is the density of air, and $c=340.29 \mathrm{~m} / \mathrm{s}$ is the phase velocity. Using these formulas we have derived the new one, so we could increase the known measurement values and compute the data for the loudspeaker spot, which was used as Dirichlet boundary conditions. As each frequency decreases differently when propagating in air, this way of amplifying the data might not be correct. Solution would be an improvement of the measurement, where there would be more than just one microphone placed in the space. This way we would own the data from more points so we could calibrate the values used for our simulations.

The following figures show the results of the simulations for the frequency of 436
Hz (for the value of wavenumber $k=8,1 \mathrm{rad} / \mathrm{m}$ ). The value of real part of Dirichlet boundary conditions after recalculation using (12) and (13) was 4.772, and the value of imaginary part was 2.503 . Figure 9 presents the real and imaginary part of the solution for $n=30$ and Figure 10 shows the amplitude of acoustic pressure (magnitude of complex number). The size of domain was 1.5 m .


Figure 9
Numerical solution for the frequency of 436 Hz , left - real part, right - imaginary part


Figure 10
Numerical solution of acoustic pressure amplitude for the frequency of 436 Hz

Next are the results where the domain was diminished, so that the microphone lies exactly in the left side of the domain. This way no data had to be recalculated. The Dirichlet boundary conditions were put along whole left side. Figure 11 and 12 present the results for the same frequency again with $n=30$.


Figure 11
Numerical solution with diminished room for the frequency of 436 Hz , left - real part, right imaginary part


Figure 12
Numerical solution of acoustic pressure amplitude for the frequency of 436 Hz , diminished room

## Conclusions

This work presents the results of acoustic simulations based on numerical methods, particularly the Finite volume method. The goal is use and process the data obtained by measurements performed in an acoustic laboratory and to possibly make comparisons with numerical simulations. Various problems appeared in the process. They could be solved by improving the measurements, which means placing more than one microphone in the room. In this way we could calibrate the data used in the simulations and secure their accuracy. It would also help us to compare the data from simulations with those from measurements. This is kept for future work.
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#### Abstract

$\overline{\text { In the paper a sufficient condition for the asymptotic stability with respect to total variation }}$ norm of semigroup generated by an abstract evolutionary non-linear Boltzmann-type equation in the space of signed measures with the right-hand side being a collision operator is presented. For this purpose a sufficient condition for the asymptotic stability of Markov semigroups acting on the space of signed measures for any distance ([4]), adapted to the total variation norm, joined with the maximum principle for this norm is used. The paper generalizes the result in [4] related to the same type of non-linear Boltzmann-type equation, where the asymptotic stability in the weaker norm, Kantorovich-Wasserstein, was investigated.
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## 1 Introduction

We are interested in the problem of the stability of solutions $u$ of the following version of the Boltzmann equation

$$
\begin{equation*}
\frac{\partial u(t, x)}{\partial t}+u(t, x)=\int_{x}^{\infty} \frac{d y}{y} \int_{0}^{y} u(t, y-z) u(t, z) d z \quad t \geq 0, \quad x \geq 0 \tag{1}
\end{equation*}
$$

with the additional conditions for $t \geq 0$

$$
\begin{equation*}
\int_{0}^{\infty} u(t, x) d x=\int_{0}^{\infty} x u(t, x) d x=1 \tag{2}
\end{equation*}
$$

which describes the law of conservation of mass and energy. Equation (1) was presented in the space $L^{p}\left(\mathbb{R}_{+}\right)$with $p=1,2$ and different weights (see [1], [3], [7]). Equation (1) was derived by J. A. Tjon and T. T. Wu from the Boltzmann equation using the Abel transformation (see [14]) and was later called by Barnsley and Cornille (see [1]) the Tjon-Wu equation.

Equation (1) governs the evolution of the density distribution function of the energy of particles imbedded in an ideal gas in the equilibrium stage (see [7], [8], [14]). The solution $u(t, \cdot)$ of the problem has an interpretation as a probability distribution function of the energy of particles in an ideal gas. In the time interval $(t, t+\Delta t)$ a particle changes its energy with the probability $\Delta t+o(\Delta t)$ and this change is described by the operator
$(P u)(x)=\int_{x}^{\infty} \frac{d y}{y} \int_{0}^{y} u(y-z) u(z) d z$.
Hence, the change is equal to $[-u(t, x)+P(u(t, x))] \Delta t+o(\triangle t)$.
In order to understand the action of $P$ consider three independent random variables $\xi_{1}, \xi_{2}$ and $\eta$, such that $\xi_{1}, \xi_{2}$ have the same density distribution function $u$ and $\eta$ is uniformly distributed on the interval $[0,1]$. Here we obtain that $P u$ is the density distribution function of the random variable

$$
\begin{equation*}
\eta\left(\xi_{1}+\xi_{2}\right) \tag{4}
\end{equation*}
$$

This corresponds to the physical assumption that the energies of the particles before a collision are independent quantities and that a particle after collision takes $\eta$ part of the sum of the energies of the colliding particles.
The assumption that $\eta$ has the density distribution function of the form $\mathbf{1}_{[0,1]}$ is quite restrictive. In general, if $\eta$ has the density distribution $h$, then the random variable (4) has the density distribution function

$$
\begin{equation*}
(P v)(x)=\int_{x}^{\infty} h\left(\frac{x}{y}\right) \frac{d y}{y} \int_{0}^{y} u(y-z) u(z) d z \tag{5}
\end{equation*}
$$

The problem of the asymptotic behaviour of solutions of the equation:

$$
\begin{equation*}
\frac{\partial u(t, x)}{\partial t}+u(t, x)=\int_{x}^{\infty} h\left(\frac{x}{y}\right) \frac{d y}{y} \int_{0}^{y} u(y-z) u(z) d z \tag{6}
\end{equation*}
$$

was investigated by A. Lasota and J. Traple in 1999 ([10], Theorem 1.1).
This version is more general than (1). In both versions there are no physical reasons which will allow us to assume that the distribution of energy of particles can be described only by density (so by the absolutely continuous measure).

Following this physical interpretation, Gacki in 2007 (see [4]) considered the evolutionary Boltzmann-type equation

$$
\begin{equation*}
\frac{d \psi}{d t}+\psi=P \psi \quad \text { for } \quad t \geq 0 \tag{7}
\end{equation*}
$$

with the initial condition
$\psi(0)=\psi_{0}$,
where $\psi_{0} \in \mathscr{M}_{1}\left(\mathbb{R}_{+}\right)$and $\psi: \mathbb{R}_{+} \rightarrow \mathscr{M}_{\text {sig }}\left(\mathbb{R}_{+}\right)$is an unknown function. Moreover $P: \mathscr{M}_{1}\left(\mathbb{R}_{+}\right) \rightarrow \mathscr{M}_{1}\left(\mathbb{R}_{+}\right)$is analogous to (5), but in this case $P$ is an operator acting on the space of probability measures. The operator $P$ will be described precisely in Section 3. By $\mathscr{M}_{1}\left(\mathbb{R}_{+}\right)$and $\mathscr{M}_{\text {sig }}\left(\mathbb{R}_{+}\right)$we denote the space of probability measures and the space of finite signed measures respectively. More precisely an operator $P$ is acting on the subset $D \subset \mathscr{M}_{1}\left(\mathbb{R}_{+}\right)$given by formula
$D:=\left\{\mu \in \mathscr{M}_{1}: m_{1}(\mu)=1\right\}, \quad$ where $\quad m_{1}(\mu)=\int_{0}^{\infty} x \mu(d x)$.

Equation (7) was studied in the space $\mathscr{M}_{1}\left(\mathbb{R}_{+}\right)$. The operator $P$ describes the collision of two particles in general situation.

In [4], the problem of the stability of solutions of a nonlinear Boltzmann-type equation (7) with the initial condition (8) was studied in Kantorovich-Wasserstein norm (see [4], [13]). The proof of the asymptotic stability is based on a property of the Kantorovich-Rubinstein norm in the space of probabilistic measures, which the author called the maximum principle (see [5]).

The purpose of our paper is to prove that the semigroup generated by the equation (7) with the initial condition (8) is asymptotically stable with respect to the total variation norm. The basic idea of our method is to apply technique related with the maximum principle for the total variation norm (see [2]).

The maximum principle method in studying the asymptotic stability of Markov semigroup with respect to various metrics was used in the papers [2], [4], [6], [9] and [10].

In order to make the paper self-contained all necessary definitions from the theory of Markov operators, dynamical systems and differential equations in Banach spaces are recalled at the beginning of Sections 2 and 3 respectively.

## 2 Preliminaries

Let $(X, \rho)$ be a Polish space and let $\mathscr{B}_{X}$ be $\sigma$-algebra of its Borel. We denote by $\mathscr{M}$ the family of all finite (nonnegative) Borel measures on $X$. and by $\mathscr{M}_{1}$ we the subset of $\mathscr{M}$ such that $\mu(X)=1$ for $\mu \in \mathscr{M}_{1}$. Now let
$\mathscr{M}_{\text {sig }}=\left\{\mu_{1}-\mu_{2}: \mu_{1}, \mu_{2} \in \mathscr{M}\right\}$,
be the space of finite signed measures endowed with the total variation norm $\|\cdot\|_{T}$ (under which it is a Banach space).

Fix an element $c$ of X and for every real number $\alpha \geq 1$ we define sets $\mathscr{M}_{1, \alpha}$ and $\mathscr{M}_{\text {sig }, \alpha}$
$\mathscr{M}_{1, \alpha}=\left\{\mu \in \mathscr{M}_{1}: m_{\alpha}(\mu)<\infty\right\} \quad$ and $\quad \mathscr{M}_{\text {sig }, \alpha}=\left\{\mu \in \mathscr{M}_{\text {sig }}: m_{\alpha}(\mu)<\infty\right\}$
where
$m_{\alpha}(\mu)=\int_{X}(\rho(x, c))^{\alpha}|\mu|(d x)$.
It is easy to verify that these spaces do not depend on the choice of $c$.
Denote by $B(x, r)$ a closed ball in $X$ with center $x \in X$ and radius $r$. For $\mu \in \mathscr{M}_{1}$ define the support of a measure $\mu$ by
supp $\mu=\{x \in X: \mu(B(x, \varepsilon))>0$ for every $\varepsilon>0\}$.
The support of a measure being a stationary solution will play an important role in the proof of the asymptotic stability of the equation (7). Every set $\mathscr{M}_{1, \alpha}$, for $\alpha \geq 1$ contains the subset of all measures $\mu \in \mathscr{M}_{1}$ with a compact support.

In the proof of the main result of this paper an important role is played by some property of the total variation norm, directly connected with the strong contractivity, which is called the maximum principle. The relation between contractivity and the maximum principle will be described below in Theorem 2.1.
The Maximum principle for total variation norm formulated as follows: Let $\mu_{1}, \mu_{2} \in$ $\mathscr{M}$. Then
$\left\|\mu_{1}-\mu_{2}\right\|_{T}=\left\|\mu_{1}\right\|_{T}+\left\|\mu_{2}\right\|_{T}$
if and only if $\mu_{1}$ and $\mu_{2}$ are mutually singular (i.e. if there are two sets $A, B \in \mathscr{B}$ such that $A \cap B=\emptyset, A \cup B=X$ and $\mu_{1}(B)=\mu_{2}(A)=0$ ). (For details see [2], p. 325).

We start with a definition of Markov operator
Definition 2.1. An operator $P: \mathscr{M} \rightarrow \mathscr{M}$ is called a Markov operator if it satisfies the following conditions:
(i) $P$ is positively linear
$P\left(\lambda_{1} \mu_{1}+\lambda_{2} \mu_{2}\right)=\lambda_{1} P \mu_{1}+\lambda_{2} P \mu_{2}$
for $\lambda_{1}, \lambda_{2} \geq 0$ and $\mu_{1}, \mu_{2} \in \mathscr{M}$,
(ii) $P$ preserves the measure of the space
$P \mu(X)=\mu(X) \quad$ for $\quad \mu \in \mathscr{M}$.
Note that every Markov operator $P$ can be uniquely extended as an operator to the space of signed measures.

In what follows we will understand by $d$ the distance generated by the total variation norm on $\mathscr{M}_{\text {sig }}$. A Markov operator $P: \mathscr{M}_{\text {sig }} \rightarrow \mathscr{M}_{\text {sig }}$ is called contracting or nonexpansive with respect to $d$ if
$d\left(P \mu_{1}, P \mu_{2}\right) \leq d\left(\mu_{1}, \mu_{2}\right) \quad$ for $\quad \mu_{1}, \mu_{2} \in \mathscr{M}_{\text {sig }}$.

A Markov operator $P: \mathscr{M}_{\text {sig }} \rightarrow \mathscr{M}_{\text {sig }}$ is called strongly contracting or contractive in the class $\widetilde{\mathscr{M}} \subset \mathscr{M}_{\text {sig }}$ with respect to $d$ if
$d\left(P \mu_{1}, P \mu_{2}\right)<d\left(\mu_{1}, \mu_{2}\right) \quad$ for $\quad \mu_{1}, \mu_{2} \in \widetilde{\mathscr{M}}$.
Definition 2.2. We say that the measures $\mu, v \in \mathscr{M}$ overlap supports if there is no set $A \in \mathscr{B}$ such that
$\mu(A)=0$ and $v\left(A^{c}\right)=0$

Contractivity of Markov operators in total variation plays an important role in investigation of asymptotics of solutions of equation (1). We have

Theorem 2.1. Let $P$ be a Markov operator. Assume that $P \mu_{+}, P \mu_{-}$overlap supports for every nontrivial measure $\mu \in \mathscr{M}_{\text {sig. }}$. Then Markov operator $P$ is strongly contracting with respect to the distance d generated by the total variation norm.

In the proof of this theorem, the crucial role is played by the inequality:

$$
d\left(P \mu_{+}, P \mu_{-}\right) \leq\left\|P \mu_{+}\right\|_{T}+\left\|P \mu_{-}\right\|_{T} .
$$

Applying the maximum principle to $P \mu_{+}$and $P \mu_{-}$, we obtain the strong inequality. But we have

$$
\left\|\left.P \mu_{+}\right|_{T}=\right\| \mu_{+} \|_{T} \text { and }\left\|P \mu_{-}\right\|_{T}=\left\|\mu_{-}\right\|_{T},
$$

so using the maximum principle once more (for $\mu_{+}$and $\mu_{-}$), we directly obtain that $P$ is strongly contracting. For details see [2], p. 326.

Now we recall few facts from the theory of dynamical systems.
Let $T$ be a nontrivial semigroup of nonnegative real numbers i.e. $\{0\} \nsubseteq T \subset \mathbb{R}_{+}$ and $t_{1}+t_{2} \in T, t_{1}-t_{2} \in T$ for $t_{1}, t_{2} \in T, t_{1} \geq t_{2}$.

A family of Markov operators $\left(P^{t}\right)_{t \in T}$ is called a semigroup if
$P^{t+s}=P^{t} P^{s} \quad$ for $\quad t, s \in T$
and $P^{0}=I$ where $I$ is the identity operator.
A semigroup $\left(P^{t}\right)_{t \in T}$ is called a semidynamical system if the transformation $\mathscr{M}_{\text {sig }} \ni \mu \rightarrow P^{t} \mu \in \mathscr{M}_{\text {sig }}$ is continuous for every $t \in T$.

Remark 2.1. Every Markov operator $P: \mathscr{M}_{\text {sig }} \rightarrow \mathscr{M}_{\text {sig }}$ is continuous with respect to the total variation norm. Consequently, every semigroup $\left(P^{t}\right)_{t \in T}$ of Markov operators is a semidynamical system.

If a semidynamical system $\left(P^{t}\right)_{t \in T}$ is given, then for every fixed $\mu \in \mathscr{M}_{\text {sig }}$ the function $T \ni t \rightarrow P^{t} \mu \in \mathscr{M}_{\text {sig }}$ will be called a trajectory starting from $\mu$ and denoted
by $\left(P^{t} \mu\right)$. A point $v \in \mathscr{M}_{\text {sig }}$ is called a limiting point of a trajectory $\left(P^{t} \mu\right)$ if there exists a sequence $\left(t_{n}\right), t_{n} \in T$, such that $t_{n} \rightarrow \infty$ and
$\lim _{n \rightarrow \infty} P^{t_{n}} \mu=v$.
The set of all limiting points of the trajectory $\left(P^{t} \mu\right)$ will be denoted by $\Omega(\mu)$.
We say that a trajectory $\left(P^{t} \mu\right)$ is sequentially compact if for every sequence $\left(t_{n}\right)$, $t_{n} \in T, t_{n} \rightarrow \infty$, there exists a subsequence $\left(t_{k_{n}}\right)$ such that the sequence $\left(P^{t_{k_{n}}} \mu\right)$ is convergent to a point $v \in \mathscr{M}_{\text {sig }}$.
Remark 2.2. If the trajectory $\left(P^{t} \mu\right)$ is sequentially compact, then $\Omega(\mu)$ is a nonempty, sequentially compact set.

A point $\mu_{*} \in \mathscr{M}_{\text {sig }}$ is called stationary (or invariant) with respect to a semidynamical system $\left(P^{t}\right)_{t \in T}$ if
$P^{t} \mu_{*}=\mu_{*} \quad$ for $\quad t \in T$.
A semidynamical system $\left(P^{t}\right)_{t \in T}$ is called asymptotically stable if there exists a stationary point $x_{*} \in X$ such that
$\lim _{t \rightarrow \infty} P^{t} \mu=\mu_{*} \quad$ for $\quad \mu \in \mathscr{M}_{\text {sig }}$.
Remark 2.3. Since $\left(\mathscr{M}_{\text {sig }},\|\cdot\|_{T}\right)$ is a Hausdorff space, an asymptotically stable dynamical system has exactly one stationary point.

We say that a Markov semigroup $\left(P^{t}\right)_{t \in T}$ is contracting or nonexpansive semigroup with respect to the distance d generated by the total variation norm in the class $\widetilde{\mathscr{M}} \subset \mathscr{M}_{\text {sig }}$ if the following condition holds
$d\left(P^{t} \mu_{1}, P^{t} \mu_{2}\right) \leq d\left(\mu_{1}, \mu_{2}\right) \quad \mu_{1}, \mu_{2} \in \widetilde{\mathscr{M}} ; t \in T$.

A contracting semigroup $\left(P^{t}\right)_{t \in T}$ will be called strongly contracting with respect to the distance d generated by the total variation norm in the class $\widetilde{\mathscr{M}} \subset \mathscr{M}_{\text {sig }}$ if and only if for every $\mu_{1}, \mu_{2} \in \widetilde{\mathscr{M}}, \mu_{1} \neq \mu_{2}$ there is a number $t_{0} \in T$ such that

$$
d\left(P^{t_{0}} \mu_{1}, P^{t_{0}} \mu_{2}\right)<d\left(\mu_{1}, \mu_{2}\right)
$$

Let $\left(P^{t}\right)_{t \in T}$ be a semidynamical system which has at least one sequentially compact trajectory and $\mathscr{Z}$ - the set of all $\mu \in \mathscr{M}_{\text {sig }}$ such that the trajectory $\left(P^{t} \mu\right)$ is sequentially compact. $\mathscr{Z}$ is a nonempty set, so

$$
\Omega=\bigcup_{\mu \in \mathscr{Z}} \omega(\mu) \neq=\emptyset
$$

In the proof of the main result of this paper - Theorem 3.2 - we will use the following criterion for the asymptotic stability of trajectories

Theorem 2.2. Let $x_{*} \in \Omega$ be fixed. Assume that for every $x \in \Omega, x \neq x_{*}$ there is $t(x) \in T$ such that
$d\left(S^{t(x)} x, S^{t(x)} x_{*}\right)<d\left(x, x_{*}\right)$.
Further assume that the semidynamical system $\left(S^{t}\right)_{t \in T}$ is nonexpansive with respect to distance d, i.e.,
$d\left(S^{t} x, S^{t} y\right) \leq d(x, y) \quad$ for $\quad x, y \in \mathscr{M}_{\text {sig }} \quad$ and $\quad t \in T$.
Then $x_{*}$ is a stationary point of $\left(S^{t}\right)_{t \in T}$ and
$\lim _{t \rightarrow \infty} d\left(S^{t} z, x_{*}\right)=0 \quad$ for $\quad z \in Z$.
where $Z$ is the set of all $z \in \mathscr{M}_{\text {sig }}$ such that the trajectory $\left(S^{t} z\right)$ is compact.
This criterion is a special case, adapted to the distance generated by the total variation norm, of the more general result (for any distance), which may be found in [4], p. 28-30.

## 3 Main result - asymptotic stability

In this section we show that the equation (7) may by considered in a convex closed subset of a vector space of signed measures. This approach seems to be quite natural and it is related to the classical results concerning the semigroups and differential equations on convex subsets of Banach spaces (see [3], [11]).

Let $(E,\|\cdot\|)$ be a Banach space and let $\tilde{D}$ be a closed, convex, nonempty subset of $E$. In the space $E$ we consider an evolutionary differential equation

$$
\begin{equation*}
\frac{d u}{d t}=-u+\tilde{P} u \quad \text { for } \quad t \in \mathbb{R}_{+} \tag{20}
\end{equation*}
$$

with the initial condition
$u(0)=u_{0}, \quad u_{0} \in \tilde{D}$,
where $\tilde{P}: \tilde{D} \rightarrow \tilde{D}$ is a given operator.
A function $u: \mathbb{R}_{+} \rightarrow E$ is called a solution of problem (20), (21) if it is strongly differentiable on $\mathbb{R}_{+}, u(t) \in \tilde{D}$ for all $t \in \mathbb{R}_{+}$and $u$ satisfies relations (20), (21).
We start from the following theorem which is usually stated in the case $E=\tilde{D}$.
Theorem 3.1. Assume that the operator $\tilde{P}: \tilde{D} \rightarrow \tilde{D}$ satisfies the Lipschitz condition

$$
\begin{equation*}
\|\tilde{P} v-\tilde{P} w\| \leq l\|v-=w\| \quad \text { for } \quad u, w \in \tilde{D}, \tag{22}
\end{equation*}
$$

where $l$ is a nonnegative constant. Then for every $u_{0} \in \tilde{D}$ there exists a unique solution u of problem (20), (21).

The standard proof of the Theorem 3.1 is based on the fact, that a function $u: \mathbb{R}_{+} \rightarrow$ $\tilde{D}$ is the solution of (20), (21) if and only if it is continuous and satisfies the integral equation
$u(t)=e^{-t} u_{0}+\int_{0}^{t} e^{-(t-s)} \tilde{P} u(s) d s \quad$ for $\quad t \in \mathbb{R}_{+}$.
Due to completeness of $\tilde{D}$ the integral on the right hand side is well defined and equation (23) may be solved by the method of successive approximations.
Observe that, thanks to the properties of $\tilde{D}$, for every $u_{0} \in \tilde{D}$ and every continuous function $u: \mathbb{R}_{+} \rightarrow \tilde{D}$ the right hand side of (23) is also a function with values in $\tilde{D}$.
The solutions of (23) generate a semigroup of operators $\left(\tilde{P}^{t}\right)_{t \geq 0}$ on $\tilde{D}$ given by the formula
$\tilde{P}^{t} u_{0}=u(t) \quad$ for $\quad t \in \mathbb{R}_{+}, \quad u_{0} \in \tilde{D}$.
We can now come to the main result of the paper - a sufficient condition for the asymptotic stability of solutions of the equation (7) with respect to the total variation metric.

At the beginning we return to equation (7) and give the precise definition of $P$.
We start from recalling that the convolution of measures $\mu, v \in \mathscr{M}_{\text {sig }}$ is a unique measure $\mu * v$ satisfying
$(\mu * v)(A):=\int_{\mathbb{R}_{+}+\mathbb{R}_{+}} \int_{A} 1_{A}(x+y) \mu(d x) v(d y) \quad$ for $\quad A \in \mathscr{B}_{X}$.
(see [9]).
A linear operator $P_{* 2}: \mathscr{M}_{\text {sig }} \mapsto \mathscr{M}_{\text {sig }}$ is defined by
$P_{* 2} \mu:=\mu * \mu \quad$ for $\mu \in \mathscr{M}_{\text {sig }}$.
It is easy to verify that $P_{* 2}\left(\mathscr{M}_{1}\right) \subset \mathscr{M}_{1}$. Moreover the maps $\left.P_{* 2}\right|_{\mathscr{M}_{1}}$ have a simple probabilistic interpretation. Namely, if $\xi_{1}, \xi_{2}$ are independent random variables with the same distribution $\mu$, then $P_{* 2} \mu$ is the distribution of the sum $\xi_{1}+\xi_{2}$.

The second class of operators we are going to study is related to the multiplication of random variables (see [9]). The formal definition is as follows. Given two measures $\mu, v \in \mathscr{M}_{\text {sig }}$, we define the elementary product $\mu \circ v$ by the formula
$(\mu \circ v)(A): \int_{\mathbb{R}_{+}} \int_{\mathbb{R}_{+}} 1_{A}(x y) \mu(d x) v(d y) \quad$ for $\quad A \in \mathscr{B}_{\mathbb{R}_{+}}$.
For fixed $\varphi \in \mathscr{M}_{1}$ we define the linear operator $P_{\varphi}: \mathscr{M}_{\text {sig }} \rightarrow \mathscr{M}_{\text {sig }}$ by the formula
$P_{\varphi} \mu:=\varphi \circ \mu \quad$ for $\quad \mu \in \mathscr{M}_{\text {sig }}$.

Again, as in the case of convolution, from this definition it follows that $P_{\varphi}\left(\mathscr{M}_{1}\right) \subset \mathscr{M}_{1}$. For $\mu \in \mathscr{M}_{1}$ the measure $P_{\varphi} \mu$ has an immediate probabilistic interpretation. If $\varphi$ and $\mu$ are the distributions of random variables $\xi$ and $\eta$ respectively, then $P_{\varphi} \mu$ is the distribution of the product $\xi \eta$.

Now we may return to the equation (7) and give the precise definition of $P$. Namely we define
$P:=P_{\varphi} P_{* 2}$,
where $\varphi \in \mathscr{M}_{1}$ and $m_{1}(\varphi)=\frac{1}{2}$. From equality (29) it follows that $P\left(\mathscr{M}_{1}\right) \subset \mathscr{M}_{1}$. Further using (26) and (28) it is easy to verify that for $\mu \in D$
$m_{1}\left(P_{* 2} \mu\right)=2 \quad$ and $\quad m_{1}\left(P_{\varphi} \mu\right)=\frac{1}{2}$,
where $D$ is defined by the formula (9).
From the definition of the set $D$ and operator $P$, we obtain the following properties:

1. The set $D$ is a convex subset of $\mathscr{M}_{\text {sig }, 1}$.
2. The set $D$ with distance $d$ is a complete metric space.
3. If $\varphi \in \mathscr{M}_{1}$ and $m_{1}(\varphi)=1 / 2, m_{1}\left(v_{0}\right)=1$, then $P(D) \subset D$.

Equation (7) together with the initial condition (8) may be considered in a convex subset $D$ of the vector space of signed measures. From the properties (1), (2), (3) and the results of [3] it follows immediately that for every $\psi_{0} \in D$ the initial value problem (7), (8) has exactly one solution $\psi$ satisfying the integral equation
$\psi(t)=e^{-t} \psi_{0}+\int_{0}^{t} e^{-(t-s)} P \psi(s) d s \quad$ for $t \in \mathbb{R}_{+}$.

Corollary 3.1. If $\varphi \in \mathscr{M}_{1}$ and $m_{1}(\varphi)=1 / 2$ then for every $\psi_{0} \in D$ there exists an unique solution $\psi$ of problem (7), (8).
The solutions of (31) generate a semigroup of Markov operators $\left(P^{t}\right)_{t \geq 0}$ on $D$ given by

$$
\begin{equation*}
\psi(t)=P^{t} \psi_{0} \quad \text { for } t \in \mathbb{R}_{+}, \psi_{0} \in D \tag{32}
\end{equation*}
$$

Now using criterion for the asymptotic stability of trajectories Theorem 2.2 jointly with the maximum principle for total variation metric from the Theorem 2.1, we can easily derive the following main result of this paper:

Theorem 3.2. Let P be the operator given by (29). Moreover, let $\varphi$ be a probability measure with $m_{1}(\varphi)=1 / 2$ and let 0 be accumulation point of $\operatorname{supp} \varphi$. If $P$ has a fixed point $\psi_{*} \in D$ such that
$\operatorname{supp} \psi_{*}=\mathbb{R}_{+}$,
then

$$
\begin{equation*}
\lim _{t \rightarrow \infty}\left\|\psi(t)-\psi_{*}\right\|_{T}=0 \tag{34}
\end{equation*}
$$

for every compact solution $\psi$ of (7), (8).
Proof. It is sufficient to verify condition (17) of Theorem 2.2.
From (31) it follows immediately that

$$
\begin{aligned}
\left\|P^{t} \psi_{0}-\psi_{*}\right\|_{T} & \leq e^{-t}\left\|\psi_{0}-\psi_{*}\right\|_{T} \\
& +\int_{0}^{t} e^{-(t-s)}\left\|P^{s} \psi_{0}-\psi_{*}\right\|_{T} d s \quad \text { for } \psi_{0} \in D \text { and } t>0
\end{aligned}
$$

This may be rewritten in the form

$$
\begin{align*}
\left\|P^{t} \psi_{0}-\psi_{*}\right\|_{T} & \leq e^{-t}\left\|\psi_{0}-\psi_{*}\right\|_{T}+\left(1-e^{-t}\right)\left\|\psi_{0}-\psi_{*}\right\|_{T}  \tag{35}\\
& =\left\|\psi_{0}-\psi_{*}\right\|_{T} \quad \text { for } \psi_{0} \in D \text { and } t>0 .
\end{align*}
$$

Condition (33) is equivalent to the fact that the measures $P^{t} \psi_{0}, \psi_{*} \in D$ overlap supports for $t>0$ and $\psi_{0} \in D$. Applying Theorem 2.1 for $P^{t}$, we will get that Markov operator $P^{t}$ is strongly contracting. Consequently, in (35) we have a strict inequality, because $P^{t}\left(\psi_{*}\right)=\psi_{*}$. An application of Theorem 2.2 completes the proof.

Remark 1. We showed that if equation (7) has a stationary solution $\mu_{*}$ such that $\operatorname{supp} \mu_{*}=\mathbb{R}_{+}$, then this measure is asymptotically stable. The positivity of $u_{*}$ plays an important role in the proof of the stability. Namely, it allows us to apply the maximum principle in order to show that the total variation distance between $u_{*}$ and an arbitrary solution $u$ is decreasing in time.
Moreover, in [4] p. 34. the following result was shown:
Let $\varphi$ be a probability measure and let $m_{1}(\varphi)=\frac{1}{2}$. Assume that:
(i) There is $\sigma_{0}>0$ such that
$\left(0, \sigma_{0}\right) \subset \operatorname{supp} \varphi$.
(ii) The operator $P$ has a fixed point $v \in \mathscr{M}$ such that $v \neq \delta_{0}$.

Then
$\operatorname{supp} v=\mathbb{R}_{+}$.

From above it follows that the assumption (33) can be replaced by the more effective condition (36).

Observe that in the case of the classical linear Tjon-Wu type equation (1) the measure $\varphi$ is absolutely continuous with density $\mathbf{1}_{[0,1]}$. Moreover, $u_{*}(t, x):=\exp (-x)$ is the density function of the stationary solution of (1). This is a simple illustration of the situation described by Theorem 3.2.

Moreover, the condition (33) is not particularly restrictive because in Lasota's and Traple's paper (see [12]) it has been proved that the stationary solution $\phi_{*}$ has the following property: Either $\psi_{*}$ is supported at one point or supp $\psi_{*}=\mathbb{R}_{+}$. The first case holds if and only if $\varphi=\delta_{\frac{1}{2}}$. But this case is forgettable as a physical model of particle collisions because it is more restrictive than the model described by the classical Tjon-Wu equation.

Remark 2. It is worth noting that:

1. Every solution of the equation $P \mu=\mu$ is a stationary solution of equation (7).
2. We have many possibilities to apply the criterion written in Theorem 3.2. For example, if we consider the equation (7) with the following assumption:

$$
2 m_{r}(\varphi)<1, \text { where } r>1,
$$

then for every $\psi_{0} \in D$ the solution of (7) and (8) is compact (see [4]).

## Summary

The Boltzmann equation in the general form gives us information about time, position and velocity of particles in the dilute gas. This equation is a base for many mathematical models of colliding particles.

In particular, in [2] authors described the homogeneous model where a small number of particles is introduced into a gas which contains many more particles, at equilibrium. The solution of the considered in [2] equation in the time $t$ informs us about an energy state of the introduced particles in $t$.

In present paper authors consider the homogeneous model in the dilute gas with a possibility of collisions of two particles. The solution of the equation describing this model, (7), in time $t$, gives an information about an energy change between colliding particles in $t$.

In the future, it is planned to describe the mathematical model of colliding particles with a possibility of collisions of arbitrary many particles. Moreover, the external forces may exist.
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#### Abstract

$\bar{A}$ new approach for the mutation operation in the differential evolution ( $D E$ ) algorithm is introduced. The aim of this technique is to enhance the mutation strategy to avoid the local minimum area. The proposed method is implemented to five state-of-the-art DE variants and the standard DE variant DE/rand/1/bin. Twelve DE variants are compared on CEC 2015 problems at four dimension levels. The results show that the proposed method is able to increase the performance of the original DE variants in the significant part of the test problems.
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## 1 Introduction

A single-objective global optimization problem with bound constraints is defined as follows. The cost function to be minimized is $f(\vec{x}), \vec{x}=\left(x_{1}, x_{2}, \ldots, x_{D}\right) \in \mathbb{R}^{D}$. The domain of feasible solutions $\Omega$ is constrained by bounds, a lower limit $\left(a_{j}\right)$ and an upper limit $\left(b_{j}\right), \Omega=\prod_{j=1}^{D}\left[a_{j}, b_{j}\right], a_{j}<b_{j}, j=1,2, \ldots, D$. The global minimum point $\vec{x}^{*}$ satisfying condition $f\left(\vec{x}^{*}\right) \leq f(\vec{x}), \forall \vec{x} \in \Omega$ is the solution of the problem. The fitness is inversely proportional to the cost function, in the case of the minimization problem.

There is no deterministic algorithm which solves the global optimization problem in a polynomial time in general. Evolutionary algorithms are mostly able to provide an acceptable solution in a reasonable computational time. However, even very sophisticated adaptive evolutionary algorithms cannot guarantee the finding of an acceptable solution in the finite computational time. There are optimization problems, where the state-of-the-art evolutionary algorithms fail. That is why new concepts applied to evolutionary algorithms are intensively studied. Differential evolution (DE) is one of the leading paradigms among the evolutionary algorithms.

In this paper, a new approach for the mutation operation in the DE algorithm is introduced. This approach is focused on the problem when the optimization algorithms
get stuck in the local minimum. The newly proposed approach in the operation of mutation is applied in several well known DE or adaptive DE variants. Selected DE variants and the corresponding counterparts are used to solve the problems of CEC 2015 test suite.

The rest of the paper is organized in the following manner. The basic scheme of the DE algorithm, a brief description of the selected DE variants and some related works are shown in Section 2, 2.1 and 2.2. The new approach for DE mutation is proposed in Section 3. Settings of experiments and their results are given in Section 4 and 5. Finally, conclusions are made in the last Section.

## 2 Differential Evolution Algorithm

Differential evolution introduced by Storn and Price in [11] is a population-based evolutionary algorithm for problems with a real-valued cost function. The population $P$ of the size $N$ is developed step-by-step from generation to generation.

DE uses evolutionary operators, i.e. mutation, crossover, and selection that are applied in the development of a new generation of $P$. The DE algorithm is shown in a pseudo-code in Algorithm 1.

```
Algorithm 1 Differential evolution algorithm
    initialize population \(P=\left\{\vec{x}_{1}, \vec{x}_{2}, \ldots, \vec{x}_{N}\right\}\)
    evaluate \(f\left(\vec{x}_{i}\right), \quad i=1,2, \ldots, N\)
    while stopping condition not reached do
        for \(i=1,2, \ldots, N\) do
            create a new trial vector \(\vec{y}\) (mutation and crossover)
            evaluate \(f(\vec{y})\)
            if \(f(\vec{y}) \leq f\left(\vec{x}_{i}\right)\) then
                insert \(\vec{y}\) into \(Q\)
            else
                insert \(\vec{x}_{i}\) into \(Q\)
            end if
        end for
        \(P \leftarrow Q\)
    end while
```

The new trial point $\vec{y}$ is created from a mutant point $\vec{u}$ generated by using a kind of the mutation and from the current point of the population $\vec{x}_{i}$ by the application of the crossover. A combination of the mutation and the crossover variant is usually called a DE strategy. The mutation can cause that a mutant point $\vec{u}$ moves out of the domain $\Omega$. In such a case, the values of $u_{j} \notin\left[a_{j}, b_{j}\right]$ are turned over into $\Omega$ by using transformation $u_{j} \leftarrow 2 \times a_{j}-u_{j}$ or $u_{j} \leftarrow 2 \times b_{j}-u_{j}$ for the violated component. A better point from the pair of $\vec{x}_{i}, \vec{y}$, based on the value of the cost function, is selected for the new generation $(Q)$.

The most frequently used mutation strategy in DE is rand/1 and it is generated as follows:
$\vec{u}=\vec{x}_{r 1}+F\left(\vec{x}_{r 2}-\vec{x}_{r 2}\right)$
where $\vec{x}_{r 1}, \vec{x}_{r 2}, \vec{x}_{r 3}$ are three mutually distinct points taken randomly from population $P$, not coinciding with the current $\vec{x}_{i}$, and $F>0$ is a control parameter. The crossover operator constructs the trial vector $\vec{y}$ from current individual $\vec{x}_{i}$ and the mutant vector $\vec{u}$. There are two types of a crossover and a binomial crossover replaces the elements of vector $\vec{x}_{i}$ using the following rule:
$\vec{y}_{i, j}= \begin{cases}\vec{u}_{i, j} & \text { ifrand }_{j}(0,1) \leq C R \text { or } j=\operatorname{rand}(1, D) \\ \vec{x}_{i, j} & \text { otherwise } .\end{cases}$
where $\operatorname{rand}(1, D)$ is random vector uniformly distributed in $[0,1)$ and $C R \in[0,1]$ is a control parameter influencing the number of elements to be exchanged by the crossover. Eq. (2) ensures that at least one element of $\vec{x}_{i}$ is changed, even if $C R=$ 0 . The variant of DE using mutation (1) and binomial crossover, in abbreviation $\mathrm{DE} / \mathrm{rand} / 1 / \mathrm{bin}$, is the most frequently used DE strategy in applications.

The DE algorithm has several control parameters whose settings significantly influence the ability to solve different optimization problems. These control parameters and their settings have been intensively studied in recent years. A comprehensive summary of an advanced results in DE research is available in [2, 3, 7], where several kinds of the mutation and the crossover were listed and some adaptive or self-adaptive DE variants were described. Swagantan et al.proposed a wide survey of state of the art of differential evolution algorithm. [4]. No strategy, i.e. a combination of a mutation and crossover variant, is able to outperform all remaining strategies in the case of all optimization problems. This fact corresponds with the so-called No-free-lunch theorem [15]. On the other hand, adaptive variants of DE enable to change DE control parameters during the run of the algorithm to the current problem without trial-and-error tuning of the control parameters [9, 16].

### 2.1 Adaptive DE Variants

The self-adaptive DE variants (jDE [1], JADE [18], SaDE [10], and EPSDE [6]) are currently considered as the state-of-the-art DE variants and the performance of novel DE variants is compared with these state-of-the-art DE variants in currently appearing studies. These variants are also included in this experiment along with a variant of composite trial vector generation strategies and the control parameters that have been recently published (CoDE) [12].
A simple and efficient adaptive DE variant (mostly called jDE in literature) was proposed by Brest et al. [1]. It uses the DE/rand/1/bin with an evolutionary selfadaptation of $F$ and $C R$. The pair of these control parameters is encoded with each individual of the population and survives if an individual is successful, i.e. if it
generates such a trial vector which is inserted into the next generation. The values of $F$ and $C R$ are initialized randomly for each point $\vec{x}_{i}$ in population $P$ and survive with the individuals in the population, but they can be randomly mutated in each generation with given probabilities $\tau_{1}$ and $\tau_{2}$.

The differential evolution algorithm with strategy adaptation (SaDE) was introduced by Qin and Suganthan. A more sophisticated and a more efficient variant was proposed later in [10] and it is used in our experimental comparison. Four mutation strategies (rand/1/bin, rand/2/bin, rand-to-best/2/bin, and current-to-rand/1) for creating new trial vectors are stored in a strategy pool. Each strategy has a probability to be selected and applied and these probabilities are updated after each $L P$ generations.

JADE is an algorithm of the adaptive differential evolution, introduced by Zhang and Sanderson in [18]. The original DE concept is extended with three different improvements - current-to-pbest mutation strategy, adaptive control of parameters $F$ and $C R$, and archive $A$. The archive $A$ is initialized as an empty set. In every generation, parent individuals are replaced by a better offspring, $\left(f(\vec{y}) \leq f\left(\vec{x}_{i}\right)\right)$, individuals are put into the archive. After every generation the archive size is reduced to $N$ individuals by randomly dropping surplus individuals.

In the EPSDE adaptive variant [6], an ensemble of mutation strategies and parameter values is applied. The mutation strategies and the values of control parameters are chosen from pools. The combination of the strategies and the parameters in the pools should have diverse characteristics, so that they can exhibit distinct performance during different stages of evolution when dealing with a particular problem. The triplet of (strategy, $F, C R$ ) is encoded along with each individual of the population. If the parent vector produces a successful offspring vector, this triplet survives with the trial vector for the next generation and it is also stored. Otherwise, the triplet is randomly reinitialized.

The last adaptive DE variant used in the experiments is DE with composite trial vector generation strategies and control parameters, CoDE, presented by Wang et al. [12]. The results showed that CoDE is at least competitive with the algorithms in the comparison. The CoDE combines three well-studied trial vector strategies with three control parameter settings in a random way to generate trial vectors. The strategies are rand $/ 1 /$ bin, rand $/ 2 / \mathrm{bin}$, and current-to-rand $/ 1$ and all the three strategies are applied when generating a new vector (select the offspring vector with the least function from the triplet).

### 2.2 Related Works

Zamuda and Brest [17] introduced a detail analysis of controlling of the $F, C R$ parameters in a new adaptive DE variant (SPSRDEMMS) derived from jDE [1]. Multi-mutation strategy mechanism is applied to the population size reduction. Applied population-size reduction mechanism decreases a population size to half of a certain size in three defined stages. Moreover, the population of individuals is divided into two sub-populations, superior and inferior ones, with respect to the
function values. Further, a migration of the best individual from the better part to the worse part is occasionally performed. The analysis shows the influence of very small changes of $\tau_{1}$ and $\tau_{2}$ on the efficiency of SPSRDEMMS.

Wang et al. proposed in 2016 [13] a new DE variant with enhanced covariance matrix crossover called CPI-DE. In this algorithm, a covariance matrix is computed using the mean vector of the search distribution and it is further updated after each generation. This covariance matrix enables to generate new individuals in the Eigen coordinate system (principal components). Two new individuals are generated for each parent-vector, one in the standard coordinate system and the second one in Eigen coordinate system. The best one from triplet of parent, children 1 and children2 is used in next generation. CPI-DE is able to increase performance in two classic DE variant and three state-of-the-art algorithms as it shown on CEC 2013 and CEC2014 test suites at dimension levels $D=30$ and $D=50$. CPI-JADE variant is further compared with three various JADE versions applying another covariancematrix approaches.

Wang et al. study a restrained condition of selecting individuals for mutation in DE [14]. This condition ensures that a randomly selected individuals for mutation are mutually different and that there is no degenerated (zero-valued) differential vector. Authors performed experimental comparison of this restrained condition in six classic DE variants with various mutation and seven state-of-the-art DE algorithm on two benchmark sets (CEC 2005 and CEC 2013). Results show that three out of six classic DE variants perform significantly better when restrained condition is violated. In the case of adaptive DE, only CoDE variant without this restrained condition perform significantly better than the original CoDE algorithm.

Piotrowski in [8] summarized a population size control. Author widely compared several fixed and flexible population size setting in ten various DE algorithms on two various test benchmark sets. Author recommended fixed population size $N=100$ for artificial problems with smaller dimensions, for middle dimension (approximately $D=30$ ) a fixed settings $N=3 D$ or $N=5 D$ are the best choice. For dimension $D=50$, the best performing population size was found $N=5 D$ or $N=100$. For the real-world problems with various dimensionality ( $1 \leq D \leq 240$ ) the population size should be set $N=100$ or $N=50$. In the case of flexible population size, JADE with reduction of $N$ based on (un-)successes in previous generations was the best performing algorithm. If there is no improvement in 4 generations, $1 \%$ of poorer individuals are removed, and vice versa, if the population is improved, $1 \%$ of newly generated individuals are added.

## 3 Enhanced Approach for DE Mutation Strategy

A new approach to increase the efficiency of DE algorithm is proposed. The main idea is to enhance the mutation strategy to avoid the local minimum area. A significant problem is that when the population contains some potentially good solutions the population is slowly moved towards these good individuals. Sometimes this fact causes that the solution is detected quickly, but often only a poor local solution is
found. The solution to avoid the population from getting stuck in the local solution area could be in our new DE mutation strategy approach.

```
Algorithm 2 Differential evolution with enhanced mutation strategy
    initialize population \(P=\left\{\vec{x}_{1}, \vec{x}_{2}, \ldots, \vec{x}_{N}\right\}\)
    evaluate \(f\left(\vec{x}_{i}\right), \quad i=1,2, \ldots, N\)
    initialize auxiliary population \(R=\left\{\vec{z}_{1}, \vec{z}_{2}, \ldots, \vec{z}_{N r}\right\}, N r=N * p r\), pr \(\in[0,1]\)
    while stopping condition not reached do
        for \(i=1,2, \ldots, N\) do
            create a mutation vector \(\vec{u}\) from \(P\) and \(R\) (using 3 rules)
            produce a new trial point \(\vec{y}\)
            evaluate \(f(\vec{y})\)
            if \(f(\vec{y}) \leq f\left(\vec{x}_{i}\right)\) then
            insert \(\vec{y}\) into \(Q\)
            else
            insert \(\vec{x}_{i}\) into \(Q\)
            if point from \(R\) was used then
                    reinitialize currently used point from \(R\)
            end if
            end if
        end for
        \(P \leftarrow Q\)
    end while
```

Besides the population $P$ of the $N$ potential solutions another population $R$ is initialized and kept in the initialized form during the search process. Sometimes, one of the vectors in the mutation strategy could be selected from the auxiliary population $R$, to leave the local solution area.

The situation in Figure 1 illustrates when the points of the population $P$ (circles filled white) get stuck in the local solution area. In spite of the stuck $P$, the points of the auxiliary population $R$ (circles filled black) are located out from the local solution area and they could move the points of $P$.

This mutation approach has several parameters whose settings significantly influence the efficiency of this method. The first parameter is the size of the auxiliary population $R$, denoted $N r$. The value of this parameter should be taken from the interval $[1, N]$. A bigger size of $R$ means more places to move in the area $\Omega$. We suppose to compute the value of Nr as a proportion of the population $P, N r=N \cdot p r$, where $p r$ is a real number from $[0,1]$.

The next parameter specifies which point(s) of the actually used mutation strategy will be selected from $N r$. We suppose a very simple idea based on three rules:

1. only one point in the mutation strategy could be selected from $R$,
2. if the best point is used in the mutation strategy, it is never taken from $R$,
3. the first point in the equation of the mutation strategy is never taken from $R$.


Figure 1
Population located in the local solution area and point of the auxiliary population $R$

For example, in rand/1 mutation strategy (1) only one of the points in bracket ( $\vec{x}_{r 2}$ or $\vec{x}_{r 3}$ ) could be taken from $R$.

The last setting of the proposed method specifies how often the auxiliary population is used. There are many possible ways how to set this parameter, we suppose the simplest one. The point in the mutation strategy which is given to be from $R$ is selected from the union of both populations $P \cup R$ in each step of each generation. It means that only the size of the auxiliary population, $p r$, could control the frequency of using points from $R$. The bigger the $p r$ value is, the more frequently points from $R$ are used and vice versa.

When the point $\vec{z}_{j}$ from the auxiliary population $R$ was used and generate a successful trial individual $\left(f(\vec{y}) \leq f\left(\vec{x}_{i}\right)\right)$, then $\vec{z}_{j}$ survives in $R$. On the other hand, when a new trial individual is generated using some point of $R$ and it is unsuccessful $\left(f(\vec{y})>f\left(\vec{x}_{i}\right)\right)$, the used point from $R$ is randomly reinitialized in $\Omega$ to move to a better place.

## 4 Experiments and Settings

The aim of the experiments in this paper is to verify the performance of the proposed enhanced approach in mutation strategy. We apply the proposed method in six DE variants, one standard DE with fixed settings and five adaptive DE variants mentioned in Section 2.1. All algorithms in the experiment are implemented in the Matlab environment.

The test suite of 15 problems was proposed for a special session on Real-Parameter Numerical Optimization, a part of the Congress on Evolutionary Computation (CEC)
2015. This session was intended as a competition of optimization algorithms where new variants of algorithms are introduced. The functions are described in [3] including the experimental settings required for the competition. The source code of the functions is also available on the web site given in this report.

It is expected that CEC test suite will currently become one of the most relevant benchmarks required for publishing new single-objective optimization algorithms. The test functions CEC 2015 are divided into four categories, based on its difficulty (from easy to hard): unimodal functions (F1, F2), multimodal functions (F3-F5), hybrid functions (F6-F8) and composition functions (F9-F15).

Our tests were carried out at four levels of dimension, $D=10,30,50,100$, with 51 independent runs per each test function. Each point in the population is evaluated by the cost function. The function-error value is computed as the difference between the function value of the current point and the known function value in the global minimum point. The run of the algorithm stops if the prescribed amount of function evaluation MaxFES = $D \times 10^{4}$ is reached or if the minimum function error in the population is less than $1 \times 10^{-8}$. Such an error value is considered sufficient for an acceptable approximation of the correct solution. The search range (domain) for all the test functions is $[-100,100]^{D}$.

The parameters of the state-of-the-art DE variants are set to the recommended values. The values of the jDE variant parameters, $\tau_{1}=0.1, \tau_{2}=0.1$, the learning period of the SaDE variant, $L P=50$, the learning period of the EPSDE variant, $L P=N=100$. The population size of $P$ is set to $N=100$ for state-of-the-art algorithms and $N=30$ for standard $\mathrm{DE} / \mathrm{rand} / 1 / \mathrm{bin}$ variant. The control parameters of $F$ and $C R$ are in standard DE set $F=0.8, C R=0.8$. The size of the auxiliary population $R$ is set $N r=N \times p r$, where $p r=0.05$. Then the value is $N r=5$ for the state-of-the-art variants and $N r=2$ for the standard $\mathrm{DE} /$ rand $/ 1 / \mathrm{bin}$ variant.

## 5 Results

The median values of twelve compared algorithms (six original DE variants and six corresponding counterparts based on the proposed approach) are presented in Tables 3-14. The original variants are denoted based on the abbreviation mentioned above and the names of the new DE variants are enhanced by the text -mut. The median values were computed from 51 independent runs for each algorithm, function and dimension level. The median value for a better variant from the pair originalnew is printed in bold.

The performance of the proposed method is compared by Wilcoxon two-sample test. The results of these tests are shown in the column Sign.. The symbol + denotes that new approach outperforms the original DE variant significantly, the symbol marks better performance of the original DE variant and the symbol $\approx$ is used when there is no significant difference between the DE variants. When the DE variant of the pair is significantly better, the median value is printed in bold and underlined.

For a better comparison of the performance of the proposed approach, the number
of the wins and losses are counted in Table 1. These numbers are counted independently for each pair of algorithm and each dimension level. Based on the percent values of wins we can observe that the enhanced mutation method has the least efficiency for the JADE ( $30 \%$ ) and EPSDE ( $33 \%$ ) variants. Contrary, the most efficiency of the new approach is for the standard DE ( $62 \%$ ), for jDE ( $48 \%$ ) and $\operatorname{CoDE}(47 \%)$ variants. The overall performance of all 12 algorithms was compared

Table 1
The number of wins and losses of adaptive DE variants and corresponding counterparts

| Alg. | $D=10$ | $D=30$ | $D=50$ | $D=100$ | $\sum$ | $\%$ |
| :---: | ---: | ---: | ---: | ---: | ---: | ---: |
| CoDE | 5 | 5 | 7 | 6 | 23 | 38.3 |
| CoDE-mut | 6 | 8 | 6 | 8 | 28 | $\mathbf{4 6 . 7}$ |
| DE | 5 | 6 | 3 | 4 | 18 | 30 |
| DE-mut | 7 | 8 | 11 | 11 | 37 | $\mathbf{6 1 . 7}$ |
| EPSDE | 7 | 7 | 7 | 8 | 29 | $\mathbf{4 8 . 3}$ |
| EPSDE-mut | 4 | 5 | 6 | 5 | 20 | 33.3 |
| JADE | 4 | 8 | 7 | 12 | 31 | $\mathbf{5 1 . 7}$ |
| JADE-mut | 5 | 5 | 6 | 2 | 18 | 30 |
| jDE | 4 | 5 | 5 | 5 | 19 | 31.7 |
| jDE-mut | 7 | 8 | 7 | 7 | 29 | $\mathbf{4 8 . 3}$ |
| SaDE | 4 | 8 | 5 | 7 | 24 | 40 |
| SaDE-mut | 6 | 5 | 8 | 8 | 27 | $\mathbf{4 5}$ |

Table 2
Mean ranks from Friedman-rank test results for all the algorithms in comparison

| Alg. | $D=10$ | $D=30$ | $D=50$ | $D=100$ | Mean |
| :---: | ---: | ---: | ---: | ---: | ---: |
| JADE | 4.1 | 4.7 | 4.7 | 4.5 | 4.5 |
| JADE-mut | 3.8 | 4.9 | 4.7 | 5.3 | 4.7 |
| jDE-mut | 5.5 | 5.5 | 5.4 | 4.9 | 5.3 |
| jDE | 5.6 | 5.7 | 5.6 | 4.9 | 5.5 |
| EPSDE | 7.1 | 5.7 | 5.5 | 6 | 6.1 |
| EPSDE-mut | 7.6 | 5.7 | 5.6 | 6.2 | 6.3 |
| SaDE-mut | 5.3 | 7.6 | 6.7 | 6.7 | 6.6 |
| SaDE | 5.5 | 7.3 | 7.1 | 6.7 | 6.6 |
| CoDE-mut | 8.9 | 6.7 | 7.4 | 7.5 | 7.6 |
| CoDE | 9 | 7.4 | 7.5 | 7.5 | 7.8 |
| DE-mut | 7.7 | 8.4 | 8.1 | 8.6 | 8.2 |
| DE | 7.9 | 8.4 | 9.7 | 9.2 | 8.8 |

using Friedman test for medians of function-error values. The null hypothesis on the equal performance of the algorithms was rejected, the achieved $p$ value for rejection was $p<5 \times 10^{-7}$. Mean ranks of the algorithms are presented in Table 2. Note that the algorithm winning uniquely in all the problems has the mean rank 1 and another algorithm being a unique looser in all the problems has the mean rank 12. In the last column of Table 2, the average mean rank is computed for all dimensions. It is
obvious that the least mean rank is for the original JADE variant. Interesting is the fact that all pairs of the original DE and the corresponding counterpart are together. Such a newly proposed DE variant outperforms the original algorithm in four out of six cases.

In some problems with many local-solution areas, DE algorithm often gets stuck. In these situations, the individuals of $P$ are located in very small (local-solution) area and standard DE algorithm is not able to jumped-out. When the individual from the proposed auxiliary $R$ population is in a mutation occasionally applied, it promises to use individuals out of the local solution area. On the other side, provided results show in some problems, that using the auxiliary memory decreases the convergence of DE. It could be caused by the fact that $p r$ is set to fixed value. Some adaptive mechanism for $p r$ value could be helpful.

The value of the fundamental control parameter $p r$ influences the efficiency of algorithm. For smaller $p r$ values, very small auxiliary $R$ population of initialized individuals is used. This means that probability to select some individual of $R$ in the mutation is very small and moving the population from local solution area is rarely. On the other side, when $p r$ is set to big value (i.e. close to 1 ), the initialized points from $R$ are applied more frequently (almost in each mutation) and the convergence of the algorithm is decreased.

## Conclusions

The experimental comparison showed that the newly proposed enhanced mutation variant increased the performance of five state-of-the-art DE variants and also of the standard DE variant in some of the test problems. The number of wins of the new variants was smaller in the case of very efficiency JADE ( $30 \%$ ) and EPSDE ( $33 \%$ ) variants. The best performance was detected in the standard DE/rand/1/bin (62 \%), jDE (48 \%) or CoDE (47 \%) variants.

Based on the Friedman rank test for median values, we can see that the best mean rank was acquired by the original JADE variant. No one DE variant has the best or the worst results for all problems and dimension levels. This fact only validates the No-Free-Lunch theorem [15].

This first study of the proposed mutation method showed that only several initialized individuals kept during the search process could significantly increase the performance of DE . There are many possible parameters to study and improve proposed technique. The study of the control parameters of the auxiliary population remains a challenge for further research.
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Table 3
Medians of function values from 51 runs for $\mathrm{DE} /$ rand $1 / \mathrm{bin}$ and $\mathrm{DE} /$ rand $1 / \mathrm{bin}$-mut variants and the results of Wilcoxon signed rank test for $D=10,30$

|  | $D=10$ |  |  |  | $D=30$ |  |  |
| :---: | ---: | ---: | :---: | ---: | ---: | :---: | :---: |
| F | DE | DE-mut | Sign. | DE | DE-mut | Sign. |  |
| 1 | $6.27 \mathrm{E}-02$ | $\underline{\mathbf{7 . 9 5 E}-07}$ | + | $2.52 \mathrm{E}+06$ | $\mathbf{\mathbf { 6 1 2 1 4 . 9 }}$ | + |  |
| 2 | 0 | 0 | $=$ | 171.082 | $\underline{\mathbf{7 . 8 6 E}-06}$ | + |  |
| 3 | 20.3169 | $\underline{\mathbf{2 0 . 2 2 2 6}}$ | + | 20.9627 | $\underline{\mathbf{2 0 . 5 9 7 1}}$ | + |  |
| 4 | 20.3463 | $\mathbf{9 . 9 0 9 1 2}$ | + | 204.622 | $\underline{\mathbf{4 5 . 0 5 1 7}}$ | + |  |
| 5 | 982.36 | $\underline{\mathbf{4 1 1 . 3 6}}$ | + | 6857.85 | $\underline{\mathbf{3 9 7 8 . 2 7}}$ | + |  |
| 6 | $\underline{\mathbf{0 . 4 1 6 2 9}}$ | 1.61939 | - | $\underline{\mathbf{3 7 8 9 . 8 5}}$ | 6690.13 | - |  |
| 7 | $\mathbf{0 . 1 4 6 1 5}$ | 0.19463 | $\approx$ | 5.49817 | $\underline{\mathbf{3 . 0 2 1 4 3}}$ | + |  |
| 8 | $\underline{\mathbf{0 . 3 2 2 0 3}}$ | 0.468 | - | 1103.15 | $\mathbf{9 4 6 . 7 4 8}$ | $\approx$ |  |
| 9 | 100.019 | $\mathbf{1 0 0 . 0 1 8}$ | $\approx$ | $\underline{\mathbf{1 0 6 . 1 9 2}}$ | 106.686 | - |  |
| 10 | 143.109 | $\mathbf{1 4 3 . 1 0 8}$ | $\approx$ | $\mathbf{6 9 3 . 5 3 2}$ | 735.922 | $\approx$ |  |
| 11 | $\mathbf{4 . 3 1 2 6 5}$ | 4.35499 | $\approx$ | $\underline{\mathbf{4 1 0 . 2 3 9}}$ | 459.271 | - |  |
| 12 | 112.403 | $\mathbf{1 1 2 . 2 3 9}$ | $\approx$ | 112.553 | $\underline{\mathbf{1 0 9 . 4 5 1}}$ | + |  |
| 13 | $\underline{\mathbf{0 . 0 9 2 7 3}}$ | 0.09715 | - | $\underline{\mathbf{0 . 0 1 0 3 2}}$ | 0.01068 | - |  |
| 14 | 6677.01 | 6677.01 | $\approx$ | $\underline{\mathbf{4 2 6 2 6 . 4}}$ | 43511.7 | - |  |
| 15 | 100 | 100 | $\approx$ | 100 | 100 | $\approx$ |  |

Table 4
Medians of function values from 51 runs for $\mathrm{DE} /$ rand $1 /$ bin and $\mathrm{DE} /$ rand $1 / \mathrm{bin}-\mathrm{mut}$ variants and the results of Wilcoxon signed rank test for $D=50,100$

|  | $D=50$ |  |  |  | $D=100$ |  |  |
| :---: | ---: | ---: | ---: | ---: | ---: | :---: | :---: |
| F | DE | DE-mut | Sign. | DE | DE-mut | Sign. |  |
| 1 | $4.79 \mathrm{E}+07$ | $\mathbf{\mathbf { 3 4 8 2 6 8 }}$ | + | $6.21 \mathrm{E}+07$ | $\underline{\mathbf{1 . 3 4 E}+\mathbf{0 6}}$ | + |  |
| 2 | 121.174 | $\underline{\mathbf{3 . 5 8 E - 0 3}}$ | + | 369.562 | $\underline{\mathbf{3 6 . 8 1 7 1}}$ | + |  |
| 3 | 21.1391 | $\underline{\mathbf{2 0 . 8 2 4 7}}$ | + | 21.3243 | $\underline{\mathbf{2 1 . 2 1 1 2}}$ | + |  |
| 4 | 403.504 | $\underline{\mathbf{8 7 . 5 5 6 3}}$ | + | 910.326 | $\underline{\mathbf{2 2 6 . 2 4 9}}$ | + |  |
| 5 | 13041.1 | $\underline{\mathbf{8 6 3 7 . 0 4}}$ | + | 30157.3 | $\underline{\mathbf{2 5 1 1 3 . 5}}$ | + |  |
| 6 | 158580 | $\underline{\mathbf{7 8 6 1 6}}$ | + | $1.93 \mathrm{E}+07$ | $\underline{\mathbf{3 0 5 8 0 7}}$ | + |  |
| 7 | 42.5321 | $\mathbf{4 1 . 8 6 9 3}$ | $\approx$ | 137.958 | $\mathbf{1 2 7 . 1 9 3}$ | $\approx$ |  |
| 8 | 25810.7 | $\underline{\mathbf{2 0 5 4 8}}$ | + | $3.21 \mathrm{E}+06$ | $\underline{\mathbf{1 2 7 9 2 7}}$ | + |  |
| 9 | 103.113 | $\underline{\mathbf{1 0 2 . 2 2 8}}$ | + | 110.593 | $\underline{\mathbf{1 0 8 . 1 0 5}}$ | + |  |
| 10 | 3792.33 | $\underline{\mathbf{1 2 6 6 . 2 7}}$ | + | 10286.9 | $\underline{\mathbf{4 1 9 4 . 4 3}}$ | + |  |
| 11 | $\underline{\mathbf{4 4 2 . 2 2 7}}$ | 709.328 | - | $\underline{\mathbf{7 6 0 . 7 9 9}}$ | 1779.12 | - |  |
| 12 | 201.536 | $\underline{\mathbf{1 1 7 . 4 7 7}}$ | + | 200.406 | $\underline{\mathbf{1 1 6 . 6 5 9}}$ | + |  |
| 13 | $\underline{\mathbf{0 . 0 2 4 9 8}}$ | 0.02607 | - | $\underline{\mathbf{0 . 0 6 2 6 7}}$ | 0.06543 | - |  |
| 14 | $\underline{\mathbf{5 2 6 6 9 . 4}}$ | 52682 | - | $\mathbf{1 0 8 8 5 3}$ | 108887 | - |  |
| 15 | 100 | 100 | $\approx$ | $\underline{\mathbf{1 0 0}}$ | 104.402 | - |  |

Table 5
Medians of function values from 51 runs for CoDE and CoDE-mut variants and the results of Wilcoxon signed rank test for $D=10,30$

|  | $D=10$ |  |  | $D=30$ |  |  |
| :---: | ---: | ---: | :---: | ---: | ---: | :---: |
| F | CoDE | CoDE-mut | Sign. | CoDE | CoDE-mut | Sign. |
| 1 | 0 | 0 | $\approx$ | $\mathbf{4 1 0 3 . 2 9}$ | 8799.17 | - |
| 2 | 0 | 0 | $\approx$ | 0 | 0 | $\approx$ |
| 3 | 20.1112 | $\underline{\mathbf{2 0 . 0 9 6 3}}$ | + | 20.6215 | $\underline{\mathbf{2 0 . 5 2 0 5}}$ | + |
| 4 | 10.8867 | $\underline{\mathbf{1 0 . 3 1 4 5}}$ | + | 111.928 | $\underline{\mathbf{1 0 1 . 8 6 9}}$ | + |
| 5 | 443.423 | $\mathbf{4 3 1 . 6 0 2}$ | $\approx$ | 4562.86 | $\underline{\mathbf{4 1 2 0 . 3 9}}$ | + |
| 6 | 27.4738 | $\mathbf{2 5 . 4 8 2 1}$ | $\approx$ | $\mathbf{7 5 8 . 5 2}$ | 778.078 | $\approx$ |
| 7 | 1.11645 | $\underline{\mathbf{0 . 9 4 2 8 2}}$ | + | 8.44592 | $\mathbf{8 . 4 1 2 8 6}$ | $\approx$ |
| 8 | $\mathbf{2 . 3 2}$ | 2.39408 | $\approx$ | 265.22 | $\mathbf{2 5 1 . 0 6 5}$ | $\approx$ |
| 9 | $\mathbf{1 0 0 . 4 7 4}$ | 100.596 | - | $\underline{\mathbf{1 0 7 . 4 9 6}}$ | 107.712 | - |
| 10 | 149.322 | $\underline{\mathbf{1 4 7 . 1 0 2}}$ | + | $\mathbf{5 3 5 . 5 9 7}$ | 537.875 | $\approx$ |
| 11 | $\mathbf{3 . 9 8 7 5 3}$ | 4.10085 | $\approx$ | 410.262 | $\underline{\mathbf{3 0 1 . 2 3 2}}$ | + |
| 12 | $\underline{\mathbf{1 1 2 . 7 9 6}}$ | 112.996 | - | 110.897 | $\mathbf{1 1 0 . 7 8 3}$ | $\approx$ |
| 13 | $\mathbf{0 . 0 9 3 4 5}$ | 0.09356 | $\approx$ | $\mathbf{0 . 0 1 1 1}$ | 0.01115 | $\approx$ |
| 14 | 6662.87 | 6662.87 | $\approx$ | 42854.9 | $\mathbf{4 2 8 3 8 . 2}$ | $\approx$ |
| 15 | 100 | 100 | $\approx$ | 100 | 100 | $\approx$ |

Table 6
Medians of function values from 51 runs for CoDE and CoDE-mut variants and the results of Wilcoxon signed rank test for $D=50,100$

| F | $D=50$ |  |  | $D=100$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | CoDE | CoDE-mut | Sign. | CoDE | CoDE-mut | Sign. |
| 1 | 277480 | 362414 | - | $1.36 \mathrm{E}+06$ | $1.27 \mathrm{E}+06$ | $\approx$ |
| 2 | 1.96E-08 | $1.02 \mathrm{E}-06$ | - | 1.67E-06 | $2.51 \mathrm{E}-05$ | - |
| 3 | 20.8712 | 20.8052 | + | 21.1895 | 21.1579 | + |
| 4 | 268.033 | 250.965 | + | 721.089 | 686.159 | + |
| 5 | 9764.8 | $\underline{9185.22}$ | + | 25291.2 | $\underline{25060.5}$ | + |
| 6 | 4122.22 | 4687.87 | $\approx$ | 316670 | 296073 | $\approx$ |
| 7 | 41.5762 | 41.54 | $\approx$ | 135.926 | 142.072 | - |
| 8 | 1283.72 | 1289.14 | $\approx$ | 91204.4 | 119871 | - |
| 9 | $\underline{102.967}$ | 103.066 | - | 110.522 | 110.429 | $\approx$ |
| 10 | 1877.67 | $\underline{1732.36}$ | + | 2946.49 | 3029.96 | $\approx$ |
| 11 | $\underline{403.616}$ | 417.833 | - | 917.103 | 1049.05 | - |
| 12 | 117.295 | 117.154 | $\approx$ | 115.211 | 115.435 | $\approx$ |
| 13 | 0.0284 | 0.02858 | - | 0.07484 | 0.0704 | + |
| 14 | 52680.6 | 52680.6 | $\approx$ | 108891 | 108885 | $\approx$ |
| 15 | 100 | 100 | $\approx$ | 100 | 100 | $\approx$ |

Table 7
Medians of function values from 51 runs for EPSDE and EPSDE-mut variants and the results of Wilcoxon signed rank test for $D=10,30$

|  | $D=10$ |  |  | $D=30$ |  |  |  |
| :---: | ---: | ---: | :---: | ---: | ---: | :---: | :---: |
| F | EPSDE | EPSDE-mut | Sign. | EPSDE | EPSDE-mut | Sign. |  |
| 1 | 0 | 0 | $\approx$ | $\mathbf{1 1 2 5 . 5}$ | 2224.95 | $\approx$ |  |
| 2 | 0 | 0 | $\approx$ | 0 | 0 | $\approx$ |  |
| 3 | 20.1312 | $\mathbf{2 0 . 1 1 6 8}$ | $\approx$ | $\mathbf{2 0 . 6 0 1 8}$ | 20.6295 | $\approx$ |  |
| 4 | 11.4291 | $\mathbf{1 1 . 2 6 1 6}$ | $\approx$ | 124.249 | $\mathbf{1 2 3 . 5 1 1}$ | $\approx$ |  |
| 5 | $\mathbf{4 6 7 . 6 0 4}$ | 495.116 | $\approx$ | $\mathbf{4 8 8 5 . 5 9}$ | 4989.62 | $\approx$ |  |
| 6 | $\mathbf{1 5 . 3 3 9 9}$ | 19.4987 | $\approx$ | $\mathbf{9 4 1 . 0 9 1}$ | 990.867 | $\approx$ |  |
| 7 | 0.4456 | $\mathbf{0 . 4 4 2 5 6}$ | $\approx$ | $\mathbf{7 . 0 8 0 8 7}$ | 7.22593 | $\approx$ |  |
| 8 | $\mathbf{0 . 6 4 1 7 7}$ | 0.77123 | $\approx$ | $\mathbf{3 3 3 . 4 1 6}$ | 391.655 | $\approx$ |  |
| 9 | $\mathbf{1 0 0 . 0 0 2}$ | 100.003 | - | 105.659 | $\mathbf{1 0 5 . 4 4 4}$ | $\approx$ |  |
| 10 | $\mathbf{1 4 1 . 5 5 6}$ | 141.67 | $\approx$ | $\mathbf{5 4 4 . 8 4 8}$ | 551.536 | $\approx$ |  |
| 11 | 3.33224 | $\mathbf{3 . 3 1 8 2 4}$ | $\approx$ | 404.124 | 404.124 | $\approx$ |  |
| 12 | $\mathbf{1 1 2 . 0 7}$ | 112.185 | $\approx$ | 110.261 | $\mathbf{1 1 . 2 2 6}$ | $\approx$ |  |
| 13 | 0.09273 | 0.09273 | $\approx$ | 0.01036 | $\mathbf{0 . 0 1 0 3 2}$ | $\approx$ |  |
| 14 | $\mathbf{6 6 7 0 . 6 6}$ | 6677.01 | $\approx$ | 42793 | $\mathbf{4 2 7 8 4 . 3}$ | $\approx$ |  |
| 15 | 100 | 100 | $\approx$ | 100 | 100 | $\approx$ |  |

Table 8
Medians of function values from 51 runs for EPSDE and EPSDE-mut variants and the results of Wilcoxon signed rank test for $D=50,100$

|  | $D=50$ |  |  | $D=100$ |  |  |  |
| :---: | ---: | ---: | :---: | ---: | ---: | :---: | :---: |
| F | EPSDE | EPSDE-mut | Sign. | EPSDE | EPSDE-mut | Sign. |  |
| 1 | $\mathbf{1 7 5 0 4 5}$ | 177178 | $\approx$ | $\mathbf{5 8 7 9 1 9}$ | 609679 | $\approx$ |  |
| 2 | 0 | 0 | $\approx$ | 0 | 0 | $\approx$ |  |
| 3 | 20.8877 | $\mathbf{2 0 . 8 6 8 1}$ | $\approx$ | $\mathbf{2 1 . 2 0 2 9}$ | 21.2111 | $\approx$ |  |
| 4 | $\mathbf{2 8 6 . 9 0 9}$ | 288.666 | $\approx$ | $\mathbf{7 7 9 . 6 5 6}$ | 779.749 | $\approx$ |  |
| 5 | 10383.8 | $\mathbf{1 0 3 0 5 . 2}$ | $\approx$ | 27304.9 | $\mathbf{2 7 2 4 2 . 8}$ | $\approx$ |  |
| 6 | $\mathbf{2 1 7 2 . 4 8}$ | 2702.65 | $\approx$ | 203293 | $\mathbf{1 7 5 7 1 6}$ | $\approx$ |  |
| 7 | $\mathbf{4 1 . 0 5 6 6}$ | 41.1552 | $\approx$ | 136.885 | $\mathbf{1 3 5 . 9 3 7}$ | $\approx$ |  |
| 8 | $\mathbf{8 6 9 . 3 5 2}$ | 1086.5 | $\approx$ | $\mathbf{3 5 1 8 6}$ | 39968.2 | $\approx$ |  |
| 9 | $\mathbf{1 0 2 . 4 5 6}$ | 102.502 | $\approx$ | $\mathbf{1 0 8 . 6 1 4}$ | 108.674 | $\approx$ |  |
| 10 | 1003.44 | $\mathbf{9 3 8 . 6}$ | $\approx$ | $\mathbf{3 0 2 0 . 2 2}$ | 3281.25 | $\approx$ |  |
| 11 | 439.034 | $\mathbf{4 3 7 . 6 2 9}$ | $\approx$ | $\mathbf{8 5 4 . 0 6 5}$ | 862.279 | $\approx$ |  |
| 12 | 201.536 | $\underline{\mathbf{1 1 7 . 4 4 2}}$ | + | 200.406 | $\mathbf{1 1 7 . 1 4 1}$ | $\approx$ |  |
| 13 | 0.02516 | $\mathbf{0 . 0 2 5 0 2}$ | $\approx$ | 0.06269 | $\mathbf{0 . 0 6 2 3 9}$ | $\approx$ |  |
| 14 | $\mathbf{5 2 6 6 2 . 7}$ | 52678.2 | $\approx$ | $\mathbf{1 0 8 8 6 5}$ | 108870 | $\approx$ |  |
| 15 | 100 | 100 | $\approx$ | 100 | 100 | $\approx$ |  |

Table 9
Medians of function values from 51 runs for JADE and JADE-mut variants and the results of Wilcoxon signed rank test for $D=10,30$

|  | $D=10$ |  |  | $D=30$ |  |  |
| :---: | ---: | ---: | ---: | ---: | ---: | :---: |
| F | JADE | JADE-mut | Sign. | JADE | JADE-mut | Sign. |
| 1 | 0 | 0 | $\approx$ | $\mathbf{1 . 3 1 0 2 8}$ | 4.04967 | - |
| 2 | 0 | 0 | $\approx$ | 0 | 0 | $\approx$ |
| 3 | 20.0579 | $\mathbf{2 0 . 0 5 2}$ | $\approx$ | $\mathbf{2 0 . 2 7 7 9}$ | 20.2812 | $\approx$ |
| 4 | 3.55754 | $\mathbf{3 . 4 8 6 5 8}$ | $\approx$ | 26.5575 | $\mathbf{2 5 . 3 8 0 9}$ | $\approx$ |
| 5 | $\mathbf{5 2 . 7 5 6 2}$ | 57.1781 | $\approx$ | $\mathbf{1 6 9 9 . 6 9}$ | 1734.4 | $\approx$ |
| 6 | 0.41629 | $\mathbf{0 . 4 1 6 2 9}$ | $\approx$ | $\mathbf{9 4 1 . 0 1 9}$ | 1019.68 | $\approx$ |
| 7 | $\mathbf{0 . 3 0 9 9 1}$ | 0.31690 | $\approx$ | 7.87472 | $\underline{\mathbf{7 . 6 6 5 4 5}}$ | + |
| 8 | $\mathbf{0 . 5 3 5 9 5}$ | 0.57577 | $\approx$ | $\mathbf{2 1 9 . 2 4 9}$ | 251.085 | $\approx$ |
| 9 | 100 | 100 | $\approx$ | 106.547 | $\mathbf{1 0 6 . 3 9 5}$ | $\approx$ |
| 10 | 143.108 | 143.108 | $\approx$ | $\mathbf{7 1 5 . 2 5 6}$ | 742.593 | $\approx$ |
| 11 | $\mathbf{2 . 9 7 3 4 3}$ | 3.02492 | $\approx$ | $\mathbf{4 0 8 . 7 9 6}$ | 408.851 | $\approx$ |
| 12 | 111.798 | $\mathbf{1 1 1 . 7 6 7}$ | $\approx$ | $\mathbf{1 0 8 . 9 7 2}$ | 109.142 | $\approx$ |
| 13 | 0.09273 | $\mathbf{0 . 0 9 2 7 3}$ | $\approx$ | 0.01049 | $\mathbf{0 . 0 1 0 4 1}$ | $\approx$ |
| 14 | 6670.66 | 6670.66 | $\approx$ | 43620 | $\mathbf{4 3 4 1 0 . 6}$ | $\approx$ |
| 15 | 100 | 100 | $\approx$ | 100 | 100 | $\approx$ |

Table 10
Medians of function values from 51 runs for JADE and JADE-mut variants and the results of Wilcoxon signed rank test for $D=50,100$

|  | $D=50$ |  |  | $D=100$ |  |  |
| :---: | ---: | ---: | :---: | ---: | ---: | :---: |
| F | JADE | JADE-mut | Sign. | JADE | JADE-mut | Sign. |
| 1 | 7272.18 | $\mathbf{5 7 5 6 . 8 4}$ | $\approx$ | $\mathbf{7 6 3 7 6 . 1}$ | 86061.3 | $\approx$ |
| 2 | 0 | 0 | $\approx$ | 0 | 0 | $\approx$ |
| 3 | $\mathbf{2 0 . 3 6 0 2}$ | 20.3676 | $\approx$ | $\mathbf{2 0 . 4 6 2 7}$ | 20.4655 | $\approx$ |
| 4 | $\mathbf{5 1 . 7 3 9 4}$ | 57.042 | - | $\mathbf{1 5 4 . 4 4}$ | 157.685 | $\approx$ |
| 5 | 3532.94 | $\mathbf{3 4 8 6 . 9 3}$ | $\approx$ | $\mathbf{1 0 3 1 3 . 6}$ | 10331 | $\approx$ |
| 6 | 2661.89 | $\mathbf{2 5 3 7 . 1 3}$ | $\approx$ | $\mathbf{1 1 8 8 7 . 2}$ | 13762 | $\approx$ |
| 7 | 42.5838 | $\mathbf{4 2 . 2 4 4 7}$ | $\approx$ | $\mathbf{1 1 6 . 7 4 5}$ | 127.462 | $\approx$ |
| 8 | $\mathbf{1 1 9 7 . 8}$ | 1215.5 | $\approx$ | $\mathbf{3 8 3 5 . 9 7}$ | 3945.31 | $\approx$ |
| 9 | $\mathbf{1 0 2 . 6 6}$ | 102.765 | $\approx$ | $\mathbf{1 1 0 . 5 5 5}$ | 111.139 | - |
| 10 | 1760.11 | $\mathbf{1 5 7 2 . 1 7}$ | + | $\mathbf{4 3 6 1 . 3 6}$ | 4597.21 | $\approx$ |
| 11 | 522.613 | $\mathbf{5 1 3 . 1 5 5}$ | $\approx$ | $\mathbf{1 2 5 9 . 6 3}$ | 1298.47 | $\approx$ |
| 12 | $\mathbf{1 1 6 . 3 4 2}$ | 116.451 | $\approx$ | 116.311 | $\mathbf{1 1 5 . 4 2 6}$ | $\approx$ |
| 13 | $\mathbf{0 . 0 2 5 5}$ | 0.02554 | $\approx$ | 0.0633 | $\mathbf{0 . 0 6 3 2 4}$ | $\approx$ |
| 14 | $\mathbf{5 2 6 7 8 . 2}$ | 52680.6 | $\approx$ | $\mathbf{1 0 8 8 8 1}$ | 108887 | $\approx$ |
| 15 | 100 | 100 | $\approx$ | $\mathbf{1 0 1 . 3 0 2}$ | 101.463 | $\approx$ |

Table 11
Medians of function values from 51 runs for jDE and jDE -mut variants and the results of Wilcoxon signed rank test for $D=10,30$

|  | $D=10$ |  |  | $D=30$ |  |  |
| :---: | ---: | :---: | :---: | ---: | :---: | :---: |
| F | jDE | $j D E-m u t$ | Sign. | jDE | jDE-mut | Sign. |
| 1 | $\underline{0}$ | $5.88 \mathrm{E}-08$ | - | 34246.4 | $\mathbf{3 1 6 5 6 . 3}$ | $\approx$ |
| 2 | 0 | 0 | $\approx$ | 0 | 0 | $\approx$ |
| 3 | 20.0689 | $\mathbf{2 0 . 0 6 2 9}$ | $\approx$ | $\mathbf{2 0 . 3 0 9 6}$ | 20.3108 | $\approx$ |
| 4 | 5.45472 | $\mathbf{5 . 3 9 3 2 6}$ | $\approx$ | $\mathbf{3 9 . 9 1 0 6}$ | 40.8473 | $\approx$ |
| 5 | 231.063 | $\mathbf{1 9 5 . 1 1 1}$ | $\approx$ | 2428.06 | $\mathbf{2 4 2 2 . 2 1}$ | $\approx$ |
| 6 | 9.86734 | $\mathbf{9 . 5 9 0 0 8}$ | $\approx$ | $\mathbf{1 0 1 8 . 4 5}$ | 1550.9 | - |
| 7 | 0.36721 | 0.36984 | $\approx$ | 8.56411 | $\mathbf{8 . 4 0 7 0 3}$ | $\approx$ |
| 8 | 0.47653 | 0.44016 | $\approx$ | 219.256 | $\mathbf{1 9 9 . 3 8 4}$ | $\approx$ |
| 9 | 100.007 | 100.01 | $\approx$ | 106.102 | $\mathbf{1 0 6 . 0 7 2}$ | $\approx$ |
| 10 | 141.618 | 141.548 | $\approx$ | 637.044 | $\mathbf{6 3 5 . 4 7 6}$ | $\approx$ |
| 11 | 3.19005 | 3.18598 | $\approx$ | $\mathbf{4 0 4 . 1 2 4}$ | 408.696 | $\approx$ |
| 12 | 112.458 | 112.554 | $\approx$ | 109.716 | $\mathbf{1 0 9 . 5 2 4}$ | + |
| 13 | 0.09273 | 0.09273 | $\approx$ | $\mathbf{0 . 0 1 0 3 3}$ | 0.01035 | $\approx$ |
| 14 | 6662.87 | 6662.87 | $\approx$ | 43419.2 | $\mathbf{4 3 4 1 0 . 6}$ | $\approx$ |
| 15 | 100 | 100 | $\approx$ | 100 | 100 | $\approx$ |

Table 12
Medians of function values from 51 runs for jDE and jDE -mut variants and the results of Wilcoxon signed rank test for $D=50,100$

|  | $D=50$ |  |  | $D=100$ |  |  |
| :---: | ---: | ---: | ---: | ---: | ---: | :---: |
| F | jDE | jDE-mut | Sign. | jDE | jDE-mut | Sign. |
| 1 | 396624 | $\mathbf{3 7 4 6 4 4}$ | $\approx$ | $1.43 E+06$ | $\mathbf{1 . 4 2 E + 0 6}$ | $\approx$ |
| 2 | 0 | 0 | $\approx$ | 0 | 0 | $\approx$ |
| 3 | 20.4252 | $\mathbf{2 0 . 4 1 9 9}$ | $\approx$ | 20.6601 | $\mathbf{2 0 . 6 5 2 6}$ | $\approx$ |
| 4 | 83.9694 | $\mathbf{8 3 . 9 2 4}$ | $\approx$ | 225.627 | $\mathbf{1 9 9 . 5 8 3}$ | + |
| 5 | $\mathbf{4 6 3 8 . 2 9}$ | 4641.82 | $\approx$ | 12710.9 | $\mathbf{1 2 5 3 0 . 1}$ | $\approx$ |
| 6 | $\mathbf{3 0 5 5 8 . 7}$ | 38689.4 | $\approx$ | $\underline{\mathbf{1 8 8 4 2 2}}$ | 226244 | - |
| 7 | $\mathbf{4 3 . 0 9 7 4}$ | 44.4463 | $\approx$ | $\underline{\mathbf{1 3 4 . 6 8 1}}$ | 135.603 | - |
| 8 | $\mathbf{8 0 0 3 . 5 1}$ | 9033.64 | $\approx$ | 79939.2 | $\mathbf{7 6 6 0 1 . 8}$ | $\approx$ |
| 9 | $\mathbf{1 0 2 . 1 9 4}$ | 102.199 | $\approx$ | $\mathbf{1 0 7 . 0 7 7}$ | 107.225 | $\approx$ |
| 10 | 1428.24 | $\mathbf{1 3 2 5 . 6 4}$ | $\approx$ | $\mathbf{3 7 9 1 . 2}$ | 3863.28 | $\approx$ |
| 11 | 488.976 | $\mathbf{4 6 7 . 2 8 9}$ | $\approx$ | 1079.89 | $\mathbf{9 4 6 . 7 5 4}$ | $\approx$ |
| 12 | 116.835 | $\mathbf{1 1 6 . 8 3 1}$ | $\approx$ | 114.994 | $\mathbf{1 1 4 . 9}$ | $\approx$ |
| 13 | 0.02497 | $\mathbf{0 . 0 2 4 9 1}$ | $\approx$ | $\mathbf{0 . 0 6 1 7 4}$ | 0.0619 | $\approx$ |
| 14 | 52661 | 52661 | $\approx$ | 108887 | 108887 | $\approx$ |
| 15 | 100 | 100 | $\approx$ | 100 | 100 | $\approx$ |

Table 13
Medians of function values from 51 runs for SaDE and SaDE -mut variants and the results of Wilcoxon signed rank test for $D=10,30$

|  | $D=10$ |  |  | $D=30$ |  |  |  |
| :---: | ---: | ---: | :---: | ---: | ---: | :---: | :---: |
| F | SaDE | SaDE-mut | Sign. | SaDE | SaDE-mut | Sign. |  |
| 1 | 0 | 0 | $\approx$ | $\mathbf{7 2 1 6 . 4 6}$ | 7438.64 | $\approx$ |  |
| 2 | 0 | 0 | $\approx$ | 0 | 0 | $\approx$ |  |
| 3 | $\mathbf{2 0 . 0 8 2 3}$ | 20.0842 | $\approx$ | $\mathbf{2 0 . 3 8 5}$ | 20.3967 | $\approx$ |  |
| 4 | 4.83555 | $\mathbf{4 . 4 4 7 2 5}$ | $\approx$ | 34.7638 | $\mathbf{3 3 . 6 3 4 8}$ | $\approx$ |  |
| 5 | 180.634 | $\mathbf{1 6 1 . 0 3 7}$ | $\approx$ | $\mathbf{2 6 7 4 . 2 2}$ | 2725.79 | $\approx$ |  |
| 6 | $\mathbf{4 . 6 8 2 5 2}$ | 6.05311 | $\approx$ | $\mathbf{1 2 5 5 . 0 6}$ | 1457.19 | $\approx$ |  |
| 7 | 0.38712 | $\mathbf{0 . 3 3 2 3 4}$ | $\approx$ | 8.19227 | $\mathbf{8 . 0 9 2 9 8}$ | $\approx$ |  |
| 8 | 1.26452 | $\mathbf{1 . 1 1 6 7 6}$ | + | $\mathbf{3 0 2 . 7 6 1}$ | 410.456 | $\approx$ |  |
| 9 | 100 | 100 | $\approx$ | 106.853 | $\mathbf{1 0 6 . 5 1 9}$ | $\approx$ |  |
| 10 | $\mathbf{1 4 1 . 6 5 5}$ | 143.109 | $\approx$ | 814.879 | $\mathbf{7 9 8 . 4 8}$ | $\approx$ |  |
| 11 | $\mathbf{3 . 1 6 0 5 2}$ | 3.18455 | $\approx$ | $\mathbf{4 1 7 . 9 7 8}$ | 426.424 | $\approx$ |  |
| 12 | 111.984 | $\mathbf{1 1 1 . 9 7 9}$ | $\approx$ | $\mathbf{1 0 9 . 5 0 5}$ | 109.614 | $\approx$ |  |
| 13 | 0.09273 | 0.09273 | $\approx$ | 0.01044 | $\mathbf{0 . 0 1 0 4 1}$ | $\approx$ |  |
| 14 | 6677.01 | $\mathbf{6 6 7 0 . 6 6}$ | $\approx$ | $\mathbf{4 3 6 1 0 . 6}$ | 43806.1 | $\approx$ |  |
| 15 | 100 | 100 | $\approx$ | 100 | 100 | $\approx$ |  |

Table 14
Medians of function values from 51 runs for SaDE and SaDE -mut variants and the results of Wilcoxon signed rank test for $D=50,100$

|  | $D=50$ |  |  | $D=100$ |  |  |
| :---: | ---: | ---: | :---: | ---: | ---: | :---: |
| F | SaDE | SaDE-mut | Sign. | SaDE | SaDE-mut | Sign. |
| 1 | $\mathbf{8 6 9 2 5 . 6}$ | 89696.9 | $\approx$ | $\underline{\mathbf{4 1 9 7 0 2}}$ | 513455 | - |
| 2 | 0 | 0 | $\approx$ | $1.88 \mathrm{E}-06$ | $\underline{\mathbf{2 . 2 2 E - 0 7}}$ | + |
| 3 | $\mathbf{2 0 . 5 7 5 8}$ | 20.577 | $\approx$ | $\underline{\mathbf{2 0 . 8 9 5 4}}$ | 20.9055 | - |
| 4 | 92.14 | $\underline{\mathbf{8 0 . 3 4 5 3}}$ | + | 262.669 | $\underline{\mathbf{1 9 0 . 0 3 7}}$ | + |
| 5 | 6012.55 | $\mathbf{5 7 8 5 . 0 5}$ | $\approx$ | 17364.8 | $\underline{\mathbf{1 7 1 9 5 . 9}}$ | + |
| 6 | $\mathbf{1 5 0 5 2}$ | 16486.5 | $\approx$ | $\underline{\mathbf{8 4 9 2 6 . 9}}$ | 87087.2 | - |
| 7 | 49.6038 | $\mathbf{4 9 . 5 8 4 6}$ | $\approx$ | $\mathbf{1 1 3 . 1 0 3}$ | 142.63 | $\approx$ |
| 8 | $\mathbf{3 3 3 4 . 2}$ | 3442.65 | $\approx$ | $\underline{\mathbf{2 6 6 6 3}}$ | 37648.8 | - |
| 9 | 102.431 | $\underline{\mathbf{1 0 2 . 3 3 4}}$ | + | 108.714 | $\underline{\mathbf{1 0 8 . 2 8 5}}$ | + |
| 10 | $\mathbf{1 7 3 4 . 4 3}$ | 1879.22 | $\approx$ | $\underline{\mathbf{3 8 0 1 . 2 2}}$ | 4080.34 | - |
| 11 | 681.752 | $\mathbf{6 5 5 . 8 8}$ | + | 1860.02 | $\underline{\mathbf{1 7 6 5 . 7 7}}$ | + |
| 12 | 116.769 | $\mathbf{1 1 6 . 6 2 4}$ | $\approx$ | 115.608 | $\underline{\mathbf{1 1 5 . 3 1 2}}$ | + |
| 13 | 0.02553 | $\mathbf{0 . 0 2 5 4 5}$ | $\approx$ | 0.06383 | $\underline{\mathbf{0 . 0 6 3 2 4}}$ | + |
| 14 | 52698 | $\mathbf{5 2 6 9 3 . 6}$ | $\approx$ | 108912 | $\underline{\mathbf{1 0 8 8 9 5}}$ | + |
| 15 | 100 | 100 | $\approx$ | $\mathbf{1 0 1 . 9 0 2}$ | 101.976 | - |
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#### Abstract

Receiving an early diagnosis of schizophrenia is a crucial step towards its treatment. However, in current thinking, the diagnosis is based on time-consuming criteria, burdened with subjectivity. Hence, objective and more reliable therapeutic tests are desirable for the clinical practice of Psychiatry. Since schizophrenia is characterized by progressive brain volume changes during the course of the disease, many studies have recently turned attention to machine learning and brain morphometric techniques serving as tools for computer-aided diagnosis of schizophrenia based on neuroimaging data. In our study, the methodology is applied to distinguish between 52 first-episode schizophrenia patients and 52 healthy volunteers on the basis of T1-weighted magnetic resonance images of their brains preprocessed by the means of voxel-based and deformation-based morphometry. The proposed classification schemes vary in the feature extraction and selection steps. Namely, Mann-Whitney testing is implemented as a simple univariate approach playing the role of a comparator to multivariate methods such as inter-subject PCA, the K-SVD algorithm, and pattern-based morphometry. The highest classification accuracy, $70 \%$, is reached with the pattern-based morphometry technique. The study points out the difference between univariate and multivariate approaches towards neuroimaging data. Additionally, the contrast between feature extraction capabilities of voxel-based and deformation-based morphometry is demonstrated.
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## 1 Introduction

As schizophrenia worsens with the progression of the disease [1], its early and accurate diagnosis can be beneficial for patient prognosis and overall treatment strategies [2]. Unfortunately, since psychiatry deals with mental states of patients,
its measurement techniques (such as Schneiderian First-Rank Symptoms) evaluate general symptoms common to a variety of mental disorders rather than the specific ones.

In the case of schizophrenia, the final verdict is partly based on observing patient's actions and noting the constellation of patient's symptoms, partly on psychiatric rating systems, and diagnostic classification and rating scales. Thus, most of the diagnoses are dependent on a subjective perspective and judgment of the psychiatrist assessing a patient [3], leading to the situation when more sophisticated methods, taking into account more aspects than a naked eye does, are desired. For instance, the changes in the brain morphology are only subtle during the first episode, and hence often indistinguishable even by an experienced psychiatrist.

Consequently, many studies have recently turned attention to Magnetic Resonance Imaging (MRI) as it can be utilized to explore the structure of the brain and to understand better the neurobiology of brain disorders. Moreover, neuroimaging data can be to a lesser or greater extent [4] successfully exploited as an input data to machine learning techniques which attempt to reduce or completely eliminate the need for human intuition in the analysis of the neuroimaging data.

## 2 Schizophrenia through the Optics of MRI

As the evidence of pathological changes in the brain morphology of schizophrenia patients exists [1], the researchers have started exploiting MRI data as a base to the disorder diagnosis. Should the schizophrenia-related manifestation in brain structure be profoundly understood, predictions pertaining to patients diagnoses could be made on the basis of an individual brain MR scan.

However, such an approach faces two confronting requirements where, on the one hand, all the information crucial for the classification must be retained in the data. On the other hand, a successful diagnosis - in terms of an accurate classification is feasible only when the dimensionality of the problem is properly reduced as the brain image classification algorithms fail to operate on data exhibiting an adverse ratio between its dimensionality and the number of acquired samples [5].

Many studies have attempted to find the connection between schizophrenia neuropathology and brain structure. Although various brain regions have been identified, the results are not entirely consistent [6-9]. Nevertheless, even though the general consensus upon what brain structures are affected in schizophrenia is yet to be achieved, it has been revealed that structural changes happen in both gray [9] and white matter [10] and that these changes are not bound to a specific region but rather they are distributed throughout the entire brain following spatially complex and unknown patterns.

Thus, reduction of brain image data dimensionality using regions of interest (ROIs) methods may be misleading as they are prone to human error due to manual brain segmentation [11]. In contrast, automated and whole-brain morphometry methods, such as voxel-based morphometry (VBM) and deformation-based morphometry (DBM), are two main concepts used by the neuroimaging community for assessing MRI brain scans without the need to limit the analysis to arbitrarily predefined anatomical hypotheses or ROIs.

Although both of the methods are designed to assess the brain structure, they differ in workflow and interpretation. Whereas VBM segments the images in order to generate gray matter (GM) maps and uses low-dimensional registration, DBM utilizes full brain scans and the employed registration algorithm is highdimensional [12-13]. The images resulting from those techniques are interpreted as local GM volume and local brain volume changes respectively. Their application is therefore advised to be chosen accordingly, with the knowledge of the disease process [14].

A strong critique of those techniques stems from the fact that, as they deal with brain images on a voxel-to-voxel basis, they neglect multivariate group differences [15]. Advantageously, multivariate approaches known from machine learning can be employed to conjointly account for voxels interactions [16] hence extracting complex patterns suitable for schizophrenia classification, leaving the brain morphometry methods a place among data preprocessing tools rather than feature extraction techniques.

## 3 Research Problem and Proposed Methodology

Typically, studies on computer-aided diagnostics of schizophrenia employ several machine learning algorithms in order to achieve the highest classification accuracy. However, as classification performance considerably depends on a preceding feature extraction step, an equal effort should be made in finding what algorithms are the most suitable for each application domain.

Thus, the purpose of this study is to elicit conditions under which one feature extraction method outperforms the other and vice versa. Namely, multivariate machine learning methods are put in contrast with univariate statistics. The comparison takes place on a dataset of first-episode schizophrenia patients preprocessed by the means of VBM and DBM separately, allowing us also to comment on whether and how the brain morphometry techniques influence the ensuing feature extraction step.

The whole study is organized accordingly to a well-known scheme in schizophrenia classification, starting by presenting a dataset and its preprocessing (Section 3.1), describing employed feature extraction algorithms (Section 3.2) and
a classification pipeline utilized to evaluate the performance of all the algorithms (Section 3.3).

As we aim at analyzing and comparing feature extraction algorithms, we include a short experiment about the anticipated behavior of the algorithms performed on a synthetic dataset (Section 4.1). Next, an elaboration on parameters of the algorithms and the process of their tuning is stated (Section 4.2). Last, the classification results are introduced (Section 5), followed by a commentary on capabilities of the feature extraction algorithms (Section 6).

### 3.1 Datasets

### 3.1. Subjects

The datasets consisted of 104 individual T1-weighted MRI whole-head scans, where exactly one-half of the scans belonged to 52 first-episode schizophrenia patients (FES) who were recruited at the Department of Psychiatry, Masaryk University in Brno. The patients were all male with the mean age of 24 years $( \pm 5.1)$. The diagnosis was based on diagnostic interviews regarding patient's history, substance abuse, etc., and evaluated using the Positive and Negative Syndrome Scale (PANSS [17]). A senior psychiatrist reviewed the tests and, in compliance with International Statistical Classification of Disease and Related Health Problems (ICD-10), established the diagnosis. Additionally, the patients were physically examined and, given specific criteria such as suffering from another neurological disease, substance dependence, etc. were met, excluded from the study.

The other 52 scans were acquired from volunteering healthy controls (HC) whose mean age ( $24 \pm 3.1$ years) and handedness matched with the patients.

### 3.1.2 Acquisition \& Preprocessing

The images were obtained using a 1.5 T MR scanner with a resolution of $160 \times 512 \times 512$ voxels per scan and, subsequently, using the VBM8 toolbox available in the SPM8 Matlab software package, they were corrected for bias-field inhomogeneity and spatially normalized by affine co-registration to the standard SPM T1 template.

Acquired and co-registered images were preprocessed correspondingly to VBM and DBM approaches resulting in two datasets in here referred to as GM Densities and Volume Changes.


Figure 1
Scheme of the Datasets Preprocessing
In order to create the GM densities dataset, additional steps needed to be performed following the VBM pipeline. After the affine registration of the T1weighted images, the images were non-linearly registered using fast diffeomorphic image registration algorithm (DARTEL [18]). Resulting GM tissue segments were modulated with the determinant of Jacobian matrices of the deformations to account for registration related changes in local volumes.

Subsequently, the modulated GM segment images were smoothed with the 8 mm FWHM Gaussian kernel to enable inter-subject comparisons.

As the Volume Changes dataset resulted from the DBM method, it was based on an additional spatial normalization which output displacement fields referring to volume adjustments needed for each image to match the template. Thus, after the images were normalized to the same stereotactic space, a high-dimensional deformable registration [19] was performed. The obtained 3-D displacement fields were converted to scalars by computing the Jacobian determinants at each voxel. Additionally, the scalar values were logarithmically transformed in order to distribute the values symmetrically around zero instead of an asymmetric distribution of solely positive values which the determinant of Jacobian matrix normally yields.

For better illustration, the datasets preprocessing is schematically depicted in Figure 1. The same datasets have been successfully used in a previous study [11].

### 3.2 Feature Extraction Methods

### 3.2.1 Univariate statistics (Mann-Whitney testing)

In order to reveal structural differences between schizophrenic and healthy brains, both VBM and DBM utilize a voxel-wise comparison between the groups, i.e. they employ univariate statistical analysis [12-13]. Therefore, Mann-Whitney testing (MW) was implemented as a univariate approach playing the role of a comparator to multivariate feature extraction methods.

MW indicates whether the tested variables come from the same distribution. Applying MW on each voxel, we selected those voxels which statistically belonged to different populations, i.e. they were important for distinguishing between FES and HC.

In general, when testing multiple hypotheses, one should correct for the number of false discoveries either with the familywise error rate (FWER [20]) or the false discovery rate (FDR [21]) corrections. However, those techniques are often too stringent [13]. Moreover, statistical significance does not necessarily imply discriminative power. Therefore, we regarded the resulting p -values as a selection criterion rather than a level of significance. In other words, we manually set the threshold for p -values dividing the voxels to those which were to be incorporated into classification and which were to be disregarded.

### 3.2.2 Intersubject PCA (isPCA)

Principal component analysis (PCA [22]) is a classic multivariate procedure seeking a transformation converting data to a set of orthogonal principal
components ordered according to the amount of variance they explain in the original data. However, PCA requires a covariance matrix of descriptors to be computed which, in the case of our data, was not feasible since the number of voxels in each image was over a half of a million.

Fortunately, it has been proven [23-24] that the eigenvectors $v_{j}$, corresponding to new components, can be computed from the eigenvectors $w_{j}$ of a covariance matrix of subjects as:

$$
v_{j}=\frac{X^{T} w_{j}}{\sqrt{q_{j}(N-1)}}
$$

greatly reducing the demands on computation. The matrix $X^{T}$ represents a transposed data matrix containing $N$ subjects and $q_{j}$ are the eigenvalues of the intersubject covariance matrix. Such a method, later named intersubject PCA (isPCA [25]), allowed us to preserve all the dataset variability using solely $N-1$ eigenvectors.

The feature space dimensionality can be progressively reduced by disregarding some of the new components. Since the eigenvectors are sorted in an ascending order of explained data variance, at first sight it may be tempting to get rid of the last ones. However, the amount of explained variance does not necessarily imply schizophrenia-related differences between FES and HC and therefore just as the first component can be, for instance, related to differences in liquor, the last component might be crucial for recognizing the proper affiliation of the subject.

Thus, before removing components from the ensuing analysis, we sorted the components according to their discriminative power measured by the level of their significance once tested with the subjects projected into the new feature space spanned by the components.

### 3.2.3 K-SVD

The aim of K-SVD [26] is to find the best sparse representation of the images $x_{i}$ captured in $X$ by solving

$$
\min _{\Phi, C}\|X-\Phi C\|_{2}^{F} \text { subject to }\left\|c_{i}\right\|_{0} \leq s
$$

where $i \in\{1, . ., N\}$ and $\|\cdot\|^{F}$ is the Frobenius norm.
Firstly, the dictionary $\Phi$ is initialized with $1_{2}$-normalized columns. The subsequent optimization process iteratively alternates between the sparse coding phase, when the optimization of each sparse coefficient vector $c_{i}$ takes place, and the dictionary update phase. Here, for every atom in the dictionary, an error matrix representing the error of discarding the atom from the dictionary is computed, restricted to the
columns that correspond to non-zero sparse coefficients and finally it is decomposed using singular value decomposition (SVD). The update of both the dictionary and the loading matrix $C$ is dependable on the matrices resulting from the SVD factorization.

When applied to brain imaging data, resulting atoms in the dictionary represent complex morphological patterns revealed by the algorithm in the brain scans. As the sparsity constraint $s$ controls for the maximum number of atoms utilized to compose each image, its adjustment allows for extraction of small regions as well as global patterns [27].

Again, in order to gain the best set of atoms for schizophrenia diagnostic inference, the atoms can be sorted and the least discriminative ones can be discarded. However, due to the optimization process, we decided not to discard any atoms once they were learned.

### 3.2.4 Pattern-based Morphometry (PBM)

Although the K-SVD algorithm has emerged relatively recently, it has already been incorporated into a new methodology, pattern-based morphometry (PBM [27]). Despite its name, it is not a morphometry preprocessing technique as VBM and DBM described above. Instead, it provides a new perspective to multivariate pattern extraction using K-SVD, which is why we categorize it as a feature extraction method.

Unlike in the above-mentioned case where the dictionary is built upon data matrix of images, PBM introduces the idea of generating atoms from the so-called difference images. The generation of a difference images matrix is diagrammatically depicted in Figure 2.

For each image, using the Euclidean distance, a set of its $k$-nearest neighbors with a different affiliation is found. In other words, for an image $a$ belonging to the group $A$ (e.g. FES), its $k$ most similar images belonging to the group $B$ (e.g. HC) are searched for and vice-versa. Subsequently, the images are subtracted from their neighbors $N$. In the end, the resulting difference images matrices $D_{A}$ and $D_{B}$ are put together into a single matrix $X$. Assuming the images are in columns, the new matrix will have $k$-times more columns than the original matrix. At this point, the extracted atoms straightforwardly represent structural changes between FES and HC.

We created the new dictionary accordingly and used it in the same manner as with the K-SVD algorithm.


Figure 2
Generation of the Difference Images Matrix

### 3.3 Classification Pipeline

In order to evaluate the algorithms in real situations, they were incorporated into a classification pipeline (Figure 3).


Figure 3
Classification Pipeline
Leave-one-out cross-validation scheme was used to assess the performance of the linear SVM classifier based on features extracted from the GM densities or the Volume changes datasets. Note that the feature extraction and selection steps were performed for each iteration of the cross-validation.

The rationale of the design was that alternating only the datasets and feature extraction methods in otherwise rigidly fixed pipeline settings facilitated their later comparison.

In terms of the performance evaluation, classification accuracy, sensitivity and specificity were used as its metrics.

## 4 Preliminary Experiments

### 4.1 Anticipated Behavior - a Toy Example

Before proceeding to classification on real datasets, we created a synthetic dataset consisting of 2-D images of 10 hand-drawn circles and 10 hand-drawn triangles in order to illustrate the difference between the behavior of univariate and multivariate feature extraction approaches.

Each image in the synthetic dataset consisted of 50,184 pixels with values ranging from 0 to 255 . Figure 4 shows the pixels selected by MW and the most discriminative patterns revealed by isPCA, K-SVD, and PBM respectively from left to right. The gray scale patterns are displayed in colors, where yellow represents the most and dark blue the least significant pixels.


Figure 4
Features Extracted from the Synthetic Dataset
The toy example underlines what is known from the theory. Whereas univariate statistics dismantled geometric shapes into pixels, multivariate methods were capable of recognizing complex patterns ${ }^{1}$ while dealing with the same data. Moreover, in the case of K-SVD and PBM, the most discriminative feature resembled a representative from the group of triangles.

### 4.2 Parameters Tuning

The last step preceding final classification was tuning the parameters of the employed algorithms as their proper settings enhance the classification performance. Table 1, summarizes the parameters included for tuning.

As their influence on the classification was unknown, we evaluated the classification cross-validated accuracies for various parameters settings equidistantly distributed over the parameter space in a way to capture a behavior of each of the parameters separately for the GM Densities and the Volume

[^2]Changes datasets, hence mapping the parameter spaces. In order to reduce computational costs, random projection (RP), with a random matrix suggested in [28], was utilized to reduce the dimensionality of the problem.

Table 1
List of Parameters of the Feature Extraction Algorithms

| Algorithm | Parameter | Token |
| :---: | :---: | :---: |
| MW | p-values threshold | $t$ |
| isPCA | number of retained components | $c$ |
| K-SVD | number of atoms | $a_{k-s v d}$ |
|  | sparsity constraint | $s_{k-s v d}$ |
| $\mathbf{P B M}$ | number of atoms | $a_{p b m}$ |
|  | sparsity constraint | $S_{p b m}$ |
|  | number of nearest neighbors | $k$ |

### 4.3 Final Parameters Settings

The parameters settings reaching the highest classification accuracies are displayed in Table 2. As sparsity constraint and the number of nearest neighbors did not exhibit any trend, we set them, in accordance with [27], to 5 and 3 correspondingly.

Table 2
List of Final Parameters Settings for Both of the Datasets

| Algorithm | Token | Value |  |
| :---: | :---: | :---: | :---: |
|  |  | GM Densities | Volume Changes |
| MW | $t$ | 0.01 | 0.05 |
| isPCA | $c$ | 11 | 84 |
| K-SVD | $a_{k \text {-svd }}$ | 1 | 103 |
|  | $s_{k \text {-svd }}$ | 5 | 5 |
| PBM | $a_{p b m}$ | 1 | 309 |
|  | $s_{p b m}$ | 5 | 5 |
|  | $k$ | 3 | 3 |

## 5 Classification Results

All tested feature extraction algorithms with their final parameters settings being put through the classification pipeline. Cross-validated classification accuracies along with sensitivities and specificities for each of the methods and both the datasets are shown in Table 3.

On average, the classification methods with the use of Volume Changes features resulting from DBM outperformed the classification methods using the GM Densities features resulting from VBM. Comparing the classification algorithms, the highest accuracy, slightly over $70 \%$, was attained by PBM.

Whereas the across-datasets performance increased for all multivariate methods when switched from GM Densities to Volume Changes, it diminished for the univariate statistics.

Table 3
Classification Performance on Both Datasets

|  | GM Densities |  |  | Volume Changes |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Algorithm | Accuracy | Sensitivity | Specificity | Accuracy | Sensitivity | Specificity |
|  | $[\%]$ | $[\%]$ | $[\%]$ | $[\%]$ | $[\%]$ | $[\%]$ |
| MW | 67.31 | 63.46 | 71.15 | 66.35 | 65.38 | 67.30 |
| isPCA | 68.27 | 63.46 | 73.08 | 69.23 | 71.15 | 67.31 |
| K-SVD | 65.38 | 63.46 | 67.31 | 69.23 | 69.23 | 69.23 |
| PBM | 64.42 | 63.46 | 65.38 | $\mathbf{7 0 . 1 9}$ | $\mathbf{6 9 . 2 3}$ | $\mathbf{7 1 . 1 5}$ |

## 6 Discussion

The main distinction we would like to stress here is the difference for the results in the different types of features: GM Densities and Volume Changes. Considering the datasets are two modalities of the same data, we were able to evaluate the differences between the VBM and DBM approaches to the preprocessing of the MRI data.

The most noteworthy piece of information stems from the parameter settings, indicating the number of features (components, atoms) that are optimal for the classification. In the case of the GM Densities dataset, the best classification results were achieved with the minimum of features retained. On the contrary, the Volume Changes dataset yielded the best results when the number of features was set at its highest values.

Also, the most discriminative isPCA component of GM Densities captured 12.5 times more variance of the original data than the one calculated from the covariance matrix corresponding to deformations. When comparing components with the most variance explaining the ratio was approximately 2.5 . Such findings are in correspondence with [25], where isPCA components are evaluated in more detail.

Furthermore, for the Volume Changes dataset, multivariate approaches slightly outperformed univariate MW, serving as a mere feature selection. However, the differences are not statistically significant.

All the aforementioned behavior indicates that Volume Changes concealed more sophisticated patterns, than can be discovered, disregarding voxel-to-voxel interactions. Consequently, our results confirm that whereas VBM serves mainly for extracting information about changes on a local scale, DBM preserves information from a wider region.

At this point, it should be stressed that accuracies around $70 \%$ are insufficient for clinical practice. Nevertheless, our findings can serve as guidelines to those dealing with unknown parameter spaces. With VBM, the best parameter settings in terms of the number of retained features will most likely lay among low values. In the case of DBM, the opposite statement is the most probable.

We also suggest that studies utilizing DBM as a preprocessing tool should reach for multivariate feature extraction approaches as they appear to be superior on such data. Interestingly, a novel PBM technique provided superb results in comparison to others and thus it should be considered as a valid candidate when deciding on a method of extracting brain differences patterns. Moreover, PBM improves the ratio of the number of subjects over the number of features, as it generates a dataset consisting of more images.

## Conclusions

This work presented an analysis of two brain morphometry techniques and various feature extraction methods often utilized in the computer-aided diagnostics of schizophrenia. The methodology was incorporated into a classification pipeline and applied to distinguish between first-episode patients and healthy controls on the basis of magnetic resonance images of their brains. First, each method was thoroughly examined in order to explore its parameters and their influence on the classification. Then, the methods were evaluated in terms of classification performance. Our findings confirmed the distinction between VBM and DBM and resulted in recommendations on the numbers of retained features. We also showed that by applying multivariate machine learning techniques, such as, PBM on data preprocessed with the DBM approach have beneficial effects on classification results.
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[^0]:    ${ }^{1}$ Available at: http://qwone.com/~jason/20Newsgroups/

[^1]:    1 Malnutrition is a bad nutrition state of a client. It is caused by insufficient intake of basic nutrients (proteins, saccharides and fats) as well as vitamins, minerals and trace elements.

[^2]:    ${ }^{1}$ whole circles and triangles

