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Abstract: This paper presents a survey of the main publications and general design 
requirements and problems of inductive power transfer systems for dynamic charging of 
electric vehicles (EVs). The main different roadbed geometries, based on a single 
transmitter track and segmented transmitter coil array have been discussed. Different case 
studies considering charging scenario, vehicle speeds, power levels and transmitting and 
receiving coils geometry have been conducted. Some problems about the design of 
charging station and EV side control system and energy management system have been 
analysed. A prototype of a charging station has been developed and built to supply 
inductive power transfer system which delivers 10-35 kW power at an air gap between 
transmitting and receiving parts of 75-100 mm and horizontal misalignment of ± 200 mm. 
The results have shown that the system can transfer the specified electrical power at 
efficiency of about 82-92% and that the inductive power transfer module and its dynamic 
matching during charging, exhibited high degree of stability under a misaligned (x-y-z) 
condition and battery state of charge. 

Keywords: electric vehicle; contactless charging; transmitting and receiving coil; inductive 
power transfer; energy management system 

1 Introduction 

In the past decade, EVs have gained popularity due to concerns about environment 
pollution with greenhouse gases and a desire to move toward “greener” energy [1, 
2, 4, 17]. The latest most popular plug-in technology for EVs has some 
disadvantages: the charging infrastructure (public charging stations) is vulnerable 
to weather conditions (rain, snow) and vandalism (stealing the cord, blocking the 
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outlet). The charging cable can represent a trip hazard, and due to the large 
amount of power being transferred, it also carries the risk of electrocution. 

Contactless Charging (ClCh) technology for EVs improves upon EV convenience 
and related infrastructure as well as charging safety. EVs that are contactlessly 
charged are easy to use - the user simply parks or drives the EV into the charging 
area and allows it to charge. ClCh infrastructure can be built and sealed with no 
outlets, making it inherently safe from weather, vandalism, and electrocution 
hazards. One of the most important prerequisite for increasing the share of EVs, 
using ClCh technologies, is development of well-distributed infrastructure 
facilities which could allow more frequent charging and shorten the charging time 
required. 

Concerning the contactless charging process (time, power, EV speed), several 
different techniques have been and currently are under investigation [2, 4, 7, 11, 
12, 14, 15, 17]. The following categories could be identified, each having its 
benefits and disadvantages. 

The first one is static charging, when the EV is stopped and parked [12]. Taking 
into account the duration of the charging time there are two possible solutions. 
Long duration of static charging time, typically several hours, when the EV is 
stopped in a garage, parking lot, bus or taxi terminals, etc. The second solution is 
fast static charging time less than one hour [15].Typically, these charging spots 
are public. In both cases the charging process is based on some parameters that are 
specific to the battery of the EV and the capacity of the charging infrastructure. 

The second category uses charging scenario when the EV is on-route. Also, two 
solutions are available. The first, when EV stops for a short period of time at the 
traffic light, bus stop, etc., is called stationary charging [9]. A stationary charging 
system could be very suitable in urban environments where the exact locations of 
EV stops could be predicted. The charging time is from seconds to minutes and 
high power is transferred from the infrastructure to the EV. The studies show [3-6, 
8, 17, 18] that when implementing stationary charging the EV’s battery can have a 
considerably smaller volume. The second on-route charging solution uses scenario 
with movable EV [9, 11]. It is called dynamic charging. The idea is in public 
urban road infrastructure in some places, where there is speed limitations, for 
example before crossroads, traffic lights or eventually in highways to have a 
special road line and zone for charging of slow moving EVs. EV can be charged 
continuously while in motion and theoretically solve the EV battery problem with 
unlimited driving range. The vehicle may travel at constant or variable speed in a 
special lane that hosts the charging infrastructure. The advantage of dynamic 
charging is that this technology allows when EV passes over charging zone to add 
energy to batteries. As a result, the longer charging zone the lower battery’s 
capacity is needed, respectively its weight and more important cost. Also, the 
energy of charge depends on the speed - the higher speed, the less average energy 
is transmitted. 
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This paper endeavours to review the available dynamic ClCh technologies for EVs 
developed by charging technology companies, by car manufacturers, by 
universities and research institutes. The paper presents the authors’ results 
concerning analysis of power transfer in dynamic mode, overview architecture, 
primary and secondary side, communication problems on two levels and main 
features of energy management system. The developed dynamic inductive charging 
station (ChS) with power P=10-35 kW and frequency f=18-25 kHz is presented. The 
dynamic infrastructure containing four primary coils and different charging scenarios 
was tested at vertical air gap between transmitting and receiving coils - 75-100 mm 
and horizontal misalignment – up to ± 200 mm. 

2 State of the Art Dynamic Charging 
In dynamic charging infrastructure, vehicles are highly unlikely to be precisely 
aligned, so the currently agreed solution is the installation of visual signals would 
be put on the road to help the driver align the EV while driving. Charging a 
vehicle while it travels would mean that an EV user would not have to make stops 
to recharge during extended road trips. In fact, travels of hundreds of kilometres 
would be possible with dynamic charging to obtain portion or uninterrupted 
energy and to increase EV mileage. The analysis of the current situation in this 
area shows that the dynamic charging technology is still in R&D phase [4, 6, 7, 8, 
9, 11, 14, 15, 23]. 

Dynamic EV charging approaches predominantly are based on inductive power 
transfer (IPT) technology and can be mainly categorized into two types based on 
transmitter array design - single transmitter track Fig. 1a) and separate segmented 
transmitter coil array Fig. 1b). 

                             
a)                                                                                          b) 

Figure 1 

Dynamic ClCh scenarios: a) single charging pad; b) string of charging pads 

The first type consists of a substantially long transmitter track connected to a ChS. 
The receiver is noticeably smaller than the length of the track. The transmitter 
track can be from a few meters to several tens of meters long. There are some 
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drawbacks in this design - the electromagnetic field emitted within the uncoupled 
area must be suppressed to eliminate harmful exposure and the compensation 
capacitor should be distributed along the track to compensate large inductance and 
magnet coupling is fairly low because of the smaller transmitter area covered by 
the receiver coil resulting in lower efficiency. 

Segmented coil array based designs have multiple coils connected to ChS. 
Transmitter track based systems are easier to control as the track is powered by a 
single source. Magnet coupling along the track is nearly constant when the EV 
moves along the track. On the other hand, segmented coil array eliminates field 
exposure and requirement for distributed compensation as happen in single 
transmitter track. 

Some of the notable achievements in designing dynamic EV charging platforms 
can be identified as follows. UC Berkeley has conducted a test as a proof-of 
concept of a dynamic ClCh system for EV based on IPT in the late 70s’ [10]. They 
transferred 60 kW of power through 7.6 cm distance to a passenger bus along 213 
m long track. Due to limited semiconductor technologies, the operating frequency 
of Berkeley system was 400 Hz and only 60% efficiency. 

KAIST On Line Electric Vehicle (OLEV) is the first on the market ready to 
support public transport by dynamic wireless high-power charging [11] - up to 
180 kW for tramways and up to 100 kW for buses at 20 cm gap. The generated 
magnetic field around the EV is < 2.41 µT. The OLEV’s technology is presented 
in Fig. 2. 

 

Figure 2 

Wireless solutions for EVs in South Korea 

Conductix-Wampfler, a German company [12], has developed a dynamic charging 
module that works on the principle of a construction kit - depending on the EV 
(car or bus), a charge of 60, 120 or 180 kW is delivered wirelessly. The charging 
modules are delivered ready for service, meaning that once the preparations have 
been made below ground, they only have to be lowered into the shaft. It takes very 
little time before the inductive charging point is ready to be used by the final users 
– Fig. 3. 

The Conductix-Wampfler’s technology, in charging mode, the receiver coil on the 
bus is lowered to about 40 mm from the ground. This closeness to the charging 
plate allows the magnetic field to be focused in such a way that stray magnetic 
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fields remain almost entirely restricted to the immediate vicinity of the coil. Next 
to the vehicle, the field values are significantly below the thresholds prescribed by 
ICNIRP recommendations, i.e. generated magnetic field  <<6.25 µT [12, 13]. 

                                    
a)                                                                                             b) 

Figure 3 

Conductix-Wampfler ClCh technology: a) main components of ClCh station; b) installing a charging 

module at a bus station with 120 kW power 

Bombardier’s PRIMOVE system addresses both the static and the dynamic 
charging needs of buses, cars, and even light rail systems [14]. Currently, 
Bombardier’s dynamic charging has only been applied to light rail systems, using 
single charging pads built into the track; however, it could be adapted for use with 
road vehicles. The system’s roadside components for buses include: transmitting 
coils which provide the inductive magnetic field; shielding to prevent 
electromagnetic interference; a Vehicle Detection and Segment Control (VDSC) 
cable that identifies PRIMOVE vehicles above the system; a Supervisory Control 
and Data Acquisition interface which supplies information for system control and 
diagnostics; and inverter and power supply cables. The on-board equipment 
includes a power receiver system of pickup cables and compensation capacitors, 
inverter, a battery, and a VDSC antenna. Bombardier’s PRIMOVE system is 
currently being used in public transportation by buses in Braunschweig, Germany. 

There are some EU projects funded by FP7 program that investigated and 
developed contactless dynamic charging solutions [8, 9, 15]. The FastInCharge [8] 
solution appears as being ambitious and innovative regarding the fact that it is 
applicable both to static and dynamic charging. The output power of the 
FastInCharge technology is around 35 kW (PMAX = 50 kW), which is one of the 
most powerful technologies that have been designed for mini busses. The air gap 
is from 75 mm to 100 mm. The system efficiency is close to 92% at zero 
misalignment between coils. The authors of this paper were responsible 
researchers and developers of IPT module and power electronics of two charging 
stations (fast static and dynamic) and both types of charging stations have been 
tested and validated in Douai, France [8]. 

However, dynamic charging introduces some other design challenges and 
problems. It is necessary to track the receiver coil position and switch the 
appropriate ChS, respectively coil, when the EV moves along the array. In 
addition, the distance between transmitting coils in horizontal direction needs to 
be carefully optimized. These coils cannot be kept too close to each other due to 
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two reasons. Firstly, negative mutual inductance between adjacent transmitter 
coils could generate negative current stress when several transmitting coils are 
supplied simultaneously. Secondly, design cost will be increased with many 
transmitting coils in a given length of the track. Connecting source converters to 
multiple coils is also a design issue. Several transmitter coils can be connected to a 
single power converter in parallel, or there can be one converter connected to each 
coil. In [8, 16, 18] a variant has been proposed in which several transmitting coils 
are powered by one ChS, consecutively by using electronic switches. On the other 
hand, the distance in vertical direction is also important. When the distance 
between transmitting and receiving coils is quite large, efficiency reduces quickly. 

Additionally, a few more problems could be added in the implementation of 
dynamic EV charging systems such as strategies for dynamic IPT charging coil 
misalignment compensation, intelligent control on the transmitting charging side 
and receiving EV side levels, communication between these two levels and energy 
management of the whole dynamic charging process. Foreign-object detection and 
electromagnetic compatibility (EMC) issues are important safety requirements and 
have to be respected during development of every dynamic charging infrastructure 
[13]. Interoperability and standardization of dynamic contactless EV charging 
systems, including the proper terminology, are still opened issues, too. 

3  Problems of Dynamic Charging 

3.1 Analysis of Energy Transfer 

The critical overview of the previous paragraph has shown, that for the purpose of 
the discussed dynamic infrastructure, the solution with separate segmented 
transmitter coil array was selected (Fig. 1b). The main advantage is that it is 
suitable for dynamic and also for static EV’s charging, what was an important 
requirement specified in FiC project [8]. Therefore, there are some geometrical 
and electrical parameters limitations of the transmitting and receiving coils. For 
example, the receiving coil is integrated in the EV and because of that positional 
and dimensional limitations are available. On the other hand, the geometrical and 
electrical parameters of transmitting coils must coincide with receiving coil in 
order to meet safety exposure requirements. The overall view of the developed 
dynamic infrastructure is shown in Fig. 4, where n numbers of transmitting coils 
are supplied by one ChS. 

When two EVs sequentially move at a certain distance in a row in order to avoid 
the overlapping of two receiving coils from the group of transmitting coils the 
following condition has to be satisfied: 𝑥𝑛 − 𝑥𝐸𝑉 < 𝑥𝑑𝑖𝑠𝑡  ,        where                                                                                 (1) 
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𝑥𝑛 − 𝑥1 = (𝑛 − 1). (𝑥1 + 𝑥3 + 𝑥4)  is the maximum distance between first and last 
coil supplied by one ChS; xEV is EV length; xdist is the distance between two EVs; 
n is the number of coils connected to one ChS; xn is the distance from the 
beginning of the first coil to the end of the last coil, supplied from one ChS; x1 is 
coil length; x3+x4  is the distance between transmitting coils. 

 

Figure 4 

Dynamic infrastructure and energy transfer level 

For determination of transmitted output power (POUT) was used the fundamental 
expression, given by [20]. 𝑃𝑂𝑈𝑇 = 𝑃𝐿𝑂𝑆𝑆.(𝑘.𝑄)22.[1+√1+(𝑘.𝑄)2]      ,                                                                                     (2) 

where Q is equivalent IPT quality factor and PLOSS are coils losses, which are 
divided between transmitting and receiving coils according to the ratio of both 
quality factors. We adopted (2) for the ratio of PLOSS toward the output power POUT 
and it is equal to: 𝜆 = 𝑃𝐿𝑂𝑆𝑆𝑃𝑂𝑈𝑇 = 2. (1 + √1 + (𝑘𝑄)2) /(𝑘𝑄)2 ,                                                                (3) 

It is obvious, that to achieve better efficiency it is necessary that λ<<1. Based on 
(3) there was made an analysis whose results are presented in Fig. 5 at k = 0.05-
0.5 and Q=10-50. The value of losses increases dramatically at 𝑘 < 0.1 and 𝑄 < 10. The implemented analysis proves that for the reliable operation of an IPT 
module it is necessary that 𝑘 > 0.3 and 𝑄 > 20, in other words 𝑘. 𝑄 = 6 ÷ 10. 
Therefore, (3) could be simplified using above values: 𝜆 = 𝑃𝐿𝑂𝑆𝑆𝑃𝑂𝑈𝑇 ≈ 2. (1 + √𝛽𝐼𝑃𝑇2) /𝛽𝐼𝑃𝑇2 ≈ 2𝛽𝐼𝑃𝑇                                                                (4) 

where: 𝑘. 𝑄 = 𝛽𝐼𝑃𝑇 , 𝛽𝐼𝑃𝑇 ≫ 2. 

If the magnet coupling k has low value (𝑘 < 0.3) it is possible by optimizing Q 
(increasing the inductance) to keep the ratio 𝑘. 𝑄 ≫ 6. Otherwise the IPT module will 
have bad cost efective indicators. 

In low powered IPT systems (up to 500 W) is possible to transfer energy at bad 
magnetic coupling by optimizing the quality factor through correction of windings 
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inductance. A similar optimization process of Q for IPT electric vehicles chargers 
is economically unprofitable because of more litz wire and ferrites used and as a 
result more electrical losses. In some cases, it is appropriate to adjust the length 
and/or width of the coils. 

 

Figure 5 

Coil losses for different k and Q 

By changing the size of the transmitting coil, at the same turns number, it can be 
assumed that there is almost proportional change of inductance and its active 
resistance and thus quality factor remains constant. Therefore, the transferred 
power according to (2) is changed proportionally in accordance with the magnet 
coupling, that in a given geometry of the transmitting and receiving coils depends 
only on their horizontal and vertical misalignment. 

According to previous work done in [2-5] and our study [16-18, 19] it was proved, 
that the optimal relationship between the geometrical dimensions of the IPT coils 
are D/x1<0.25 (D is the vertical distance between the transmitting and receiving 
coils and x1 is the length of the coil), which guarantee magnetic coupling k greater 
than 0.3 (see Fig. 5) and hence, good energy transfer and efficiency. When D/x1 is 
close to 0.25, the efficiency of the wireless module is a maximum of 80%, while 
at D/x1<0.125, the efficiency reaches 93% [16]. Indirectly, these requirements are 
used in determination of the distance between the transmitting coils at dynamic 
charging. 

The summary of the above results is shown in Fig. 6. It presents the dependence of 
efficiency as a function of horizontal misalignment between the coils (0, 100, 200 
mm) and a vertical distance between them of 100 mm. 
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Figure 6 
IPT efficiency Vs. output power and X&Y misalignment with 100 mm vertical air gap and power of 

10-30 kW 

The total max efficiency of the charging station from the mains to the battery at 
zero misalignment and 100 mm air gap is 90-92%. This efficiency is obtained by 
the charging station modules in the following way: (a) HF inverter - 97-98%; (b) 
IPT module 94-95%- primary 96-97% (copper app. 98%, ferrite core app. 98%), 
secondary 97-98% (copper app. 99%, ferrite core app. 98%); c) output rectifier - 
98-99%. 

In dynamic charging mode, movable car, misalignment x between transmitting 
and receiving coils has variable value and respectively magnetic coupling k. The 
dependence between these two parameters, for different transmitting coil 
dimensions has been investigated through computer simulations, using Ansoft 
Maxwell software tool (see Fig. 7). For all cases, the receiving coil dimensions are 
800/700 mm and the gap between the coils is 100 mm, specified by concrete 
application [8]. 

 

Figure 7 

Magnetic coupling k, at 100 mm air gap vs. horizontal misalignment and different transmitting coil 

dimensions 

It is seen that for the same dimensions of transmitting and receiving coils (800/700 
mm) and zero horizontal misalignment (x=0), k obtains the maximum value, equal 
to 0.51 (dark blue curve). The coupling is over 0.3 when x is in the range of -200 
mm to +200 mm. The biggest area (-300 mm to +300 mm) of efficient energy 
transfer is at primary transmitting coil with dimensions 1200/700 mm, where the 
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maximum coupling is 0.37. Therefore, the maximum instantaneous power will be 
0.37 / 0.51 times smaller compared to the dimensions 800/700 mm. 

In accordance with Fig. 4 and (2), the average transferred power (that is 
proportional to k) from the transmitting to the receiving coils is determined by the 
expression: 𝑃 = 1𝑥𝑂𝑁+𝑥𝑂𝐹𝐹 . ∫ 𝑃(𝑥)𝑑𝑥𝑥𝑂𝑁0

        
,                                                                              (5) 

where xON = 2.x4 is the distance when overlapping of two coils is less than 
permissible misalignment and k>0.3 and хOFF = x1 - x4 + x3 is the not transferred 
power distance (see Fig. 4). 

The determination of average power is carried out after approximation of P(x), 
with standard geometric shapes [21, 22]: 

-in case of a triangle with height PMAX and basis xON: 𝑃1 = 1𝑥𝑂𝑁1+𝑥𝑂𝐹𝐹1 . ∫ 𝑃1(𝑥)𝑑𝑥𝑥𝑂𝑁10 = 1𝑥𝑂𝑁1+𝑥𝑂𝐹𝐹1 . 𝑃𝑀𝐴𝑋1.𝑥𝑂𝑁12                                              (6) 

-in case of trapezium with bases xON1 , 0.7xON1 and height PMAX1 : 𝑃2 = 1𝑥𝑂𝑁2+𝑥𝑂𝐹𝐹2 . ∫ 𝑃2(𝑥)𝑑𝑥𝑥𝑂𝑁20 = 1𝑥𝑂𝑁2+𝑥𝑂𝐹𝐹2 . 𝑃𝑀𝐴𝑋2.1,7𝑥𝑂𝑁22                                          (7) 

-in case of a parabola: 𝑃3 = 1𝑥𝑂𝑁3 + 𝑥𝑂𝐹𝐹3 . ∫ 𝑃3(𝑥)𝑑𝑥𝑥𝑂𝑁30 = 1𝑥𝑂𝑁3 + 𝑥𝑂𝐹𝐹3 . ∫ (−𝐶1. 𝑥2 + 𝐶2)𝑑𝑥 =𝑥𝑂𝑁30  

= 1𝑥𝑂𝑁3+𝑥𝑂𝐹𝐹3 . (− 𝐶13 . 𝑥𝑂𝑁33 + 𝐶2. 𝑥𝑂𝑁3)          ,                                                           (8) 

where C1  a coefficient, characterized the slope and C2 tip parabola displacement. 

The energy that is transmitted to the EV running over n number of transmitting 
coils at speed V is equal to 𝐸 = 𝑛. 𝑃. (𝑡𝑂𝑁 + 𝑡𝑂𝐹𝐹) = 𝑛. 𝑃. (𝑥𝑂𝑁 + 𝑥𝑂𝐹𝐹)/𝑉        ,                                         (9) 

where ton, toff is the time during which each transmitting coil is switched on / off. It 
is obvious that tON=V/xON , tOFF=V/tOFF. 

Table 1 presents the results of average power value calculated by expressions (2)-
(9) in accordance with the magnet coupling k - Fig. 7, the size of the transmitting 
coil and horizontal misalignment. The dimensions of the receiving coil (800/700 
mm), the horizontal distance between each transmitting coils (800 mm) and the 
gap between the transmitting and receiving coils (100 mm) are unchanged. 

From (9) and Table 1 it is obvious that the transferred energy value depends on the 
EV speed, number of transmitting coils and efficient power transfer distance – 
xON. Also, the results of this analysis could be used for calculating the maximum 
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EV speed in order to receive the necessary energy in a given dynamic 
infrastructure. 

The length of the transmitting coil also determines the value of the transferred 
power. The highest instantaneous power is transferred at the same dimensions of 
the transmitting and receiving coils because the magnetic flux is closed 
symmetrically through their cores. When increasing the length of the transmitting 
coil to a certain value xON is increased, too. Instantaneous power value is smaller 
than the variant with the same coils dimensions and the average power increases 
up to maximum value. The next increase of the transmitting coil length decreases 
the area of efficient energy transfer and hence the average power value. The 
reason for this is that due to the considerable difference in dimensions of both 
coils the magnetic flux of the transmitting coil is closed in the area above it 
without reaching the receiving coil. This increases the leakage inductance and 
significantly reduces the magnet coupling. Additionally, it can be noted that this 
design has a significant area of the transmitting coil, which is not covered by the 
receiving coil and the electromagnetic field in this area will attack the nearest 
metal parts of EV or other equipment. As a result, actual electromagnetic 
standards are not satisfied [13]. 

Table 1 

Transferred power value at different dynamic charging scenarios 

Receiving coil dimensions - 800/700 mm 
Horizontal distance between each transmitting coils - 800 mm 
Vertical distance between the transmitting and receiving coils -100 mm 
Maximum power - 50 kW 
Transmitting 
coil 
dimensions, 
mm   

Horizontal 
misalignment 
in direction 
X (Fig. 4), 
mm 

Maximum 
value of 
magnetic 
coupling  

xON, 

mm 
xOFF, 

mm 
PMAX, 

kW 
P, kW 
average 
power 

Number of 
transmitting 
coils for the 
distance of 100 
m 

600/700 ±150 0.43 300 1100 42.2 4.4 71 

800/700 ±200 0.51 400 1200 50 6.25 62 

1000/700 ±250 0.46 500 1300 45.1 7.34 55 

1200/700 ±300 0.36 600 1400 35.27 8.9 50 

1400/700 ±250 0.38 500 1700 31.4 4.1 45 

The last column of Table 1 presents the necessary number of transmitting coils 
which could be installed in the same length of dynamic charging zone – 100 m. 
The transmitting coil - 1200/700 mm required about 20% less coils number 
compared with 800/700 mm variant, which respectively reduce the cost of 
switching sensors and other communication equipment. Complete economic 
evaluation and final decision can be performed considering the total production 
costs of transmitting coils, protective boxes and installation costs. 
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3.2 Control of Transmitting Power 

In dynamic charging with movable EV and respectively its receiving coil, an 
important development issue is how to realise switching (on/off) of transferred 
energy. Three possible solutions have been analysed and investigated: 

a) after “start charging” all transmitting coils to be supplied with low HF power. 
When the receiving coil covers the proper transmitting coil, equivalent resistance 
decreases and the output HF generator current will increase. Monitoring these 
changes, the HF generator is switched on and specified value of energy is 
transferred. All other transmitting coils are still supplied by low HF power. This 
solution is not cost effective because each transmitting coil has to be supplied by 
separate HF generator; 

b) monitoring of HF generator load when the receiving coil covers the proper 
transmitting coil. The equivalent impedance changes are used to start energy 
transfer only to this transmitting coil. There is a disadvantage – the impedance 
could be changed not only by receiving coil, but also by other metal parts from the 
car or other external metal parts; 

c) using sensors for switching-on each transmitting coil, when requirements for 
correct re-covering with receiving coil are satisfied. Switching-off a transferred 
energy, is sensorless through measurement of the output HF generator current. 
When it falls below specified value the generator is switched-off. 

Through analysis the third solution has been selected and realised as a more 
reliable and cost-effective. It is visualized in Fig. 1b) and Fig. 4. It consists of n 
number of transmitting coils supplied from one ChS and sensors for starting the 
charge algorithm (points O, C, F, I in Fig. 4). The dynamic charging scenario of 
EV is possible, if two preliminary conditions are fulfilled. The first one includes 
some organizational issues, relating to the identification, payment, etc. The second 
one is technological - correct positioning of the receiving to the transmitting coil 
in the charging area. Correct positioning means that all specified requirements for 
misalignment between two coils are satisfied. It is preferable, if the used sensor 
could have possibility to register correct positioning and only after that to switch-
on the proper transmitting coil. Additionally, the selected sensor must operate 
without influence by the high frequency electromagnetic field between the two 
coils. By means of experimental studies it was proved that the greatest functional 
reliability is achieved by a magnetic sensor - type MGT 201 [25], which consists 
of two parts - active and passive. 

The active sensor part is mounted on the front wall of the transmitting coil in the 
direction of EV movement (direction X) - Fig. 4. The distance x4 between the 
sensor and this wall is subject of adjustment, and thus determine the moment of its 
activation, respectively starting of the charge, in accordance with the overlapping 
level of the transmitting and receiving coils, i.e. the maximum allowable 
misalignment in the EV movement direction. 
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The sensor’s passive part, Fig. 8, includes two permanent magnets, magnetic core 
and a protective box and it is mounted to the rear wall of the receiving coil in the 
EV movement direction. The type of permanent magnets, geometrical dimensions 
and configuration of the magnetic core ensure accurate distribution of the 
magnetic field - Fig. 8, which is in accordance with specified correct conditions of 
horizontal and vertical misalignment between two coils. Only when these 
conditions have been implemented, magnet sensor switched-on and allows 
switching-on of the HF generator, in order to transfer electrical energy to the 
transmitting coil. As the displacement between the coils is larger, the output 
power is smaller. This means that when EV is moving and the receiving coil 
passes over the transmitting coil, the charging power at the beginning is minimum, 
it reaches a maximum at no misalignment and again goes to minimum value - Fig. 
4. 

 

Figure 8 

Magnet sensor - passive part 

The second minimum (Fig. 4 - points B, E, H, K) is used to stop the charge by the 
controller, located in the ChS and switch-off the transmitting coil, i.e. switching-
off is sensorless. Thus, the ChS is ready to supply the next transmitting coil. 
During the movement of EV, the same algorithm is repeated for each transmitting 
coil located in the charge area of dynamic charging infrastructure. 

3.3 Dynamic Charging Architecture and Communication 

Levels 

Fig. 9 presented overall-view architecture of developed dynamic charging 
technology for EV. It contains two main parts - ChS and EV side. All power 
electronic modules and relevant electrical circuits, for both sides, and EV battery 
pack are marked in grey. In ChS side, main electronic modules - AC/DC input 
rectifier and HF inverter and also in EV side- AC/DC module, are specially 
designed in order to fulfil specified electric parameters for dynamic charging as: 
maximum transferred electrical energy, operating frequency, efficiency, etc. These 
parameters are also input data for the design of ClCh module. 

magnetic field 
  active area
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To organise functionality of power electronic modules, the necessary control and 
communication units were developed and also are presented in Fig. 9. In EV side 
there are several units: vehicle management unit (VMU), which operates as a 
master, electronic control unit in EV side (ECU EVS) and battery management 
system (BMS) operates as slave controllers. They are connected through CAN bus. 

ECU EVS controller receives data from AC/DC module: output DC current and 
voltage, AC/DC module temperature and from the mechanical unit (not shown in 
Fig. 9), positioning down and up the receiving coil. BMS is integrated in a battery 
pack and has monitoring functions regarding state of charge of EV battery. 

In ChS two controllers are available: ECU ChS and charging station management 
unit (ChS MU). The first one compares data on measured output AC/DC current 
and voltage with set-up charging current and voltage and defines the proper HF 
inverter control signals. Information about ChS energy consumption is stored in 
ChS MU unit. 

 

Figure 9 

Contactless charging architecture – primary and secondary side 

The communications of contactless dynamic charging EV technologies are 
organized and implemented on two levels. The low level is communication 
between ChS and EV charging units. It operates with technological and control 
data as: BMS defined set-up data (charging current and voltage), measured 
AC/DC output current and voltage, Start and Stop charging signals, etc. All data 
are transferred through Wi-Fi transmitter in EV side and Wi-Fi receiver in ChS. 
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This is one-directional communication. The higher level is between ChS and 
charging user (EV driver) with energy management system (EMS). It is organized 
and operates on regional level and serves a limited number of stations and users, 
respectively – Fig. 9. 

Not only electrical, but also construction parameters are important. For example, 
electromagnetic field exposure, which must cover the relevant EMC standards, 
depends on IPT module shielding [13, 21]. Transmitting coils are part of road 
infrastructure, because they are built in the ground. Special construction measures 
are taken to guarantee reliable operation of transmitting coils - protection against 
external standard limited mechanical loads, against different environment 
conditions as: moisture, dust, extreme temperature, etc. To fulfil all these 
requirements, a special design of protective boxes for integration transmitting 
coils in a road was developed (Fig 10a)). Special attention was paid of the cover 
design and used materials - limited thickness of 40 mm, considering the specified 
gap between transmitting and receiving coils, max 100 mm, and to meet current 
standards for public roads [13], that means to withstand 12 tones external load. 
The material selected was a polymer concrete reinforced with fiber glasses (non-
metal is allowed) – Fig. 10b). 

             
a)                                                                     b) 

Figure 10 

Dynamic charging architecture: a)protective concrete polymer box; b)real test of EV dynamic charging                                           

The discussed dynamic architecture has been realized, tested and validated at 
power P=10-35 kW, frequency f=18-25 kHz, vertical air gap between 
transmitting and receiving coils -100 mm and horizontal misalignment - up to 
±200 mm – Fig. 10 [8]. 

3.4  Energy Management 

The electric power industry expects 400% growth in annual sales of EVs by 2023, 
which may substantially increase electricity usage and peak demand in high 
adoption areas. Understanding customer charging patterns can help utilities 
anticipate future infrastructure changes and to develop intelligence EV energy 
management system that will be needed to handle large vehicle charging loads, 
including contactless ChS [24]. Major findings could be grouped into two 
categories: charging behaviour and grid impacts. 
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Charging behaviours. The studies found [8] that the vast majority of in-home 
charging participants charged their vehicles overnight during off-peak periods. 
Where offered, time-based rates were successful in encouraging greater off-peak 
charging. Public ChS usage was low, but primarily took place during business 
hours and thus increased the overlap with typical peak periods. EV owners 
frequently used the (often free) public stations for short charging sessions to “top 
off their tanks.” 

Grid impacts. Length of charging sessions and the power required varied based on 
the vehicle model, charger type, and state of battery discharge. While the average 
power demand to charge most vehicles was 3-6 kW, the load from some electric 
vehicles that are using fast charging can be as much as 20 kW. 

As the number of installed inductive chargers in the grid increases, the load profile 
of the network will be significantly modified, due to the high charging power 
served from this type of chargers. The additional charging demand may provoke 
grid issues such as voltage excursions, network overloading, etc. For that reason, 
an Energy Management System (EMS) is necessary in order to minimize potential 
disturbances in the normal operation of the grid. Additionally, the developed and 
used EMS must propose several services to EV drivers [8, 17, 24]. 

The energy management system fulfils the following objectives: 

- monitoring the operation of the ChS - consumption in real-time in order to 
identify the demand flexibility that can be offered to support network operation; 

- to enable the remote control of the maximum charging rate of the stations under 
emergency network operational conditions; 

- user awareness of the location, the availability and the electricity cost of the 
contactless charging stations - the EMS makes EV drivers aware of the locations 
of the existing dynamic charging infrastructures in order to be able to decide the 
most convenient place for charging their EV in respect to their trip destination. 

- to offer booking services to EV owners - enabling them to book the most suitable 
ChS at the most convenient time, considering their trip destination as well as the 
electricity energy prices. 

The EMS architecture is presented in Fig. 9 and it comprises three components: 
the user awareness module, the monitoring module and the decision module. At 
any time, EV owner needs to find info from the user awareness module about the 
exact location of the nearest available ChS. Based on this info EV drivers can 
reschedule their driving route to the desired destination in order to reach the most 
convenient and available charging scenario. 

The monitoring module is responsible for the interaction between the ChS and the 
EMS and for remotely controlling the maximum allowable charging rate of all the 
charging stations in а given area. The actual charging rate is defined by the battery 
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management system of the EV which cannot be higher than the one defined by the 
EMS, respectively the current loading of the electrical network. 

The decision module is responsible for purchasing energy from the wholesale 
market and supplies the charging demand of EV drivers. Finally, the decision 
module offers demand response services to the market operator. In case of 
network operational issues (voltage excursions or network equipment 
overloading), the decision module can support the problematic grid area by 
reducing the charging rate of the charging stations located at that area. 

The presented EMS architecture, from charging application point of view, is 
usable for all EV charging technologies – plug-in, contactless, static and dynamic. 
Its intelligence is based on the possibility to process the charging/booking requests 
from EV users as well as the demand response requests for network support in 
real-time. The EMS is responsible for the information management coming from 
the ChS, EV users and market operator and enables the interaction and 
information exchange between them. 

 

Figure 9 

The energy management system–main modules and communications 

Conclusions 

This paper outlines some technical problems and results concerning design and 
implementation of dynamic EVs charging. The necessary power electronics and 
control units, that guarantee correct charging process, are described in the 
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presented architecture of dynamic ChS. The concept of two hierarchical 
communication levels between ChS, EV charging components and EM has been 
defined and the main features of used units have been discussed. The new research 
results considered are: 

- defining the magnet coupling dependences as a function of misalignment 
and transmitting and receiving coils dimensions; 

- dependence of power transfer efficiency Vs. magnet coupling, IPT 
quality factor and misalignment; 

- reliable solution for control of transferred energy, and admissible 
misalignment, using magnet sensor and proper construction of its passive 
part; 

- original construction of protective box of transmitting coils, built in a 
road, using polymer concrete reinforced with fibre glass, enabling to 
minimise the thickness of the cover. 

All achieved results have been taken into account during design and practical 
implementation of dynamic road infrastructure. They are validated through 
dynamic inductive EV charging system with power of 35 kW (P MAX = 50 kW) 
and efficiency of transferred energy (grid to EV) close to 90-92% at a distance 
between transmitting and receiving coil of 100 mm. 

The proposed theoretical analysis, design considerations and practical work were 
done in the frame of EU FP7 project FastInCharge [8]. 
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Abstract: This paper presents an extended model for solving time-varying resource-
constrained scheduling problems. The motivation for our research comes from the 
automotive industry. The problem is to create fine schedules for a complex manufacturing 
system to satisfy diverse customer demands. The detailed characteristics of the analyzed 
scheduling problem and the developed solving approach are described in this paper. To 
consider the impact of the assistant processes that are connected to the manufacturing 
primary processes, we elaborated a problem-transformation procedure and a new extended 
scheduling model that can manage time-varying availability constraints of parallel 
resources, unit processing times, job-dependent release times and due dates. This paper 
also presents slack-oriented and JIT-oriented algorithms that can solve the resource-
constrained scheduling problems. The research results have been successfully applied and 
tested in practice. 

Keywords: scheduling; resource availability constraint; multi-objective optimization; 
production planning and control; manufacturing operations management 

1 Introduction 

Production planning and scheduling systems deal with the allocation of limited 
resources to production activities to satisfy customer demands over the actual time 
horizon. Planning and scheduling tasks can be expressed as optimization 
problems, in which the main goal is to create plans that meet constraints and 
maximize production performance. These optimization models are very different 
in practice, corresponding to the characteristics of the real production systems and 
their business environments. 

A hierarchical approach is one of the possible ways for solving such planning and 
scheduling problems. The hierarchical optimization approach means that the 
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decision process will run in a layered way by ordering the decisions according to 
their relative importance. This decomposition technique uses a suitable 
optimization model at each level of the hierarchical decision-structure. At a given 
level the applied model extends the decision variables, the constraints and the 
objective functions of the problem arriving from the upper level. 

Production planning and scheduling process typically works according to the 
rolling horizon principle. This means that an initial plan is created for the actual 
time horizon, and its first part is executed. The system creates the plan for the next 
period by considering the previous partially overlapped period in advance. Then, 
the initial plan may be modified or re-planned by considering the changes and 
disturbances. The actual plan can also be periodically revised due to the 
uncertainties that may occur in the business and in the production processes. 

Results of production planning and scheduling are usually not applicable to 
managing operational manufacturing since the created plans are rough and large-
scale solutions, and they refer to aggregate resources. The role of fine scheduling 
(detailed scheduling) is to make a precise executive fine program for a short time 
horizon (for weeks/days/shifts) that concerns every detail. 

To realize the created production fine schedule in practice, the complex decision 
making has to cover the primary processes and also the most important 
supplementary (e.g. logistical) and assistant processes (e.g. instrument supply) of 
the production. 

In this paper, we present fine scheduling models and algorithms for solving real-
life problems in the automotive industry. We focus on modeling and solving the 
scheduling problems of vehicle seat element manufacturing. To solve the fine 
scheduling problem, not only the main manufacturing processes, but the 
configuration-preparation processes have to be considered. 

This paper is organised as follows: Section 2 briefly describes the examined 
production system. Section 3 reviews fundamental models for production 
scheduling, while Section 4 introduces a new solution for fine scheduling. Section 
5 proposes an extended parallel resource scheduling model and new solving 
algorithms, and Section 6 shows an application of the theoretical results in 
practice. Finally, conclusions are given in the last section. 

2 The Examined Production System 

In the examined vehicle manufacturer workshop, seat elements are made for 
different types of cars. The customers (vehicle-assembly enterprises) generate 
product demands (orders) for specified product types and numbers of items. These 
production orders have to be fulfilled within strictly prescribed time limits. 
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The plant manufactures the seat elements (end products) on circle-shaped 
manufacturing systems. The manufacturing systems of the plant complete the 
orders together. It is possible to produce the specified product type on more than 
one path. Every single path can perform a given amount of rounds (cycles) in one 
shift, furthermore it possesses a specified number of attachment points (positions). 
There are shape carriers in the system. A given type of shape carrier can be 
connected to a given position of a specified path. The shape carrier can be one or 
two sided depending on its formation. It is possible to attach tools (molds) to the 
left and/or right side of the shape carrier. The attachments are determined by 
technological rules. Strict rules prescribe: 

 what kind of products, 

 on which path, 

 in what kind of position, 

 on what type of shape carrier, 

 on which side and 

 with what kind of other products they can be manufactured. 

A path can be considered as a production line that works according to an 
independently defined calendar. The basic unit of the calendar is the shift. These 
basic working time intervals are equal (e.g. eight hours) long. In every shift the 
production lines can be adjusted. This means that it is possible to exchange a 
given number of shape carriers which are connected to the positions. The unit of 
one exchange is a given configuration that consists of one carrier and its 
connected mold(s). A complete exchange happens when we take the current 
configuration from the position and attach another prepared configuration to the 
same position. 

The constructions of the production lines (paths) are different, so the total number 
of executable rounds in one shift can differ. In the system, various numbers of 
molds and carriers are usually available for manufacturing products. 

The preparation (assembly and disassembly) of the tool configuration, which is 
needed for the production, is carried out by skilled workers. The preparation task 
is time consuming. Therefore, the number of the performable configuration 
preparations during one shift in the plant is restricted by tight capacity constraints. 

3 Fundamental Models for Production Scheduling 

Discrete manufacturing processes include a large variety of diverse and very 
distinct technologies that require specific models when creating or improving their 
efficient control systems. In this regard, there is a special demand for adequate 
modeling, formulation and solving of scheduling problems [20]. 
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In the professional literature, many books and papers deal with scheduling models 
and methods. There are well-structured books that focus on manufacturing 
scheduling (e.g. [16], [17], and [21]). Several review and survey papers can also 
be found on this topic, for example [1], [5], and [11]. Scheduling plays an 
important role not only in manufacturing but in many different service industries. 
Pinedo et al. [18] presented an overview of some of the more important 
scheduling problems that appear in various service industries. 

The scheduling problems lead to optimization tasks. Their complete review and 
classification exceed the scope of this paper; there is a vast amount of literature 
that deals with such problems. Therefore, only some of the most important solving 
approaches are shortly mentioned. The main categories are as follows: 

 Mathematical programming approach (e.g. linear, nonlinear, integer 
programming, disjunctive programming, set assigning, set partitioning, 
set packing and set covering, etc.). 

 Exact optimization approach (e.g. branch and bound methods, dynamic 
programming, etc.). 

 Constraint programming approach (e.g. constraint satisfaction and 
constraint programming). 

 Heuristic approach (e.g. basic scheduling rules and composite dispatching 
rules, etc.). 

 Iterative improvement approach (e.g. beam search, local search and 
genetic algorithms, etc.). 

To solve a scheduling problem in practice, we have to deal with at least three 
important issues. The first issue is the resource environment. This takes into 
consideration all features of the resources concerned (machines, workplaces, 
workers, tools, etc.) and characteristics of the relations among them. We also have 
to pay special attention to the features of the operations to be executed. The 
second issue focuses on the job characteristics and constraints. This group 
includes all the technological rules, manufacturing restrictions, job execution 
features and alternative process plans. The third issue is the production control 
policy that specifies the priorities, requirements, objective functions and key 
performance indices. The possible variants of these groups of issues result in 
many scheduling problems. 

The simplest resource environment of scheduling problems is represented by the 
single machine type model, which refers to jobs containing one operation to be 
performed. If the single resource is replaced by a given set or group of resources, 
the scheduling problems become models of parallel resources. In this case, the 
jobs are executed simultaneously on different resources (machines or workplaces). 
Depending on the working resources capability of the parallel models, three basic 
resource environments are categorized [16], [21]. The first is the model of 
identical parallel machines, where each job can be processed on any machine, and 
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the processing time only depends on the dedicated job. The second variant is the 
model of uniform parallel machines, where the processing time of a dedicated job 
varies according to the machine speed. The third variant is the model of unrelated 
parallel machines, where the processing time varies according to the job and the 
machine. In this case, each machine can work at different speeds on the jobs. 
Several papers give detailed reviews on parallel machine scheduling, for example 
[4], [7], and [22]. However, Weng et al. [19] and later Lamothe et al. [13] have 
shown that the scheduling problems on machines with limited flexibility, setup 
and secondary resource constraints were poorly studied. 

The shop scheduling models involve more machines and more jobs containing 
more than one operation. However, each operation can be performed on a given 
machine. According to different prescriptions, specific models can be formed 
from this general shop, as follows [21]: 

 Job shop: the set of operations is job dependent, and each job may have a 
special precedence chain relation (operation sequence). 

 Flow shop: a special case of the job shop in which the number and 
sequence of operations is fixed for any job. 

 Open shop: a special case of the general shop in which there are no 
precedence relations between the operations. 

 Mixed shop: a combination of the above models. 

In the above-enumerated models, each operation can be assigned to a given 
machine (dedicated resource). A further extension of the general shop model is the 
flexible shop model, where the flexibility feature refers to the machine assignment 
possibilities. In the flexible models (e.g. flexible flow shop and flexible job shop, 
etc.) a given operation can be performed on any of the machines of a specified 
machine group. In this way, the scheduling problem is supplemented with 
machine selection tasks. The suitable machines from the group can simultaneously 
work identically or uniformly or even in an unrelated way [6], [23]. These models 
can be considered as the combined models of the shop models and parallel 
machine models. 

The extended flexible shop models represent a new generation of the scheduling 
problem class (e.g. extended flexible flow shop and extended flexible job shop, 
etc.). It often occurs in the manufacturing systems that there are some resource 
objects (e.g. integrated production lines and cells) that can perform more than one 
operation as a unit. In this case, some operations can be grouped into larger units 
such as technological steps or even execution steps. These collecting steps can be 
considered as basic units for scheduling [8], [9], and [15]. The extended flexible 
shop models support the usage of alternative technological routings and resources. 
Parallel machine models are the functional building blocks of these extended 
models to support the parallel realization of the execution steps. 
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For applying scheduling models in practice, it is very important to consider the 
machine eligibility constraints. For example, Lin and Li [24] studied the parallel 
machine scheduling problem with unit-length jobs in which each job is only 
allowed to be processed on a specified subset of machines. Many other researchers 
also have considered the machine eligibility constraints in parallel machine 
scheduling problems. Lee et al. [14] studied the most general case of machine 
eligibility constraints as well as special cases of nested and inclusive eligible sets. 

From the practice-oriented point of view, flexible scheduling approaches have to 
pay special attention to the job execution constraints related to the release times 
and due dates. As is well known, the general case of this problem with only a 
single machine is NP-hard if the optimization objective is to minimize the 
maximum lateness. The NP-hard (non-deterministic polynomial hard) property 
indicates that there is probably no polynomial-time algorithm to reach the optimal 
solution of the problem. (The precise definition of the NP-hard problem is given 
in [21].) Consequently, the parallel and extended variants of the problems are also 
NP-hard. Special cases of the problem have been analyzed in recent years. For 
example, Lazarev et al. [2] considered the problem with only a single machine and 
identical processing times for all jobs. 

In most of the scheduling problems, it is assumed that the resources (machines) 
are continually available in time, and the number of resources is fixed in each 
problem instance. These simple types of availability constraints can only limit the 
number of parallel executable tasks. One other type of availability constraint is 
connected to calendar elements or shifts. The resource availability constraints 
specify the time intervals or windows in which the resources can perform the jobs. 
Ma et al. [25] provided a detailed review of this topic. Kaabi and Harrath [12] 
reviewed the models and results related to the parallel machine scheduling 
problem under availability constraints. Nevertheless, it can be seen that parallel 
resource scheduling problems with due-date related objective functions, resource-
availability constraints, distinct release times and due dates are poorly studied in 
the literature. 

Our problem has similarities to the problem addressed by Gharbi and Haouari [3] 
in the sense that both models have parallel resources, distinct release times and 
due dates. However, in our model, each resource has its own list of availability 
time intervals, not only a single availability time window, and the objective 
functions are also different. Brucker [21] presented the model P | pi=1; ri integer | 
Lmax. This is similar to our scheduling model for configuration preparation in that 
Brucker’s model also uses unit processing time, integer release times and due 
dates, but we even take into account the distinct availability time constraints of 
each machine. 

In this paper, we study a special parallel resource scheduling problem in which 
time-varying resource constraints, unit processing times, job-dependent release 
times and due dates are considered to minimize the maximal tardiness and 
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earliness. In the literature we have not found any research papers considering this 
set of constraints and objectives. 

4 A New Solution for Production Fine Scheduling 

The product-type dependent production intensity of the examined manufacturing 
system can only be modified slowly because of the defined constraints. Therefore, 
the service of diverse production orders generates a serious production fine 
scheduling problem. Based on the necessary information the fine schedule is 
usually created for a one-week time interval in advance. It is recommended to 
keep product dependent stock levels adjusted individually due to the long reaction 
time of the manufacturing system. 

During the development, we focused on heuristic and knowledge-intensive 
searching techniques because the addressed full scheduling problem is NP-hard. 
At the beginning of the development we started out from our previous models 
applied successfully in other situations [10]. 

In our approach, all the issues (batching, assigning, sequencing and timing) are 
handled simultaneously (Figure 1). The values of the decision variables of the 
problem are set by a multi-operator and multi-objective searching algorithm. The 
developed scheduling software modifies the actual schedule iteratively and 
prepares new solutions with consistent changes (modifications) based on multiple 
neighboring operators, execution-driven fast simulation, and overloaded relational 
operators. 

Production 
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Performance 
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Input
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Configuration-
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Figure 1 

Simplified flow chart of the integrated scheduling approach 
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Based on the given input data, the model builder component defines the required 
model objects and initializes them with start values (attributes). Its tasks include 
the creation of the starting status of resources (paths, positions, carriers, molds), 
the specification of the internal production orders, and furthermore the definition 
of the restrictions and objective functions. 

After carrying out the availability, applicability, and feasibility studies on the 
created object model, the builder process defines the currently indexed 
relationships of the entire system. Using these indices in each decision-making 
situation (e.g. assignment, selection) of the solving process, the alternatives of 
choices can easily be retrieved, so the chain of decision making produces feasible 
solutions. 

The core of the implemented solver explores iteratively the space of the feasible 
solutions and creates neighbor candidate solutions by modifying the decision 
variables of the fine schedule according to the problem space characteristics. For 
each shift, the fine schedule specifies the configuration of shape carriers and 
molds to be run and the kinds of products to be manufactured in each position of 
each production line. 

The candidate schedules are simulated by using an execution-driven fast 
simulation algorithm that represents the real-world environment with capacity and 
technological constraints. In this execution-driven simulation, the product units 
are passive, and they are processed, moved and stored by active system resources 
such as production lines, material handling devices, and buffers. The numerical 
tracking of the entities (product units, shape carriers and tools) provides detailed 
data of the manufacturing. 

By using the results of the simulation, the actual values of the key performance 
indicators (KPIs) can be calculated. To express the shop floor management’s 
goals, we use the following objective functions to be minimalized in a multi-
objective optimization problem: 

 The maximum product shortage at the due dates of the production orders; 

 The sum of product shortages at the due dates of the production orders; 

 The number of tardy production orders; 

 The number of set-up activities; 

 The maximum number of set-up activities in one shift; 

 The number of product types with surplus; 

 The sum of product surpluses; 

 The maximum product shortage at the end of the time horizon; 

 The sum of product shortages at the end of the time horizon; 

 The sum of the priorities of tardy production orders; 
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 The maximum priority of tardy production orders; 

 The number of product types with tardiness; 

 The maximum product shortage (compared to zero); 

 The sum of product shortages (compared to zero); 

 The maximum tardiness of production orders; 

 The sum of the tardiness of production orders; 

 The number of configuration preparations; 

 The sum of unused capacity of the production lines. 

Every objective function has dynamically changing importance and sets of values 
to be taken into consideration. The relative quantification of the currently 
examined solution can be performed by comparing it to the best solution found so 
far. The mathematical model of this qualification was described in [8]. 

In every iteration of the searching algorithm, the actual solution has to be 
examined to decide whether the candidate fine schedule is feasible from the point 
of view of configuration preparation. Each candidate fine schedule requires well-
defined preparatory activities for the tool configurations to be used. These tasks 
have to be scheduled on time-varying capacity-constrained parallel resources 
(skilled workers) to achieve zero tardiness. If this is possible, then the production 
fine schedule is feasible, otherwise it cannot be executed. Successful adaptation of 
this approach to practice is highly influenced by the efficiency of the solving 
algorithm of this sub-problem. 

When the final solution of the production fine scheduling is being prepared, it is 
very important to pay special attention to the robustness of the configuration 
preparations. In the searching iterations, the algorithm focuses on the 
minimization of the maximal lateness. In the end, the final solution can be made 
more sophisticated by using an advanced JIT-oriented scheduling algorithm that 
adjusts the release time of the preparatory tasks to be as close as possible to the 
due dates, considering the necessary preparation times and the prescribed safety 
time intervals. 

The complexity of the concrete industrial scheduling problem is described in 
Section 2. The full (complete) production scheduling problem is handled by using 
an advanced multi-objective and multi-operator searching algorithm. In each 
iteration of the searching algorithm, the built-in scheduling sub-problem of the 
configuration preparations has to be solved. These two scheduling problems 
constitute a two-level decision hierarchy, in which each level uses its own specific 
optimization model. The solution of the problem created at the higher level gives 
input data, constraints and criteria to the lower level. The given set of constraints 
is extended with the new constraints of the built-in problem at the lower level of 
the hierarchy. 
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The built-in sub-problem is a special scheduling problem. The “job” means one 
preparatory task at the lower level. We have to schedule the preparatory tasks 
(assembly the configurations of part-adequate tools and shape carriers) required 
by manufacturing primary (main) processes. The current production schedule (the 
solution of the overall problem) generates dynamically the jobs to be scheduled 
and their release times and due dates for the built-in sub-problem (a given set of 
configurations is used on the production lines and then a given subset has to be re-
assembled by due dates). In the following parts of the paper, we focus on 
modeling and solving this sub-problem. 

5 Modeling and Solving the Extended Parallel 

Resource Scheduling Problem of Configuration 
Preparations 

5.1 The Description of the Problem 

The scheduling problem of the configuration-preparations (jobs) can be 
summarized as follows: 

 There are n jobs Ji (i=1, 2, …, n). They are independent of each other and 
bound by the earliest starting and the latest completion times. 

 The availability time intervals of the resources are defined by a calendar. 
This calendar consists of lists. Each resource has its own list, which is 
built up from time intervals. Each interval means a shift. The shifts do 
not overlap, and they are sorted by the starting times. 

 The sets of available resources are classified by the shifts. Each set 
consists of uniform parallel resources. The resources mean skilled 
workers, who are able to prepare a prescribed number of configurations 
separately in shifts. 

 The shift calendar is an input data structure and the maximal number of 
the executable preparatory tasks (jobs) can differ according to the 
calendar. 

 The goal is to create a schedule to minimize the maximal tardiness of the 
configuration preparations by keeping the restrictions. 
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5.2 Problem Transformation 

The problem described in the previous section is difficult to solve in its original 
form. Many papers can be found in the literature on parallel machine scheduling, 
but there is no suitable model for the examined  time-varying resource availability 
features of the current problem. Therefore, we elaborated a problem-
transformation procedure. Using this procedure we transform the problem to an 
advanced parallel machine scheduling problem, in which the actual number of the 
available machines depends on the time. 

The essence of the transformation is the following: 

 We give serial numbers in the form of decimal integers to the shifts in the 
global system joint to the plant. These serial numbers are called slots (s). 
The slots create a connected series that replaces the time axis. The last 
slot is denoted by smax. 

 The processing time of the configuration preparation cannot be longer 
than one shift. This fact comes from the applied technology. Each 
processing time takes one (unit value) slot (pi = 1). 

 The time data of the jobs are also transformed to slots: the earliest 
starting time is converted into the serial number of the next shift (ri), the 
due date is converted into the serial number of the target shift (di), and we 
search for the completion time in a form that expresses the serial number 
of the assigned shift (Ci). 

 The lateness of the job is also measured in slots: Li = Ci - di. The 
tardiness is also calculated in slots: Ti = max (0. Li). 

 The group of assembly workers changes with the set of parallel virtual 
machines (resources). Each virtual machine can work on one job at one 
time, and each job can only be executed on one virtual machine at a 
particular time. The number of the available virtual machines can differ 
according to the slot. This time-variable number of machines is denoted 
by P(s). The original limitation in the number of executable jobs in the 
shift gives the concrete number of the available virtual machines in the 
specific slot. 

The P(s) values (limits) define the time-varying resource availability constraints. 
For example, the limit is 3 in the second shift, and 5 in the seventh shift. In the 
transformed model, these constraints define the number P(s) of virtual machines 
(special skilled workers) in slot s, so each job has a unit processing time (equal to 
the shift length) without loss of generality. For example, one worker team 
performs three jobs, or there are three workers and each worker performs 
separately one job. 
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Based on the formal description α | β | γ commonly used in the literature (e.g. 
[21]) and the symbols introduced above, the new scheduling problem can be 
formalized as follows: 

  i i i maxP s  p 1; r integer; d integer  L    (1) 

5.3 Slack-oriented Solving Algorithm 

For solving the transformed scheduling problem of the configuration preparations 
(1), we developed a relatively simple algorithm that gives an optimal solution 
(Figure 2). 

Start

Sort the jobs according to the non-decreasing order of release time

Are there any unscheduled jobs? Stop

yes

no

s := the earliest release time of the unscheduled jobs 

H := the set of the unscheduled jobs that are releasable at s

k := 1;    

Is set H empty?

no

yes

k > P(s)

yes

no

Find the job that belongs to the smallest due date in set H.

Schedule the selected job on the k
th

 available machine at s.  

Remove the scheduled job from set H.

k := k + 1;

s := s + 1; 

H := the set of the unscheduled jobs

 that are releasable at s;

k := 1;    

 

Figure 2 

Simplified flow chart of the slack-oriented solving algorithm 

The key element of the solving algorithm is that we store the actual number P(s) 
of the available parallel machines in each slot and schedule the releasable jobs 
according to the well-known SDS (Smallest Dynamic Slack first) rule. This rule 
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selects the releasable job that has the smallest dynamic slack time. The slack of a 
given job is equal to the due date minus the sum of the actual time and the 
remaining processing time: slacki = max(di−pi−t, 0), where t denotes the actual 
time of the decision. As the processing time pi of all jobs is one unit time, in each 
situation the job with the smallest dynamic slack can be achieved by using the 
EDD (Earliest Due Date first) rule. This means that if we can find a free machine 
at an intermediate slot s and there are at least one unscheduled and releasable job, 
then we schedule the job Ji with the nearest due date di. 

The proposed algorithm creates a solution that minimize the maximum lateness. It 
produces an optimal solution in polynomial running time. If an ordered input data 
structure is used for jobs (r1 ≤ r2 ≤ ... ≤ rn), the algorithm runs in O(n log n) time. 

If the maximum lateness (Lmax) is not greater than zero, then the configuration-
preparation schedule is able to fully serve the execution requirements of the 
examined production fine schedule. The algorithm calculates the value Ci and 
thereby creates the required solution (schedule) at the same time. The job Ji 
(configuration preparation) must be performed in the shift of slot Ci. 

5.4 Optimality of the Slack-Oriented Algorithm 

To prove the optimality of the presented algorithm, we show that all optimal 
solutions can be transformed into the result of the slack-oriented algorithm by 
retaining the optimal value of the objective function. 

Each job has a serial number (index i) in order of release times (r1 ≤ r2 ≤ ... ≤ rn). 
Let Sa be the schedule created by the slack-oriented algorithm. Let Sb be an 
optimal schedule. Two vectors store the completion time of the jobs according to 
the two solutions (Sa and Sb). Let index x be the smallest job index where the Cx 
value (completion time) is different in Sa and Sb. This means that the first x−1 jobs 
are processed in the same slot according to Sa and Sb. We suppose that the value of 
index x is maximal because our assumption covers the relationship between these 
two solutions. 

Therefore, the job Jx is carried out in slot Cx according to Sa while the same job Jx 
is processed in a later slot according to Sb. In this situation, two possible cases 
may be distinguished. 

In the first case, a given machine is free in slot Cx according to Sb. Therefore, the 
job Jx can be moved to slot Cx on the free machine. This modification does not 
spoil the maximal lateness because the target job starts earlier, so the schedule Sb 
remains optimal. 

In the second case, there is no free machine in slot Cx according to Sb. Therefore, 
there exists a job Jy that is carried out in slot Cx according to Sb, but the same job 
Jy is carried out in a later slot according to Sa. The due date dy of job Jy is greater 
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than or equal to the due date dx of job Jx. This follows from the fact that the slack-
oriented algorithm scheduled the job Jx in an earlier slot than the job Jy according 
to Sa. As the schedule Sb is optimal, we can interchange Jx and Jy in schedule Sb, 
and the value of the objective function does not increase. 

In both possible cases, the modified schedule Sb remains optimal, and the value x 
has increased after modification. This result contradicts the assumption that value 
x is maximum, so the modification can continue until the index x is greater than 
the number of jobs. Finally, each job Ji is completed in the same slot Ci according 
to schedule Sa and Sb. This proves that the slack-oriented algorithm creates an 
optimal solution. 

5.5 Advanced Scheduling for Just-In-Time Preparation 

In practice, one very important expectation of production management is that the 
manufacturing control system can fulfill the execution conditions of the released 
production fine schedule according to the paradigm “Just-In-Time”. For example, 
the needed tools should not be prepared too early, because if some kind of 
uncertainty or unexpected events occur between the preparation completion time 
and the actual starting time of the inducing operation, then the released production 
fine schedule has to be modified, so some preparatory activities will have been 
done unnecessarily. Consequently, it is appropriate to schedule the 
implementation of each preparatory task as close as possible to the starting time of 
the related operation by taking into account the necessary preparation time. 

In scheduling the configuration-preparation tasks, the presented slack-oriented 
algorithm is focused on the minimization of the maximum lateness. If there is a 
solution in which the maximum lateness is not greater than zero, then we can 
further refine the schedule so that the JIT principle can be validated. For this 
purpose, we developed an advanced algorithm that is able to reduce the maximal 
earliness without violating the due dates. The earliness of the job Ji is measured in 
slots: Ei = max (0. -Li). 

The essence of the JIT-oriented algorithm is the following: 

1. Start from the schedule Sa generated by the slack-oriented algorithm. 
Create an LDD (Latest Due Date) list by sorting the jobs in the non-
increasing order of due dates. 

2. Select the first job from the LDD list. 

3. Examine the loading of the slots. In order to find a free machine in a 
suitable slot, start from the due date of the selected job and go backward 
in time (slot by slot) until a free machine is found or the original slot of 
the selected job is reached. 
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4. If a free machine can be found in a later slot than the original slot, then 
break the searching loop and move the selected job into the first-found 
free machine of the latest suitable slot. 

5. If there is no free machine in the suitable slots, then the selected job 
remains in its original place. 

6. Delete the selected job from the LDD list. If the LDD list is not empty, 
then go to 2, otherwise stop. 

This JIT-oriented algorithm converts the schedule Sa into a new feasible schedule 
SJIT, where the maximal tardiness is not increased, and the maximal earliness is 
reduced. It is easy to see that if a selected job has been moved from its original 
slot to a later slot, then its earliness is reduced, but the modification does not 
violate the due date or release time restrictions because of the well-defined 
boundaries of the searching loop. The modifications are carried out on the jobs in 
the non-increasing order of due dates. Therefore, jobs can be moved into the 
places which are freed by one of the previous job movements so the algorithm can 
achieve the maximum improvement. In the worst case, each job remains in its 
original place, and thus the tardiness and earliness are not changed. 

The presented JIT-oriented algorithm creates a very sharp schedule in each 
situation. To increase the flexibility of the solution, we extended the algorithm 
with a set of job-dependent control parameters that specify the safety slack of each 
job. In this case, the free machine searching loop of the algorithm starts at an 
earlier (time) slot than the due date. For each job, the initial value of the first 
examined slot is equal to the difference of the given due date and the given safety 
slack control value of the job. This technique is well suited to the sophisticated 
safety requirements of the manufacturing control and to creating not only effective 
but also robust schedules. 

6 Transfering the Theoretical Results into Practice 

The scheduling problems outlined in this paper are inspired by a real case study 
concerning the plant of Fehrer Hungaria Járműipari Kft. specialized in vehicle seat 
products (Mór, Hungary). The firm produces different types of seat elements with 
variable series simultaneously. It is typical that the customers set very strict 
delivery due dates. 

Many enterprise resources planning (ERP) and advanced production scheduling 
(APS) systems can be found in the market. Their functionalities cover a very wide 
range of different production systems and business environments. However, these 
general solutions cannot be applied directly to the operational production 
management in the plant under consideration because the created plans are based 
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on aggregated resources and they consider only the primary manufacturing 
processes. 

We developed a new fine scheduling software based on the presented approach, 
models and algorithms. Our software can automatically create short-term 
execution plans that cover every important detail and process of the analysed 
production system. The generated schedules specify the tasks that the 
manufacturing system should perform in the planned time horizon. These detailed 
solutions can be executable directly at the shop floor level. 

The application has useful graphical user interfaces for supporting user 
interactions in order to increase the flexibility of the production fine scheduling 
and control process. For example, when the process engineers want to declare 
mandatory configurations to be used for test manufacturing in a given time 
interval, an advanced editor module is available for them to express their exact 
requirements. The automatic scheduler takes into account these constraints. For 
this purpose, the solver engine is equipped with blocking techniques that make it 
possible to manage the modifiable and the protected configuration exchanges. The 
software offers many formats to show the solutions. The most important results 
are the fine schedule of the production processes, the schedule of the configuration 
preparations, and the values of the performance indicators. The fine schedule can 
be displayed as a list of the configuration exchanges with the corresponding data 
that specify which carriers and tools have to be attached to which position in 
which shift and what kind of product types have to be produced. The schedule of 
the configuration preparations declares exactly what pre-assembly activity has to 
be carried out in which shift. 

The developed production fine scheduling system integrates many new functional 
components. The most important functions are as follows: 

 Multi-objective production fine scheduling; 

 Scheduling the configuration preparations; 

 Managing the time-varying availability-constrained resources; 

 Managing the shared accessible resources; 

 Managing the process engineers’ requirements; 

 Managing the product-type dependent stock levels. 

The multi-objective approach and these advanced functionalities of the fine 
scheduling software effectively help satisfy the requirements of shop floor 
management in practice. 

For testing and evaluating the proposed models and algorithms, we used real 
industrial problems. Practical experience confirms that the production orders can 
be fulfilled with minimal tardiness and the manufacturing processes can be 
realized with a minimal number of configuration preparations and exchanges. The 
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accumulation of excessive stock can be avoided and safe levels of product-type 
dependent stock can be maintained. The utilization of the production lines can be 
increased. The importance of these goals can vary over time, so our software 
supports the user in expressing the actual importance of the objective functions by 
adjusting the priorities. 

Conclusions 

In this paper, we summarized our research results on the practice-oriented 
modeling and solving of fine scheduling problems related to vehicle seat element 
manufacturing. Extended models and advanced scheduling algorithms were 
presented to adapt to the concrete requirements of real-life situations by taking 
into consideration the specific characteristics of modern manufacturing. 

We introduced the full problem and the proposed solving approach (fine 
scheduling); in addition the main part of the paper presented the concrete model 
and the solving algorithms of a built-in sub-problem, which in itself is a 
meaningful and important scheduling problem. This sub-problem focuses on 
scheduling only the preparatory activities (jobs) required by the manufacturing 
primary (main) processes. 

The full production scheduling problem is NP-hard, so we handle this problem by 
using an advanced multi-objective and multi-operator searching algorithm to 
create near-optimal solutions. In each iteration of the searching algorithm, the 
built-in scheduling sub-problem has to be solved in order to decide whether the 
current full production schedule is feasible from the point of view of the 
configuration preparation. The new model P(s)| pi=1; ri=integer; di=integer | 
Lmax and the proposed algorithms are intended to solve only the built-in sub-
problem. This model includes a special resource environment that consists of 
time-dependent sets of parallel machines, while a set of independent jobs with 
release time constraints, due dates, and unit processing times is considered. To 
minimize the maximum lateness, we proposed a new slack-oriented solving 
algorithm that produces the optimal solution in polynomial running time. For 
supporting the Just-In-Time paradigm in manufacturing control, we introduced a 
JIT-oriented version of the scheduling algorithm that is able to reduce the 
maximal earliness without violating the due dates. To increase the robustness of 
the released schedule, safety slack control parameters can be used in the 
scheduling process. 

The application of the proposed approach in practice showed that multi-operator 
and multi-objective fine scheduling based on simulation can determine what the 
actual manufacturing system should perform in the planned time horizon. To solve 
scheduling problems in real environments, the primary manufacturing processes 
have to be considered, and special attention has to be paid to the preparatory 
processes. The achievements and experiences of the software application have 
been very positive. The obtained results encourage the application of this 
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approach to other multi-objective optimization problems in production systems 
and processes. 

The presented new scheduling models and algorithms can be applied effectively to 
solving different scheduling problems. One of the possible cases is the scheduling 
of manufacturing processes to which time-dependent resource constraints of 
assistant processes are connected. Another potential case is the scheduling of 
direct manufacturing jobs with due dates on time-dependent sets of parallel 
resources. 

Our research and development project highlights the importance of modeling for 
the treatment of production planning, scheduling and control problems; in addition 
it emphasizes the interconnection of theoretical results and practical demands. The 
main purpose of this paper was to share our experiences and results with 
researchers and industrial practitioners working in the fields of production 
information engineering. 
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Abstract: This paper presents a rigorous information-theoretic analysis of iris biometrics 
with the aim to develop optimized biometric cryptosystems. By estimating local entropy and 
mutual information, we identify the iris regions that are most suitable for these purposes. 
Parameter optimization of the appropriate wavelet transform produces higher entropy and 
low mutual information in the transformation domain. This establishes an effective 
framework for the development of systems for the extraction of truly random sequences 
from iris biometrics, while not compromising its proven authentication features. 
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cryptosystems 

1 Introduction 

According to some estimates, the entire field of information protection should 
make a radical qualitative leap and a shift of the fundamental paradigm of 
computer security towards a paradigm of information-theoretic security [1]. Such 
a shift would allow the creation of an entire class of cryptographic mechanisms 
whose compromisation would be independent from the attacker's computing 
power. All this points to a new position of this discipline within the general theory 
and practice of information protection systems. Information analysis of source 
biometric data is crucial for construing concrete solutions of a biometric 
cryptosystem with a theoretically guaranteed performance rate. 

Biometrics has established itself as a significant source of cryptologic parameters 
in the domain of reliable and practically acceptable authentication. Biometric 
systems are based on physical and behavioral characteristics of human beings such 
as fingerprint, voice, face, iris and others. The strength and resistance of these 
systems are directly related to the natural amount of information present in a 
biometric source. In order to estimate the maximum quantity of information, one 
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must have a good understanding of biometric data specific to a particular source, 
as well as the technology used to precisely read and extract information. 

The original concept of “Biometric encryption” was applied to fingerprints in 
1994. The pioneer in this area is Dr. George Tomko, the founder of Mytec 
Technologies, Toronto, Canada. Ever since, numerous researchers have 
contributed to this and other related technologies. Besides the Biometric 
Encryption, the term biometric cryptosystems is also used. We shall use the 
abbreviation “BC” in the remainder of this text to denote biometric cryptosystems. 
Generating keys for various cryptographic purposes based on biometric data is an 
important idea. A prime example of one such system is given in [2], where authors 
achieve a promising result (FRR (false rejection rate) = 0,47%, FAR (false 
acceptance rate) = 0%, key length = 140 bits) in an iris biometry application. This 
system enables a multipurpose use of a biometric template, without the possibility 
of compromisation. This result opens a door to a wide application in cryptographic 
protection mechanisms. Furthermore, the authors carried out the analysis of noise 
and errors that occurred while forming the iris biometric template. Pertaining 
results enabled them to select an adequate code, which is optimized with regard to 
the maximum allowed capacity determined by the iris biometric source. A 2D 
Gabor wavelet was used to extract 2048 bits of phase information which produces 
approximately 249 degrees of freedom [3]. 

Most BC systems applied to a variety of biometric characteristics produce fairly 
long keys (140 bits [2], 186 bits [4], 240 [5] bits). This imposes the following 
question: what is the true quantity of consistent information available within 
biometric data, based on which it is possible to generate a cryptographic key? This 
very information serves as the material for key generation. In that case, the key 
itself cannot be longer than the quantity of biometric information. If this were to 
happen, it would only speak of overly high performance settings for the debugging 
code, which inevitably leads to FAR being greater than zero. In addition to 
acceptable FRR values, algorithms suggested by the majority of authors [4, 5, 6, 
7] have FAR values greater than zero percent. From our point of view, practical 
application of such BC systems is unacceptable. Also, other algorithmic solutions 
[2, 8, 9, 10] were proposed that result in both FAR being equal to zero percent and 
FRR having acceptable values. However, it remains to be determined whether 
those solutions fully utilize the true capacity of the system and to identify the 
system's maximum level of effectiveness [11]. 

Considering the above-stated, we assume that a strong information-theoretic 
foundation and the application of the Theory of Perfect Cyphers are indispensable 
for successfully developing BC systems. The theory was proposed by Shannon 
[12]. The information-theoretic analysis of biometrics, as a special information 
source, would provide concrete solutions for development of BC systems with 
theoretically guaranteed performance. 
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This paper is concerned with a rigorous information-theoretic analysis of iris. We 
apply measures of information (entropy, local entropy, and mutual information) to 
identify iris regions that are most suitable for generation of cryptologic keys. Also, 
optimization of the parameters of the transform function produces higher entropy 
and reduced mutual information in the transformation domain. This establishes the 
foundation for development of a BC system for estimation of truly random or 
consistent bits from the iris biometric source. In addition, the authors are 
concerned with the complex procedure of processing iris biometric data [13]. 
Biometric data contains various types of noise that may significantly increase the 
degree of variability, which further alters the quality of information obtained. 

The remainder of this work is organised as follows. The next section discusses the 
biometric database used, which is followed by a detailed information-theoretic 
analysis consisting of calculating local entropy over a texture of iris image after 
the normalization phase, determining optimal parameters in the transformation 
domain (iris coding phase), modeling of the iris information source by means of 
Shannon approximation models, measuring mutual information between identical 
and different irises, and the setup of an information-theoretic foundation for iris 
biometrics. The final section comprises the conclusion and an overview of the 
contributions of our work. 

2 Information Analysis and Experimental Results 

We used the CASIA Iris Image Database version 4.0, for the experimental portion 
of our work. This database was created by researchers from the Institute of 
Automation, Chinese Academy of Sciences, and it contains several thousand iris 
images [14]. Several versions of the database were offered free of charge to the 
international biometric research community. Over 4000 users from 70 countries 
have downloaded the CASIA database so far and a vast number of researchers 
have used it in their work. 

 

Figure 1 

Samples of iris images from the CASIA-Iris V4 database 

Fig. 1 provides test samples of iris images in the gray-scale format, acquired by 
means of special cameras. 
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2.1 Analysis of Iris Image Texture 

In the first part of the information analysis we measure the entropy of an iris 
texture image after the normalization phase. The number of iris rings is 20 with 
240 points on each. By means of the Daugman's rubber sheet [15] model, we 
obtain a gray-scale image with a resolution of 20 x 240 pixels. Pixel depth is 8 
bits, whereby each pixel is represented by a gray shade from the 0 to 255 range of 
decimal values. Fig. 2 depicts the normalization process and the resulting 
rectangular iris texture. 

 

Figure 2 

Iris texture in the first phase 

In the next step, we calculate the local entropy over the iris texture we obtained in 
the manner described above. Due to the nature of data, we employed the method 
commonly used to determine the entropy of two-dimensional signals [16, 17]. 
This method essentially utilizes the Shannon entropy [18]. Entropy is most 
conveniently defined as an average quantity of information or the measure of 
uncertainty of an information source (iris, in our case). For a known probability 𝑝, 
entropy of an event is calculated by: 𝐻 = −∑ 𝑝𝑖log𝑏⁡𝑝𝑖𝑙𝑖=1  (1) 

where 𝑝𝑖  pertains to symbol probabilities obtained through image histograms. 

The value of local entropy varies based on the chosen window size. The window 
is square-shaped and it represents the number of included neighboring pixels. The 
values obtained are represented by means of a binary logarithm, where 1 bit is the 
unit of quantity of information. The chosen method allows for the use of a varying 
number of neighboring pixels, which is quite similar to Shannon's approximation 
models – the concept used in modeling natural language as an information source. 

Fig. 3 depicts a 3D model of local entropy for the chosen windows size of 9x9. 
The model represents average local entropy values for each individual pixel 
position. The illustration reveals that the first circular iris region (next to the pupil) 
has a larger local entropy. This is clearly seen on the y-axis that displays the 
quantity of information (i.e., achieving 5 bits per pixel out of the maximum 
possible 8 bits per pixel). Also, a closed circular contour in the X, Z, clearly points 
out to the higher entropy region. The average local entropy in this experiment 
differs significantly in the first (4.4412 bits per pixel) and the second region 
(3.6020 bit per pixel). Based on the results obtained, we adopt the division of iris 
by regions whereby the first region becomes the primary interest of our research. 
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Figure 3 

A 3D information model of local entropy (CASIA Iris Image Database version 4.0) 

 
Figure 4 

Division of iris by regions (red color (1) - higher information value, blue color (2) - lower information 
value) 

Fig. 4 illustrates the first region of iris, determined to be of higher information 
value, whereas the second region is characterized by a decline of quality as 
measured by local entropy. 

Low quality of the second region is attributable to eyelids and lashes, but also the 
automatic segmentation phase where algorithms do not attain 100% accuracy. 
Regardless of the shortcomings, we observe that both the left and the right side of 
the iris in the second region have lower entropy (area not covered by eyelids and 
lashes). Therefore, the second region cannot be used to extract material for 
generating cryptologic parameters. Moreover, due to the impreciseness of 
segmentation algorithms, practical applications of BC systems lead to higher FRR 
parameters. Researchers attempt to remedy this problem by designing various 
concatenated security codes that often lead to FAR values greater than zero 
percent. 
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2.2 Analysis of Optimal Parameters in the Transform Domain 

– Iris Coding 

We conduct the next information analysis on a biometric iris template code or iris 
information source following the coding phase. There are several important 
parameters for the algorithm utilized in the coding phase. This phase results in an 
iris biometric template. The success of this phase depends on the optimal choice 
of parameter values used to provide high entropy of the iris code and the 
maximum possible quantity of consistent bits. The following comparative analysis 
was carried out in the part of the process where iris code is formed. In fact, by 
analyzing the biometric template – iris code, we conduct an analysis over the iris 
information source. 

The parameters of interest include radial and angular resolution⁡(𝑟⁡and⁡𝜃); in 
other words, the parameters that produce the number of points in the iris image 
that will be coded in each iris, as well as filter parameters used to extract only 
unique iris characteristics. Filter parameters include: filter number N, wavelength 𝜆𝑛 (in pixels), bandwidth  given as 𝜎 𝑓⁄ , and the multiplicative factor between 
center wavelengths of successive filters 𝛼. 

It is known that altering the wavelength parameter 𝜆𝑛of the filter provides the 
opportunity to increase the entropy of the source and the number of consistent 
bits. For an in-depth discussion and technical details please see [19] and [20]. 

 

Figure 5 

Biometric template – binary iris code 

Fig. 5 shows an example of the iris code (in binary format) with masked portions 
of iris code that contain errors caused by eyelashes and lids. The following results 
were obtained using a methodology similar to that applied in the preceding 
information analysis. We analyzed iris code at the binary matrix level over which 
we calculated local entropy. The dimension of the iris code after the coding phase 
is 20 x 480 pixels, with the pixel depth of 1 bit. Afterwards, we carried out a 
comparative information-theoretic analysis encompassing the entire iris code. 

We conducted a comparative analysis of the same iris population with the aim to 
confirm our assumption from the previous analysis. Three biometric templates 
(iris code) were generated for each iris for parameter values 𝜆𝑛 = {12,18,24}. 
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Figure 6 

Iris coding transformation domain - varying the λ parameter a: λ = 12, b: λ = 18, c: λ = 24 

As could be seen in Fig. 6 (a), the average information quantity or local entropy is 
equally distributed over the entire surface of iris code for parameter value λ = 12. 
This results in an average information quantity of 0.8412 per bit. Judging from the 
analysis of iris texture previously described, we cannot expect equal quality of 
information in both iris regions. 

Fig. 6 (b) is the result of parameter value λ = 18. In the first region, we observe a 
characteristic information that is not equally present in the second region of the 
iris code. We obtain an average information quantity of 0.8189 per bit. This 
characteristic information corresponds to the results illustrated in Fig. 3. 

The last measurement uses the value of λ = 24 and is depicted in Fig. 6. (c). The 
characteristic information is slowly vanishing from the first region, while it is 
almost nonexistent in the second region. This time, we obtain an average 
information quantity of 0.7982 per bit. 

Varying the λ parameter is important for identifying the optimum filter values, 
which in turn produce stable and consistent bits with maximum entropy. Please 
note that by maximum entropy we actually refer to the best achieved compromise 
between maximum entropy and the largest number of consistent bits. Consistent 
bits comprise the characteristic information of the iris biometric source. This is of 
paramount importance for achieving a sound theoretical framework for 
development of BC systems. In our case, this compromise is arrived at for a filter 
bandwidth of  λ = 18. 
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Table 1 

Local entropy values by iris code regions 

Window 
9 x 9 Region 1 - iris 

(bit per pixel) 

Region 2 - iris 

(bit per pixel) 

Regions 1 and 2 - iris 

(bit per pixel) Filter 

parameters 

λ = 12 0.9351 0.7251 0.8412 

λ = 18 0.9125 0.6997 0.8189 

λ = 24 0.8901 0.6776 0.7982 

Table 1 presents summary results that clearly establish a significant difference 
between local entropy values of the first and the second region. 

2.3 Analysis of Mutual Information between the Same and 

Different Irises 

In this portion of information-theoretic analysis we use λ = 18 as the optimal filter 
bandwidth value in the iris coding transformation domain. By applying Shannon's 
approximation models [18], we determine the maximum entropy in the first region 
of the iris code. Adopting a method of approximation is crucial for properly 
estimating mutual information of identical and different irises. 

The method as a whole is comprised of simple algorithms that were particularly 
developed for approximation models of orders II to V. We analyzed only the first 
iris code region. In the coding phase, we formed the matrix, row by row, based on 
the radial vectors in the normalization phase. The first row represents bits obtained 
through the first iris ring (radial vector). The rings are indicated in ascending order 
with the first being located closest to the pupil and the tenth farthest away from it 
since we only use the first iris region. 

For instance, for an order II approximation, we assume a set of 4 possible 
messages, where messages are represented by numbers 1 to 4. For an order III 
approximation, we use numbers 1 to 8. Similar reasoning applies to higher order 
approximations. We assume that all messages have equal probabilities. For an 
order II approximation, iris code is decoded using a bigram. Fig. 7 provides an 
example of iris code decoding for an order II approximation by means of a 
dictionary. The process is similar for higher order approximations, with the 
number of words in the dictionary and the word length being increased. 

Fig. 8 shows entropy levels for approximations of order II to V. Approximation V 
results in an entropy of 0.8208 per bit, which is the maximum value achieved by 
optimizing parameters in the transformation domain. Upon a closer look, entropy 
values for order V approximation are almost identical to local entropy for λ = 18. 
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Figure 7 

An example of order II approximation 

 

Figure 8 

First iris region entropy for various approximation models (II - V) 

Approximating for orders higher than V is possible, provided that all words in the 
dictionary exist. For this particular experiment (iris code) and order six 
approximation, many of the words in the dictionary had zero probability. This 
would not lead to a reliable entropy level. Hence, we restrict iris code to order V 
approximation. To that end, order V approximation is adopted for estimating 
mutual information. This approximation results in the entropy of 0.8208 per bit, 
which sums up to 3490 bits in the first iris code region. 

2.4 Modeling of Iris Information Source using Shannon's 

Approximation Models 

The following important analysis provides the calculation of mutual information 
between identical and different irises for the first region over the data obtained by 
order V approximation. The significance of this analysis is rather high concerning 
the security of BC systems. The method we use to measure mutual information  
I(iris x;iris y) between the two iris code regions is given by the following 
expression (2): I(A, B) = ∑ ∑ p(a, b)a∈Ab∈B ∗ log ( p(a,b)p(a)p(b)) (2) 

where: 
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 𝑝(𝑎, 𝑏)- joint probability distribution function of A and B 

 𝑝(𝑎) - marginal probability distribution function of A 

 𝑝(𝑏) - marginal probability distribution function of B 

In the sense of probability theory, relative entropy of a system measures the 
distance between two probability distributions. In this way, mutual information is 
defined as (3): I(A; B) = H(A) + H(B) − H(A, B);     (3) I(A; B) = H(A) − H(A|B) = H(B) − H(B|A);  

where: 

 𝐻(𝐴) – marginal entropy of A 

 𝐻(𝐵) – marginal entropy of B 

 𝐻(𝐴|𝐵) – conditional entropy of A 

 𝐻(𝐵|𝐴) – conditional entropy of B 

 𝐻(𝐴, 𝐵) – joint entropy of A and B 

 

Figure 9 

Mutual information between irises: left - different irises, right - the same irises 

Fig. 9 illustrates the relationship of mutual information between the same and 
different irises by rows. Rows are shown on the x-axis. There are 10 rows in the 
first region and they are numbered in an ascending order, starting from the row 
closest to the pupil and ending farthest apart from it. Mutual information for two 
iris codes of a single person is I(X; Y) = 0.2078 per bit or 997 bits totally. Please 
note that one always desires maximum mutual information between different 
images of the same iris. 

In case of irises belonging to different people (Fig. 9 (a)), the average quantity of 
mutual information is I(X; Y) = 0.1065 per bit or 511 bits totally. Such results 
guarantee the presence of consistent bits, in particular for the analysis of mutual 
information between the same rows. The interval between rows 3 and 6 contains 
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the maximum mutual information (same person irises), while the interval from the 
row 2 to row 6 (different people irises) measured minimum mutual information. 
We attribute this result to the algorithm parameters in the transformation domain. 

2.5 Degrees of Freedom vs. Entropy 

The complexity of iris code is approximately determined by measuring the 
Degrees of freedom (DOF, hereafter) over the corpus of different iris codes. DOF 
is calculated by means of all mutual Hamming distances as a binomial probability 
distribution. 

DOF is also defined as a minimum number of independent coordinates that fully 
describe the state of a system. For the CASIA database, DOF is 1068, with 1D 
Gabor wavelet being used for coding of the source [21]. This is an exceptional 
result and guarantees the uniqueness and independence between different iris 
templates. 

Table 2 

Comparison of 1D and 2D wavelet demodulation 

Iris template Wavelet filters DOF 

2048 bits 2D Gabor  249 

9600 bits 1D Gabor  1068 

Table 2 compares the sizes of generated iris code and the DOF obtained between 
iris codes generated by 1D and 2D Gabor wavelets. When using a 1D Gabor 
wavelet, the generated iris code amounts to 9600 bits, whereas a 2D Gabor 
wavelet results in the iris code of 2048 bits [3]. 

Table 3 

DOF after optimizing the wavelet filters 

 Region 1 and 2 (9600 bits) Region 1 (4800 bits) Region 2 (4800 bits) 𝝀𝒏 DOF DOF DOF 

12 2946.8 2217.5 935.5 

18 1367.3 1346.1 396.7 

24 654.5 785.0 199.3 

Table 3 presents the DOF values by regions and for the iris code as a whole, 
obtained after the optimization of parameters in the transformation domain. We 
use three values of the 𝜆𝑛⁡parameter. For 𝜆𝑛 = 18 in the first iris region (size of 
4800 bits) we measured DOF = 1346. This is a significant improvement compared 
to the data displayed in Table 2. Furthermore, the iris authentication features have 
not been compromised in any way. 
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2.6 Information-Theoretic Framework of Iris Biometrics 

We begin by introducing the notation [12] needed to establish the information 
framework of iris biometry. 

 I(Y; Y′) - mutual information between images of the same iris; 

 I(X; Y) - mutual information between images of different irises; 

 H(X) - entropy of iris code; 

 H(X, Y) - joint entropy of iris codes for two different eyes; 

 H(Y, Y′) - entropy of two iris codes of the same person; 

 H(K) - joint entropy of two iris codes for the same eye; 

Let us assume that the irises Y and Y' belong to Alice and are used in a certain BC 
system. On the other hand, iris X belongs to Eve, a potential attacker. 

 

Figure 10 

Graphic presentation of information-theoretic framework for development of BC systems 

Fig. 10 illustrates an information-theoretic maximum for estimation of biometric 
keys used for development of BC systems. The diagram contains three random 
variables X, Y⁡and⁡Y′. It is important to note that the mutual information I(X; Y; Y′) 
is symmetric provided that the three variables are equally independent. A greater 
dependence between Y and Y', so is the mutual information I(Y; Y′) greater. This 
also entails that the information I(Y; Y′; X) is also greater. In this case, pairwise 
mutual information I(X; Y) and I(X; Y′)⁡have decreased, while the joint 
information I(X; Y; Y′)⁡and I(Y; Y′|X) have potentially increased. 
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Based on the analyses and measurements of entropy, we can numerically represent 
the quantity of information that is usable for creating an efficient BC system 
scheme. It is estimated that on average, the overall quantity of information present 
in the first region of an iris is H(iris⁡X) = H(iris⁡Y) = H(iris⁡Y′) = 3940 bits. 

Mutual information between images of the same iris is I(Y; Y′) = 997 bits, while 
mutual information between images of different irises is I(X; Y) = 511 bits. Joint 
entropy of two iris codes of two people is H(X, Y) = 7281 bits, whereas the joint 
entropy for images of the same iris is H(Y, Y′) = 6709 bits. Also, we estimate that 
the overall quantity of useful information (i.e., entropy of the key) is H(K) =I(Y; Y′|X) = 788 bits, while the expected mutual information between all three 
variables (two same-person irises and another person's iris) is I(X; Y; Y′) =I(Y; Y′) − I(Y, Y′|X) = 997 − 788 = 209 bits. 

2.7 Discussion 

This work presents a method based on complex information-theoretic analysis of 
iris biometric that aims to extract homogeneous regions of high entropy. 
Successful extraction of these regions facilitates the development of effective 
systems for generation of cryptographic keys. Our method includes modeling of 
information sources – iris biometric. Shannon's model approximations, created 
real conditions for the application of information measures (entropy, mutual 
entropy, conditional entropy, joint entropy) to better understand the quality of the 
iris as biometric data. We also emphasized the importance of optimization wavelet 
parameters to achieve better results in the transformation domain. The results 
achieved in the work [11] prove this claim. At the same time, this approach allows 
for the application of simpler error correction codes with equal False Accept Rate 
levels, which reduces the overall complexity of this class of systems. 

Conclusions 

The main aim of this research was to enable the development of a professional 
class of systems for generation of long keys. We set out to meet the demands of 
modern cryptosystems relying on the existing components for coding  biometric 
sources that encompass the entire process, starting from the choice of biometry, 
through imaging and ending with biometric templates. 

The information-theoretic analysis used herein for the iris biometric data has 
confirmed our doubts. Moreover, it has led us to formulate clear goals in terms of 
raising the bar for system efficacy close to the theoretic maximum. In order to 
identify iris regions with the richest content of consistent information, we 
estimated entropy, local entropy, mutual information and employed Shannon 
approximations to model the information source. We performed parameter 
optimization of the appropriate wavelet transform with the aim to obtain the 
highest possible entropy and lowest possible information in the transformation 
domain. 
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Numerous authors have designed the schemes for systems that generate 
cryptographic keys based on the whole iris region. We demonstrated that the 
whole region cannot be used to develop such systems. The authors bypass the 
issues of low quality region and insufficient key length by increasing the capacity 
of error correction codes [11]. For this very reason, it is common among such 
systems to have FAR values above zero, which is unacceptable from our point of 
view. In addition, the keys generated in such manner rarely pass the common tests 
of cryptologic randomness (that include randomness and unpredictability). 

Since the topic of this paper lies between biometrics and cryptography, we 
highlight the necessity of introducing the information-theoretic analysis in the 
increasingly popular field of biometric cryptography. This should be done with the 
aim of producing a firm bond between the two disciplines in a manner that is fully 
compliant with the cryptographic principles and characteristic features of 
biometric data. 

We believe that the information-theoretic analysis employed in the course of 
development of this system guarantees high security performance needed for 
applications in law enforcement, military, government and diplomacy. 

Acknowledgement 

This work was supported by the Ministry of Science and Technological 
Development of the Republic of Serbia through the project TR32054. 

References 

[1] Matthieu Bloch, Joa o Barros: Physical-Layer Security: From Information 
Theory to Security Engineering (Cambridge University Press, 1st edn. 
2011) 

[2] F. Hao, R. Anderson, J. Daugman: Combining Crypto with Biometrics 
Effectively, IEEE Transactions on Computers, 2006, 55 (9) pp. 1081-1088 

[3] J. Daugman: The Importance of Being Random, Statistical Principles of Iris 
Recognition, Pattern Recognition, 2003, 36 (2) pp. 279-291 

[4] H. A. Garcia-Baleon, V. Alarcon-Aquino, O. Starostenko, et al.: Bimodal 
Biometric System for Cryptographic Key Generation Using Wavelet, 
Mexican International Conference on Computer Science- IEEE, 2009, pp. 
186-196 

[5] F. Hao and C. W. Chan.: Private Key Generation from On-Line 
Handwritten Signatures, Information Management & Computer Security, 
2002, 10 (2) pp. 159-164 

[6] P. Tuyls, A. H. M. Akkermans, T. A. M. Kevenaar, et al.: Practical 
Biometric Authentication with Template Protection, AVBPA'05 
Proceedings of the 5th international conference on Audio- and Video-Based 
Biometric Person Authentication, 2005, pp. 436-446 



Acta Polytechnica Hungarica Vol. 14, No. 4, 2017 

 – 61 – 

[7] M. van der Veen, T. Kevenaar, G.-J. Schrijen, et al.: Face Biometrics with 
Renewable Templates, Proc. SPIE 6072, Security, Steganography, and 
Watermarking of Multimedia Contents VIII, 60720J, February 2006 

[8] F. Monrose, M. K. Reiter, Q. Li, S. Wetzel.: Cryptographic Key Generation 
from Voice, In Proceedings of the 2001 IEEE Symposium on Security and 
Privacy, May 2001 

[9] T. C. Clancy, N. Kiyavash, D. J. Lin.: Secure Smart Card-Based 
Fingerprint Authentication, Proc. ACM SIGMM Workshop Biometrics 
Methods and Application (WBMA), 2003 

[10] J. Daugman: How Iris Recognition Works, Circuits and Systems for Video 
Technology. IEEE Transactions on, 2004, 14, pp. 21-30 

[11] S. Adamovic, M. Milosavljevic, M. Veinovic, M. Sarac, A. Jevremovic: 
'Fuzzy Commitment Scheme for Generation of Cryptographic Keys Based 
on Iris Biometrics', IET Biometrics, 2016, DOI: 10.1049/iet-bmt.2016.0061 
IET Digital Library, http://digital-
library.theiet.org/content/journals/10.1049/iet-bmt.2016.0061 

[12] C. E. Shannon.: Communication Theory of Secrecy Systems, Bell System 
Technical Journal, 1949, 28, pp. 656-715 

[13] S. Adamovic, M. Milosavljevic.: Information Analysis of Iris Biometrics 
for the Needs of Cryptology Key Extraction, Serbian Journal of Electrical 
Engineering, 2013, 10, 1, pp. 1-12 

[14] ‘Biometrics Ideal Test‘, http://biometrics.idealtest.org, accessed 15 October 
2012 

[15] T. Johar, P. Kaushik.: Iris Segmentation and Normalization using 
Daugman’s Rubber Sheet Model, International Journal of Scientific and 
Technical Advancements, 2015, 1 (1) pp. 11-14 

[16] S. Adamovic, A. G. Savic, M. Milosavljevic, et al.: Texture Analysis of Iris 
Biometrics based on Adaptive Size Neighborhood Entropy and Linear 
Discriminant Analysis, International Scientific Conference – Sinteza, 
Serbia, pp. 658-660, April 2014 

[17] R. C. Gonzalez, R. E. Woods, S. L. Eddins: Digital Image Processing 
Using MATLAB, New Jersey, Prentice Hall, 2003 

[18] C. E. Shannon.: A Mathematical Theory of Communication, Bell System 
Technical Journal, 1948, 27, pp. 379-423, 623-656 

[19] T. Lee.: Image Representation using 2D Gabor Wavelets, IEEE 
Transactions of Pattern Analysis and Machine Intelligence, 1996, 18 (10) 
pp. 959-971 

[20] Raymond W, Yueng.: A new Outlook on Shannon Information Measures, 
IEEE Transactions on IT., 1995, 37 (3) pp. 466-474 



S. Adamovic et al. Information-Theoretic Analysis of Iris Biometrics for Biometric Cryptography 

 – 62 – 

[21] L. Masek.: Recognition of Human Iris Patterns for Biometric Identification 
Iris Recognition, http://www.csse.uwa.edu.au/~pk/studentprojects/libor/., 
accessed 15 October 2012 



Acta Polytechnica Hungarica Vol. 14, No. 4, 2017 

 – 63 – 

OLOUD - An Ontology for Linked Open 

University Data 

Rita Fleiner
1, Barnabás Szász2, András Micsik3

 

1Department of Applied Informatics, John von Neumann Faculty of Informatics, 
Óbuda University, Bécsi út 96/b, 1034 Budapest, Hungary, fleiner.rita@nik.uni-
obuda.hu 
2Faculty of Informatics, University of Debrecen, Kassai út 26, 4028 Debrecen, 
Hungary 
3Institute for Computer Science and Control, Hungarian Academy of Sciences, 
Lágymányosi u. 11, 1111 Budapest, Hungary, andras.micsik@sztaki.mta.hu 

Abstract: The Ontology for Linked Open University Data (OLOUD) is a practical 
approach to model course information at a typical Hungarian university. OLOUD aims to 
integrate data from several sources and provide personal timetables, navigation and other 
types of help for students and lecturers. The modeled domains include curricula, subjects, 
courses, semesters and personnel, but also buildings and events. Although there are several 
ontologies for the mentioned domains, selecting a set of ontologies fitting our use case was 
not an easy task. We summarize problems we met such as missing links, inconsistencies as 
well as many overlaps between ontologies. Finally, OLOUD acts as a glue for a selection 
of existing ontologies, and thus enables us to formulate SPARQL queries for a wide range 
of practical questions of university students. 

Keywords: Linked Open Data; Linked Open University Data; Ontology; OWL 

1 Introduction 

One aspect of the Smart University or Smart Campus concept is to improve the 
teaching and learning environment using modern data fusion and data 
consumption techniques. A campus has a large number of people with a 
substantial set of common information needs [1]. Therefore, it is of great 
importance in this area to establish a common data model which enables the 
interconnection of fragmented data from heterogeneous data sources. 

In this paper, we focus on university course information as a special segment of 
the open data in the higher education domain: The aim is to facilitate the 
implementation of Smart Universities by defining a common data model for 
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course information. We chose the ontological representation as the most modern 
description method for the problem domain. The ontology can be used as a data 
model to influence or integrate traditional SQL databases, as an RDF schema in 
triple stores, and in reasoners or rule systems to enhance collected data. The 
original objective was to develop a generic data model for university ‘course 
related’ data. During the work, we noticed that though the Bologna Process 
ensures a certain level of compatibility for education systems in the EU, this does 
not reach deeper constructs of the educational model. We found that especially the 
meanings of course, subject and study programme are quite different in currently 
available educational models in Europe. Therefore, we decided to base our work 
on the Hungarian concepts in this field. During the ontology development, we 
relied on the existing concept definitions and data structures used by university 
information systems in Hungary such as the Neptun student information system1 
or the Moodle e-learning platform2. 

The aim of this paper is to describe the process of developing the Ontology for 
Linked Open University Data3 and to show how it was used to generate Linked 
Data for courses at the Óbuda University. In order to achieve our goal, we defined 
the following partial objectives: 
- to review the existing ontologies in this field and evaluate their possible 

usage, 
- to reveal the use cases and objectives of the new ontology and define the 

basic concepts in the domain, 
- to present the ontology development process, 
- to describe the generation of university ‘course related’ data as LOD 

according to the ontology, 
- to demonstrate the possible use of the above ontology and data by presenting 

SPARQL queries according to the questions in the use cases. 

In Section 2 potential use cases are explored for the possible uses of our ontology. 
In Section 3 we explore existing work related to our goals, ontologies that can be 
used to model university ‘course related’ open data and identify gaps in existing 
ontologies. Section 4 describes our new ontology and how it re-uses other existing 
ontologies. Section 5 is about the evaluation and dataset generation. Finally, we 
conclude in Section 6. 

                                                           
1https://neptun.uni-obuda.hu/ 
2https://elearning.uni-obuda.hu/ 
3http://lod.nik.uni-obuda.hu/oloud/ 
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2 Use Cases, Objectives and Concepts 

Presenting ‘course related’ information requires a lot of data originating from 
multiple information systems at a typical university. As these systems are usually 
not fully integrated and the access to the data is limited, significant effort is 
necessary to successfully navigate through the potential obstacles. Foreign 
students unfamiliar with local specifics might find it even more challenging. With 
our data model, we want to support the generation and the management of 
integrated university ‘course related’ data and the appearance of future mobile and 
web applications that are built on the use of this data. In the following, the major 
concepts and tasks are defined that we aim to support with our Linked Data 
approach. 

2.1 Concepts in Hungarian Higher Education 

Figure 1 summarizes the major concepts for university students and teachers in 
Hungary concerning university courses, subjects, curricula and study programme. 
Though the Bologna Process ensures a certain level of compatibility for education 
systems in the EU, this does not reach deeper constructs of the educational model. 
We found that the meaning of these concepts varies in currently available models. 

 

Figure 1 

Use case concepts 
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Table 1 demonstrates how different ontologies use different labels for more or less 
similar concepts. Therefore, we give a short summary of how these terms are 
interpreted in Hungarian education. After enrolling to the university each student 
is assigned to a Curriculum (in Hungarian “tanterv”), which is a set of Subjects 
(in Hungarian “tantárgy”) and their relations (i.e. dependencies among the 
subjects). Curriculum might specify Specializations (in Hungarian 
“specializáció”), which are sets of compulsory and optional subjects. Each 
Curriculum has a specific Attendance Pattern (in Hungarian “munkarend”, e.g. 
full-time, part-time, correspondence), and a result as a specific Degree (in 
Hungarian “fokozat”, e.g. BSc, MSc, BA, MA, PhD). A Curriculum is in many-
to-one relationship with a Study Programme (in Hungarian “szak”, e.g. 
Computer Science Engineer), offered by the university. The curriculum is the 
specification how the Study Programme can be completed. A Study Programme 
determines the qualification that a student will get after the successful completion 
of his/her studies. A Study Programme must be accredited by an external body. A 
Curriculum is valid for a given time interval, meaning that a student can be 
assigned to it only if his/her enrollment time falls into this period. For each 
Subject there is an Organizational Unit responsible for it. Courses (in Hungarian 
“kurzus”) are advertised based on a Subject, have temporal (Course Time) and 
spatial (Location) attributes and one or more assigned Teacher(s). 

Table 1 

Possible mapping of core terms 

AIISO Teach XCRI-CAP Bowlogna MLO-Adv 
Programme StudyProgram Course Study Track Learning Opportunity 

Specification 

Subject   Subject Learning Opportunity 
Specification 

Course Course  Teaching Unit Learning Opportunity 
Instance 

In the case of Hungarian universities, it is crucial to understand the difference 
between Subjects and Courses. Course is the elementary unit of the educational 
process, where date, location, teacher and students are assigned. Course is the 
framework, which has a specific training type (like lecture, practice or seminar) 
and has some requirements that students must complete. Courses are organized in 
individual sessions in a weekly or a custom cadence within a semester, and such a 
course event is called the session of the course. Subject is a higher-level 
component of the training process, it is the unit of the curriculum with a specified 
training content, and fulfillment is rewarded with a number of credits. It may 
contain more courses, which all must be completed for the completion of a 
subject. 
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2.2 Use Cases 

In the following we list some of the tasks we aim to support with our Linked Data 
approach. Courses are organized into a series of lectures, lab exercises or 
seminars, either in a weekly or in a custom cadence within a semester. There 
might be multiple labs advertised for a course, so students can choose the most 
suitable to their circumstances. This creates the challenge of assembling a 
personal timetable for students and lecturers avoiding conflicts and considering 
personal preferences and requirements. Students would benefit from an integrated 
view containing course description (title, identifier, abstract, and dependencies), 
course time and location. A personal information service may provide students 
with on-demand information about their daily schedule, navigation to the next 
lecture, overlaps of classes, etc. 

There is also a need for ‘long term’ planning. Quite often there are no predefined 
course timetables at Hungarian universities, just a list of courses to be completed, 
and a dependency graph among the courses, which defines the prerequisites for 
each. Some courses are advertised only in every second semester. Some 
universities recommend a specific order of courses, but following such an order 
breaks easily if for example a single course is not completed in the suggested 
semester. Thus, students face a kind of constraint satisfaction problem to solve at 
the beginning of each semester. For this purpose, students need a personal advisor 
recommending the best way for them to fulfill the curriculum requirements. This 
advisor needs to consider where the student is on his/her roadmap, what courses 
they should focus on, what are the personal preferences (e.g. preferred number of 
courses or credits per semester) and what courses are being advertised. 

University resources (rooms, equipment) are used by multiple faculties. They can 
be booked for regular courses, exams in the exam period and other events. 
Different types of events may have separate registries, thus blocking an overall 
view of anticipated resource usage. One needs at least an overall list of 
reservations by the reserving person, location and date. 

According to the above use cases a set of competency questions was defined as 
the requirement of the OLOUD ontology. 
- What are the attributes of a given curriculum, like start of validity, end of 

validity, study programme, degree, language, attendance pattern? 
- What type of specializations exist in each curriculum? 
- What are the compulsory subjects of a given curriculum? 
- What are the compulsory subjects of a given specialization? 
- What are the attributes of a given subject, like responsible teacher, credit 

number, degree, language, attendance pattern? 
- What type of courses consists of a given subject? 
- What are the courses for a given subject in a specific semester? 
- What are the prerequisite subjects of a given subject? 
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- What are the attributes of a given course, like the teacher, the course type, the 
requirement type and hours? 

- On which day a given course is, what time does it start and how long it is? 
- What is the location of a given course? 
- What courses are at the same time partially or completely overlapping? 
- What is the course schedule (with course identifier, time and lecturer) for a 

specific lecture hall or lab? 
- What is the navigation route between two course locations? 
- What are the dates of the individual sessions of a given course? 
- What event is going to be at a specific location at a specific time? 

In the following we use the above formulated questions as competency questions 
for the evaluation of the ontology. 

3 Related Work and Ontologies 

In this section, existing work is discussed related to linked data in the educational 
field. Linked Universities4 and Linked Education5 are two European initiatives 
created to enable education with the power of Linked Data. Linked Universities is 
an alliance of European universities engaged in exposing their public data as 
linked data. It promotes a set of vocabularies describing ‘academic related’ 
entities. LinkedEducation.org is an open platform aimed at further promoting the 
use of Linked Data for educational purposes. 

The Open University in the UK was the first university that created a linked data 
platform to expose information from its departments. The evolution process of the 
Open University Linked Open Data platform is described in [2], [3]. This process 
started as a research experiment and evolved to a data hub for the open content of 
the university. The platform is now the key information service at the Open 
University, with several applications and websites exploiting linked data through 
data.open.ac.uk and establishing connections with other educational institutions 
and information providers. In the publications, the authors describe the main 
milestones and tasks accomplished to achieve this state. The Open University 
datasets can be classified into the following six groups: open educational 
resources, scientific production, social media, organizational data, research project 
output and publication metadata. 

The main difference with Óbuda University is the lack of navigation and timetable 
data at the Open University. There are 125 classes and 785 properties from 57 
public vocabularies to describe the data at the Open University. Their main effort 

                                                           
4http://linkeduniversities.org / 
5http://linkededucation.org 

http://linkededucation.org/
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in the modelling was to reuse the most matching terms from existing vocabularies 
directly instead of being restricted to the semantics of only a few widely-used 
ontologies. The large number of the used vocabularies, the redundancy in the data 
and in the used properties are the consequences of their approach. 

The general process for building linked open university data and a use case at 
Tsinghua University are described in [4]. Procedures like choosing datasets and 
vocabularies, collecting and processing data, converting data into RDF and 
interlinking datasets are studied. The datasets unfortunately are not available 
through public SPARQL endpoint. 

The Lucero project analyzed open educational datasets in 2012 [5]. Linked Open 
Datasets in four universities and four broader educational projects were studied 
and the most commonly used vocabularies, classes and properties were described. 
In this case, no representations for course, semester or lecture room concepts were 
found. 

The state of linked data for education is studied in [6]. They collect existing 
datasets explicitly related to the education field, extract key information, and 
analyze them. The goal is to better understand what is already available to 
application developers in this area, what common practices are being used and 
how the considered datasets connect with each other through common content and 
vocabulary reuse. They found 144 different vocabularies used in ‘education 
related’ datasets. The most popular vocabularies are not specific to education, but 
are used to represent general concepts and relations, such as resource metadata 
(Dublin Core [7]), people (FOAF [8]), topics (SKOS [9]), time (W3C Time 
Ontology [10]) and bibliography (BIBO [11]). More education specific 
vocabularies are also widely used, such as the Academic Institution Internal 
Structure Ontology (AIISO [12]), or the Model of Learning Opportunities (MLO 
[13]). 

We found a very useful review of vocabularies and ontologies for modelling 
course information in higher education [14]. Parts of the following section were 
influenced by this work. 

3.1 Ontologies for Education 

The scope of this section is to review existing ontologies that are available to 
describe various aspects of educational courses and to evaluate whether they can 
be used to model ‘course related’ information in the Hungarian higher educational 
landscape. For simplicity, in the following we refer to ontologies, vocabularies 
and lighter schema constructs as ontology uniformly. Table 2 provides an 
overview about ontologies related to our use case and their description targets. 
There are big differences in the interpretation and in the elaboration of the used 
terms in the various ontologies. 
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Table 2 
Coverage of relevant ontologies 

Ontology Course Subject Curricula, 

Study Prog. 
Speciali- 

zation 
Degree Teacher Organization Time Location 

FOAF      ✓ ✓   

Vcard      ✓ ✓   

Event ✓       ✓  

W3 Time        ✓  

iLoc         ✓ 

Aiiso + ✓ ✓ ✓ ✓  ✓ ✓   

Teach ✓  ✓ ✓ ✓ ✓  ✓ ✓ 

XCRI   ✓  ✓  ✓   

Course- 
Ware 

✓         

VIVO ✓   ✓  ✓  ✓  

MLO, 
ECIM 

✓ ✓   ✓  ✓ ✓  

Bowlogna ✓  ✓ ✓ ✓ ✓ ✓   

AIISO (Academic Institution Internal Structure Ontology) provides classes and 
properties to describe the structure of an academic institution. It is designed to be 
used in conjunction with the Participation ontology [15], which stands for 
describing the roles that people play within groups. Participation has only one 
class, but any domain can extend it by creating subclasses for their own roles 
within their areas of expertise. AIISO Roles [16] is an example for such extension; 
it describes roles that people play in an academic institution. The AIISO ontology 
proved to be useful in our work because it distinguishes at class level the Course 
and the Subject concepts. These classes are subclasses of KnowledgeGrouping. 
There is a note in AIISO that this class became deprecated. Probably it was a plan 
of the authors, but there is not any information on how and when this would be 
done. AIISO offers only a few properties to describe courses (i.e. code, 
description, teaches and responsibility) and is mainly used to connect subjects and 
courses with the organizational structure of the university. 

In our work we experienced problems in reusing some properties from the AIISO 
ontology because they were defined as rdf:Property and in the automatic 
conversion to OWL the development tool Protégé6 decided wrongly to use 
owl:ObjectProperty instead of owl:DataTypeProperty. Another difficulty we faced 
was that although there exist classes like Programme and Module, their precise 
meaning is not defined, so their usage is ambiguous. Besides all this AIISO was 
chosen to form the basis of our data model because the structure of the concepts in 
this ontology fit into the Hungarian system the best. 

                                                           
6 http://protege.stanford.edu/ 



Acta Polytechnica Hungarica Vol. 14, No. 4, 2017 

 – 71 – 

TEACH [17] is a lightweight vocabulary providing detailed properties to describe 
a course, but it does not model the provider of the course. The concepts in 
TEACH lack some important features that are essential for our purposes. For 
example, the concept ‘Subject’ is necessary to describe university courses, which 
does not exist in TEACH. Another problem was that one would expect an 
owl:DataTypeProperty based on the example data for TEACH, but the ontology 
itself declared the specific property (e.g. teach:courseDescription, teach:ects) as 
owl:ObjectProperty. These shortcomings were fixed, and the corrected version of 
the TEACH ontology (http://lod.nik.uni-obuda.hu/teach-fixed.owl) was used in 
the first phase of our work. In TEACH one can find further problems though. For 
example, the properties hasAssignment, hasAssignmentMaterial, and 
hasCourseMaterial have appeared in the index of terms of TEACH. However they 
are not defined in the vocabulary specification.  The classes Student and Lecture 
are defined but there is no property available in the ontology to relate them to a 
Course.  A potential disadvantage of the TEACH ontology is that it is not linked 
into other ontologies and some of the definitions are missing or do not have 
domains or ranges specified. Because of the above problems of this vocabulary, 
we decided not to use it. 

XCRI-CAP [18] is the abbreviation for eXchanging Course Related Information, 
Course Advertising Profile. The term course in the UK is equivalent with the term 
study programme in Hungary, thus XRI-CAP does not contain the description 
about the course and subject in our terminology. XCRI-CAP is the UK standard 
for describing study programme marketing information. XCRI represents a lot of 
data about the provider and the programme and it also differentiates between a 
programme and the particular presentation of it. XCRI-CAP is in XML format and 
does not exist in RDF. 

The ReSIST Courseware Ontology [19] is a simple ontology with only four 
classes and many properties like title, teacher, credits, prerequisites, assessment 
method, etc. It was developed within the ReSIST project between 2006 and 2009. 
It is an early ontology without any usage at present. The trouble with this ontology 
is that it is closely related to the Aktors ontology, which is no longer defined 
anywhere online. 

The Metadata for Learning Opportunities (MLO) Advertising ontology is similar 
in a way to XCRI-CAP, because its purpose is to standardize the specifications for 
describing and exchanging information about learning opportunities. It can be 
considered the European equivalent of the British Standard XCRI-CAP for 
advertising learning opportunities. MLO-Adv contains the following four classes:  
 Learning Opportunity Object: an abstract resource used within the context of 

education or training. It has the following three subclasses: 
 Learning Opportunity Provider: a person or organization that offers the 

learning opportunities 
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 Learning Opportunity Specification: description of a learning opportunity, 
consisting of information that will be consistent across multiple instances of 
the learning opportunity. 

 Learning Opportunity Instance: single occurrence of a learning opportunity, it 
might have a particular date or location. 

MLO includes some properties from Dublin Core Elements such as contributor, 
date, description, identifier, subject, title, and type. ECIM [20] is an extension of 
MLO, which provides a common format for representing credits awarded for 
completion of a learning opportunity. XCRI, MLO and ECIM ontologies are 
similar in that they differentiate between a course specification and a course 
instance or course offering. The specification contains information about a course 
or a study programme that remains consistent from one presentation to the next, 
whereas the instance defines those aspects that vary between presentations for 
example location or start date. This has the advantage that there will be a smaller 
amount of data that needs to be updated between years and offerings. 

The goal of the VIVO ontology [21] is to represent academic research 
communities, and thus it enables the discovery of researcher interests, activities, 
and accomplishments. In a later phase of our work VIVO may be useful to 
represent research groups within the university, including researchers’ grants and 
external roles. Currently, its focus is quite different from the focus of OLOUD, for 
example VIVO has its own Course class, but its main properties are credits and 
prerequisites. 

The Bowlogna ontology [22] describes terms used by the Bologna process. It can 
represent the departments, the teaching units together with information about their 
ECTS credits and teaching language. It can also be used to store students’ 
examinations, their results and degrees. Although it aimed at providing a standard 
schema for European universities, in our modeling work we did not find any usage 
of it. 

The main goal of this study was to reveal the usability of the above ontologies in 
our use case. The following general consequences were drawn: 
 It is crucial to understand the meaning of the main concepts and the 

relationships among them in case of each ontology. Unfortunately, in most 
cases these ontologies use essential concepts without defining their meaning 
(i.e. what do concepts like course, subject, module, study programme exactly 
mean and how do they relate with each other?).  

 A specific ontology is usable only if the definitions of the main concepts fit 
into the use case. Furthermore, in the decision process it is important to see 
what kind of implementation is used in case of a certain property or 
relationship (e.g. defining temporal information of a course can be achieved 
in various ways, but does the actual one satisfy our requirements?). 

 The correctness of the formal description of the ontology is important. If it 
contains shortcomings and mistakes, its reuse is cumbersome. 
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 Currently there is no other ontology suitable for the use case scenarios 
described in the paper. Existing ontologies miss properties and thus cannot 
provide a full description of teaching activities. Furthermore, existing 
ontologies contradict each other in the naming and semantics of subject, 
course, curriculum, etc. 

Basically, we had to find a set of ontologies filling all capability columns with a 
minimal number of overlaps. The selection criteria were also determined by 
several rational considerations, like availability, maintenance, usage and 
modularity. Before the final selection was made, we had to harmonize the term 
usage and adapt terms to the Hungarian system if it was possible at all. The final 
decision was to base our work on the AIISO ontology, because the structure of the 
concepts Course-Subject-Programme in this ontology fit into the Hungarian 
system the best. 

4 Ontology Development 

The main motivation of developing a new ontology born during the first trial 
implementation: In the domain of university courses there are existing ontologies 
and our initial approach was to build a linked open university dataset using these 
existing ones. It turned out that the existing ontologies in this field do not cover 
fully our requirements and some of them contain mistakes. Facts and connections 
related to the course-subject-curriculum concepts cannot be fully described by the 
existing ontologies, only very partially. This recognition confirmed the purpose of 
the new ontology development. 

4.1 Methodology 

The five-star model of good Linked Data vocabulary use [23] acted as a guideline 
during our work. Our aim was to design a 4-star vocabulary. The following rules 
were applied to restrict the potential interpretations of the defined classes and 
properties towards their intended meaning: 
 Dereferenceable human readable information should exist about the ontology 

(e.g. a web page documenting it). 
 The ontology should be described by a formal language, like OWL. 
 The ontology should be linked to other ontologies. 
 The ontology should contain metadata about itself (e.g. authors, modification 

date, used ontology language, status of the ontology terms, license 
information, etc.). 

OLOUD was developed based on the Uschold and King methodology, which 
consists of the following steps [24], [25]: 
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1. Identify the objectives of the ontology development and the intended usage 
(see Section 2.2); determine the necessary formalization level (see Section 
4.3). 

2. Specify the ontology by outlining the domain. This includes the identification 
and the clear textual definition of key concepts and relations (see Section 2.1). 
Furthermore, setting up identifiers for concepts and relations is necessary. 

3. Formalize the terms defined in the specification using a formal language (see 
Section 4.3). 

4. Integrate with existing ontologies. During specification and formalization, it 
is an important step to research third party ontologies for potential reuse and 
inclusion (see Section 4.2). 

5. Evaluate the fruition of the objectives and the completeness of the ontology 
based on a predefined (generic and ontology specific) criteria (see Section 
5.2). 

6. Specify the documentation principles, which should be aligned to type and 
objective of the ontology (see Section 4.3). 

4.2 Integration with other Ontologies 

In the process of creating a schema for a Linked Open Dataset it is advisable to 
reuse as much as possible of the available ontologies or vocabularies. There are 
quite different vocabulary reuse strategies [26]. The two basic forms are (1) 
reusing classes and properties from existing vocabularies directly, and (2) 
establishing links at schema-level. The second case means defining new classes as 
either sub-classes or equivalent classes and properties as sub-properties or 
equivalent properties of the classes and properties of the reused ontology. The 
reuse strategies can be influenced by various factors, like reuse only one (or a few) 
domain specific vocabulary to provide a clear data structure, or reuse only popular 
vocabularies to make the data easier to be consumed. 

In case of the development of the OLOUD ontology our strategy was the 
following. First, the necessary concepts (classes and properties) were identified. 
Then, re-usable vocabularies which could serve to express the defined concepts 
were chosen according to criteria such as wide usage, OWL 2 compatibility, and 
regular maintenance. The study for vocabulary selection was detailed in Section 3, 
and it resulted in the choice to use AIISO as the basis and then use other 
ontologies to fill in the gaps. Ontologies that are not specific to education are used 
to represent general concepts and relations, such as resource metadata (Dublin 
Core), people (FOAF), time (W3C Time and Temporal Aggregates Ontology 
[27]), events (Event [28]), address (vCARD [29]) and indoor location (iLOC 
[30]). In case of necessary classes and properties missing from the previous 
ontology list, new OLOUD terms were introduced. If it was possible the new 
terms were linked on schema level to the above ontologies with the 
rdfs:subPropertyOf or rdfs:subClassOf properties. 
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Integration work posed the problem of fragmentation. In several cases an ontology 
was needed only for a single property (e.g. address). FOAF and vCard are similar 
ontologies, but each lacks some important properties, and thus both had to be used 
to fill in the holes. In the integration process, it was revealed that too many 
ontologies were needed to express desired goals, and some ontologies were hard 
to reuse because of the inaccuracy and mistakes in them. 

4.3 Ontology Description 

Figure 2 represents the overview of the new ontology: the main classes, the 
highlighted object properties connecting them and the essence of the class 
hierarchy as well. 

 

Figure 2 

Overview of the main classes and properties in OLOUD 

Classes defined in OLOUD are written with oloud prefix, classes and properties 
needed from other ontologies are written with their prefix and marked with a 
dashed line. The most important classes in OLOUD are Curriculum, Subject, 
Course and Programme. Curriculum class is defined as a subclass of the 
aiiso:KnowledgeGrouping class, Subject, Course and Programme classes are used 
directly from AIISO. In the following, these classes are described with their direct 
connections. 



R. Fleiner et al. OLOUD - An Ontology for Linked Open University Data 

 – 76 – 

Curricula at Hungarian universities contain the list of subjects with their 
dependencies (i.e. each subject can have various prerequisite subjects). A specific 
Curriculum entity is connected to the Subject entities with the curriculum 
property. The faculty or department of the university responsible for the 
Curriculum is determined with the aiiso:responsibilityOf property. Each 
Curriculum has a period of validity determined by the startDate and endDate 
properties. The possible Specializations in each Curriculum are determined with 
the specialization property. The Attendance pattern, the Study programme and the 
Degree of the study are set by the attendancePattern, studyProgramme and degree 
properties. The language of the studies according to the Curriculum is given with 
the dcterms:language property. 

Subjects are featured by their name, code, number of credits, person and 
organization responsible for it: foaf:name, aiiso:code, subjectCredit, 
aiiso:responsibilityOf. A Subject entity belongs to a specific Curriculum entity. 
The connection between a Subject and its Courses is set by the courseSubject 
property defined in OLOUD, since AIISO does not provide any property to 
connect these concepts. The prerequisite conditions between Subject entities are 
set by the subjectRequires property. 

The entities of the Course class are the actual instances of subjects having spatial, 
temporal and type descriptions, identification number, name and instructor: 
locatedAt, courseTime, courseTerm, courseType, aiiso:code, foaf:name and 
courseTeacher. To describe entities of the Curriculum, Subject and Course classes 
properly some auxiliary classes were introduced: StudyProgramme, Degree, 
AttendancePattern, Specialization, CourseTerm, CourseType. The 
aiiso:Programme class is used to represent the Study Programme concept and 
Specialization is defined as a subclass of the aiiso:Module. 

Location class from the iLOC ontology is used to represent all the necessary 
entities describing indoor locations for Course and Event entities. Courses and 
events can be assigned to Rooms, and Rooms are connected via a network of POIs 
(Points of Interest), which can be doors, hallway connections, etc. The offices of 
lecturers can also be included in the description of campus buildings. 

Entities providing temporal description of courses in OLOUD are based on OWL 
Time and Temporal Aggregates Ontologies. Our objective was to enable SPARQL 
queries according to date, time and duration and to define course time as recurring 
events. These objectives can be satisfied with the above ontologies. We suggest 
using a separate ontology module for the ‘time related’ concepts. In this module 
subclasses are defined for classes in OWL Time and Temporal Aggregates 
Ontologies, facilitating the generation of entities describing recurring events. 

The OLOUD ontology consists of two modules: OLOUD-BASE [31] and 
OLOUD-TIME [32]. The former describes all the ‘university related’ concepts, 
uses the prefix oloud and namespace http://lod.nik.uni-obuda.hu/oloud/oloud#. 
The latter provides the necessary classes and properties to describe course time 
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data as recurring events, uses the prefix otime and namespace http://lod.nik.uni-
obuda.hu/oloud/otime#. In OLOUD-BASE there are 7 classes, 16 object 
properties, 5 data properties and 14 individuals, while in OLOUD-TIME 6 classes 
are defined at this moment. 

OWL 2 RL was chosen as the formal language for OLOUD. The advantage of this 
ontology approach is that new classifications can be inferred by rules and class 
restrictions, such as subjects announced for the current semester, subjects meeting 
the prerequisite criteria in case of a specific student or course announcements 
having various properties. The OLOUD Ontology was implemented in a self-
documenting way. Based on the request MIME type it can be downloaded in 
different formats including the human consumable HTML output, which is 
automatically generated from the following properties: rdfs:label, rdfs:comment, 
rdfs:domain, rdfs:range. The ontology description was implemented as metadata 
best practice described in [33], by adding the recommended metadata instances 
and addressing the outlined policies. The Ontology is licensed under the terms of 
Creative Commons 3.07 

5 Ontology Evaluation and Dataset Generation 

5.1 Evaluation 

The role of the evaluation is to verify the fulfillment of the initial goals and the 
completeness of the ontology based on the predefined criteria. The evaluation was 
regularly carried on during the process of ontology development. The 
development tool – Protégé – was leveraged for validation purposes. The first 
phase of the evaluation was the definition of a class and the corresponding 
properties within Protégé. Inconsistency was discovered in several cases as 
Protégé was not able to create a property for the intended purpose. The root cause 
of these issues was mostly flaws in the imported third party ontologies. The 
continuous evaluation also included immediate trials of the new concepts, creating 
individuals and properties for these new individuals with the help of Protégé. 
During the ontology evaluation, it was inspected whether the original objectives 
and expectations were met. We tested the complex use cases with implementing 
different SPARQL queries answering the questions in section 2 [34]. The OOPS! 
Ontology Pitfall Scanner was also used to check our OWL [35]. The minor issues 
the scanner found were fixed. 

                                                           
7 http://creativecommons.org/licenses/by/3.0/ 
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5.2 Triplification – the Óbuda University Use Case 

To evaluate and validate the ontology LOD triples were created based on public 
data at the Óbuda University. The triples were also tested with Protégé for 
consistency. On our LOD server8 we currently serve the dataset using Marmotta9. 
The resulted linked data is organized into six graphs10 according to the type of the 
entities (i.e. subjects, courses, events, persons, location and others). At this 
moment, the database contains about 1000 entities with more than 6000 triples. 
Example data can be found in [34]. Triples of the different classes were derived 
from different sources, and the technique – the actual method the triples were 
created by – depended on the actual source. The location data was created 
manually based on building layout diagrams of Óbuda University, while the 
subject and course data was automatically generated with PHP scripts from 
relational database dumps extracted from the electronic administration system of 
Óbuda University. The university event descriptions were generated by scraping 
data from the university webpage. 

Expressing ‘time related’ data of recurring events of course instances was not an 
easy task. There are multiple ways to model temporal information, but probably 
the most used ontology for this purpose is the OWL Time Ontology. It provides 
basic constructs to define and describe points and intervals bounded with a start 
and endpoint in the temporal space. OWL Time provides two approaches to 
describe a point of time: either using the xsd:datetime datatype or using the 
DateTimeDescription class. While the first one offers an easy way to define a 
point of time by a well-structured string, it lacks some of the features the 
DateTimeDescription class provides. On the other hand, manually modeling and 
maintaining DateTimeDescription entities are error prone and tiring because these 
require at least 7-8 triples in a format that is reusable in a semantic sense. 

Temporal Aggregates ontology was used to express temporal information of 
courses as recurring events (e.g. lectures on every Monday from 8 am until 9.30 
am in the 2015 Fall semester). The precise implementation of such information as 
Linked Data needs the introduction of several additional entities, hence the 
management of such information is time consuming and error prone. In case the 
given LOD dataset contains lot of temporal information, manually publishing all 
the necessary triples would be cumbersome. We used self-unfolding URI scheme 
for the time entity and an attached template to auto generate the required triples 
based on the information in the URI. The generation of course time data was 
implemented as an automatized process described in [36] using SPARQL 
Construct queries that can be executed in a scheduled manner. 

                                                           
8 http://lod.nik.uni-obuda.hu/marmotta/ 
9 http://marmotta.apache.org 
10 http://lod.nik.uni-obuda.hu/marmotta/core/admin/contexts.html 
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Different namespaces were used for ontology concepts and for the generated data 
instances. The T-Box (terminology) of the Ontology is identified with the 
following URI schema: http://lod.nik.uni-obuda.hu/oloud/oloud#{class or 
property name} and the A-Box (instance data) is identified with http://lod.nik.uni-
obuda.hu/data/{instance_ID} URIs. The structure of the instance_ID for the 
different classes were chosen according to the nature of the specific class. For 
example, the subject code (used by the university to refer to the subject) was a 
proper choice for the instance_ID of the Subject class, because it is unique among 
the different subjects. For the instances of the Course class the course code (used 
by the university) had to be complemented with the semester code, because the 
course code is unique only within a single semester. 

Conclusions 

The starting point of our work was to implement useful, “smart” services for 
university students based on linked data. We realized that there are too many 
ontologies or vocabularies for the domain, and none of them is suitable for our 
purpose. We created the OLOUD ontology, which amalgamates selected 
ontologies and fills the missing links between existing concepts. 

During the ontology development, we relied on the existing concept definitions 
and data structures used in the Hungarian landscape such as the Neptun student 
information system or the Moodle e-learning platform. This was necessary 
because of the specialties of the Hungarian educational system (probably all 
national systems have smaller or bigger differences from others), and also because 
all previous ontologies for education were specific to some goals, and neither of 
them aimed at a holistic description of the domain. 

In Hungary, the structure of the training programs in higher education is unified, 
the meanings of basic terms like courses, subjects, specializations, curricula are 
treated uniformly. This is not derived from acts of legislation, but from everyday 
practice, which is characterized by the overwhelming use of a specific electronic 
student administration system at universities in Hungary (called Neptun). Thus, 
most Hungarian universities follow the same data model (i.e. the ones standing 
behind Neptun) in their workflow. 

Although there is a uniformly used electronic student administration system in 
Hungarian universities, the need for an ontology for university open data still 
exists. The reason is complex: (1) open university data exist in more sources (not 
only in Neptun), (2) the availability of public data from Neptun is cumbersome 
and it is far from the requirements of a 4-star dataset, (3) the reuse and the 
integration of open data from several data sources is difficult. 

There is a need for a common understanding of the basic terms of the educational 
process. This can help foreign students to find the way in their university studies, 
and the interoperability between universities in different countries. The OLOUD 
ontology provides the basis of several ongoing student projects, which either 
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integrate new datasets for the university or implement new services on top of the 
OLOUD dataset. In the future, our plan is to collect and transform to linked data 
all knowledge that is practical for the daily life at Óbuda University. Furthermore, 
we wish to proceed with various application developments using the generated 
LOD dataset. For example, a ‘curriculum assistant’ mobile application helping 
students to select their courses at the start of the semester might be useful. In the 
future, the OLOUD ontology can be extended with new features. For example, the 
need to list information about the ongoing and past research of the university 
might induce the extension of the OLOUD model. 
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Abstract: Utilizing dynamic resource allocation for load balancing is considered as an 
important optimization process in cloud computing. In order to achieve maximum resource 
efficiency and scalability in a speedy manner this process is concerned with multiple 
objectives for an effective distribution of loads among virtual machines. In this realm, 
exploring new algorithms, as well as development of novel algorithms, is highly desired for 
technological advancement and continued progress in resource allocation application in 
cloud computing. Accordingly, this paper explores the application of two relatively new 
optimization algorithms and further proposes a hybrid algorithm for load balancing which 
can contribute well in maximizing the throughput of the cloud provider's network. The 
proposed algorithm is a hybrid of teaching-learning-based optimization algorithm (TLBO) 
and grey wolves optimization algorithm (GW). The hybrid algorithm performs more 
efficiently than utilizing every single one of these algorithms. Furthermore, it well balances 
the priorities and effectively considers load balancing based on time, cost, and avoidance 
of local optimum traps, which consequently leads to minimal amount of waiting time. To 
evaluate the effectiveness of the proposed algorithm, a comparison with the TLBO and GW 
algorithms is conducted and the experimental results are presented. 
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1 Introduction 

A cloud is created from numerous physical machines. Each physical machine runs 
multiple virtual machines which are presented to the end-users, or so-called 
clients, as the computing resources. The architecture of virtual machines is based 
on physical computers with similar functionality. In cloud computing, a virtual 
machine is a guest program with software resources which works like a real 
physical computer [1]. Yet, high workload on virtual machines is one of the 
challenges of cloud computing in the allocation of virtual machines. The task, 
requested by a client, has to wait to be allocated to the work and the resources 
needed. This strategy is independent of the executive priority of the tasks. 
However, the client who owns the task may offer larger value for it to try to raise 
his/her priority and eventually may succeed in taking control over the resources 
needed. Users can consume services based on the service level agreement that 
defines their needs of quality of service (QoS) parameters [2]. Yet, the 
multipurpose nature of the scheduling in the cloud computing environment has 
made it extremely difficult to manage. Therefore, scheduling has to create a 
compromise between service quality costs to come up with a suitable service 
which belongs to a multi-objective optimization problems family [3]. Several 
methods are available for a multi-objective scheduling problem [4]. The current 
methods of allocation of resources, such as FIFO [1] and Round-Robin [5] which 
are used in the cloud, do unfair allocation regardless of priority between tasks. 

Resource allocation in the cloud environment is utilized to achieve customer 
satisfaction with minimal processing time. Reducing the fees of leasing resources 
in addition to ensuring quality of service and improving throughput for trust and 
satisfaction of the service provider is considered as another objective. In dynamic 
scheduling, the basic idea is the request allocation at the time of implementation of 
programs. In addition to the cost estimation, in the static method, dynamic 
scheduling consists of two other main sections of system state estimation and 
decision-making [6]. To recap, clients are interested in having their tasks 
completed in the shortest possible time and at the minimum cost which cloud 
servers should receive. On the other hand, the cloud providers are interested to 
maximize the use of their resources and also to increase their profits. Obviously 
these two objectives are in conflict with each other and often they are not satisfied 
with the traditional methods of resource allocation and scheduling mechanisms 
available [7]. Yet the goal is to direct the resource allocation to be performed in a 
way that is acceptable to both the users and the suppliers. 

Resource allocation is a technique that ensures the allocation to virtual machines 
when multiple applications need different resources of CPU and input/output 
memory [2]. In cloud computing there are two technical restrictions. Firstly, the 
capacity of the machines is physically limited; secondly, priorities for the 
implementation of the tasks should be in harmony with maximizing the efficiency 
of resources. Ultimately, the waiting time and the completion time are to be 
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reduced, in order to decrease the cost of system implementation. Classical 
methods for achieving a fully optimized solution are very time-consuming and in 
some cases are impossible. Traditional approximate methods [5] are reported 
inconclusive and inaccurate for solving optimization problems and are often 
trapped in local optimum. 

Virtual machines in distributed systems have different usage conditions including; 
the cost of utilizing them and also different processing power. The tasks initiated 
by users may also have a different amount of information. In addition, to assign 
any task on any machine, a preparation time between tasks is also considered. This 
time-delay, which varies in different resources, is considered negligible in this 
study. The most important problem in this process is the order process and how 
the placement of tasks on resources is conducted. In fact by increasing the 
productivity of resources, the response time can be reduced and, simultaneously, 
can improve the total cost for resource utilization and load balancing. The load-
balancing index is calculated based on target variables. The target variables 
include: 

 The time of completing the latest task among virtual machines 
 The average cost paid by the user for use of the resources 
 Efficiency caused by the impact of load balancing based on completion 

time and cost of doing them. 
To conduct this study in the realm of cloud computing system development, a 
number of assumptions are made with the following characteristics. In these 
assumptions, the resource and virtual machine are considered as one entity.  

 Tasks are independent.  
 Distributed environment is heterogeneous and dynamic. 
 All tasks must be done. 
 Each task is performed only by one virtual machine. 
 Everything is done exactly once. 
 Each virtual machine has different and specified processing speed. 
 Each virtual machine has a special price that must be paid for the use of it 

in time.  
Traditional approximation and resource allocation methods (see, e.g. [7]) due to 
the multi-objective and dynamic nature of the problem and also difficulties in 
dealing with local optimum need advancement and major improvement. 
Consequently, the purpose of this paper is set to address the research gap in cloud 
computing. To do so a hybrid approximation algorithm for resource allocation is 
proposed. In this study the performance of two algorithms i.e. teaching-learning-
based optimization (TLBO) [8] and grey wolves optimization (GW) [9], in 
comparison with the proposed algorithm, are discussed. These two algorithms are 
currently used as approximation algorithms for establishing load balancing, based 
on time and cost between resources and efficiency. The balance is established 
between three target assessment variables for evaluating the proposed 
approximation algorithm.  
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2 Related Works 

For resource allocation in distributed scheduling, Xu et al. [5] present a non-
dominated sorting genetic algorithm-based multi-objective method (NSGA-II) 
[10]. They aimed at minimizing the time and cost in load balancing using 
resources to achieve Pareto optimal front. They used self-adaptive crowding 
distance (SCD) to overcome the crowding distance. In addition, in their proposed 
method, a mutation operator is included in the traditional algorithm of NSGA-II to 
avoid premature convergence. In this method, the strategy that the algorithm uses 
for improving the efficiency and performance of the intersections, has not been 
effective, as the solutions are trapped in local optimum. 

Salimi et al. [14] introduced a multi-objective tasks’ scheduling using fuzzy 
systems and standard NSGA-II algorithms for distributed computing systems in 
[6]. The authors aimed at minimizing implementation time and costs while 
increasing the productivity of resources. Their study is associated with the load 
balancing in the distributed system. They use the indirect method and fuzzy 
systems and do implementation of the third objective function to solve this 
problem. However dealing with three objectives has not been efficiently done in 
their work. In [7], Cheng provides an optimized hierarchical resource allocation 
algorithm for workflows using a general heuristic algorithm. In this model, the 
main objective is the coordination between the tasks and duties assigned to the 
service. The purpose is to service in accordance with the operational needs to 
perform properly the tasks and observe the priority between them. This model 
accomplishes workflow tasks scheduling aimed at load balancing by(?) dividing 
the tasks to different levels. Further, mapping and allocation of each level of tasks 
to resources is directed according to the processing power.  

Gomathi and Karthikey [8] introduce a method for assigning tasks in a distributed 
environment using Hybrid Particle Swarm Optimization algorithm (HybPSO) 
[11]. HybPSO is used to meet the user needs and increase the amount of load 
balancing with productivity. The goal is to minimize the task completion time 
among processors and create load balancing. This method assures that each task is 
assigned to exactly one processor. In this method, each solution is shown as a 
particle in the population; each particle is a vector with n dimension which is 
defined for scheduling n independent tasks.   

In [9], authors introduce a heuristic method based on particle swarm algorithm 
[12] for tasks’ scheduling on distributed environment resources. Their model 
considers the computational cost and the cost of data transfer. Their proposed 
algorithm optimizes dynamic mapping tasks to resources using classical particle 
swarm optimization algorithm and ultimately balances the system loads. This 
optimization method is composed of two components. One of them is the 
scheduling operations task and the other one is particle swarm algorithm (PSA) to 
obtain an optimal mix of the tasks to resources’ mapping.  
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Table1 presents a summary of the related works done in the field of tasks’ 
scheduling. This table includes the objectives of tasks’ scheduling, the algorithms 
used in these methods, the simulation environment of the algorithms, and the year 
in which they were developed. Table1 does not include the GW and education-
based learning algorithms and/or any variations of these algorithms. 

Table1 
Summary of the works done in the field of resources’ allocation 

 

Simulation tool Year Targets Environment Evolutionary 
algorithm 

Author 

Matlab 2014 

 Reduce the longest termination time 
among resources 

 Reduce the resources cost 
 Load balancing 

Cloud 
multi-target 

genetic Xue et al [13] 

GridSim 2014 

 Reduce the longest termination time 
among resources 

 Reduce the resources cost 
 Load balancing 

Grid 
multi-target 

genetic Salimi et al [14] 

Java environment 2012 

 Reduce the longest termination time 
among resources 

 Load balancing 
Cloud genetic Cheng [15] 

Java environment 2013 

 Reduce the longest termination time 
among resources 

 Load balancing 
Cloud 

swarm 
optimization 

Gomathi &  
Karthikey [8] 

Amazon EC2 2010 
 Reduce costs associated with load 

balancing 
Cloud swarm 

optimization 
Pandey et al [17] 

Ad-hoc VC++ 
toolkit 2012 

 Reduce the longest termination time 
among resources 

 Reduce the workflow time 
 Load balancing 

Grid 
swarm 

optimization Wu et al [18] 

Java  
environment 2010 

 Reduce the longest termination time 
among resources 

 Reduce the workflow time 
 Load balancing 

Cloud 
swarm 

optimization Izakian et al [19] 

Simulated cloud 2009 

 Reduce the longest termination time 
among resources 

 Load balancing 
Cloud Ant colony Banerjee  et al [20] 

CloudSim 2016 

 Reduce the longest termination time 
among resources 

 Reduce the workflow time 
 Load balancing 

Cloud Ant colony 
Mousavi &  

Fazekas [21] 
  

GridSim 
 

2011 

 Reduce the longest termination time 
among resources 

 Load balancing 
Grid Ant colony 

Ludwig &  
Moallem [22] 

 

CloudSim 2013 

 Reduce the longest termination time 
among resources 

 Load balancing 
Cloud Bee colony 

Babu & Krishna [23] 
 

CloudSim 2015 

 Reduce the longest termination time 
among resources 

 Reduce the resources cost 
Cloud 

swarm 
optimization Zhao [24] 

CloudSim 2014 

 Reduce the longest termination time 
among resources 

 Load balancing 
Cloud Simulated 

Annealing 

Abdullah &  
Othman [25] 

 

 

The literature review shows that traditional methods which are used for 
optimization, may be definitive and accurate, yet they are often trapped in local 
optimum. In fact, due to the dynamic nature of distributed environment and 
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heterogeneous resources, in such a system, the scheduling process must be done 
automatically and very quickly. That is why the scheduling process is recognized 
as an NP-complete problem [26]. Traditional approaches are not dynamic and 
suitable to solve such a scheduling problem. These approaches contain a large 
search space; facing a large number of possible solutions and a tedious process to 
find the optimal solution. There is currently no efficient method available to solve 
these problems. In such circumstances, the traditional approach has been set to 
find a fully optimized solution instead of finding the semi-optimal solution, but in 
a shorter time. In this context, IT professionals are focused on exploratory 
methods. Therefore, metaheuristic algorithms which have a global overview, as 
they ensure convergence to solution and do not fall into the trap in local optimum, 
are of importance. Consequently, the GW algorithm is chosen for this purpose. In 
addition, the TLBO algorithm is used in a hybrid form with GW to improve local 
optimization and increase accuracy. 

3 Proposed Method 

Methodology is based on bonding the algorithms of TLBO and GW. With such 
hybridization, it is aimed at speeding up the process while maintaining the 
improvement of local optimization and increasing the accuracy. In the following, 
the problem is described. Further TLBO and GW algorithms are introduced as the 
primary solutions to the described problem. The proposed methodology then 
emerges from bonding of two algorithms. 

3.1 Description of the Problem 

There is a distributed network in a cloud environment with resource systems 
S1,S2,S3,…,Sn. The resources are ready to serve in the distributed network for 
various nodes. Different jobs are sent for the source systems by nodes. The overall 
goal of this system is that, an agreed scheduling on the resources’ allocation is to 
be obtained to perform the jobs. Consequently, with the resources allocation, the 
load balancing will be increased [27]. Here the scheduler is responsible to allocate 
one or more jobs to artificial machines in a distributed system [28]. In other 
words, the agreement on job scheduling is done by the scheduler. The scheduler 
provides a scheduling for resource allocation [29]. 

Several jobs are allocated and processed in parallel with each other at time - t - in 
the distributed system. The number of variables Tk is permutation between jobs 
and resources, this variable is called P, and its value is calculated as follows:  

( )           mP n n is number of tasks and m is the number of sources=      (1) 
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As it is described in Figure 1 each node includes several jobs. Each job requires a 
series of specific resources. The problem can be introduced as Job  j1,j2,…,jn   

and Resource  R1,R2, … , Rm . 

 
Figure 1 

Resource allocation in a distributed environment 

If in the particular example, the resources R1,R2, … , Rm have the same capacity 
and processing power and j1,j2,…,jn all need 1% of the processing. The advanced 
model can be defined in a form describing what jobs in which resources should be 
used in order to achieve the maximum load balancing, average response time, and 
minimum cost. For the exact solution of the problem, all possible allocation 
modes must be calculated and the best mode chosen. Due to the large number of 
modes (exponential), the problem is an example of set packing problems, which is 
of NP-complete type.  
Optimization function is defined for resource i and job j. yi is the number of 
resources (package). The objective function and mathematical programming 
model that should be optimized are as follows: 

( )( ) ( ) ( )  * 1 * *    y j y j y jMin B a L b C c T= - + +  (2) 

S.t.  

1 1

, , , , 0,1 ,
n n

i i j j i j j i j i
i j

w x Ky j x b j x y i j
= =

£ " £ " = "å å
   

Where :
  

1 1
,

0 0j j

job j is used resource j is used
x y

job j isnot used resource j isnot used
= =
ì ìï ïï ïí íï ïï ïî î

  

 

xi j represents that job j is assigned to resource i. C is the maximum capacity for 
each resource. wi represents the amount of job i that is covered by the resource. 
The aim is to find the minimum number of virtual machines - Yj - that minimize 
the objective functions. The values of L, C, and T (load balancing, cost, and 
response time) are considered based on the number of virtual resources, Yj, where 
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a, b, c are variable based on cloud system. The variable of Xij demonstrates that 
the ith job is in jth virtual machines, and if its value is equal to 0, it means that there 
is not any resource in jth virtual machine and if its value is equal to 1, it means that 
there is enough resource to allocate the jth virtual machine.  Every job has the 
capacity of Wi. The first limitation indicates that total capacity of jobs can be 
placed at the maximum - K - available resources. The second limitation shows the 
maximum capacity of each virtual resource. bj is the capacity of each virtual 
resource. 

3.2 Grey Wolf Algorithm 

Mirjalili et al. [30] introduce GW for solving engineering problems. GW is a new 
optimization algorithm inspired by behavior of grey wolves’ hunting and their role 
hierarchies. The GW algorithm is benchmarked on 29 well-known test functions 
and the results on the unimodal functions show the superior exploitation of GW. 
Capability of exploration of new solutions in GW algorithm is confirmed by the 
results of multimodal function. The hierarchical structure and social behavior of 
wolves during the hunting process is modeled in the form of mathematical models 
and is used to design an optimization algorithm. The GW optimization algorithm 
emulates the hierarchical leadership and hunting mechanism of Grey Wolves in 
nature. Four types of GWs are considered as hierarchical structure in the social 
behavior of wolves for simulating, such as alpha, beta, delta, and omega. 
Furthermore, the three main steps of hunting - searching for prey, encircling prey, 
and attacking prey are implemented (Figure 2).  

      
Figure 2 

Grey wolves’ motion in haunting [30] 
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Figure 3 

Updating wolves' position [30] 

The Wolves’ leader is called alpha and is primarily responsible for the prey. The 
second level of wolves, which helps the leader, is called beta. The third level of 
wolves is called delta and is designed to support alpha and beta. The lowest level 
is called Omega [31]. In general, the algorithm steps can be summarized as 
follows: 

 The fitness of all solution levels are computed and three top solutions are 
selected as Alpha, Beta, and Delta (Figure 2) until the end of the algorithm. 
In fact, Alpha is the best fitness of solution. After Alpha, the Beta and Delta 
are the best solutions respectively. 

 In each iteration, the three top solutions e.g. Alpha, Beta, and Delta have 
the ability to estimate the prey position, conducting it in each iteration using 
the following equations [30]: 

1 2 3α α β δ δβD = C .X -X , D = C .X -X , D = C .X -X
 

(3) 

1 2 3
1

3
X X X

X (t )
+ +

+ =

uur uur uur
uur

 

where  
1 1

2 2

3 3

X X A .( D )
X X A .( D )
X X A .( D )a a

a a

a a

ì üï ï= -ï ïï ïï ï= -í ýï ïï ï= -ï ïï ïî þ

uur uur ur uur
uur uur ur uur
uur uur ur uur

 (4) 

First, the wolves put a ring around the prey, where Xp, is the hunting position 
vector. A and C are hunting vector coefficients. X is the wolves' positions and t 
stands for the stage of each iteration. D indicates the behavior of putting the ring 
around the hunt [30]. In each iteration, after determining the positions of Alpha, 
Beta, and Delta, the other solutions are updated in compliance with them. Hunting 
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information is defined by Alpha, Beta, and Delta. And the rest update their x 
positions accordingly. In each iteration, vector and consequently vectors b and c 
are updated. At the end of an iteration, Alpha wolf position is considered as the 
optimal point. This value is A. A value of A is an option value which is between (-
2a, 2a). The absolute value of A is less than 1, so when the wolves are at the A 
distance from the prey, attack happens. At a distance of more than one, it is 
still(??) necessary that the wolves must converge toward each other [4]. In the GW 
algorithm, some main parameters like initial population size, vector coefficients, 
number of iterations, and the number of wolf levels are to be determined [32]. 
Then, the cost function of optimization which is minimized in this study is 
introduced. Afterward, the initial population is formed randomly and the fitness 
function is introduced. Then, in a loop on a regular basis, the position of the 
wolves' level is determined and the fitness function is calculated, and, using them, 
the new positions are calculated again. Iteration of this loop is specified according 
to the initial parameters. 

3.3 Teaching-Learning-based Algorithm   

Teaching-learning-based optimization algorithm (TLBO) [33] provides a novel 
approach to explore a problem space to find the optimal settings and parameters to 
satisfy the problem’s objectives. The algorithm was introduced by Rao et al [33]. 
Similar to other evolutionary optimization techniques, TLBO algorithm is an 
algorithm derived from nature and works based on a teacher’s teaching in a 
classroom. A teacher in the classroom, by expressing material, plays an important 
role in student learning and, if the teaching is effective, students learn the material 
better. In addition to the teacher factor, review of lessons by students would lead 
to better learning. This algorithm uses a total population of solutions to achieve 
the overall solution. A teacher tries to increase the level of students’ knowledge by 
teaching and repeating the materials. Therefore the students can achieve a good 
score. In fact, a good teacher makes students closer to the level of his/her 
knowledge. The teacher is the most knowledgeable person of the class that shares 
his/her knowledge with the students. So the best solution (the best student of the 
class population) in the same iteration can act as a teacher. It should be considered 
that the students acquire knowledge based on the quality of teaching by the 
teacher and students’ status (the average of class scores). This idea is the basis of 
Teaching-Learning-Based Optimization algorithm for solving optimization 
problems. The algorithm operates in two phases. The first phase is the teacher who 
shares his/her knowledge with students and the second phase is the review of 
courses by students in the same class. At the first stage, a teacher tries to improve 
scores of a class. In Figure 4, the Gaussian distribution function is used and the 
average scores acquired by students in the classroom is shown as M. M Parameter 
indicates the degree of the teacher’s success in the classroom. In this figure, M1 
and M2, respectively, show average scores of two separate classrooms with the 
same students. 
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Figure 4 

Average scores of students who were in classroom [33] 

As it is shown in figure 4, the second teacher, with average scores of M2, has 
acted better than the first teacher with average score of M1. TA is the first grade 
teacher, who, with the best-case average scores of the first grade, MA, moves to the 
TA. It means that the academic level of students is approaching that of their teacher 
or equal with him/her. This creates a new population of the classroom which has 
shown an average of MB and TB. In fact, the students do not reach the knowledge 
level of the teachers, just close to it, which also depends on the level of classroom 
ability. Gaussian probability function is defined as follow [34, 36]:           
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In this formula, μ is the average score of students, which is shown as M1 and M2 in 
Figure 4.  

3.4 Proposed Algorithm 

Given more convergence power in the global optimality, the GW algorithm is used 
as a base algorithm in the proposed algorithm. This algorithm can also perform 
multi-objective optimization. The steps are as follows. In the initial state, a series 
of random numbers as the initial population are considered with uniform 
distribution and a basic solution is considered for the problem. Coefficients a, b, 
and c are initialized. Each solution is known as a wolf. In another word, each wolf 
is considered as a solution to the problem. These solutions or wolves have an 
answer. Wolves are divided into three categories; alpha, beta, and gamma. Yet on 
the basis of the fitness function, one of them gives a better answer to the fitness 
function. Then, the solution enters the main loop where after a few iterations the 
best solution for the fitness function is discovered. Based on the equations of the 
GW algorithm, the wolves' position is updated. 

According to the first class of wolves, the new positions are fitted. Later on, more 
values for the probability of solution are considered. Correspondingly, the values 
of beta and gamma classes, the new positions of wolves, and their classifications 
can be obtained. If a suitable solution is found in the new classification, the 
algorithm is to be improved further. The best solution between the wolves is 
considered as the initial solution (initial population) for the teaching and learning 
algorithm. Further, the problem of the teaching and learning algorithm is solved 

Curve 1    
Curve 2 

 M1           M2  MA           MB 
Curve A    
Curve B 

.TA           .TB 
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and the solution is considered as initial population to start again. In this stage the 
GW algorithm is implemented. If there is no improvement in GW algorithm, 
according to the teaching and learning, it tries to find a better solution. If the 
solution is trapped in local optimum, an algorithm based on teaching and learning 
can introduce the new area of space based on training, which may improve 
solution. Since the accuracy of GW algorithm in the local behaviour is high, after 
each stage the position of wolves is determined. This position can be improved by 
learning and training algorithms, and GW algorithm is implemented again. This 
process increases the accuracy of GW algorithm. It should be considered that in 
the GW algorithm, every wolf represents a solution in the solution space.  The best 
and the most successful solution will be chosen among them at any stage 
according to the position of other wolves. The best solution of the GW is defined 
as the initial solution for teaching and learning. After learning and training, its 
output is implemented as the initial solution for the next iteration in the GW 
algorithm. The proposed algorithm is presented in table 2: 

 
Table 2 

Pseudo code of the proposed algorithm 
 

Initialize the grey wolf population Xi=(i=1,2,…,n) 
Initialize a,b and c 
Calculate the fitness of each search agent 
X1=the best Search gent 
X2=the second best Search Agent 
X3=the third best Search agent 

iterations)While t<Max number of  
For each search agent     

Update the position of the current search agent by equation        
End for       

Calculate the fitness of all search agents 
Update X1,X2,X3 
t=t+1 
If not improve solution 

Begin     
sol_wolf=Solution_grey_wolf      

Initialize sol_wolf for initialize_solution for TLBO              
Sol_TLBO=Do TLBO with Initialize Population with sol_wolf             
Intialize the grey wolf population Xi= Sol_TLBO, Initialize a,b and c           

h agentCalculate the fitness of each searc           
X1=the best Search agent, X2=the second best Search agent, X3=the third 
best Search agent 

end   
end while 
return X1 
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The main advantage of this algorithm is that if there was no improvement in grey 
wolf algorithm, according to the teaching-learning process, we try to find a better 
solution. If the problem is stuck in local optimum, teaching-learning process can 
introduce the new area of space based on training phase, which may improve the 
solution. Because of the accuracy of grey wolf algorithm in the local behavior 
(defect of the grey wolf algorithm), after each iteration, the position of wolves is 
updated. These positions can be improved by the teaching-learning algorithm, and 
then grey wolf algorithm is repeated again. This process increases the accuracy of 
grey wolf algorithm. Figure 5 illustrates flow diagram of proposed algorithm. 

 

Figure 5 

Flow diagram of proposed algorithm 
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4 Simulation 

According to the assessment index, load imbalance and the number of resources 
allocated are compared with each other. In this problem, Matlab is used to 
simulate the proposed method and set a packing problem which is considered as a 
model of resource allocation in cloud computing. Packages in the set packing are 
considered as requests that are processed in the cloud virtual servers. 

Amount of efficiency of each resource - Riefficiency - is equivalent to what 
percentage of resource has been used compared to the total resource [28, 30, 35]. 
Formally, the coefficient of variation of resource efficiency is called lack of load 
balancing. This variable indicates to what extent, there is a deviation of 
productivity. According to statistical indicators, if this variable is zero, it means 
that absolutely all resources are used. This variable is equal to the quotient of 
productivity of standard deviation in resources when there are a number of 
resources. When the variable is close to zero, load balancing is done better. 
Standard deviation is: 

1 2( )
1

N
Ri - mean Refficiency iN i

s = å
=

 (6) 

Load balancing factor (Flb) and load imbalance factor (NFlb) are introduced using 
the following equations: 

.
 1...

RiNFlb i nn

s
= =  (7) 

C
Flb n

s-
=  (8) 

Where C is the capacity of each resource or virtual machine. 

Teaching-Learning simulation parameters have been set as follows: 

                maxIt = 500;        % Maximum Number of Iterations 
                nPop = 250;          %for each test must be updated Population Size 

maxIt is the number of iterations for TLBO algorithm. nPop is the proportion of 
the number of packages in an appliance packaging problem. 

Grey Wolf simulation parameters have been set as follows: 

                     max_iteration=500 
                    Dim = number of your variables 
                    a=0.0354,   b=38.3055,    c=1243.531  

Coefficients a, b, c, have been selected according to the resource. Dim is the 
number of packets in the packaging of appliance problem and max_iteration is the 
number of iterations for the algorithm. 



Acta Polytechnica Hungarica Vol. 14, No. 4, 2017 

 – 97 – 

1 2 3 4 5 6 7 8
20

40

60

80

100

120

140

160

180

200

220
Compare Number of Allocated Bin's (Virtual Mavhine's)  in Different Methods

second Test (Data set Binpack5-Binpack8)

N
o
 #

 B
in

s

 

 

TLBO

GWO

Hybrid

1 2 3 4 5 6 7 8
100

150

200

250

300

350

400

450

First Test (Data set Binpack1-Binpack4)

N
o
 #

 B
in

s

Compare Number of Allocated Bin's (Virtual Mavhine's)  in Different Methods

 

 

TLBO

GWO

Hybrid

5 Experimental Results 

There are 60 packages in the dataset binpack5 with the capacity of 100. Each 
package has different value. The best way to obtain optimal solution is dividing 
the sum of the values of packages by the capacity of 100. The optimal solution of 
the allocation is 20 boxes. Our proposed method has achieved an approximate 
solution of 23. The solution has acted better than the GW and TLBO algorithms 
alone, as is shown in Table 3. 

Table 3 

Comparison of allocation with the proposed algorithm in dataset binpack5 

Optimal result Hybrid method TLBO GW Dataset 

20 23 26 24 First part of binpck5  

 
In Table 4, allocation in dataset boxes binpack5 is shown. Each box is shown as a 
bin. Each bin indicates the packages with weights. For example bin1 contains 
packages weighing 49, 5, 47 and 4. Other boxes are allocated different packages in 
the same manner.  

Table 4 

Allocated boxes for proposed method 

bin1:   49.5,47.4, bin7:   41,39.5, bin13:    35,35,29.9, bin19:  27.2,26.9,26.9, 

bin2:   47.3,47.2, bin8:   37.2,37,25.5, bin14:  34.7,32,31.5, bin20:  26.8,26.2,26.1, 

bin3:   46.6,45, bin9:   36.6,36.6,26.3, bin15:  30.7,30.3,29.8, bin21:  25.9,25.8,25.4, 

bin4:   44.5,44.4, bin10: 36.6,36.3,27.1, bin16:  29.8,28.8,28.7, bin22:  25.2,25.2,25.2, 

bin5:   43.9,43, bin11:  36.1,35.7,27.5, bin17:  28.3,27.5,27.4, bin23:  25.1, 

bin6:   41.9,41.4, bin12   35.5,35.1,29.2, bin18:  27.3,27.3,27.2,  

In the second experiment, a set of binpacks was used. Hence, according to data 
dispersion and increased capacity of boxes, the problem became more difficult, 
but the results demonstrate that the proposed method is desirable. Figure 6 
indicates this process. A comparison between the differences of optimum solution 
show a high performance.  

 

 

 

 

 

 

 
Figure 6 

Comparison of the hybrid method with other methods to achieve optimal solution 



S. Mousavi et al.  Dynamic Resource Allocation in Cloud Computing 

 – 98 – 

According to a recent article [36], CGA-CGT and HI-HB methods are providing 
the best solution to set packing. The proposed hybrid method indicates a better 
performance than the other two methods (Table 5).  

Table 5 
Comparison of the proposed method with HI_BP and CGA-CGT 

Optimal 
solution 

Hybrid CGA-
CGT 

HI_BP Resource 
capacity 

Number 
of Job 

Dataset Experiment 

99 100 100 100 150 250 Binpack1-U250_00 First 
100 101 101 101 150 250 Binpack1-U250_01 First 
99 100 100 100 150 250 Binpack2-U250_00 First 
100 101 101 101 150 250 Binpack2-U250_01 First 
198 201 201 204 150 500 Binpack3-U500_00 First 
201 204 204 204 150 500 Binpack3-U500_01 First 
399 403 404 404 150 1000 Binpack4-U1000_0 First 
406 411 413 414 150 1000 Binpack4-u1000_1 First 
20 23 23 23 100 60 Binpack5-T60_00 Second 
20 23 23 23 100 60 Binpack5-T60_01 Second 
40 45 45 45 100 120 Binpack6-T120_00 Second 
40 45 45 47 100 120 Binpack6-T120_01 Second 
83 94 94 96 100 249 Binpack7-T249_00 Second 
83 95 97 101 100 249 Binpack7-T249_01 Second 
167 190 194 202 100 501 Binpack8-T501_00 Second 
167 191 199 204 100 501 Binpack8-T501_01 Second 

Figure 7 demonstrates the difference between the proposed approximate solution 
and the optimal solution. The difference is within acceptable limits. When data is 
increased, the proposed hybrid method has a better performance than the other two 
methods.  
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Figure 7 

Solution’s difference between the proposed method and the optimal solution 
 

Nflb index indicates lack of load balancing. Decreasing this index demonstrates 
the increasing of load balancing in the cloud system. Increased load imbalance 
further indicates that maximum resource capacity is used. This means that the 
capacity of the resources is low. Therefore by increasing data, load balancing is 
performed better in the proposed algorithm. Figure 8 shows the load imbalance 
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between the methods in the first and second experimental set. The load imbalance 
index acts in a reverse manner compared with the load balancing index. Increasing 
of data will increase the performance of load balancing. The training learning 
method, due to the structure of incorrect understanding of training in the 
experiments, doesn't have a good load balancing with more data. The proposed 
method shows a good performance with increased data in load balancing. The load 
balancing can be calculated by the lack of load balancing. Load balancing can 
indicate appropriate allocation. The second experiment in Table 6 confirms the 
fifth to eighth data set, and then related charts are presented in Figure 8. 

 

 

 

 

 

  

 

 

 

Figure 8 

Load imbalance in the first test set (left) and load imbalance in the second test set (right) 

 

Table 6 
Comparison of the load imbalance between the proposed algorithm and other algorithms 

Nflb-
Proposed 
method 

Nflb-
GWO 

Nflb-
TLBO 

Resource 
capacity 

Number 
of Job Dataset Experiment 

0.0145 0.0145 0.0145 150 250 Binpack1-U250_00 First 
0.0195 0.0195 0.0193 150 250 Binpack1-U250_01 First 
0.0145 0.0145 0.0138 150 250 Binpack2-U250_00 First 
0.0195 0.0195 0.0178 150 250 Binpack2-U250_01 First 
0.0170 0.0163 0.0159 150 500 Binpack3-U500_00 First 
0.0155 0.0147 0.0143 150 500 Binpack3-U500_01 First 
0.0113 0.0103 0.0097 150 1000 Binpack4-U1000_00 First 
0.140 0.0127 0.0119 150 1000 Binpack4-u1000_01 First 
0.1304 0.1304 0.1304 100 60 Binpack5-T60_00 Second 
0.1304 0.1304 0.1304 100 60 Binpack5-T60_01 Second 
0.1111 0.1111 0.1023 100 120 Binpack6-T120_00 Second 
0.1111 0.1111 0.1013 100 120 Binpack6-T120_01 Second 
0.1170 0.1090 0.1010 100 249 Binpack7-T249_00 Second 
0.1263 0.1226 0.1203 100 249 Binpack7-T249_01 Second 
0.1211 0.1139 0.1107 100 501 Binpack8-T501_00 Second 
0.1257 0.1231 0.1219 100 501 Binpack8-T501_01 Second 
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Variable of relative changes percentage in comparison with the best answer can 
demonstrate the accuracy of the algorithm. Therefore, we calculate Robust 
Parameter Design (RPD) parameter, which is normalized change percentage 
against the best answer where fheuristic is metaheuristic value and foptimal is optimal 
value. The RPD equation is: 

100
f fheuristic optimal

RPD
f optimal

-
= ´  (9) 

Figure 9 indicates improvements of the relative changes’ percentage. With 
increasing jobs this performance is observed to be stable in the proposed method. 
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Figure 9 

Relative changes’ percentage of the optimal solution 

This criterion shows the performance of the algorithm with increase of the jobs 
and indicates that the proposed method has appropriate performance with 
increasing data. Table 7 demonstrates relative changes’ percentage in proposed 
algorithm. The average of relative changes’ percentage is increased in an 
appropriate way in experimental data and has a better flow than GW and TLBO 
algorithms. 

Table 7 

RPD index in performance of proposed method 

RPD Optimal 
solution 

Hybrid Resource 
capacity 

Number 
of Job 

Dataset Experiment 

1/99 99 100 150 250 Binpack1-U250_00 First 
1/100 100 101 150 250 Binpack1-U250_01 First 
1/99 99 100 150 250 Binpack2-U250_00 First 
1/100 100 101 150 250 Binpack2-U250_01 First 
3/198 198 201 150 500 Binpack3-U500_00 First 
3/201 201 204 150 500 Binpack3-U500_01 First 
4/399 399 403 150 1000 Binpack4-U1000_00 First 
5/406 406 411 150 1000 Binpack4-u1000_01 First 
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3/20 20 23 100 60 Binpack5-T60_00 Second 
3/20 20 23 100 60 Binpack5-T60_01 Second 
5/40 40 45 100 120 Binpack6-T120_00 Second 
5/40 40 45 100 120 Binpack6-T120_01 Second 
11/83 83 94 100 249 Binpack7-T249_00 Second 
23/167 167 190 100 501 Binpack8-T501_00 Second 
22/167 167 191 100 501 Binpack8-T501_01 Second 

Conclusions 

The performance of two relatively new optimization algorithms, i.e., TLBO and 
GW, along with a hybrid form of these two algorithms in dynamic resource 
allocation is described. To evaluate the performance of the proposed hybrid 
algorithm, a comparison with the TLBO and GW algorithms is conducted and the 
experimental results presented. It is reported that the proposed hybrid algorithm 
performs more efficiently than utilizing only one of these algorithms. It is further 
concluded that the main problem in the resource allocation of cloud scheduler is 
the lack of convergence in the optimal solution. Optimization of objective 
functions for the resource allocation at any time is one of the main problems in 
dynamic resource allocation. The evaluation of experimental results indicate that 
the proposed hybrid approach in high-volume data for resource allocation in cloud 
scheduler has better performance than the other two methods.  
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Abstract: The stacker cranes in automated storage/retrieval systems (AS/RS) of warehouses 
often have very high dynamical loads. These dynamical loads may generate harmful mast 
vibrations in the frame structure of stacker cranes which can reduce the stability and 
positioning accuracy of these machines. The aim of this paper is to develop controller 
design methods which have proper reference signal tracking and mast-vibration 
attenuation properties. First, the dynamic modeling of single-mast stacker cranes by means 
of multibody modeling approach is summarized. Based on this modeling technique a H∞ 
and a robust control design method are proposed for achieving the appointed purposes. 
The analyses of the controlled systems are carried out by time domain simulations. 

Keywords: stacker crane; modeling uncertainties; robust control; multi-body model 

1 Introduction 

One of the most important materials handling machines in automated 
storage/retrieval systems (AS/RS) of warehouses is the stacker crane. These 
machineries realize the storage/retrieval operation into/from the rack structure of 
warehouse. The stacker crane frame structures are often subjected to very high 
dynamical loads due to the inertial forces in the acceleration and braking phases of 
moving cycles. These dynamical loads generate undesirable, low frequency and 
high amplitude mast-vibrations in the frame structure. These high amplitude mast-
vibrations reduce the positioning accuracy and the stability of the stacker cranes. 
In extreme cases, the massive oscillations may damage the frame structure of 
these machines. 

Because of the above-mentioned reasons, the harmful mast-oscillations must be 
reduced. This can be performed for example by means of controlling the traveling 
motion (towards the aisle of the warehouse) of the stacker crane. In this paper, 
some controller designing techniques (based on H∞ approach) are developed 
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which can reduce the harmful mast-vibrations. In [2] and [4] authors introduce 
motion control techniques to attenuate the mast-vibration of stacker cranes. 
However, in these works the effect of lifted load position and magnitude on the 
dynamical properties of the structure is neglected during the controller design. The 
main purpose of this work is to develop a controller design method which takes 
varying lifted load position and magnitude into account and at the same time 
having proper reference signal tracking and mast-vibration attenuation properties. 

In this paper, the so-called multibody modeling technique is applied to the 
dynamic modeling of single-mast stacker cranes. For more information about this 
modeling approach see the following books: [1, 3]. Some further examples of 
dynamic modeling of stacker cranes by multibody models can be found in [17] 
and [18]. Concerning the mathematical models of electric drive systems see, e.g. 
[13-16] 

For control design purposes, H∞ [5-8] and robust control [19] approaches are 
applied. The presented control design methods in this paper are based on the 
results of our previous work, see in [10]. The main contribution of this paper is the 
robust H∞ position controller which can handle the model uncertainties due to 
varying lifted load conditions. First, the concept of H∞ control is presented by 
means of a standard H∞ control method (the so-called mixed-sensitivity loop 
shaping). After that, a more sophisticated method is developed for the robust H∞ 
position control of stacker cranes. The method for the determination of weighting 
function parameters in robust control design is also proposed. 

The structure of the paper is as follows. In Section 2 the background of dynamic 
modeling of single-mast stacker cranes is summarized. The state space 
representation of the model is also introduced. In Section 3 the mixed-sensitivity 
loop shaping control method for the positioning control of stacker cranes is 
presented. Section 4 proposes a robust control method which aim is the fast and 
vibration-free positioning control of stacker cranes in the presence of model 
uncertainties. 

2 Modeling Aspects of Single-Mast Stacker Cranes 

In this section the modeling considerations necessary to the control design are 
briefly summarized. Before the control design a suitable dynamic model must be 
generated, as mentioned in the introduction, for this purpose the multibody 
modeling approach is chosen. In this multibody model the continuous sections of 
the mast are approximated by rigid elements having lumped masses, its center 
points (i.e. nodes). These elements are interconnected by elastic hinges. More 
details of this multibody model, as well as the main parameters of investigated 
stacker crane, are presented in [9-11]. 
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One of the most important steps of dynamic modeling is choosing the generalized 
coordinates for the governing equations of motion. Several equivalent choices of 
generalized coordinates exist, and with the proper selection the generation process 
of motion equations can be simplified. In this paper, the iq  vertical displacements 

of each node are applied for generalized coordinates. Let us denote the degrees of 
freedom (DOF) of the model by dn . This way the generalized coordinate vector 

of the model can be expressed as:  Tnd
qqqq 21 . Here 1q  is the vertical 

position of the bottom frame and 
dnq  is the vertical position of mast-tip. 

The detailed derivation of the dynamic equations for the before-mentioned 
multibody model and generalized coordinates can be found in [9, 11]. The matrix 
equation of motion can be generated in the following form (with the mass matrix 
M , the damping matrix K  and the stiffness matrix S  respectively): 

FSqqKqM   . (1) 

In Equation (1) F  is the vector of external excitation forces. In this work a single-
input system is investigated, where the input signal of the model is the external 
force tF  acting on the bottom frame. Thus, in vector F  only the first coordinate 

is nonzero. 

The controller synthesis methods applied in this paper use the state space 
representation of the model, thus the matrix equation of motion (1) must be 
transformed into state space form. As mentioned before the input signal of the 
model is the external force acting in the direction of 1q  generalized coordinate. In 

the following steps of this work the model is applied in the synthesis of controller 
which realizes the positioning control of single-mast stacker cranes with reduced 
mast-vibrations. Therefore, two kinds of outputs are required in the state space 
presentation of the dynamic model. The first one is used to describe and 
investigate the mast-vibrations. This output is the inclination of mast, i.e. the 
position difference between the undermost point of mast and mast-tip. The output 
is denoted by z . The second output is the so-called measured output. This output 
is applied for the position control of the stacker crane and can be equal to the 
horizontal position or velocity of stacker crane. In this work the horizontal 
position of stacker crane, i.e. the first generalized coordinate is applied as 
measured output. The output is denoted by y . 

The state space representation of the dynamic model is generated in the following 
form: 

uBdBAxx 21  , (2a) 

uDdDxCz 12111  , (2b) 

dDxCy 212  , (2c) 
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where x , u , y , d , z  are the state vector, control input, measured output, 

disturbance input and performance output vectors, respectively. The matrices 
nnA  , mnB  , npC  , mpD   are the so-called system matrices. 

Here n  is known as the order of the system and m , p  are the number of all input 

and output variables of the system respectively. As can be seen in equation (2) the 
matrices B , C , D  are usually partitioned according to the kinds of input and 
output signals. 

In the actual case of this stacker crane dynamic model the disturbance input does 
not exist. The state vector with the above-mentioned generalized coordinate vector 
is defined as: 

 Tqqx  . (3) 

Using this definition, the state space representation of the investigated multibody 
model can be generated - taking notice of the above-mentioned definition of input 
and output signals - with the following considerations. Extending the equation (1) 
with the identity 0 xMxM   the system matrices A  and B  can be computed by 
means of expressing the derivative of state vector from the extended system: 








 




0

11

I

SMKM
A , (4a) 













0

1FM
B , (4b) 

where 0  is a zero matrix/vector and I  is an identity matrix with the 
corresponding size. 

As mentioned before the investigated model must fulfill the requirements of 
controller synthesis techniques. The multibody model introduced in this section 
has almost one hundred degrees of freedom, thus the order of state space 
representation of this model is near two hundred. This complicated, high order 
model is not suitable for controller design since it causes numerical problems in 
controller synthesis methods of modern control theory, e.g. H∞ method. A smaller 
size model also can speed up the simulation process during the design validation 
phase. Because of the above-mentioned reasons our investigated model is reduced 
with a suitable model order reduction method, see [10]. 
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3 Mixed-Sensitivity Loop Shaping Control of the 

Stacker Crane 

A frequently applied and well-known control design approach in H∞ control 
theory is the so-called loop shaping procedure presented in [12]. In this section, 
the H∞ control design method of stacker cranes using the mixed-sensitivity loop 
shaping approach is presented. The aim of this section is to analyze the influence 
of several loop shaping weighting strategies on the main control objectives (i.e. 
the reference signal tracking and the mast vibration attenuation). This may help 
later to generate more complex and advanced weighting strategies in order to 
improve the control performances. For the purpose of control design the nominal 
model of stacker crane - with the lifted load in the highest position - is used, thus 
in this section the nominal performances are investigated without model 
uncertainties. 

The augmented plant for mixed-sensitivity loop shaping is presented in Figure 1. 
As shown in Figure 1 the weighting functions 1W , 2W  and 3W  penalize the error 

signal, control signal, and output signal respectively. The weighting functions 1W , 

2W  and 3W  must be proper and stable transfer functions. In the actual control 

design 02 W , while 1W  and 3W  have the following general form: 

11

11
1

/
As

Ms
W







 , 
33

33
3

/
As

Ms
W







 . (5) 

This way the low-frequency asymptote ( iA ), the high-frequency asymptote ( iM ) 

as well as the bandwidth ( i ) of weighting functions can be adjusted. These 

parameters have a fundamental role in the loop shaping procedure. 
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Figure 1 

Augmented plant for mixed-sensitivity loop shaping 
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The disturbance input and the controlled output of the augmented plant are 

defined as: rw ~  and  Tzzzz 321
~   respectively. The measured output is 

equal to: yry ~ . Using the above-mentioned definitions of input- and output 

signals it is easy to verify that the closed loop transfer function matrix wzT ~~  from 

w~  to z~  can be expressed as: 


















TW

KSW

SW

T wz

3

2

1

~~ , (6) 

where   1 PKIS  and   1 PKIPKT  are the sensitivity function and 

complementary sensitivity function of closed loop system respectively. 

As mentioned before in the actual design cases the weighting function 2W  is equal 

to zero, thus the performance objective of H∞ control design implies the following 
conditions: 

SW1 , TW3 . (7) 

Therefore, the weighting functions 1W  and 3W  determine the shapes of sensitivity 

function S  and complementary sensitivity function T . Typically, the inverse of 

1W  is chosen to be small inside the desired control bandwidth to achieve proper 

performance (e.g. disturbance attenuation or tracking), and the inverse of 3W  is 

chosen to be small outside the control bandwidth, which helps to ensure proper 
stability margin (i.e. robustness). 

Table 1 

Parameters of loop shaping 

Case #1 Case #2 

1A  100 1A  100 

1M  0.01 1M  0.01 

1  5.0 srad /  1  0.5 srad /  

3A  0.01 3A  0.01 

3M  100 3M  100 

3  20 srad /  3  2.0 srad /  

  0.9004   0.9012 
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By the variation of the parameters of these weighting functions two kinds of 
controllers are designed. In these controller design cases the desired control 
bandwidth is adjusted to 1 srad /  and 10 srad /  respectively. The parameters of 
performance weighting functions according to the above-mentioned design cases 
are summarized in Table 1. 

The calculations of designed controllers can be carried out, e.g. by means of the 
solution method presented in [7]. The achieved performance levels for each design 
cases are also presented in Table1. 
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 (a) Case #1 (b) Case #2 

Figure 2 

Performance objectives for loop shaping 

The performance objectives for the closed-loop system in both design cases can be 
analyzed by means of Figure 2. As shown in the figure by means of the weighting 
function 1W  the sensitivity function is shaped so that its gain is below 40  dB  in 

the low-frequency range. This ensures a low (practically under 1%) steady-state 
tracking error. The minimum control bandwidth is adjusted by the 0 dB  crossover 
frequency of weighting function 1W , while the upper limit of control bandwidth is 

given by the 0 dB  crossover frequency of 3W . 

The simulation results, i.e. diagrams of stacker crane position and mast deflection 
are shown in Figure 3. During simulations the position signal of a general stacker 
crane moving cycle is used as the reference signal. In the first session of moving 

cycle the stacker crane has constant 0.5 2/ sm  desired acceleration. In the second 
session the desired velocity is 3.5 sm /  and the deceleration value of the third 

session is 5.0  2/ sm . Distance covered of the moving cycle is 70 m  while the 
total cycle time is 27 seconds. 
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Figure 3 

Simulation results of loop shaping 

Analyzing the simulations above it can be concluded that the reference signal 
tracking and the vibration attenuation properties can be adjusted by means of the 
proposed method. However, better performances can be achieved by means of 
more advanced weighting strategies. Another interesting observation about the 
simulation results is that the magnitude of mast vibrations is inversely 
proportional to the control error. Thus, a trade-off between mast vibration 
attenuation and control error can be determined. Additionally, the modeling 
uncertainties also must be taken into consideration in the control design method. 

4 Robust Control Design for the Stacker Crane 

The aim of this section is the presentation of a robust controller design method 
which can handle the uncertainties in the dynamic model and at the same time 
have proper reference signal tracking and mast vibration attenuation properties. 
For applying the H∞ robust control approach first the control objectives must be 
formulated. In this section, the essential requirements for the closed-loop system 
(i.e. the proper reference signal tracking property and the mast-vibration 
attenuation) are defined, a more sophisticated way, by means of advanced 
weighting strategies in the generalized plant. Similar to the loop shaping case here 
the reference signal of investigated model is also the horizontal position demand 
of the stacker crane. The augmented plant for robust control design is shown in 
Figure 4. Since in this augmented plant both output signals of the stacker crane 
dynamic model are used, the vector-valued signals are denoted by thick lines. This 
way the diagram of the augmented plant can be simplified. 
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Figure 4 

Augmented plant for robust control 

As shown in Figure 4 here the controller K  is partitioned into a feedback part yK  

and a pre-filter part rK . This controller structure is connected to the second 

output of the stacker crane model (i.e. the position output y ). The aim of this 

structure is to provide for proper reference signal tracking properties in the 
positioning control of stacker crane.  

The purpose of the transfer function refW  is to represent the desired behavior of 

the closed loop system. It is usually a second-order transfer function with free 

parameters r  and  , i.e. 
22

2

2 rr

r
ref ss

W





 . 

By means of the free parameters of refW  the bandwidth and damping of the ideal 

closed-loop transfer function can be adjusted. The difference between refW  and 

the actual closed-loop transfer function is penalized by the transfer function eW . 

The value of this penalty function should be large in the frequency range where 
small errors are desired and are small where larger errors can be tolerated. In most 
cases, the more accurate model is required in the low-frequency range thus eW  is 

a low pass filter. 
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The aim of the weighting function pW  is to penalize the harmful mast vibrations. 

Therefore, this weighting function is connected to the first output of the stacker 
crane model (i.e. the mast-inclination output z ). Since penalizing the final, 
steady-state value of mast inclination (which depends on the acceleration of 
stacker crane motion) is unnecessary, the pW  transfer function is a high pass filter. 

Some further performance specifications are also added to the control design 
augmented plant. In the high-frequency range the control input is limited by using 
the performance weighting function uW , as well as the purpose of the weighting 

function nW  is to reflect the sensor noises. Finally, the weighing function matrix 

rW  reflects the amount of uncertainty and it can be determined by the procedure 

mentioned in [9] and [10]. 

The transfer function matrix of the generalized plant can be expressed as follows. 
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Due to the two degrees of freedom controller structure the corresponding feedback 

relation is:  TyrKu ~ . 

During the actual investigations the lifted load position varies in position range 
from 41 to 44 m  which generates the model uncertainty. This helps to keep the 
amount of uncertainty sufficiently small. The nominal model of the model set that 
generates the uncertainty is the model with lifted load position in the middle of 
position range, i.e. 42.5 m . 

In order to analyze the proposed robust control design method two kinds of 
control design cases are generated. The first weighting strategy (Case #1) focuses 
on the adequate reference signal tracking rather than mast-vibration attenuation. 
While in the second strategy (Case #2) the mast-vibrations are penalized more. In 
the control design cases for the model matching function refW  the following 

parameter values are applied: 8r  srad / , 1 . The performance weighting 

functions according to the above-mentioned design cases are summarized in Table 
2. As shown in the table the weighting functions of control input and sensor noises 
are permanent for both design cases. 
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Table 2 

Weighting functions for robust control design 

Case #1 Case #2 

s
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The investigation of the properties of designed controllers can be carried out by 
means of time-domain analysis. In this simulation, as a reference signal, the same 
position signal is used as in the case of loop shaping control design, see in Section 
3. The simulation results (i.e. the stacker crane position and mast deflection 
functions) are shown in Figure 5. 
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Figure 5 

Simulation results of robust control 

For the comparison of above mentioned time-domain results the following 
quantities are defined. The rate of mast vibrations is measured by the overshoot of 
mast deflection signal in the acceleration phase of movement: 

   
 




z

ztz
t

a

max
 . (9) 

The reference signal tracking properties can be investigated by means of the 
steady-state tracking error re  as well as the actual cycle time ct  (which is the total 

time necessary to reach the final position of stacker crane). The steady-state 
tracking error can be defined as: 
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   
 




r

ry
er . (10) 

These time-domain quantities according to the two design cases are shown in 
Table 3. 

Table 3 

Time-domain analysis results of design cases 

Case #1 Case #2 

a  71.6 %  a  0 %  

re  0.70 %  re  0.40 %  

ct  27.4 s  ct  29.3 s  

As can be seen in the presented simulation results the inverse proportionality 
between the magnitude of mast vibrations and control error here also exists. 
Therefore, in controller design the trade-off between mast-vibration attenuation 
and cycle time of stacker crane motion can be found. To explore this trade-off a 
series of controller designs and time-domain analyses are carried out again with 
several eW  and pW  weighting functions. In these investigations the control input 

and sensor noises weighting functions were permanent and identical to the 
functions presented in Table 2. During the investigations the weighting strategy 
has changed from the cycle time focusing cases to the vibration attenuation 
focusing cases. In the presented eleven design cases the 0 dB  crossover 
frequencies of weighting functions eW  and pW  are modified evenly between its 

extreme values. In the case of eW  this crossover frequency is modified from 2 

srad /  to 1 srad / , while in the case of pW  function this value is changed from 

20 srad /  to 10 srad / . 

In order to find an ideal design case the overshoot and the cycle time values of 
every design case are plotted in Figure 6. Analyzing the data of Figure 6 it can be 
observed that the overshoot of mast deflection signal vanishes sharply before the 
cycle time of stacker crane motion considerable starts to increase. Therefore, a 
sufficient trade-off between conflicting performances can be found. 
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Trade-off between mast-vibration and cycle time 

The designed controllers are calculated by means of the so-called  -synthesis 

method presented in [19]. The achieved structured singular values   for each the 

design cases are also plotted in the diagram of Figure 7. As shown in the figure, 
although the robust stability and nominal performance is achieved, guaranteeing 
the robust performance is a challenging task due to the strict performance 
specifications. However, as can be seen in Figure 7 the proposed method 
guarantees robust performance in the interesting region of the design cases where 
the vibrations are sufficiently damped. 
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Achieved  values of design cases 

Conclusions 

In the paper a robust controller design method was developed which is able to 
handle the uncertainties in the dynamic model of single-mast stacker cranes and at 
the same time has excellent reference signal tracking and mast-vibration 
attenuation properties. In the first part of the paper the dynamic modeling of 
single-mast stacker cranes by means of multibody modeling approach was briefly 
summarized. The unstructured uncertainty approach was applied to handle the 
varying dynamical behavior due to varying lifted load position. A robust control 
method was developed which is suitable for positioning control of stacker cranes 
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with reduced mast-vibrations in the presence of model uncertainties. By means of 
a controller design example the trade-off between mast-vibration attenuation and 
cycle time of stacker crane motion was also presented. The developed designing 
method is suitable for finding the controller which produces the desired motion 
cycle time and mast-vibration free stacker crane motion. 
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Abstract: A bot is one of the main elements of all computer video games, frequently used 
for the creation of various opponent characters within a game. Opponent modeling is the 
problem of predicting the agent actions in a gaming environment. This paper proposes and 
describes the implementation of a bot as a personal opponent in a small educational game. 
In order to increase the efficiency when using such a small educational application/module, 
artificial intelligence was added in the form of a bot competing with the students. 
Pedagogical elements of the intelligent learning system are introduced through the 
pedagogical model and the student model. This paper demonstrates the use of the student 
model to present the player model built by the experience of a human teacher, with 
true/false questions incorporated with the bot strategy into the opponent model. The 
authors use the Monte Carlo approach in this implementation, known as artificial 
intelligence technique and a best-first search method used in most video games, but to the 
best of their knowledge, it has not been used for prediction in educational games based on 
bot strategy. The results highlight that the Monte Carlo approach presented via the BFTree 
classifier provides the best classification accuracy compared with other predictive models 
based on data mining classifiers. It was shown that the training data from the human 
player can help in creating a bot strategy for a personalized game-based learning system. 
The Help option can be used for the assessment of the students’ current knowledge by 
counting the number of Help option accesses, the player relies on Help as a ‘source of 
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knowledge’ needed to complete the game task successfully. The obtained results show that 
the bot (personal opponent) stimulated players to replay the game multiple times, which 
may contribute to the increase of the students’ knowledge. 

Keywords: knowledge personalization and customization; educational games; intelligent 
tutoring systems; personalized e-learning  

1 Introduction 

Depending on the type of game playing, video games may be associated with 
positive cognitive outcomes [1]. Simple games are mainly intended for one player. 
Therefore, the personal opponent developed as a game bot might have an 
important role in them. Game bots as ‘automated programs with or without 
artificial intelligence that help players enhance, accelerate, or bypass some 
routines in the game’ [4] are generally approved by the gaming community. 
Artificial intelligence (AI) depends both on knowledge about the world, and 
algorithms to intelligently process that knowledge. Three key understandings 
about the world, called ‘models’, used by intelligent systems in education, are the 
pedagogical model, the domain model, and the learner/student model. The 
application of artificial intelligence to education (AIED) has been the subject of 
many academic studies focusing on pedagogical agent realization [5, 6] or 
personalized educational game [7]. They are mostly based on a student model and 
teaching strategies implemented by agents technology including pedagogical 
features (pedagogical model) in an intelligent e-learning systems [8].  

For the effective integration of educational games into the teaching material, 
Singh and Sivaswamy [2] proposed concentration on developing simple and small 
games instead of creating highly complex game systems where the student is then 
left alone to figure out the relations. Multimedia Interactive Modules for Learning 
– MIMLE is an E-learning system with many small education modules that 
comprises game elements [3]. It is a set of 2D interactive modules which showed 
significant success with teenage students. Through the Help window in the 
MIMLE system, the student is provided with textual messages in the form of a 
theorem or a definition, vital for successfully solving the problem given in the 
current module level. From a pedagogical aspect, the MIMLE system stimulates 
students to draw conclusions based on the accuracy of the achieved steps in 
solving the entire task on their own. Adding time as a game element contributing 
to the player’s higher ranking in the game, also results in an increase of 
knowledge, as well as the improvement of the skills acquired through the easier 
levels. In order to keep the player as long as possible in the game, there is a need 
for some stimulation of his/her competitive spirit (in competition with themselves 
or with other players). The MIMLE system evaluates the player through his 
interaction with the system in the form of keeping count of the correct or incorrect 
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answers and tracking the Help option activation. Appropriate changes are made in 
the student model based on the recorded player performance. The conversion of 
the student model with teaching strategies so as to create a player model with 
agent strategies is not an easy task in the process of designing and developing 
educational games. The bot or opponent in the given e-learning system should 
assume the role of an intelligent agent aiming not to demoralize the student as a 
player by playing better or worse than the player does. Instead, the bot should 
closely match the student’s performance, thereby continuously forcing him to 
compete.  

The bot as a personal opponent in the modules of the MIMLE system, follows the 
interaction of the student with the system, and subsequently compiles its own set 
of answers requested in the game. Therefore, the bot and the student compete with 
each other. Based on the detected player performance, the appropriate changes are 
then made in the student model. In order to achieve better results than his bot, the 
student will start the game, over and over again, thus getting a chance to open the 
Help option several times and, in that manner, increase his knowledge. In this 
paper, the authors propose to design a personal opponent approach for the 
intelligent agent – bot in an MIMLE system. Machine learning is a technique by 
which the computer ‘learns’ from the set of given training data, and then the set is 
able to predict the result of new data. The machine learning algorithms are 
designed to identify patterns based on different characteristics or ‘features’ and 
then make predictions about the new, unclassified data based on the patterns 
‘learned’ earlier. Many classification techniques are implemented on the 
educational datasets used to build a player model in most video games. The Monte 
Carlo tree search is a method for making optimal decisions in numerous artificial 
intelligence problems, especially for the personal opponent approach into 
combinatorial games. The Monte Carlo approach presented as a form of data 
mining classifier can give very good classification accuracy in predictive models 
for designing the bot strategy. 

The current state-of-the-art options in teaching strategies for evaluating students' 
knowledge and existing opponent techniques in playing are shown in Section 2. 
Section 3 describes the conceptual framework of small game-based modules, 
addressing the problem of a player modeling based on student model in small e-
learning module [3]. The knowledge discovery techniques presented in Section 4 
are used for developing the bot strategy based on the data analysis of the player’s 
answers and player’s interaction with the Help option. Also, the methodology of 
searching for hidden connections between the gaming data is presented in the 
form of data mining algorithms and classifiers to create the best bot strategy. The 
experimental results, presented in Section 5, confirmed the validity of the 
described bot strategy (called MIMLeBot) and the authors’ policy in setting up 
possible states in the player model that the player/student could experience in a 
special class of educational games, justifying its implementation in such a type of 
e-learning system. 
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2 State of the Art 

Exams are commonly used assessment and evaluation tools in universities and 
there are numerous types of exam questions, generally categorized into 7 types 
[9]. One of them is the true-false (T/F) question type. With this type there are only 
two options for answering: “True” and “False”. This question provides students 
with a 50% chance of guessing the correct answer. Due to this fact T/F questions 
are suited for evaluating students' knowledge of specific facts and concepts, 
therefore true/false games are usually used as educational games. The student, as a 
player, is offered a task sequence (as a picture or text) and is expected to select the 
T/F item. For a simple T/F item, each student has a 50/50 chance of correctly 
answering the item even without any knowledge of the item's content [10, 11]. 
The teaching strategy for game completion is created, by monitoring the student’s 
response to the T/F items.  In this paper, a simple educational game is developed 
in the described T/F manner, where a sequence of rectangles, i.e. ‘boxes’ 
represents T/F items. 

Intelligent tutoring systems and agent-based learning environments also provide 
students with individualized practice rather than static sets of tasks. Many 
Intelligent Virtual Teaching Environments (IVTEs) include pedagogical features 
that are based on the student model and teaching strategies [12]. A student model 
(which reflects the state of knowledge), is applicable if its present state can be 
utilized by a certain interpreter to simulate the behavior of the modeled student 
when the student is solving training problems. The three-tier architecture of a 
typical agent IVTE system consists of a domain model, a student model and a 
pedagogical model [13]. Teaching an opponent model can be approached as a 
pattern recognition task, where the model is taught based on the history of the 
players’ previous actions [14]. However, this paper proposes a different approach. 
The authors determined a posterior distribution (using Bayes’ rule) for two 
specific states when the student’s answer is an accidental hit or miss, to gain 
appropriate (defined) bot action for those states. With this approach for T/F items, 
the use of the Help option plays a significant role in successfully completing the 
game. It may increase the students' knowledge of specific facts and concepts. For 
example, if the first answer is correct, and the second answer incorrect, then the 
probability that third answer will be correct is > 50% if the student opts for using 
the Help option. 

In the game proposed here the player selects a color box out of a choice of four so 
as to complete a task, in this case it is a trick-taking game with players selecting a 
card sequentially. In addition, in trick-taking games, the player has one optimal 
strategy and should play the cards in a specific order. In many games the optimal 
opponent strategy is based on different search methods. Monte Carlo Tree Search 
(MCTS) is a best-first search method that builds a search tree iteratively. MCTS 
has been used in several single player games [15] such as the puzzles SameGame 
or Morpion Solitaire. The authors in [16] applied MCTS in the context of mini-
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max game trees, since they are encountered in incomplete information games such 
as Poker, where the opponent’s actions cannot simply be predicted as value 
minimization actions. Using a back propagation strategy, they are evaluated as a 
part of a complete Poker bot (kind of MCTS bots). MCTS is a search algorithm 
based on random play-outs. It has been observed that MCTS is successful for 
trick-taking card games, but rather not suitable for poker-like card games. The 
question the present authors are set to answer is whether or not MCTS can be 
applied in an educational game, as well, e.g. by creating the bot strategy as a 
personal opponent. 

3 Game-based Learning Modules for Computer 

Science 

The authors created a module as special modules into the MIMLE system, which 
combined different types of the existing interactive multimedia environments for 
learning mathematics, physics and electronics. The game concept is based on two 
components: a) students have to obtain the course information through its 
interpretation in the game world; b) students have to see the results of this 
algorithm in a game context. Also, apart from placing a game interface into the 
learning environment, the authors also applied basic game elements, such as: 
result, time and difficulty levels. These new modules, named game-based modules 
[17], which include game elements, represent research multimedia learning 
applications and are intended for Computer Science students. This module was 
deployed as a learning environment for topics in the field of Computer Science. 
To increase the engagement and interest of students for this type of teaching 
material, the authors included game characteristics in this environment. Students 
need to have appropriate knowledge to successfully solve the tasks given as part 
of the game, and to advance from one game level to the next. The MIMLE system 
is presented as an e-learning system based small two-level game-based modules 
for a single player.  

When experiencing any difficulties in task solving on a certain level, the Help 
option can accelerate the student’s finding the right solution. Help option 
activation enables the students to learn the rules and apply them in practice on the 
presented examples. Therefore, the formulation of definitions and theorems within 
the Help is a crucial moment in designing the entire application. 

3.1 Simple Module for Teaching Z-buffer Algorithm 

The possibility of a visual representation of the task solving method for practicing 
the material in the Computer graphics module enabled their implementation as a 
small game-based module into the MIMLE system. The ‘Z-buffer’ module in the 
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MIMLE system was designed to help students learn basic terms referring to the 
principle of the Z-buffer algorithm operations and apply them practically through 
solving the given examples with a randomly generated content of buffer registers. 
This game contains interactive tasks implemented in the graphic environment that 
are visually directly associated with the learning material. 

While analyzing the techniques for the first-class innovative testing 
select/recognize [18], the authors opted for giving the answers in MIMLE as a 
series of boxes to be clicked. The player must choose one out of 5 colors to 
represent a bit in the buffer registry the moment when the scanning line moves 
across the screen. Since the implemented buffer in the ‘Z-buffer’ algorithm uses 
15 bits, the task of this module is to determine the value of each bit (i.e. contents 
of the registry) in various situational polygons shown on the screen. By theoretical 
definition, the frame buffer is used to store the intensity value of color value at 
each position (x, y). The goal of the game is for the player to test the z - depth of 
each surface (sequence of box in one color) so as to determine the closest (visible) 
surface (sequence of box in another color). The player determines the Z-value 
presented in the game as T/F items in the screen buffer registry in the moment by 
moving the scanning line. The complete buffer registry should display the one 
(pixel by pixel) that has the smallest value from the camera. 

 

Figure 1 

Interface of the ‘Z-buffer’ module 

The correct answer which fills the content of one bit is one of the proposed 
answers presented to the students in the form of a box to be selected. These cubes 
(i.e. the offered answers), are presented in two ways. In Level 1 of the module, the 
answers are offered in the form of a 15-box column. When a certain buffer box is 
selected from the scanning line (moving from left to right), the box falls down and 
fills the content of the active bit (one sequence) in the buffer. Determining the 
buffer register contents is a task in Level 2, only during this time, does the player 
see polygons having some level of transparency. In comparison to Level 1, Level 
2 is more challenging because it requires the player to determine the final color of 
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the buffer cube which presumes additional knowledge of mixing two colors with 
different percentage of visibility. 

3.2 Player Modeling Based on Teaching Strategies   

A common characteristic of many intelligent tutoring e-learning systems is that 
they can recognize whether or not the students understand the given lessons and 
thus adjust the learning process in accordance to the students’ needs. This kind of 
reasoning is also known as setting a diagnosis, revealing the students’ level of 
knowledge [19]. The students’ current level is represented by the student model. 
The teachers do not simply consider the students’ answers in the exam, but also 
the sequence of the players’ actions during the exam (e.g. the students make a 
mistake, then correct themselves and give the right answer). They remember the 
number and type of the students’ mistakes, as well as the number of the questions 
or some other type of help used to move them away from a “deadlock”. The 
teachers grade the students’ knowledge based on all these details. 

The player’s success in the learning system is often seen as a sequence of the 
given answers [20]. Based on the sequence of correct and incorrect answers, the 
system can make the decision about whether or not the player was successful. In 
the ‘Z-buffer’ module the authors used a diagnostic technique called model tracing 
[21]. Monitoring the player’s interaction with the system has been reduced to the 
player’s last three steps and the system keeps track of the values of their 
combinations (i.e. the situations that result from the last three events are 
observed). As stated earlier in the paper, the player has only three options: the 
correct answer, the incorrect answer and asking for help. The states that the player 
can find within ‘Z-buffer’ module are shown in the last column of Table 1. Their 
determination is based on tracking the last two answers and the appearance of a 
Help window that was opened by the player before providing the second answer. 
The possible states of the player dependent on the events are shown in Table 1. 

Table 1  

Possible states of a player, depending on the events 

Answert-1/ At-1 Answert/ At Helpt / Ht Statet/ St 

Ic Ic N Does not know 
Ic C N Accidental hit 
Ic Ic Y Does not know 

Ic C Y Knows 
C Ic N Does not know 
C C N Knows 

C Ic Y Accidental miss 
C C Y Knows 

Abbreviations used in Table 1 are: Correct – C, Incorrect – Ic, Yes – Y andNo – N 
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The intelligent agent – bot exclusively decides its own actions based on the action 
of the state in which a player is. Depending on his interaction with the ‘Z-buffer’ 
module (Figure 1), the player can find himself in one of the four states: knows, 
does not know, accidental hit, accidental miss, therefore, S = (Knows, Does not 
know, Accidental hit, Accidental miss).  

4 Implementation of the Bot in Game-based Modules 

of the MIMLE System 

The authors chose modules of the MIMLE system as the environment where the 
bot will be implemented as a personal opponent. Possible decisions are presented, 
the bot’s answers, as ‘Correct’ or ‘Incorrect’. An MIMLE bot is a kind of a reflex 
agent which plays fully automatically according to the player model built by the 
human teacher (in the present case, by the authors of this paper). Playing against 
human players is the best way to test the player’s knowledge. The first issue 
needed to model a strategy, is to obtain data from the games between human 
players. Intelligent agents in combination with fuzzy logic can help increase the 
quality and amount of interaction in a computer game.  

The acquired knowledge is usually represented in the form of ‘if-then‘ prediction 
rules. This representation is preferable for being a high-level, symbolic knowledge 
representation, contributing to the comprehensibility of the knowledge acquired. 
These decision rules can be placed in a decision queue (DQ) [22], which entails 
that they must be applied in a specific order. With this policy, the number of rules 
may be reduced because the rules could be one inside or another. The knowledge 
manager decides which representation provides the highest level of accuracy, 
while producing the smallest number of rules. DQ presents the following structure 
[23]:  

If conditions then class Else if conditions then class Else if conditions then class 
Else ‘unknown class’                                                                                             (1) 

The discovered rules can be evaluated according to several criteria, such as the 
degree of confidence in the prediction, classification accuracy rate on unknown-
class examples, comprehensibility, cost, etc. Since each feature, used as part of the 
classification procedure, can increase the cost and running time of a classifier 
system, as well as reduce the accuracy of the result, there is a strong motivation to 
design and implement systems using small feature sets. 

A decision or classification tree can be described as ‘a tool representing an 
algorithm in the form a graph or binary, tertiary or n-ary tree with each node and 
branch having a certain associated outcome, weight in terms of outcome, and 
probability’ [24]. It is easy to implement, understand and customize. It is 
considered as one of the fastest in terms of learning and classification among 
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machine learning techniques, where it can be seen as a predictive model which 
makes decisions on a branching series of Boolean tests. In computer logic terms, it 
can be viewed as a series of nested ‘if-else’. 

 

Figure 2  

A decision tree for the bot’s answers problem 

Figure 2 shows a sample decision tree of the bot’s answers. Here, the variable to 
be predicted or the ‘target variable’ is the Answert+1 –‘At+1’ variable. Given the set 
instances, each with same values for Answert-1 –‘At-1’, Answert –‘At’ and Helpt –
‘Ht’ and the resulting value is Knows, a tree is constructed as shown. Further, 
when given an instance with values for At-1, At and Ht, the machine learning 
system ought to be able to predict the value for the bot’s answer (Answert+1) 
variable by traversing through the tree, based on the conditions in the given 
instance. The target variable At+1 may have accidental states with the same values 
of predictors. Usually, one accidental variable is identified as independent (x), and 
the other one as dependable accidental variable (y). The set of statistical methods 
that explores interlinks of statistical labels and appearances (direction, strength, 
shape) is called the theory of correlation, and the basic indicators of correlation 
links are equation of regression and correlation coefficient. 

In the domain of machine learning, a classification problem involves machine 
learning attempting to predict to which class/group/category a new observation 
would most likely belong to, based on the training data set, which contains the 
already classified data. The classification of a given object is based on finding 
similarities with previously determined objects belonging to different classes, 
whereas the similarity of two objects is determined by analyzing their 
characteristics [25]. 

4.1 The Built Predictive Model 

Classification is performed through supervised learning. After extracting the game 
variables, the lists were used along with Weka (a collection of machine learning 
algorithms for data mining tasks) to train different classifiers [26]. The classifiers 
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were evaluated and it was determined which one was more suitable for this 
domain. 

A total of 240 records were extracted from the ‘Z-buffer’ MIMLE database for 
analysis. The discarded records were related to the players who had only started 
the module, but then failed to perform any further activities. The analysis included 
25 representative players and their activities. The original data vector contain 30 
typical activities for each player (15 answers and 15 registered contacts with the 
Help option), and they represent attributes - independent input variables for a 
predictive model. By applying a discretional filter, numerical values of the At+1 
attribute were transformed to nominal and two intervals were determined 
(‘Correct-C’, ‘Incorrect-Ic’). At+1 attribute was labeled as a class attribute, 
representing the dependent variable for a predictive model.  

There are various techniques to test/estimate the performance of a predictive 
model. For the case described in this paper, the MIMLE dataset divides the 
training set into two parts (usually 1/3 and 2/3) where the larger part is used for 
training the model and the other one for validating it. Having the data ready, the 
next step is to use classifiers so as to learn the tactics presented on them. The 
following classifiers were used: Bayesian Networks (BayesNet), Best First Search 
Tree (BFTree), C4.5 Search Tree (J48), Multilayer Perceptron Neural Network 
(MultilayerPerceptron), Naive Bayes (NaiveBayes), Random Forest Search Tree 
(RandomForest) and SMO (SMO).  

Table 2 presents the classification of the MIMLE dataset in which the BFTree, 
J48, Multilayer Perceptron, SMO algorithms show 75 % of correctly classified 
instances, followed by Bayes Net, Navie Bayes and Random Forest with 74.17% 
of correctly classified instances. 

Table 2  

Classification of MIMLE dataset using Weka 

 
Bayes     

Net 
Naïve     
Bayes BFTree J48 

Random   
Forest 

Multilayer   
Perceptron SMO 

Correctly 
Classified 
Instances 

178 
(74.17%) 

178 
(74.17%) 

180  
(75%) 

180  
(75%) 

178 
(74.17%) 

180  
(75%) 

180 
 (75%) 

Incorrectly 
Classified 
Instances 

62 
(25.83%) 

62  
(25.83%) 

60 
(25%) 

60 
(25%) 

62  
(25.83%) 

60 
(25%) 

60 
(25%) 

Kappa 
statistic 0.3393 0.3393 0.4143 0.4184 0.3342 0.4184 0.4184 

Mean 
absolute 

error 
0.3268 0.3377 0.3348 0.3594 0.3395 0.3383 0.25 

Root mean 
squared 

error 
0.4187 0.4163 0.4091 0.4239 0.4097 0.4106 0.5 
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Relative 
absolute 

error 
74.90% 77.39% 76.72% 82.37% 77.80% 77.54% 57.30% 

Root 
relative 
squared 

error 

89.70% 89.19% 87.64% 90.81% 87.76% 87.95% 107.11% 

Total 
Number of 

Instances 
240 240 240 240 240 240 240 

Confusion    
Matrix 

a     b      
147  16 |   
46  31 | 

a     b     
147  16 |   
46  31 | 

a     b    
136  27 | 
33  44 | 

a     b    
135  28 | 
32  45 | 

a     b     
148  15 |  
47  30 | 

a     b       
135  28 |    
32  45 | 

a     b    
135  28 | 
32  45 | 

 

The measure of the dataset between the categorization of the predicted and 
observed is called Kappa Statistic. If the predicted and observed values are 
identical, then the Kappa Statistic value equals 1. The classifiers were evaluated 
through one of two error rates. The average values of Root mean squared error 
(RMSE) and Mean Absolute error (MAE) are determined in order to select the 
best predictive model. If both error values are higher, the accuracy is lower and 
vice versa. Kappa statistics for J48, Multilayer Perceptron and SMO showed the 
maximum. The MAE is low for SMO. The RMSE is low for BFTree. It is not 
possible to claim that MAE is a better indicator for model performance than 
RMSE because it is smaller. The chart in Figure 3 demonstrates the average error 
rate for each classifier. 
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Figure 3  

Average error rate 

As can be seen both in Table 2 and Figure 3, the classifiers that performed better 
for this predictive model were the search trees, more specifically, the BFTrees 
with an average error of approximately 32.7%. The errors are relatively high, as 
was to be expected since the MIMLE bot tends to change tactic during the game, 
making it difficult to find a pattern with a small error. 
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4.2 Creating the Bot Strategy 

In order to determine the likeliness of the possible states the player could fall into 
after three interactions with the game, the authors compared the results acquired 
through the predictive model with the parameters set up by the authors (on the 
basis of teaching experience) in Table 1. This paper shows that deploying 
classifiers for the prediction model design can be used as a method for detecting 
undefined players conditions, for which the target variables do not have values in 
the players model table (‘Accidental miss/hit’).  

After training the selected predictive model on the basis of the game, with 240 
players, the acquired results confirm the validity of the players’ model (shown in 
Table 1) set up by the teachers. In the re-evaluation of the model with the data test 
set where all instances contained the values ‘?’ for all possible players conditions 
(Table 3), the same values were obtained as assumed and set up for the class 
attribute – target during the modeling process by the authors . 

Table 3  

Predictions on test set 

Instance# Actual Predicted Probability Distribution 

0,0,n ? 2:Ic 0.359 *0.641 

0,1,n ? 1:C *0.563 0.438 

0,0,y ? 2:Ic 0.167 *0.833 

0,1,y ? 1:C *0.857 0.143 

1,0,n ? 2:Ic 0.462 *0.538 

1,1,n ? 1:C *0.863 0.137 

1,0,y ? 1:C *0.5 0.5 

1,1,y ? 1:C *1 0 

Abbreviations used in Table 3 are: Correct – 1, Incorrect – 0, Yes – y andNo – n 

Bot strategy creation is based on a set of if-then-else decision rules, as well as on 
decision tables. The question is what action the bot should perform if the target 
remains in an unknown state. Once the model was trained based on the BFTree 
classifier, it can be used to classify as yet unseen MIMLE data as part player 
model, presented in Figure 4. First, the file with the cases to be predicted must 
have the same structure as the file with the training set used to teach the model. 
Prior to training the classifiers, it was necessary to create an ‘arff’ file so that 
Weka can recognize the data. Assuming that one has trained the decision tree 
using the MIMLE datasets with 8 instances, as shown in the Table 1 column 
called Statet/St, one receives the result of predictions obtained on test data. The 
predicted column contains ‘Correct’ or ‘Incorrect’ for each of the lines in the test 
file. The instances with data which show player’s states: ‘Accidental miss’ and 
‘Accidental hit’, predicted columns are marked as ‘Correct’ value. 
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Figure 4 

Generalizable opponent strategy approach in MIMLE modules 

After teaching the tactics, the next stage is to implement the bot strategy for its 
answers in the game. The idea behind the strategy is that the bot will follow the 
combinations that the player accomplishes with the MIMLE module and thereby, 
will fill in the answers in the game. The first and second answer is copied from the 
player, while the third answer is filled in on the basis of the assumed position the 
player currently holds (Table 1). The subsequent set of the answers is filled in by 
moving one step back so that the fourth answer is copied from the player while the 
fifth answer is given on the basis of the player’s condition caused by its third 
answer interpreted as the player’s third answer, the player’s fourth answer and 
option of asking for help during that time-frame. At the end of the game, the 
player can see the final set of answers given by the bot after each level (Figure 5). 
Further, the player can see the general success that he or she achieved, as 
portrayed by the accomplished scores (Figure 6). 

 
Help option

Bot answers

Ap1

Hp2

Ap2 Ab3

Hp4

Ap4 Ab5

Hp6

Ap6 Ab7

Hp8 Hp10 Hp12 Hp14

Ap8 Ab9 Ap10 Ab11 Ap12 Ab13 Ap14 Ab15

Player answers

Ap1 Ap2 Ap3 Ap4 Ap5 Ap6 Ap7 Ap8 Ap9 Ap10 Ap11 Ap12 Ap13 Ap14 Ap15

 

Figure 5 

Bot strategy for the student’s answers in modules 
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Figure 6 

MIMLe Bot answers at game end of a level in the module 

5 Results and Discussion 

Decision trees are among the most popular classification techniques in data 
mining [27]. The classifier, whose average error value with MIMLE player data 
was shown as the lowest, was BFTrees. The performance of the BFTrees using 
different test options is presented and interpreted in Table 4. The performance is 
interpreted in terms of accuracy and error rate.  

Table 4  

Performance of BFTrees under different test options 

Test Options Accuracy Error Rate Kappa Statistic MAE 

UTS 75% 25% 0.4143 0.3348 

CV (10 folds) 71.7% 28.3% 0.3454 0.3444 

PS (66%) 74.4% 25.6% 0.357 0.3392 

 

Table 4 demonstrates that the performance is the best when tested with “use 
training set - UTS” followed by “cross validation-CV” with 10 folds (it would 
apply training on the first 9 parts and testing on the last part), then with 
“percentage split-PS” option (random percentage split of the dataset is going to be 
66% training data and 34% test data). In the BFTrees the selection of the best split 
is based on boosting algorithms [28] which are used to expand nodes in the best-
first order instead of a fixed order. The results of this study confirmed that the 
Monte Carlo approach presented via BFTree classifiers provides the best 
classification performances in a small educational game, which supports the 
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authors’ assumption that it can be successfully used in these kinds of educational 
games.  

The authors performed the analysis of the number of game activations with and 
without the bot. The efficiency of using the bot and its role in game-based 
modules by the MIMLE system was studied by analyzing the interaction of players 
with the system, as well as having an actual insight into their achievements at the 
end of the game. The analysis included 32 typical players for the Z-buffer module. 
The number of game activations was followed up for each player, as were their 
highest scores when the system did not contain a bot, and in the case when player 
competed with bot. It was established that the number of repetitions of the game 
increased in the case when the player competed with his personal opponent. The 
number of repetitions of the module the player performed with and without the use 
of the bot can be seen in Figure 7. The average value of module repetition without 
a bot was 3.78, while for the same player, the value increased to 6.47 for when he 
or she was playing against the personal opponent. It was also determined that the 
player made progress in his or her average value of the points. 

Figure 7 

The interaction of players with the game-based module Z-buffer 

In order to test whether or not a bot, personal opponent, has an impact on the 
number of game replays by the player, the authors formed two groups 
(experimental and control group), as shown in Figure 7, consisting of 32 players 
each. The results obtained using the (non-parametric) Mann-Whitney’s test, by 
conventional criteria, indicate a statistically significant means difference in the 
number of game activations with and without the bot. The realized U-value is 
309.5. The distribution is approximately normal, which indicated that the Z-value 
below should be used. The Z-Score is -2.71229. The p-value is .00672. The result 
is significant at p < .01. This result confirms the authors’ right attitude regarding 
the importance of using a personal opponent in the game since its existence 
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triggers a greater interest in the player, and motivates him or her to compete and 
achieve better results.  

Conclusions  

Many incorporated AIED and educational data mining (EDM) techniques are used 
for ‘tracking’ student’s behavior – for example, collecting data on class attendance 
and assignment submission in order to identify (and provide support for) students 
who are at risk of dropping out from their studies. Data mining methods provide 
automated predictions of the proposed solutions on the basis of well-known 
behavior patterns of the past, as well as the identification of previously unknown 
relationships, patterns and trends in very large databases. 

This paper outlines a part of a bot strategy based on EDM, and its implementation 
in a small game-based learning system. Machine learning algorithms in EDM are 
applied to the task of detecting a bot’s strategy before it is executed and predicting 
when a player will perform strategic actions. As researches in gaming try to draw 
conclusions about player characteristics from their actions in open-ended gaming 
environments, understanding players’ goals can help provide an interpretive lens 
for those actions. The idea behind the bot strategy is that the bot follows the 
combinations that player accomplishes with the MIMLE module: correct answer, 
incorrect answer and asking for help. Based on the present authors’ analysis, it can 
be concluded that in the case of a small training data set, the BFTree algorithm 
provides good prediction results if the data are a combination of numerical 
(ANSWER1 and ANSWER2) and category types (Help), where a class attribute 
can have one of two class values (ANSWER3). The performance of the BFTree 
algorithm on this dataset was better than C4.5 algorithm.  

Future work will focus on improving the precision of the bot’s strategy and 
implementing artificial intelligence in educational networking. For example, bots 
and students might be able compete with each other in social networks, thus 
maximizing the effectiveness of the learning process. 
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Abstract: The optimisation of land use structure is crucial to have a competitive 
agricultural production. In Hungary land consolidation lacks some important conditions 
such as a reasonable decision making support system based on Geoinformatics. In the 
paper, we optimize the land structure based on landownership. The present paper analyses 
the DigiTerra software that operates on the basis of Cluster Analysis and it provides a 
solution for the development. The improved software is introduced on a sample area. The 
efficiency of the allocation is proven by the internationally accepted fragmentation 
(Simmons, Januszewski, Igozurike) indices for parcels. 

Keywords: land consolidation; cluster analysis; land valuation 

1 Introduction 

One of the main challenges of our time is to provide sustenance and clean water 
for people. The primary aim of the agriculture is to produce raw food materials to 
provide that sustenance. On the other hand, it is well known that monocultural 
production of thousands of hectares is not sustainable due to the stresses on the 
ecosystem and lowering of employment. It follows that adequate land politics can 
be both globally and locally provided that can support a land structure serving 
both personal and social interests. 

The availability of agricultural assets in Hungary is favourable. However, the 
present fragmented land structure – resulting from the compensation and 
distribution of shareholdings in the 1990s – is not appropriate for competitive 
agricultural production. Therefore, it is necessary to consolidate the land. 

According to the 2010 land use registry, on the average [1]: 
 the number of land parcels used by a private person is 4.44 pieces 
 the size of land parcels used by a private person is 9.54 hectares 
 the number of land parcels used by professional farmers is 39.42 pieces 
 the size of land parcels used by professional farmers is 296.38 hectares 
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The above-mentioned land sizes are not available for the maintenance of viable 
farms. The lease of land can somewhat help this situation, although it cannot 
provide a real solution because it removes capital from the production process. 
Since 2012 the policy to abolish the undivided joint ownership has also increased 
the extent of fragmentation. Consequently, the fragmented land structure cannot 
be maintained anymore. According to spatial data, the basis of land consolidation 
can be Geoinformatics. 

2 The Background of Land Consolidation 

2.1 The Measurement of Land Fragmentation 

The efficiency of land consolidation methods can be measured by analysing land 
fragmentation, although land fragmentation has no objective measure. The number 
of parameters taken into the measurement is high and the scalability of parameters 
is not trivial. In this section, we introduce the index calculation accepted by 
international literature. 

The index number by Simmons [2] gives a relevant value for a farm. This value is 
made up from the number of parcels (n), the size of parcels (a) and the size of the 
whole farm (A). 

2
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Dorving [3] additionally, uses the distance that is taken by the farmer to reach one 
of his parcels. According to some critics [4], it would be more realistic to use both 
the back and forth distances and the annual frequency in the calculation. 

A similar process was carried out by Januszewski [5], as well. He combined the 
number of land parcels belonging to a certain farm and their size distribution into 
a K factor. The value of this factor can change between 0 and 1, the nearer the 
value of K is to 0, the bigger the fragmentation is. 
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The following consequences can be determined: 
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 the extent of fragmentation proportionally grows with the number of 
parcels, 

 the fragmentation grows if the parcels are small, 
 the fragmentation decreases if the size of big parcels grows and the area 

of small parcels falls off at the same time. 

According to Igozurike [6], the average size of land parcels and the back and forth 
distances between them should also be taken into account. 

Dt
S

P
i

i 100/
1

          (3) 

, where Pi = fragmentation of the farm; Si = the size of parcels; Dt = the whole 
back and forth distance. 

The above-mentioned indices have three significant disadvantages: 
 they neglect some spatial factors such as the index of land parcel per 

owner, the shape of parcels and some nonspatial factors like the type of 
the ownership or the accessibility of parcels, 

 they are not flexible since the complex mathematical equation does not 
allow the separate handling of each and every member, 

 they are not problem-oriented since they take the factors equally into 
account. 

According to the literature [7, 8], each and every criterion (factor) and its entirety 
should fulfill some preconditions. Each and every criterion should be 
comprehensive to be measured objectively and reach its aim. The set of criterion 
should be complete, important aspects cannot be neglected. The criterion system 
should be flexible so that the problem can be divided into small parts such as 
economic, environmental, societal, etc. The final criterion system should be 
determined in a way to avoid the duplication of consequences of the decision.  
Duplication can be avoided in case of an additive result. If the correlation 
coefficiency of a criterion couple is near to 0, the two criteria are independent and 
not redundant. Therefore, six variables can be used [4]: 

 the spatial location of land parcels, 
 the size of land parcels, 
 the shape of land parcels, 
 the accessibility of land parcels, 
 the type of the ownership, 
 diversification of the ownership. 

The so-called LandFragmentS Model [4] provides an index per land parcels by 
using the above-mentioned aspects and factors. The factors (fij )  are determined 
with different weights (wj). The weighted factors are contracted land parcel by 
land parcel (LFIi - land fragmentation index). The index referring to the whole 
area (GLFI - global land fragmentation index) comes from the summation of the 
land parcel index (LFIi) / land parcel number (n) quotients. 
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This complex evaluation method can provide an objective index for land 
proportion before and after the modification. 

In the course of the DigiTerra software development, an evaluation method has 
been worked out on the basis of spatial data [9]. Besides land quality – that can be 
found in the real estate registry – , the method takes into account the shape, the 
size, the location, the accessibility, the relief and the slope conditions, the 
drainage, the irrigational conditions and environmental protection. Land quality 
found in the real estate registry can be modified with the above-mentioned factors, 
so we can get a modified Golden Crown value (mGC). In the present paper, we 
deal with the method of the allocation on the basis of previous studies. 

2.2 Mathematical and Informatical Methods for Land 

Consolidation 

The spread of information technology in the 1960s provided a new prospective for 
land consolidation, as well. In Germany, graphical data processing (e.g. David) 
and database management (e.g. Oracle) programs became the means of computer-
aided planning. In 1984 the first CONEF (COmputerunterstützte NEuverteilung in 
der Flurbereinigung) land consolidation program package was developed. The 
program automatically processed alphanumerical data; however, the graphical 
data were processed manually. In 1990 at the Technical University of Munich the 
Chair of Land Management, the further development of CONEF, the CARE 
(Computer Aided Reallotment) was improved, which could manage both the 
regional data and the numerical demands of the owners.  

Computer-aided land consolidation has antecedents in Hungary, as well. The task 
has already been approached by mathematical programming [10], combinatorial 
modelling [11] and Cluster Analysis [12]. According to the present operative law, 
the land consolidation module of the DigiTerra Map software is the most 
appropriate, which is based on voluntary land exchange institution. However, the 
original land structure is unchanged; the software re-allocates the ownership rights 
in a way that they are distributed to the nearest centroid of the previously owned 
land parcels. To implement the approach, it is essential to weigh land parcels in 
advance. “During scalability, three parameters are analysed: the owners’ previous 
land property, the distance of the nearest centroid, the rate of the distance of the 
second nearest and the furthest centroid. Therefore, the program provides a 
classification order, on the basis of which it rates parcels to the nearest centroid.” 
[12] 
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3 The DigiTerra Map Land Consolidation Module 

3.1 The Work of the Module 

The module carries out the planning based on three parameters (own land area, the 
distance of the first district, the distance of the second district) that can be 
weighted one by one. The weighting of the parameters can be fulfilled in various 
variables and the operation can be iteral. The coherence among the weighting of 
parameters, the number of iterations, the number of the parcels and owners of the 
planning should be defined numerically. The following analysis has been 
performed with the use of a generated test area containing 100 land parcels. 

 

Figure 1 

Distribution in 5 iterations with the help of the DigiTerra land consolidation module 

Simmon’s land parcel index, c.f. eq. (1) can show the efficiency of the planning. 
Fig. 1 displays the analysis of the sample with 20 owners in 5 iterations. The 
weighting of parameters: 1.0, 10.0 and 1.0, respectively for the own land area, the 
distance of the first district, the distance of the second district, and the district 
distance is 10000 m. During the planning, Simmons’s land parcel index was 
determined by the combination of land parcels distributed next to each other. If an 
owner has not been given an area, the index cannot be counted, so its value is 1. 
The analysis shows that the highest degree can be weighted during the very first 
allocation. Some improvement can be observed, but not consequently, since its 
value is below some of the previous values (Fig. 2). 
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Figure 2 

 The coherence between the iterations and the fragmentations 

There is no unambiguous connection between the shape factor of the land parcels 
and the number of the iterations. It is proven by Student’s t-test, which says that 
the connection between the two data sets is t = 4.209 > t0.05 = 4, so they are found 
to be different from each other with 95% probability. 

 

Figure 3 

The inaccuracy of the allocation according to the number of the owners 

As for the new land structure, an important aspect is value correspondence, in 
other words, the accurate allocation of the determined values. This accuracy is 
influenced by the number of the owners (Fig. 3) among other factors. The 
percentage accuracy of the distribution has been analysed in an area containing 
100 parcels according to 6 different owners. 

The positive correlation can be observed between the inaccuracy of the allocation 
and the number of the owners, the correlation coefficiency is r=0.984. A similar 
coherency can be observed between the number of the iterations and the 
inaccuracy of allocations (Fig. 4). 



Acta Polytechnica Hungarica Vol. 14, No. 4, 2017 

 – 147 – 

 

Figure 4 

The accuracy of the allocation according to the iterations 

The weighting of parameters can significantly influence the result (Fig. 5). To 
prove this, three different weighting variables have been analysed: 1) parameter: 
own land area, 2) parameter: the distance of the first district, 3) parameter: the 
distance of the second district). Noticeably, among the analysed variables, the 
bigger-than-average weighting of the own land area is the worst, while the most 
favourable result was given by the above-average weighting of the second district. 

 

Figure 5 

The inaccuracy of the allocation according to the weight of parameters 

To plan optimally, it is not practical to carry out a huge number of the iterations 
since it can reduce the accuracy of allocation. However, it does not raise the 
fragmentation and the shape factor value of the parcels considerably. Since the 
sample data is not articulated by linear infrastructure, the results are true in 
general, as well. 
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3.2 The Development of the Module 

Applicable conditions of the development:  

 to keep the exact rate of ownership in the course of allocation 

The software does not modify the land structure but it assigns new owners 
to the existing land parcels. The accuracy of reallocation can have a 
maximum value that is correlated to the exchange value of the land parcel 
with the smallest value. Therefore, owners with few land parcels can be 
given areas whose exchange value is significantly different from the 
original. The number of iterations worsens the value protection as well. 
The present work of the module allows the repetition of the allocation. It is 
possible to boost land concentration by growing the number of iterations, 
on the contrary, the difference between the initial and the final value in 
exchange will be extensive. The accuracy of re-allocation can be grown by 
parcelling the area for units.  This operation can be carried out in land 
parcels or tables. The latter can be supported only in the case of 
institutionalised land consolidation since new land structure and land parcel 
boarders come into existence. 

 to give the demands of the owner 

Based on the present work of the module, the coordinates belonging to the 
owners are determined so that the module counts the centroid of the areas 
that belong to the same owner. This method is objective; however, it does 
not necessarily give an optimal solution. For instance, if earlier an owner 
lived further from the place of production, this problem is still present in 
the new land structure. To solve this problem, instead of centroid 
dispersion, the farming premises and the place of living may be defined as 
a preliminary condition. This method would be in line with the operative 
land law. According to this law, residents would be preferred for the 
purchase of land. 

As a summary, the following hypothesis can be formulated: based on the owners’ 
aspects, giving the farming premises and lamellating the area would be more 
accessible and favourable. 

4 Planning on the Sample Area 

4.1 Sample Data 

We would like to carry out the analysis both in mountainous and plain areas, but 
the Ministry of Agriculture has merely provided the data of Mesterszállás for the 
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analysis. This village is on the Great Hungarian Plain. It is 42.92 km2 and its 
population is 702 people. 508 land parcels have been involved in the planning. 
Out of these 508 land parcels 182 owners own 335 land parcels with 1/1 
ownership proportion; 245 owners own 173 land parcels with undivided joint 
ownership. On the sample area 424 natural people and 3 legal people are 
registered into Land Registry.  According to the modified Golden Crown (mGC) 
[9], land size distribution is displayed in Table 1. The size of the area is 67578.05 
mGC, the average size of the area per person is 158.26 mGC.   

The relevant authority has given the digital and certified cadastral maps of the 
sample area. The Department of the Land and Geoinformatics of the Ministry of 
Agriculture and Regional Development has provided the data of the owners and 
land users free of charge with the condition that the personal data can be accessed 
only in encoded format. The encoding of owners and users was carried out with a 
6-digit-tag. Since the encoding was fulfilled independently, they cannot correlate 
with each other. The owners’ data are formed into an .xls format with 11columns 
and 2716 rows. The attributes of the statement: location, profile number, the 
owner’s tag, legal status, counters of the ownership interest and denominator of 
the ownership interest. The land user data table contains the following 
information: location, profile number, land usage, quality class, used area and the 
user’s tag. 

According to the licence of the Ministry, the Institute of Geodesy, Cartography 
and Remote Sensing has provided the following mapping data: 

 the settlement boundary of the municipality 
 parcel boundary in the municipality 
 profile numbers of the parcels 
 the boundary of land usage 
 building boundary 
 labels of the cadastral map 
 1:10 000 topographical map 
 aerial photograph without deformation 
 relief model 
 1:50 000 land cover 
 1:100 000 land cover 
 MePAR 2012 block map 
 MePAR 2012 thematic layers 

4.2 Planning 

In the course of planning, more alternatives have been carried out. The number of 
parcels and the owners are almost equal, so planning based on parcels and 
ownership proportion cannot provide an appropriate solution. According to the 
present land policy, it is legitimate to establish a claim to a planning based on land 
usage. Land lease – along the farmers’ demand – basically means use-based land 
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concentration in the sample area as well. The number of land users in the sample 
area (83 pieces; abbreviated as “pcs”) is much lower than the number of the 
owners (427 pcs), so the situation is conspicuous. 

The planning was carried out based on two variables, in four ways. The very first 
variable is the base unit of the allocation, which can be the land parcel or the 
lamella (1 ha unit area). The second variable is the starting point of the allocation 
which can be the centroid of the area belonging to the owner or a freely-given 
premise coordinate.  Dividing the land parcels into unit areas has resulted in 
increasing the number of the areas (508 to 3728) that can be used in planning. 
Furthermore, the accuracy of allocation can get better. Lamella based planning is 
displayed in Fig.6. 

 

Figure 6 

Lamella based planning on the sample area 

During land parcel based planning, the sample area was allocated according to the 
mGC values determined in a previous study [9]. During lamella based planning, 
the evaluation was carried out again, but the shape and size factors were not 
present due to the artificially produced shape of the lamellas. 

4.3 Results 

To compare the planning versions, the land parcel indices (Simmons, Januszewski 
and Igozurike) and the accuracy index of the allocation were used (Table 1). 

It turns out from the analysis that all of the planning versions have more 
favourable index numbers compared to the preliminary situation. (While for 
Simmons and Januszewski index 1 stands for the best value; according to 
Igozurike, index 0 means the best one.) According to the indices, there is no 
unambiguous difference between the land parcel based planning and lamella based 
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planning. According to the Simmons-index, lamella based planning is favourable, 
but Igozurike finds land parcel based planning to be better. The accuracy of 
allocation is more favourable especially in lamella based planning, but the number 
of parcels per farmer is lower in the case of land parcel based planning. 

Table 1 

Indices of the planning versions carried out on the sample are 

 

Starting 
point 

Planning based on 
parcel 

Planning based on 
lamella 

with 
centroid 

with 
coord. of 

estate 

with 
centroid 

with 
coord. of 

estate 

Number of parcels 508 309 243 497 325 

Parcel per capita 6.120 3.723 2.928 5.988 3.916 
Index according to 
Simmons 0.678 0.720 0.750 0.725 0.756 
Index according to 
Januszewski 0.749 0.785 0.814 0.764 0.791 
Index according to 
Igozurike 1.081 0.600 0.299 0.942 0.531 
Accuracy of 
distribution 

 
0.994 0.919 0.999 0.996 

The hypothesis, which says that lamella based planning using premise coordinates 
is more optimal than land parcel based planning with the use of centroid 
coordinates, has been proven by the analysis. Considering the accuracy of 
allocation and the indices of fragmentation, the lamella based planning has been 
accepted. 

In terms of the evaluation of the developed method it would have been useful to 
test different kinds of methods on the sample area. However, there were not any 
possibilities for it due to the lack of IT support. 

In order to take the personal demands of the farmers and the importance of their 
participation in land consolidation into account, the accepted planning version has 
been worked on with the use of shape and size factor and mGC. The data was 
normalised in a way that all shape and size factors vary between 0 and 1. The need 
of normalization arose from the different number of parcels.  The area calculation 
under the normalised function was carried out by numeric integration the results 
of which: 

 
1

0
504,0)(xfT bLCbLC                                                  (6) 
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1

0
529,0)(xfT aLCaLC                                                  (7) 

It turns out from the analysis that after the change the shape factor of the areas is 
cumulatively more favourable. However, the narrow parcels have come into 
existence in limited number as well. The formation of such parcels can be 
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improved by the optimal spatial distribution of premises (e.: minimalizing the 
centroid of the areas distributed into one block). 

The mGC values counted before and after the change can contribute to the 
persuasion of the farmers and the effectiveness of land consolidation. The grade 
mGC values are shown in Fig. 7, in logarithmic scale. To compare the different 
data, it is not necessary to normalize the values because mGC values are not 
specific. The analysis needs cumulated summation. 

 

Figure 7 

Lamella based planning on the sample area 

The results of the summation: 
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It turns out from the analysis that the cumulated mGC value of the sample area has 
grown by 21% which is mainly as a consequence of the shape factor. Based on the 
land fragmentation indices and the mGC values (cumulated by shape and size 
factors), it could be said that the land consolidation was successful. 

Conclusion 

The present paper has dealt with the problems and solutions of land consolidation, 
prioritizing Geoinformatics. The method of land fragmentation calculation, the 
necessary data of planning, and the analysis of the DigiTerra land consolidation 
module and further development opportunities have been introduced. Land 
consolidation has been carried out on a sample area; the results have been proven 
by land fragmentation indices, the shape factor and mGC calculations. According 
to the analysis, the planning on the basis of lamella with coordinate determination 
has been proposed. The results have proved the efficiency of the proposed method 
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since it resulted in a 21% increase of the cumulative mGC of the sample area. The 
validation of the method can be achieved by further tests on differently scattered 
areas. The methodology can be flexibly shaped according to the participants' 
demands since the aim is their satisfaction. Therefore, land consolidation can 
contribute to the competitive production, the sustainable production, and to the 
correction of the quality of life in rural areas. 
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Abstract: The paper focuses on problem of development of autonomous power-supply 
systems based on micro hydropower plants, which are using small watercourse power. The 
design and development of such systems is influenced by a number of conflicting objectives. 
The power source has to generate ac voltage with steady-state magnitude and frequency 
and, at the same time, it has to be fairly simple and inexpensive. One of the  future-proof 
designs that provides fulfillment of the above mentioned requirements is a gearless micro 
hydropower plant with a combined impeller of axial-flow turbine and an electric arc-shape 
inductor generator. The authors have identified how geometrical parameters of the arc-
shape inductor generator influences the machine operation factors. In addition, they have 
found that the air gap impacts the ripple factor significantly. Finally the paper shows 
functional dependence of the slot chamfer factor on chamfer angle, which simplifies the 
problem of choosing reasonable, in terms of efficiency, design parameters of the generator 
for the micro hydropower plant 

Keywords: micro hydropower plant; arc-shape inductor generator; form factor; design 
solutions; parameter optimization; ripple factor; chamfer angle 

1 Introduction 

During the 18th, 19th and the first half of the 20th Century, water wheels were 
important hydraulic energy converters. It is estimated that in England 25,000-
30,000 wheels were in operation around 1850; in Germany 33,500 water wheels 
were recorded as late as 1925. Today, only very few water wheels are still in use. 
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Low power hydropower is seldom exploited since cost-effective energy converters 
for these conditions are not available [1]. Design of autonomous power-supply 
systems for lowland rivers with small watercourse power is carried out by solving 
the whole range of conflicting problems. The power source has to generate ac 
voltage with steady-state magnitude and frequency and, at the same time, it has to 
be fairly simple and inexpensive. One of future-proof designs that meets the 
above-mentioned requirements is gearless micro hydropower plant with combined 
impeller of axial-flow turbine and electric arc-shape inductor generator [1]. An 
advantage of propeller-type axial flow turbines is maximal specific speed for low 
heads, which allows for the development of a  gearless micro hydropower plant. 
Hydroturbine in a river with low flow rate is placed on floats in order to be able to 
adjust the depth of the impeller immersion into water, so it does not have negative 
impact on the environment, including on spawning rivers. Thereby, the problem of 
designing electric power supply systems based on gearless micro hydropower 
plants for lowland rivers is topical [2]. 

Simplified design of hydroturbine in lowland river is shown in Fig. 1. 

 

Figure 1 

Hydroturbine for lowland river 
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Simulation of such a complex technical object as a micro hydropower plant is 
carried out based on generally accepted assumptions. The simulation outcomes 
should indicate characteristics of efficiency and other parameters of the device 
performance quality. Initial parameters that determine all the simulation factors 
are the turbine diameter, blade angle, water course velocity [3].  

Simulation model studies have shown the main relationships of the design 
parameters on parameters of the water course. Functions shown in Fig. 2 compose 
3D characteristic «Power of hydroturbine, PG – water course velocity Vw - turbine 
wheel diameter Dw».  

 

Figure 2 

Functions «Power of hydroturbine – water course velocity - turbine wheel diameter» 

2 Design and Calculation of the Arc-Shape Generator 

The source of electric energy is a generator of special developed design, which 
determines all other parameters of the system. Therefore, it is important to 
predetermine static and dynamic characteristics of the source based on the 
generator in the designing phase [3]. So, we need to develop adequate 
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mathematical model of an electric arc-shape inductor generator of a special 
developed arc-shape design. 

Structure features of the inductor generator with an arc-shape stator influence on 
the form of magnetic field in the air gap demands corresponding analysis to 
determine dependencies of parameters of the generator and the field harmonic 
composition as well as the losses on higher harmonics. 

Magnetic induction distribution in the air gap of synchronous electric arc-shape 
inductor generator with electromagnetic excitation is described by an equation set 
of the stationary magnetic field [4]. One of main approaches to its solution is finite 
element method (FEM). 

Constructively the magnetic core is made of laminations, that is why at the stage 
of mathematical description of the generator magnetic circuit it is convenient to 
use the projections of magnetic permeability on two axes (Y,X) that correspond to 
longitudinal and transversal lines of the iron rolling. 

Considering non-saturated magnetic circuit of the generator, the following 
equations [5] can be used: 

 Magnetic permeability in Y-axis (along rolled sheet), H/m, is determined 
in terms of formula: 

LirY К  , 

where  µ ir is relative permeability of iron; КL is lamination factor.  

 Magnetic permeability in X-axis (across rolled sheet), H/m, is determined 
in terms of formula: 
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where  ir  is thickness of rolled sheet, m;  

1ir
ё  is value of relative permeability of iron. 

 Magnetizing force in the air gap of the generator is determined by: 





 
0

B
F , 

where  is value of air gap, m. 

 Magnetic potential difference in the air gap between stator and rotor is 
given by:  

FUm  . 
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Boundary conditions, which are taken into account to solve the field problem, are 
the following [4] : 

- boundary conditions of the first kind on external (upper and lower) 
borders of the simulated area (homogeneous) (see Fig. 3)are given by: 

  constU Bm  . 

-  boundary conditions of the second kind on external (left and right)   
borders of the simulated area (see Fig. 3) are determined in terms of: 

 
0




B

m

n

U
. 

The last condition is true, when moving away the borders of the area for a 
considerable distance from the field source. 

It is necessary to maintain the continuity condition of magnetic scalar potential 
and equality of normal and tangential derivatives on the interfacial area. In finite 
element method these conditions are met automatically. Computational area of the 
magnetic field studies with boundary conditions is shown in Fig. 3. 

 

Figure 3 

Research area of the magnetic field 
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3 Results of Simulation Studies 

3.1 Geometrical Parameters Impact on Machine Performance 

Curves of induction distribution, which have been obtained as a result of 
computational simulation of field in the air gap (the rotor tooth shape is assumed 
to be rectangular), are shown in Fig. 4. 

Simulation of the magnetic field parameters in an electric machine in order to find 
out the qualitative and quantitative evaluation of the induction distribution in the 
air gap also allows to carry out its harmonic analysis. 

 

Figure 4 

Curve of magnetic induction in the air gap (for rectangular rotor tooth shape) 

Variable algorithm of searching the optimum shape of the curve of magnetic 
induction distribution in the air gap allows to define the following: 

- Step-by-step synthesis of the pole shape, as it is shown in Fig. 5; 

- Variation of the pole factor  pÏ b , 

where  bP is pole span, m;  is pole pitch, m. 

Estimation method of shape factor KS of the air gap under stator pole is illustrated 
by Fig. 5 and relationship given by: 

0S
SK M

S  . 
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Figure 5 

Estimation method of shape factor KS of the air gap under stator pole 

Harmonic composition of the induction distribution curve along the rotor surface 
is determined by the following factors: 

1. Form factor of variable component of the magnetic field of excitation for 
ν- th harmonic is determined in terms of formula: 

m

m
f B

B
Ê 

  , 

where  Bmν is peak value of the magnetic induction harmonic with 
number ν in the air gap, Т; 

Bm is peak value of magnetic induction in the air gap on the axis 
of the rotor pole, Т. 

2. Utilization factor of the magnetic field is given by [5]: 

2/)0(
1

A
B

K m
è

 , 

where: А(0)/2 is zero harmonic of the magnetic field in the air gap of the 
machine, Т; 

B1m is peak value of first harmonic of magnetic induction in the 
air gap, Т 

Based on outcomes of computational simulation the influence of the required 
factors on the magnetic induction distribution can be estimated to vary the pole 
shape of the machine. One of the variants of the form factor and the utilization 
factor subject to geometry of the tooth zone is shown as graphs in Fig. 6-7. 



Y. Dementyev et al. Operation of Gearless Micro Hydropower Plant for Small Water-Course 

 – 162 – 

 

Figure 6 

Functions of form factor and the utilization factor subject to geometry of the tooth zone 

 

Figure 7 

Diagram of shape variation sequence in order, indicated by numbers, in which the pole sheets are cut 

out 

The simulation model study findings have shown significant influence of the air 
gap value on ripple of the generator magnetic field. Numerical values of ripple 
factor KP, subject to air gap, are shown in table 1. 

 Table 1 

Dependance of ripple factor on air gap 

Air gap, m. Ripple factor Kp 

0.002 1.1 

0.003 1.141 

0.004 1.294 

3.2 Chamfer Factor Influence on the Generator Operation 

Design of the generator, where stator is made up in the form of an arc, has both 
the rotor tooth zone and stator slots with arc-shape geometry. When the rotor teeth 
are located radially, the stator slot axes are in parallel [6]. The axial matching of 
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stator and rotor teeth, which are located in the middle of the arc, should be noted. 
When moving along the rotor tooth axis to the edge of the arc, the slot chamfer 
angle is increasing (Fig. 8, 9). It means that the slot chamfer angle is not a 
constant, as in standard ac machines, but a variable that is altered 0 to its 
maximum value [7]. Hereby the influence of the chamfer on the EMF of the 
armature winding should be studied. 

The study of the dependence of the chamfer factor on fundamental harmonic of 
magnetic induction shown in Fig. 8 allows to obtain localized zone of permissible 
ratios between number of poles and pole arc angle for edge slots of stator for КC ≥ 
0,7. 

 

Figure 8 

Zone of permissible ratios between number of poles and pole arc angle 

EMF qÅ  of a coil group is determined by adding together the EMF vectors 

êÅ  of the coils that are shifted in space for angle 
iñê  (Fig. 10). 



Y. Dementyev et al. Operation of Gearless Micro Hydropower Plant for Small Water-Course 

 – 164 – 

 

Figure 9 

Geometrical interpretation of slot chamfer factor 

 

Figure 10 

EMF vector of a coil with slot chamfer 

Expressions to calculate the slot chamfer factor illustrated by Fig. 9, 10 are given 
in terms of formulae below: 
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The achieved dependences of the slot chamfer factor on chamfer angle are shown 
in Fig. 11. Approximating function can be specified by 3-rd order poly-nomial 
determined by: 

3 20,0607 11,996 0,0039 0,7839сi i i iK        . 

 

Figure 11 

Dependences of the slot chamfer factor ciK  on chamfer angle i  

Conclusion 

Research shows qualitive and quantative influence of design features of an arc-
shape stator, rotor poles, geometry parameters of the air gap on spectral 
composition and power efficiency of the magnetic field. It allows determining 
optimal range of variation of the slot chamfer and dependence of first harmonic of 
EMF on it. 
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Analysis of the obtained calculated and simulation data shows that the generator 
output parameters (form factor, utilization factor, ripple factor) are influenced by 
geometrical parameters of the machine. In addition, the impact of the the air gap 
on the ripple factor is found to be significant. 

Functional dependence of the slot chamfer factor on chamfer angle has been 
found, which simplifies the problem of choosing reasonable, in terms of 
efficiency, design parameters of the generator of a micro hydropower plant. 
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Abstract: Production and service systems are generally evaluated based on financial 
information. The financial approach looks for opportunities to boost profits in two main 
ways: by decreasing operating costs and/or by increasing production quantity. 
Consequently, the cost of operation is evaluated and cost reduction possibilities are 
explored with proper cost analysis methods. Scoring methods extend the frontiers of 
performance evaluation by also employing non-financial information, although these 
methods generally contain several subjective elements. Data Envelopment Analysis (DEA) 
aims to integrate several performance measures into an aggregate output measure and 
several resource usage characteristics into an aggregate input measure. Based on the 
inputs applied and on the outputs generated, an efficiency score is calculated using linear 
programming. The objective of this paper is to illustrate the differences between 
performance evaluations, based on financial information, versus the DEA results. The 
results of a production simulation game are used to show how a DEA based performance 
evaluation can be carried out. The additional information provided by DEA may help to 
identify the causes of inefficient operation and to explore ways of improving efficiency. 

Keywords: Data envelopment analysis (DEA); Performance evaluation; Production 
management; Simulation games; Linear programming 

1 Introduction 

Evaluating the performance of production systems is one of the most important 
tasks for managers. Performance evaluation is especially complicated when 
several conflicting evaluation criteria must be considered at the same time. Profit, 
for example, is one of the major objectives of a production system. High customer 
satisfaction favorably influences profit in the long term. Spending on customer 
satisfaction improvement may, however, decrease profit in the short term. It is 
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difficult to evaluate these two conflicting criteria at any particular point in time. 
This is because the integration of the value of profit and the measure of customer 
satisfaction into a single score is subjective. Many other similar evaluation issues 
arise, in practice. 

A specific example of performance evaluation is the analysis of the results of 
business simulation games used in management education and training programs. 
Simulation games are especially popular in the field of production and operations 
management. The beer game has been used for many years to study the bullwhip 
effect in supply chains, and a range of other logistic and/or manufacturing related 
games are in common use (see for example, Sterman, 1989; Ammar and Wright, 
1999; Holweg and Bicheno, 2002; Battini et al., 2009). In the case of simulation 
games, the evaluation of the performance of the participating teams (or 
individuals) must be completed using special evaluation criteria related to the 
learning process which occurs during the game (Voss, 2015). 

Generally, when evaluating the performance of systems on the basis of several 
evaluation criteria, scoring methods are employed. Scoring methods transform 
performance data into a common scale and an aggregate score is calculated with 
subjective weights. Data envelopment analysis (DEA) is a special type of scoring 
method. In DEA, weights are determined by means of linear programming (LP). 
Hence, the subjective judgment of the decision maker is eliminated when the 
efficiency scores are calculated. Data envelopment analysis evaluates the 
performance of decision making units (DMU) based on the outputs provided and 
on the inputs used by the DMUs. Thus, DEA determines the relative efficiency of 
DMUs based on the observed input and output values. A single efficiency score is 
calculated, and improvement policies are explored for non-efficient DMUs. Many 
DEA models exist in the literature, which aim to capture different real life 
operation and decision making environments (Cooper, Seiford and Tone, 2007).  

The objective of this paper is to show how a slack-based DEA model can be used 
to analyze the performance of student teams in a production simulation game. The 
paper compares the financial results and the DEA efficiency scores of the 
participating teams. A correlation of the two results is analyzed and the 
differences are explained. The additional information provided by the DEA results 
are illustrated with several examples. 

The structure of the paper is as follows. In Section 2, relevant literature related to 
DEA in financial analysis is reviewed. In Section 3, the main DEA concept and 
the basic models related to the presented research are reviewed. Section 4 
introduces the objective and the basic conditions of the production simulation 
game used in the study. Section 5 compares and explains the financial and DEA 
results obtained. Finally, in Section 6, some general conclusions are drawn and 
further research possibilities are suggested.  
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2 Literature Review Related to the Application of 

DEA for Financial Evaluation  

The three major sources of financial analysis are generally the Income Statement, 
the Balance Sheet, and the Statement of Cash Flow. When the characteristics of 
some economic sectors are analyzed or the performance of companies, are 
compared, financial ratios, using data of these three sources, are calculated. 
Sometimes simple ratios are used, such as return on assets or return on investment, 
but sophisticated systems of ratios are also found in practice (Harrison and Rouse, 
2016).  

The application of ratios is very widespread and accepted by practitioners, but 
there are also several criticisms (see for example Smith, 1990; Thanassoulis, 
Boussofiane and Dyson, 1999 or Harrison and Rouse, 2016). First, those ratios 
consider only two dimensions of operation, namely those which are described by 
the numerator and those by the denominator. It is possible to aggregate several 
ratios to incorporate more dimensions of the analyzed problem, but in this case the 
weights used for aggregation are subjective. Second, ratios generally provide an 
indication of efficiency problems, but a further analysis is required to trace the 
causes of inefficiencies. Both problems can be solved using DEA, which 
calculates an aggregate measure of efficiency and provides information about 
efficiency improvement possibilities. 

Smith (1990) was one of the first to suggest the application of DEA to evaluate 
Financial Statements. He studied the efficiency of 47 pharmaceutical firms using 
average equity, average debt as inputs, and earnings available for shareholders, 
interest payments and tax payments as outputs, taken from their accounting 
system. The efficiency scores, calculated with an input oriented variable return to 
scale model, were compared with the return on capital ratios. 

The efficiency of bank branches, belonging to a Turkish bank, were analyzed by 
Oral and Yolalan (1990). They applied two DEA models, one for analyzing 
profitability using financial information and one for analyzing service efficiency 
using operational information. They showed that DEA is not only complementary 
to the traditionally used financial ratio analysis, but also a useful tool for 
operations management decision making. 

A similar study was conducted by Bowlin (1999), who compared the efficiency of 
the defense and non-defense related segments of the defense industry.  Accounting 
information of 18 randomly sampled firms was used for the analysis of the trends 
of efficiency change between 1983 and 1992. The trends indicated by DEA were 
very similar to the trends indicated by some classic financial ratios.  

Thanassoulis, Boussofiane and Dyson (1996) analyzed the perinatal care system in 
the United Kingdom. The efficiency of 189 units providing perinatal care was 
calculated with a radial model applying five inputs and five outputs, and the 
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results were contrasted with several officially used performance indicators. In this 
case not traditional financial ratios, but official performance indicators of the 
District Health Authorities were used for comparison. 

These four examples are among the first published cases which intended to use 
accounting information for DEA. Since then, several papers were published with 
the objective of highlighting the possibilities of DEA for financial evaluation. (for 
example, Ferro, Kim and Raab, 2003; Fenyves, Tarnoczi and Zsidó, 2015; Ederer, 
2015; or Hosseinzadeh et al., 2016). 

The general conclusion of these applications is that if inputs and outputs are 
carefully selected, then DEA results generally do not contradict financial results, 
and furthermore, DEA provides direct information for improvement possibilities. 
Two problems, however, must be considered when DEA is applied for the 
comparison of financial performance of different organizations. 

The first problem is the violation of homogeneity assumption (Dyson et al., 2001). 
When DEA is applied, it is important that DMUs undertake similar activities, 
produce comparable products and/or services, apply a common set of inputs and 
use similar technology. This assumption is partly overlooked in the previously 
mentioned cases. The pharmaceutical companies, analyzed by Smith (1990), do 
not produce identical products. In the defense industry analysis, even the 
separation of defense and non-defense segments of the activity is ambiguous, 
according to the author (Bowlin, 1999). The prenatal care units analyzed by 
Thanassoulis, Boussofiane and Dyson (1996) do not provide exactly the same 
services, and finally the services offered by the bank branches may also differ 
(Oral and Yolalan, 1990). 

The second problem is related to the application of DEA results. In the previously 
mentioned cases the information of DEA concerning improvement possibilities 
are not generally traced back directly to the analyzed units. Only Oral and Yolalan 
(1990) mentioned that DEA can also serve as a bank management tool if the 
results are used for decision making related to future operation. 

The main novelty of this paper is that in the presented application these two 
problems are solved. All participating teams in the production simulation game 
produce the same products, use the same inputs, and apply the same production 
technology. Only marketing, financial and operation decisions are different. 
Consequently, homogeneity assumption is perfectly satisfied. The results of DEA 
are used for performance evaluation of the students, that is, the results and 
improvement possibilities are directly traced back to the decision makers. 
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3 Basic Concepts and Models of DEA 

Charnes, Cooper and Rhodes (1978) suggested a linear programming model for 
the comparison of Decision Making Units (DMUs) using relative efficiency 
measures. Based on the model they suggested, relative efficiency analysis, or data 
envelopment analysis (DEA), became an important research area and a useful tool 
for performance evaluation. Several applications of DEA models are reported in 
the literature in both the service and the production sectors (Doyle and Green, 
1991; Panayotis, 1992; Sherman and Ladino, 1995). A frequently applied area of 
DEA is higher education. Johnes (2006) compared more than 100 higher 
educational institutions in England using a nested DEA model. Sinuany-Stern, 
Mehrez and Barboy (1994) analyzed the relative efficiency of several departments 
within the same university. 

The model suggested by Charnes, Cooper and Rhodes (1978) can be explained by 
an intuitive analogy taken from engineering. According to the law of energy 
conservation while energy can be transformed from one form into another, energy 
cannot be created. In power plants, for example, it is not possible to produce more 
energy than the energy content of the fuel used, or, to expressed differently, the 
technical efficiency of a power station is always lower than 1. Applying this 
engineering analogy to the area of performance evaluation in operations 
management, it can be stated that the measure of output is always smaller than the 
measure of input. In the best possible case, the ratio of output measure and input 
measure is equal to 1. The output and input measures are calculated as weighted 
outputs and weighted inputs, and the best possible weight values are sought for a 
reference DMU R. Let us assume that J number of DMUs are evaluated, when K 
different outputs are observed and I different inputs are used. Notations applied in 
this paper are listed in Table 1. If ykj (k=1,…,K; j=1,…,J) are the observed output 
values of output k, and xij (i=1,…,I; j=1,…,J) are the observed input values of 
input i for DMU j, while vk (k=1,…,K) and ui (i=1,…,I) denote the output and 
input weights, then the linear programming formulation for finding the most 
favorable weights for DMU R is as follows: 
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If problem (1) is transformed in order to eliminate the ratio of variables, and the 
weighted input is fixed (equal to 1) in order to obtain a unique solution for LP 
problem (1), then the primal version of the input oriented, constant return to scale 
(CRS) model is obtained, that is: 
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The dual version of problem (2), however, has more practical relevance and leads 
to another interpretation of DEA. According to the dual interpretation, any linear 
combination of the observed output and input values leads to a new and feasible 
DMU, which may exist in practice. The production possibility set is determined 
by all possible linear combinations of the observed outputs and inputs. If λj 
(j=1,…,J) are the coefficients of the linear combination of output and input values, 
then the production possibility set of DMU R can be defined as follows,  
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If we consider the λj (j=1,…,J) coefficients as variables, and a proper objective 
function is used to get an optimal combination of the output and input values, then 
the distance of any existing DMU from the optimal DMUs can be the basis of the 
efficiency score. The dual version of the input oriented CRS model assumes that 
all inputs must be decreased to the same proportion (θ), and efficiency is given by 
the smallest value of this proportion. Consequently, the smallest amount of input 
necessary to produce the observed output must be determined. The corresponding 
dual LP model is as follows: 
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Models (2), (3), and (4) are based on a radial measure of efficiency, where all 
inputs are decreased proportionally by the same ratio. The slack based model 
(SBM) proposed by Tone (2001) uses the difference of the observed values and 
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the best possible linear combination of inputs and outputs. The difference between 
the actual value and the best possible value is called slack. All possible slack 
values of DMU R can be determined if (3) is completed with slack variables. In 
(5), sk

+ indicates the degree to which output k can be increased and si
- indicates the 

degree to which input i can be decreased, thus: 
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The slack values express the distance of a DMU from the best possible DMU. 
Based on the slack values the following efficiency measure can be used, 
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The slack-based measure of efficiency proposed by Tone (2001) can take any 
value between 0 and 1, and it is based on the weighted average of the normalized 
input and output slacks. Depending on the orientation of the analysis, either the 
nominator or the denominator can be ignored in the objective function. The input-
oriented approach applied in this paper uses the following objective function: 
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In Section 4, an input oriented, slack-based DEA model, using objective function 
(7) and production possibility set (5), is applied to evaluate the results of student 
teams in a production simulation game. Since all DMUs in the game start with the 
same initial conditions, and considerable size differences cannot be achieved 
during the game, a constant return to scale (CRS) model is appropriate. 
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Table 1 

Notation 

4 Introduction of the Simulation Game Applied in the 
Experiment 

The production simulation game applied in this paper was developed by EcoSim 
Ltd. to support education and training in the field of production management. This 
simulation game is used in a module entitled Decision Making in Production and 
Service Systems, on the Production and Operations Management Master’s degree 
program at the Budapest University of Technology and Economics. The objective 
of the game is to simulate production management decision making in a car 
engine manufacturing factory. The factory produces three different car engines for 
five different markets. Each market has its own demand characteristics. The car 
engines are assembled from parts on assembly lines operated by workers. 
Decisions must be made by each student team for the next production period 
(year) in the following areas: 

– The production quantities of the three car engines. Forecasts must be prepared 
of expected demand based on the known demand of several previous periods. The 

Indices: 
j  - index of decision making units (DMUs), j=1, …, J 
i  - index of inputs, i=1, … I 
k  - index of outputs, k=1, …, K 
R  - index of the reference DMU 
Parameters: 
J  - number of DMUs 
I  - number of inputs 
K  - number of outputs 
xij  - quantity of input i of DMU j 
ykj  - quantity of output k of DMU j 
wi

-  - weight of input slack i 
wk

+  - weight of output slack k 
Variables: 
ui  - weight of input i 
vk  - weight of output k 
λj   - dual variable of DMU j 
θ  - radial efficiency score 
μR  - slack based measure efficiency score of DMU R 
si
–  - vector containing the input surplus values of each DMU 

sk
+  - vector containing the output shortage values of each DMU 
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expected demand, the available production capacity and the final product 
inventory information are used to determine the production quantities for the next 
year. 

– Prices and payment conditions. Demand can be stimulated by changes to the 
selling price and by offering favorable payment conditions. Decisions must be 
made on the purchase price in the next production period and on the payment 
delay percentages offered to customers. 

– Quantities of parts to be ordered. The order quantities of the various parts 
groups must be determined based on the planned production quantities, on the bill-
of-material of the car engines and on inventory and financial information. 

– Number of workers, number of shifts, and quantity of overtime. Production 
quantity is determined by the machine capacity and by the number of workers. In 
the short term, capacity can be changed by hiring or firing workers and by 
changing the number of production shifts, or by applying overtime. Decisions 
must be taken about the number of the workforce, about the number of shifts and 
about the quantity of overtime in the next production period. 

– Investments in the production line and in space. In the long term, production 
capacity can be increased by investing in new production lines and in making 
more space available for production and for inventory. Decisions must be made in 
each production period about the number of new production line installations and 
about the number of square meters of space extensions. 

– Launch of efficiency improvement projects. It is possible to launch projects 
which may improve production conditions. The predefined projects have different 
effects and different launch and maintenance costs. Decisions must be made on 
which projects to launch in a production period. 

– Application for loans. Three different types of loan are available for financing 
the operation of the factory. Each type of loan has different conditions. Decisions 
must be made about the amount used of each loan type and about the repayment of 
earlier loans. 

After the decisions are submitted, the simulation program generates the results of 
the current production period. The results are summarized in two reports: 

– Production report. The production report summarizes the decisions made by the 
student teams for the current production period and the current state of the 
production system. The quantity of engines produced and sold, the quantity of 
parts used and the engine and part inventories at the end of the production period 
are given in details. The number of workers, machine capacities, number of 
production lines, and space, available for the next production period are also 
listed. 

– Financial report. The financial report contains the balance sheet, the revenue 
report and the cash flow report valid at the end of the current production period. 
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When students evaluate the production and financial reports, and take decision on 
the next production period they need to apply their knowledge of several study 
areas taught on the Master’s program. Awareness of marketing methods is 
required to estimate the behavior of customers when prices and payment 
conditions changes. A familiarity with forecasting models is needed to evaluate 
future demand possibilities. Inventory control and materials requirement planning 
techniques must be used to determine and control the inflow of raw materials and 
parts. Capacity planning techniques are needed to determine the workforce level, 
the number of assembly lines operating and the amount of space required. Cash 
flow analysis methods are required to evaluate the potential effects of efficiency 
improvement projects. Finally, managerial accounting and corporate finance 
knowledge is needed to properly understand balance sheets, cash flow reports and 
revenue reports. 

At the end of the seventh production period the student teams are evaluated. This 
evaluation is very difficult even if only the financial situation of the plants is 
considered. Furthermore, purely financial analysis can be misleading. Some of the 
possible traps of narrow minded financial evaluation include: 

– Short term success may not necessarily lead to long term success. The plant may 
make large profits in the first seven periods, but if production resources 
(production lines, production space, improvement projects) do not support 
production increases in the future financial performance may later decrease. 

– A group may follow a cautious strategy. They may decide on a low production 
quantity, financed solely by their own financial sources. In these cases small 
profits and slow but steady growth can characterize the plant. 

– Long term strategic thinking may provide unfavorable financial results in the 
short run. Heavy investments can be made at the beginning using loans in order to 
secure capacity for future growth. If all this is paired with a demand- stimulating 
marketing policy and with efficiency-improvement projects, profit will be low at 
the beginning, but steep growth can be expected in the future. 

5 Comparison of Financial and DEA Results 

Financial data (revenue and profit) are provided by the simulation game 
automatically in the output report at the end of each production period. The 
efficiency scores are determined with an SBM, input oriented, constant return to 
scale DEA model using an objective function (7) and a production possibility set 
(5). Cumulated output and input data are applied to evaluate the overall efficiency 
of operation over the course of seven production periods. Four inputs are used, 
which represent the four main resource groups used for production (workers, 
machines, material and money). The cumulated number of workers, the cumulated 
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number of machine hours, the cumulated sum of money spent on raw materials 
and the cumulated value of credits represent the resources used in the production 
process, and the corresponding values are taken from the production and financial 
reports. The cumulated revenue is used as a single output of the DEA model. 
Comparison of the financial results and the DEA results is based on a comparison 
of the cumulated profit and of the SBM efficiency scores of each team.  

The results of the simulation game are summarized in Table 2. Column (2) of the 
table lists the revenue of the student teams while column (5) shows the ranking of 
the teams based on revenue. Column (3) shows the net profit value of the teams 
and column (6) shows the ranking of teams based on net profit. Finally, column 
(4) shows the SBM efficiency score of each team and column (7) shows the 
ranking of teams based on SBM efficiency scores. 

Intuitively, it may be assumed that if high revenue is paired with good financial 
and production decisions then the profit and the efficiency score will also be high. 
Consequently, a team with a good profit rank will also have a good efficiency 
rank. A rank correlation analysis shows that the Spearman rho value is equal to 
0.588 with a p-value equal to 0.008. This result indicates a strong correlation 
between efficiency scores and profit. Tied ranks of efficiency scores are 
substituted with rank averages in the calculation of the Spearman rho value (Iman 
and Conover, 1989). 

Relatively high differences in ranks, however, not necessarily express very 
different results. Figures 1, 2 and 3 show the revenue, net profit and SBM 
efficiency scores of the teams in decreasing order and in the form of column 
diagrams. Figure 1 shows that there are very small differences among the revenues 
of the first 9 teams. Figure 2, however indicates, that teams with similar levels of 
revenue may have very different operations, as illustrated by the much wider 
spread of profit values. The spread of efficiency values is less marked, and several 
teams have identical or very similar efficiency scores. Similar efficiency scores, 
however, may be attained with very different operations, as indicated by the slack 
values in Table 3. The slack values of the optimal solution of the SBM DEA 
model can be used to explore operational shortcomings and possibilities for 
improvement. 

Detailed analysis of the net profit ranks and efficiency ranks shows that high profit 
ranks do not always correlate with high efficiency ranks. Figure 4 shows the net 
profit ranks, revenue ranks and SMB efficiency ranks in a column diagram. Teams 
are ordered in increasing order of profit rank.  It can be seen that in many cases 
that if revenue is high but it is not paired with efficient operation then profit is 
low, and the efficiency score is also low (see, for example Team 3, 5 and 16). 
Sometimes, however, low revenue and low profit co-occur with high SBM 
efficiency, showing a modest but efficient operation (see for example Team 14). 
Some typical cases are presented below to illustrate the additional insight provided 
by DEA results. 
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Table 2 

Result of the simulation game 

Team 
 

(1) 

Revenue 
(WCU) 

(2) 

Net profit 
(WCU) 

(3) 

SBM 
Efficiency 

(4) 

Rank 
Revenue 

(5) 

Rank 
Net profit 

(6) 

Rank 
Efficiency 

(7) 

1 10,661,696 176,318 0.9907 13 18 8 

2 10,577,446 1,148,395 0.9902 14 11 9 

3 12,033,234 991,530 0.9784 8 12 13 

4 12,061,476 1,538,008 0.9816 7 6 12 

5 11,637,708 793,093 0.9653 10 14 17 

6 12,101,500 1,800,132 0.9948 4 4 6 

7 12,075,614 1,936,412 1.0000 6 3 1 

8 10,232,003 1,370,187 0.9923 15 9 7 

9 10,145,111 346,178 0.9771 16 17 15 

10 12,213,420 2,048,193 1.0000 2 2 1 

11 11,341,162 1,609,319 0.9875 12 5 10 

12 10,102,317 120,912 0.9388 17 19 19 

13 12,336,201 2,130,817 1.0000 1 1 1 

14 9,633,311 726,334 0.9962 18 15 5 

15 12,211,651 1,353,441 1.0000 3 10 1 

16 12,099,778 1,511,871 0.9780 5 7 14 

17 11,608,198 855,236 0.9823 11 13 11 

18 12,012,255 1,479,598 0.9756 9 8 16 

19 8,029,665 507,042 0.9649 19 16 18 

Figure 1 
Revenue of team in decreasing order  
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Figure 2 
Net profit of team in decreasing order  

Figure 3 
SBM score of teams in decreasing order 
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Revenue 
(2) 

Workers 
(3) 

Capacity 
(4) 

Raw material 
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1 0 0 0 1.25 1.44 

2 0 0 0.37 0.31 0.22 

3 0 0 0 0.54 1.27 

4 0 1.97 0.46 0 0 
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11 0 0.77 0.59 0 0 

12 0 1.43 0 0.48 0.62 

13 0 0 0 0 0 

14 0 0.16 0 0.41 0 

15 0 0 0 0 0 

16 0 1.01 0.5 0 0 

17 0 0 0 0.84 0.19 

18 0 0.55 0.33 0 0 

19 0 1.32 0.48 0 1.09 

Table 3 

Optimal slack values of the SBM DEA model (scaled data) 

The best results were obtained by Team 13. This team is ranked first by all 
criteria. Three other teams were also efficient (Teams 7, 10, 15), but they have 
very different revenue and profit results. Consequently, a different operation 
policy may lead to different financial results, but still result in efficient operations. 
Based on net profit and on efficiency, Team 12 is ranked last. 

Team 7 is ranked 6th in terms of revenue, but 3rd by profit. This shows that 
despite its relatively low revenue this team operated efficiently, which is reflected 
in the efficiency score. Team 14 had similar results, with low revenue and profit 
paired with relatively high efficiency. In this case, however, efficiency problems 
can be seen. Based on the slack values found in Table 3, the number of workers 
could be decreased and better inventory management would be required to 
improve the efficiency of this low revenue production.  

Team 16 is ranked 5th by revenue, but the differences in revenue are insignificant 
for the first 9 teams, as seen in Figure 1. In terms of net profit, this team is ranked 
7th and the differences in profit between the best teams is significant, as seen in 
Table 2. Consequently, operational shortcomings may be suspected, and indeed 
this is indicated by the relatively low efficiency score (rank 14). Similar results 
can also be observed for Team 3. Despite the similarity in results of Teams 3 and 
16, they were quite different in operational terms, as indicated by the slack values 
in Table 3. Team 3 used excessive amounts of raw materials and ran up high 
levels of debt. Team 16 employed too many workers, and had excess machine 
capacity. Team 3’s problem might be solved by improving inventory and financial 
management, while in the case of team 16, better capacity management may 
improve performance. 
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Figure 4 

Comparison of the ranking of teams  

Finally, an interesting case is Team 15, which is among the best with respect to 
revenue. This team is efficient according to the SBM score, even though its profit 
is relatively low (ranked 10th). In this case efficiency and profit does not correlate. 
This situation can be explained partly by the different marketing policy of Team 
15. This team charged higher selling prices than the other teams and produced 
slightly smaller quantities. The joint effect of higher selling price and smaller 
quantity resulted in high total revenue (ranked 3rd). In this case the inefficient use 
of inputs had greater consequences for profit, than for SBM efficiency because the 
negative consequences of increasing selling prices are not considered by the DEA 
model. In the long run, selling price increases, may unfavorably affect market 
demand. This is not, however, reflected in the SBM efficiency score. 

Conclusions 

This paper compared different evaluation possibilities for a production simulation 
game. The first type of evaluation is based on financial data provided in form of 
traditional financial reports (balance sheet, revenue and cash-flow reports). The 
second type of the evaluation is made with the help of a slack based DEA model. 
Both results are based on the same basic principle, contrasting revenue with the 
resources used. Financial analysis takes profit as its major indicator, which is 
calculated as the difference between revenue and the cost of all resources used for 
operation. In DEA an efficiency score is calculated, which is the ratio of weighted 
outputs and weighted inputs. Since only one output is used in this paper, the 
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efficiency score expresses the ratio of revenue and the weighted sum of the major 
resources used for operation. Roughly speaking, first we take the difference 
between the revenue and the cost of resources and second, we take the ratio of the 
revenue and the resources used. Consequently, the major results of the two 
analyses should be similar. This is partly borne out by rank correlation analysis, 
which showed that profit ranks and efficiency ranks exhibited a strong correlation. 

The major difference between performance evaluation based on financial data and 
DEA is that DEA considers only inputs which can be influenced by the decision 
maker, and intentionally incorporates them into the analysis. In contrast, profit 
related results include all the costs of operation. This difference has two major 
consequences: 

− DEA based performance evaluation better expresses the shortcomings of 
operation caused by improper management decisions, since not all costs (only 
discretionary costs) are involved in the analysis. Ways to improve can thus easily 
be discovered. 

− An assessment of profit includes all the costs of operation, while the inputs used 
in DEA are decided upon by the decision maker, which involves a subjective 
judgment in the calculation of the results. The advantage of this is that efficiency 
scores can better express the priorities of the decision maker. On the other hand, 
some important inputs are ignored, which may distort the result. Consequently, the 
selection of which inputs to employ in DEA must be very carefully considered. 

Similar considerations can be made about the outputs. Financial based evaluation 
concentrates only on revenue, while DEA can incorporate several non-financial 
results of operation, such as quality indicators, customer satisfaction, speed of 
delivery etc. Consequently, DEA can provide a much more detailed picture of the 
results of operation and ways to improve. 

Apart from the evaluation of results, one of the key objectives of performance 
evaluation is to explore ways to improve operation. Several techniques are used in 
financial analysis to explore avenues for improvement (see, for example, variance 
analysis in standard costing, or activity based costing). In DEA, however, the 
slack values directly show operational shortcomings and the areas of 
improvements. 

This paper presented a special example of performance evaluation based on 
financial data and on the results of data envelopment analysis. Comparing the 
performance of student teams in a production simulation game provided 
information not only about the result of the game, but also about the learning 
process. A detailed analysis of the learning characteristics of student teams with 
DEA is presented by Koltai et al. (2013). 

The main contribution of the results presented in this paper can be summarized as 
follows. The evaluation of the results of business simulation games with DEA is a 
new area of application. If the traditional financial information is the output of the 
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simulation game then an ideal environment is found for the comparison of 
financial results and DEA efficiency scores. First, all participating teams in the 
production simulation game produce the same products, use the same inputs, and 
apply the same production technology. Only marketing, financial and operation 
decisions are different. Consequently, homogeneity assumption is perfectly 
satisfied. Second, the results used for performance evaluation of the students, that 
is, the results and improvement possibilities are directly traced back to the 
decision makers. 

In future work, the DEA-based performance evaluation presented in this paper can 
be extended to consider several other characteristics of operations. Non-financial 
outputs can easily be incorporated, the orientation of the analysis (input oriented, 
output oriented) can be changed, and the dynamic characteristics of the results can 
be analyzed with network DEA models. As a consequence of the development of 
DEA in the last decades, several important elements of real life operation can be 
easily considered. Consequently, applying DEA instead of, or in parallel with, 
financial analysis, is a challenging possibility for performance evaluation 
optimization. 
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Abstract: For the scientific community worldwide, developing a new actuator is a 
challenging task. New types of actuators are needed, especially in humanoid robotics in 
order to replace real human muscle. There are several approaches for how to obtain this 
goal. One approach is to realize real muscle using new synthetic materials such as 
piezoelectric components or pneumatic polymer materials. A second approach is to 
improve standard electromotor-gear actuators. Another unconventional approach is to use 
standard electromotor together with a tendon-based driving system. This paper presents a 
successful realization and control model for a proposed twisted-string actuator. Controller 
design is based on the National Instruments Single Board RIO driving a MAXON motor 
type tendon driven muscle. A Powerful Spartan FPGA is a key element for the presented 
hardware implementation. To program the whole system, LabVIEW software is used. 
Theoretically explained simulation results for adopted model design, as well as real 
measured experimental movement under the load force, are presented in the paper. 

Keywords: twisted string; tendon; actuator; SB-Rio; LabVIEW 

1 Introduction 

Bio-inspired humanoid robotics and its realization is currently a promising area of 
research activity. One of the main goals today in the scientific community and 
technology is the realization of an efficient electrically-driven actuator that is 
comparable with real human muscle. The musculoskeletal system of the human 
body is one of the most well-known sophisticated actuation systems worldwide. 
Since nature took thousands of years to optimize each particular muscle of the 
human body, it is then obvious that biological knowledge of the human body 
should be taken into account in order to design a bio-inspired artificial muscle. 
Several different types of criteria must be satisfied: approx. same mass and 
dimensions of the artificial muscle and the human body muscle, maximum 
payload fraction, satisfactory speed and payload, precision and repeatability in a 
range of human skill, linear actuation in order to imitate biological muscle, 
compliancy actuation, etc. Recently, a lot of work has been carried out in order to 
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create artificial muscle (Figure 1) that is similar to the characteristics of human 
muscle, such as: pneumatic McKibben actuator [1], electroactive polymer 
actuators as artificial muscles [2], piezoelectric muscle-like actuator [3], shape 
memory alloys [4] and many other technical solutions. 

 
Figure 1 

The world realized artificial muscle: McKibben [1] pneumatic actuator (top-left), electroactive 

polymer actuators [2] (top-right), shape memory alloys [4] (down-left), piezoelectric muscle-like 

actuator (down-right) [3] 

Numerous authors have already presented technical realizations of human-like 
actuation in robotics, such as: tendon driven antagonistic robotic actuator at the 
German Aerospace Center (DLR) [5], antagonistically coupled pneumatic actuator 
at Osaka University [6], and the Japanese robot Kenshiro from University of 
Tokyo [7]. 

Pneumatic actuators deal with high forces and displacement, however, distribution 
of control signals takes a huge amount of space. They are noisy and have a 
significant hysteresis work ratio. Electroactive polymer actuators sustain large 
forces for a small displacement. A large activation voltage is necessary for these 
types of actuators. Shape memory alloy actuators have high energy density, easy 
control, compact, and good mechanical properties, but they are rather expensive 
and they have a slow dynamic response and poor fatigue properties. Piezoelectric 
muscle-like actuators are suited only for very small forces and displacements. It is 
extremely difficult to control such kinds of devices because of problems with a 
very high hysteresis and memory effect. 

Another proposed approach is from researchers at Duke University in Durham, 
USA; they revealed that they have grown the first ever human skeletal muscle that 
contracts in response to external stimuli, such as electrical impulses and 
pharmaceuticals [8]. This is a very promising area of research because it is 
obvious that natural muscle is the best possible actuator regarding the power 
efficiency versus realized force and torque, especially when compared to some 
other mechanical drive systems. If it will be possible to implement such kinds of 
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laboratory grown muscles to mechanical systems, extreme technical improvement 
needs to be done regarding the realized force and torque, high dynamic of the 
systems and even full system control. Of course, a lot of obstacles should be 
solved, such as a mechanical connection between human tissue and the external 
links and especially the problem of how to “power” such kinds of hybrid systems 
Some kind of bio power circulation for tissue should be realized to preserve the 
functionality and lifetime of the laboratory grown muscle. 

In this paper, a twisted-string linear actuator is realized and presented in the paper 
as a light-weight, low-noise and compact linear design with high-speed actuation 
and satisfactory high payload. 

2 Problem Statements and Task Description 

A linear twisted-string actuator is designed to produce movement in a humanoid 
robot arm that is close to the movement of a human arm with similar requirements 
of speed and force. By taking into account the human arm dimension and natural 
human arm movement, artificial muscle requirements are calculated and 
simulated. 

In order to estimate the required shoulder arm torque and composite speed at the 
end of the hand for natural human arm movement, a simulation of 7 degrees of 
freedom (d.o.f.) robotic arm in MATLAB is carried out [9-11]. Robotic arm 
parameters in standard D-H notation as well as masses of the segments used in the 
simulation are listed in the Table 1. 

Table 1 
Required robotic arm parameters and segment mass 

Link i ai-1 αi-1 di Θi m [kg] 
1 0 -π/2 0 0 0 
2 0 -π/2 0 0 0.223 
3 -0.3 0 0 0 2.276 
4 0 π/2 0 0 0.795 
5 0 -π/2 0.3 0 0.586 
6 0 -π/2 0 0 0.059 
Tool 0.22 π/2 0 -π 0.213 

The circular movement of the robotic arm by carrying the load of 1 kg for 6.5 
seconds in the frontal plane is simulated. Mass hand center trajectory for this 
movement is shown on Figure 2: 
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Figure 2 

Mass hand center trajectory for circular movement of arms carrying 1 kg load. Duration of the 

movement is 6.5s. 

Hand velocity vHAND and acceleration aHAND are calculated by using the following 
equations: 

QJv HANDHAND
  (1) 

2QJQJa HANDHANDHAND
   (2) 

Where JHAND is Jacobian matrix. 

During the simulation, a maximum composite speed of 3 m/s at the center of the 
hand is found (Figure 3).  

 

Figure 3 

Calculated hand speed and acceleration in time 
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Figure 4 

Joint torques versus time and angular velocity 

Required shoulder arm torque (Figure 4) of maximum 20.89 Nm as well as other 
joint torques is determined using inverse dynamics from the simulation 
accordingly: 

FJQGQQQCQQH T
HAND )(),()(   (3) 

Q, Q̇, Q  are the vectors of generalized joint coordinates, velocities, and 

accelerations. H is the joint-space inertia matrix, C is the Coriolis and a centripetal 
coupling matrix, F is the friction force, and G is the gravity loading. The last term 
gives the joint forces due to a wrench F that is applied to the end effector. 

 
(a) 

 

  
(b) 

Figure 5 

Calculated motor speed (a) and stroke (b) for linear actuator 
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Actuator linear motion in pulling direction of maximum 0.05 m is calculated as 
Motor stroke LMOTOR accordingly (Figure 5a): 

)( 0QQrL MOTORMOTOR   (4) 

Actuator pulling speed of maximum 0.05 m/s is determined as linear motor speed 
vMOTOR (Figure 5b) accordingly: 

Qrv MOTORMOTOR
  (5) 

Actuator pulling force up to 696.2 N is found as the total tensile motor force for a 
certain degree of freedom, FMOTOR (Figure 6), which is calculated by using the 
following equation: 

MOTOR

MOTOR
MOTOR r

F


  (6) 

 

Figure 6 

Calculated motor payload for linear actuator 

for which rMOTOR represents the winch radius and Q0 is zero position. 
 

 

Figure 7 

Design of proposed linear twisted-string acutator: 1. DC motor, 2. Gearhead, 3. Coupling, 4. Bearing, 

5. Spring holder, 6. Spring, 7. Twisted-string, 8. Tube, 9. Driving part, 10. Bracket 

To satisfy previously explained requirements, new approaches in mechanics 
should be introduced. For this purpose, the authors proposed a rather new design, 
twisted-string linear actuator (Figure 7), which has a tube structure  with light-
weight, low-noise, and compact linear design with high-speed actuation and 
satisfactory payload value. 
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This type of actuator should be used for driving humanoid robotic arms and hands. 
It is planned to use four twisted-string artificial muscles to actuate a humanoid 
arm without a hand in the following order: shoulder pitch and roll, elbow pitch, 
lower arm yaw (Figure 8). Actuators for shoulder pitch and roll joints will be 
placed inside the torso of a humanoid robot, and other two actuators will be placed 
in the upper arm link. 

 

Figure 8 

Possible angle of rotation of human’s body [12] 

Movement of a humanoid robotic hand will be realized with several twisted-string 
artificial muscles placed circularly in the lower-arm link. The total number for 
activating a robotic hand is still under investigation. Complex mechanical design 
as well as control of a light-weight humanoid robotic arm will be the next 
challengeable task in the future. This is still a promising new approach because of 
its complexity. There are some works concerning activation of only elbow joints 
with this type of actuator [13]. Here it is presented as a mechatronic design and 
experimental evaluation of synergy-based control for human-like grasping of 
robotic hand within the Dexmart Project [9, 12]. Several StMA-based hexapod 
walking robots are presented to the public [14]. 

3 Mechanical Design 

Our proposed and realized twisted-string actuator is composed of one Maxon DC 
motor (20 W) (Figure 9, part 1) [15] that is equipped with an incremental optical 
encoder CPT1000 [17] and a planetary gearhead that has a ratio of 19.2:1 (Figure 
9, part 2) [16]. Other mechanical parts of twisted-string actuators are: axial 
bearing FAG 51100 (Figure 9, part 3) [18], spring (Figure 9, part 4), coupling 
(Figure 9, part 5), 4 linear guides (Figure 9, part 6) with appropriate linear 
bearings (Figure 9, part 7), two brackets (Figure 9, part 8 and part 9), strings 
(Falcon Fishing Tackle, Catfish Leader, 146 kg) (Figure 9, part 10) and the stand 
(Figure 9, part 11). Other parts are not labeled. Complete mechanical design is 
presented in the Figure 9. 
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Figure 9 

Mechanical design of twisted-string actuator with separate mechanical parts (1-DC motor with 

encoder; 2-planetary gearhead; 3-axial bearing; 4-spring; 5-coupling; 6-linear guides; 7-linear bearing; 

8, 9-brackets; 10-string; 11-stand 

DC motor with a gearhead is connected to the bracket, and the bracket is 
connected to the stand. An incremental encoder is used for actuator movement 
control. Another bracket is used for supporting 4 linear bearings that serve to lead 
4 guides of 4mm diameter each in linear parallel motion. This bracket is also used 
to support the axial bearing that prevents gearhead from destruction of carrying a 
high axial load by twisting 4 non-tensile and high-flexible strings of 1mm 
diameter each. A spring is used for turning the actuator back to the initial position 
of maximum actuator displacement. The spring should be well-chosen; it should 
be powerful enough to overcome friction losses between linear bearings and 
guides, as well as friction losses inside twisted strings. If the actuator is mounted 
only in a vertical position, lifting and lowering the load, the spring is not 
necessary and could be removed from an actuator. 

4 Controller Design 

Global block diagram control scheme is shown on Figure 10. Standard PC 
computer is connected with Escon motor driver module [19] via USB in order to 
tune the current and the speed control loop; it is also used for monitoring 
controller’s states and the DC motor’s states with LabVIEW [20]. Escon module 
is in fact a smart DC motor driver. It consists one MOSFET H bridge together 
with an intelligent controller that is capable of realizing speed, current, and 
velocity control of the DC motor in the loop. 
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Figure 10 

Global block diagram of controller design of twisted-string actuator 

A PC computer is also connected to an NI Single-Board RIO 9636 [21] using 
ethernet cable in order to establish data acquisition of the measured signals in the 
system by LabWIEW. NI SbRIO 9636 is a powerful ARM based microcontroller 
board that operates under the real time NI OS. It consists of a 400 MHz ARM 
microcontroller and powerful SPARTAN FPGA running up to 40MHz. It has 48 
programmable digital and analog IO pins which could be directly controlled by 
the FPGA or ARM microcontroller. Some IO pins could be both analog and 
digital according to the users. 

A special electronic adapter board is realized to obtain 16-bit counter data which 
is received from the differential line encoder and filtered with high-speed logic 
circuits. NI Single-Board RIO is also connected to the ESCON module by some 
separate digital lines. Through this connection, the NI board can set motor current, 
speed, and direction of motor rotation acquiring the encoder’s data in time during 
the movement. The Escon module also has the information about the encoder’s 
data during the movement of the motor. 

 

Figure 11 

Cascade control structure for actuator control 

A unique cascade control scheme (Figure 11) is realized to establish position and 
velocity control of a DC motor [22] and the whole actuator. Flexibility is a key 
feature of this type of controller. It consists of three distinct control loops: the 
innermost current loop is followed by the speed loop, and the speed loop is 
followed by an outermost position loop. This type of control requires increasing 
the response time of the controller towards the inner loop. In other words, the 
current loop is the fastest and the position loop is the slowest. 
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5 Model Analysis and Simulation Results 

In order to control a twisted-string actuator, it is necessary to find a correct 
mathematical model that describes real physical systems. Until now, different 
analyses of twisted-string actuators have been carried out. Helix schematic 
representations of twisted-strings are used in modeling load position p (Figure 12).  

 

Figure 12 

Helix schematic representation of twisted string 

The parameters for modeling twisted-string actuators are: L-string length, θ-
twisting angle, r-radius, α-helix slope, Fi -axial force of each string, τL-external 
torque, and Fτ -the tangential force. Position p is expressed by simple equations 
applying Pythagoras’s theorem [23], where fiber tension is taken into account as 
well as stiffness, actuator rotation, and the radius of the string. Variations of the 
twisted-string radius with the twisting angle are included in [13]. The final model 
after consideration of the effective length of twisted string as a function of the 
number of turns is given in [24]. One simple model of load position is given in [9, 
25-26]. Since proposed models of load position p mismatch measured load 
positions in real experiments, load position is expressed as a function of motor 
position (𝜃𝑀) and load (𝐹𝐿) (7). Minimization processes between measured 
(𝑝𝑖𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑) and obtained (𝑝𝑖𝑜𝑏𝑡𝑎𝑖𝑛𝑒𝑑) load positions are taken into account by (8). 
It is done using the LM algorithm [27-28]. 𝑝𝑖𝑜𝑏𝑡𝑎𝑖𝑛𝑒𝑑 = 𝑐1 + 𝑐2𝜃𝑀 + 𝑐3𝜃𝑀2 + 𝑐4𝐹𝐿 (7) min𝜃𝑀,𝐹𝐿 𝑓(𝜃𝑀, 𝐹𝐿) = ‖𝐹(𝜃𝑀 , 𝐹𝐿)‖22 = ∑ 𝐹𝑖2(𝜃𝑀 , 𝐹𝐿) =𝑖 ∑ (𝑝𝑖𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑 − 𝑝𝑖𝑜𝑏𝑡𝑎𝑖𝑛𝑒𝑑)2𝑖  (8) 

Minimization converged and residual is 1.0077 ∙ 10-5. The coefficients of the 
equation (7) are listed in the Table 2 and they are calculated using the simulation. 

Table 2 

Required robotic arm parameters and segment mass 

c1 0.0897 
c2 4.7922e-06 
c3 -9.5170e-09 
c4 3.2083e-05 
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Unloaded and untwisted string length 𝐿0 is estimated (coefficient c1 in equation 
(7)) and it will be used hereafter. Figure 13 represents lengths of twisted strings as 
a function of load and motor position. The points represent measured lengths of 
twisted-strings, and lines represent obtained lengths of twisted strings used (7). 

 
Figure 13 

Lengths of twisted strings: measured points 𝒑𝒊𝒎𝒆𝒂𝒔𝒖𝒓𝒆𝒅 and obtained points 𝒑𝒊𝒐𝒃𝒕𝒂𝒊𝒏𝒆𝒅 

Hence, it is not possible to have a 100% malleable string, obtained load position is 
found applying Pythagoras’s theorem (Figure 12), where ∆𝐿 is string elongation 
(9). String elongation is expressed as a function of motor position and load (10). 
Estimated unloaded and untwisted string’s length 𝐿0= 0.0897𝑚 is taken from 
Table 3. In order to find coefficients for equation (10) (listed in Table 3), a 
minimization process between measured 𝑝𝑖𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑  and obtained 𝑝𝑖𝑜𝑏𝑡𝑎𝑖𝑛𝑒𝑑 load 
positions are carried out (11).  𝑝𝑖𝑜𝑏𝑡𝑎𝑖𝑛𝑒𝑑 = √(𝐿0 + ∆𝐿)2 − (𝜃𝑀𝑟)2 (9) ∆𝐿 = 𝑓(𝜃𝑀, 𝐹𝐿) = 𝑎1𝜃𝑀 + 𝑎2𝜃𝑀2 + 𝑎3𝐹𝐿 (10) ∑ (𝑝𝑖𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑 − 𝑝𝑖𝑜𝑏𝑡𝑎𝑖𝑛𝑒𝑑)2𝑖  (11) 

Table 3 

Coefficients of equation (10) 

a1 8.1153e-06 
a2 8.4427e-09 
a3 1.6914e-05 

Residual of minimization function (11) is 1.1403 ∙ 10-5. 
 
Motor torque is estimated using the same principle as described earlier. The axial 
force of each string Fi  can be found using Pythagoras’s theorem (12): 𝐹𝑖 = √𝐹𝐿2 + 𝐹𝜏2 (12) 
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Figure 14 

Decomposition of axial force of each string 

Calculated axial force (12) in string FI as a function of load and motor position is 
shown on Figure 14. 

Transmission ratio can be found using: 𝜏𝐿𝐹𝐿 = 𝜃𝑟2𝑝  (13) 

The tangential force Fτ  (15) can be found transferring equation (13) and taking 
into account: 𝜏𝐿 = 𝐹𝜏𝑟 (14) 𝐹𝜏 = 𝐹𝐿𝜃𝑀𝑟𝑝  (15) 

Calculated motor torque (16) is ratio of gear torque 𝜏𝐺  and gear ratio 𝑖, where 
previous equations are used. 𝜏𝑀𝑖𝑐𝑎𝑙𝑐𝑢𝑙𝑎𝑡𝑒𝑑 = 𝜏𝐺𝑖 = 𝐹𝐿𝜃𝐺𝑟2𝑖𝑝𝑖𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑 = 𝐹𝐿𝑟2𝜃𝑀𝑖2𝑝𝑖𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑 (16) 

Obtained motor torque is expressed as the following: 𝜏𝑀𝑖𝑜𝑏𝑡𝑎𝑖𝑛𝑒𝑑 = 𝑏1 + 𝑏2𝜃𝑀 + 𝑏3𝜃𝑀2 + 𝑏4𝐹𝐿 + 𝑏5𝐹𝐿𝜃𝑀 (17) 

After the according minimization process: ∑ (𝜏𝑀𝑖𝑐𝑎𝑙𝑐𝑢𝑙𝑎𝑡𝑒𝑑 − 𝜏𝑀𝑖𝑜𝑏𝑡𝑎𝑖𝑛𝑒𝑑)2𝑖  (18) 

Coefficients b1 to b5 are obtained and presented in Table 4, where the residual is 
1.7743 ∙ 10-6. 

Table 4 

Obtained motor torque coefficients 

b1 0.0014 
b2 -3.1935e 
b3 1.4529e-09 
b4 -1.2142e-05 
b5 6.0940e-08 
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Figure 15 

Estimated motor torque as a function of load and motor position 

Motor position and motor load position dependency of calculated and estimated 
motor torque are shown on Figure 15. 

 

Figure 16 

Estimated axial force in string as a function of load and motor position 

Figure 16 presents dependency of calculated and estimated string force in relation 
to motor position and motor load. 

Helix slope α is calculated using the following equation: 𝛼 = acos ( 𝐹𝐿𝑛𝐹𝑖) (19) 

Where n is the number of strings, which is 4 in the presented experiment. A 
relationship of Helix slope as a function of load and motor position is represented 
in Figure 17. 
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A small variation of angle α will produce a large load position p-variation. 

 
Figure 17 

Helix slope as a function of load and motor position 

6 Experimental Results 

As mentioned before, a linear twisted-string actuator is placed in a vertical 
position. Different loads are applied onto the actuator in order to replicate weights 
of human muscle’s load realistically. The loads of 23 N, 39 N, 54 N, 97 N and  
124 N are applied. Strings are terminated on aluminum plates with 4 holes and 
twisted with the actuator from 0 to 7000 degrees with a step of 1000 degrees. A 
set of points from real experiment are obtained and presented onto the diagrams 
(Figure 13. Figure 15 and Figure 18). In Figure 18 a relationship between string 
length as a function of actuator rotation for each load is depicted. 

There are quadratic regressions in a range from 0-6000 degrees of rotation angle 
where strings behave regularly, i.e. strings twist till maximum possible angle - 
strings pack properly. Above 6000 degrees of rotation angle, non-regular strings 
packaging appear. In such a way, several stress concentrations can cause strings to 
break. 
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Figure 18 

String’s length as a function of actuator rotation 

The speed and current control loops are tuned to the ESCON auto tuning process 
using required ESCON control software. The P gain of the position controller is 
found manually. Controller’s parameters are listed in the Table 5. 

Table 5 

Applicated controller gains for a DC motor during the test 

Controller P gain Integration time constant 

Position 0.0035 - 

Speed 963 42ms 

Current 165 69µs 

Maintaining stable control of a DC motor with maximum steady-state position 
error of 2 degrees is realized with hysteresis. An error of 2 degrees in position 
suits the presented application since the motor rotation is in thousands of degrees 
with four times multiplying encoding of optical differential encoder of 1000 CPT 
and the planetary gearbox with ratio 19.2:1. Stabilization of the motor position in 
hysteresis control is done by using a huge first order RC circuit with a time 
constant of 110 seconds where states (20-21): 𝑃𝑉 > 𝑆𝑃 − 2° (20) 𝑃𝑉 < 𝑆𝑃 + 2° (21) 

Where PV is Process Variable and SP is Set Point. 

The main objective of this work is to make an actuator with similar characteristics 
of real human muscle. One of the characteristics of real human muscle is stiffness. 
Artificial twisted-string actuator has a property of stiffness that varies with motor 
position (Figure 19). That will give compliance in actuation of humanoid robotic 
arm.  
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Figure 19 

Stiffness coefficient as a function of motor position 

Each point is obtained from a linear regression model of load versus string’s 
length where correlation coefficients are: 0.9617, 0.9655, 0.9323, 0.9723, 0.9290, 
and 0.9855. It has to be noted that the first and last points are excluded to achieve 
a linear dependency role in decreasing manner of the twisted-strings stiffness 
coefficient versus actuator rotation with satisfied correlation coefficient of 0.9833. 

For motor range between {335.1 – 2011} rad, string’s length changes in range of 
{0.0315; 0.0305; 0.0305; 0.0290; 0.0285;} m, and considering a maximum 
rotation speed of 8000RPM is limited to a maximum permissible input speed in 
gearhead and maximum measured actuator speeds are successfully {1.58; 1.53; 
1.53; 1.45; 1.42} cm/sec. 

Conclusions 

In the paper a new proposed twisted-string linear actuator is designed and realized 
(Figure 20). Characteristics of twisted-strings artificial muscle are found and 
explained. Hardware and software control design are done and described in this 
work. The actuator is placed in a vertical position for lifting and lowering different 
loads. According to presented tasks, a robust and reliable control design is 
accomplished. 

The presented realized design and proposed control algorithm of twisted-string 
actuator supports current intentions for realizing artificial muscle that is very close 
to the characteristics of the human arm muscle. Non-linear dependency model of 
the actuator is observed and explained. Twisted-string actuator has the 
characteristic of compliance similar to that of true human muscle. Compliance is 
followed with a stiffness that varies depending on actuator length in a linear 
descending manner. There is a limitation of speed and velocity of presented 
twisted string actuator compared to that of human muscle.  
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Figure 20 

Pictures of realized and tested twisted-string actuator 

Certainly more attention should be paid to string choice and termination in order 
to have reliable and long-term activation of a humanoid robot arm. Further 
dynamic analysis and dynamic characteristics should be done, as well as real 
implementation in a robotic arm. 
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Abstract: The subject of this paper is the self-organized grouping of droplet epitaxial III-V-
based nano-structures. For the nano-structure grouping, our developed algorithm - called 
Quantum Structure Analyzer 1.0 - is used. The operation of this software is based on the 
principles of the Kohonen Self-Organizing Network. Here, three possibilities for nano-
structured groupings are shown. On one hand, we examine the classification of nano-
structures with Kohonen Self-Organizing Maps, on the other hand, fuzzy inference systems 
are applied for the same goal. In the case of the fuzzy methods two approaches are 
examined in detail. According to the first fuzzy inference approach, the shape factor is 
calculated from the size of nanostructures. According to the second fuzzy inference 
approach, the shape factor calculation is based on the controllable parameters of the 
growth process (eg. pressure and the temperature of the substrate). 

Keywords: nanostructure; classification; self-assembling; Kohonen SOM; fuzzy inference 
system; shape factor 

1 Introduction 

Recently, semiconductor nanostructures are being intensely examined in basic 
research as well as in applied science. The importance of epitaxially grown, low-
dimensional nano-structures, is well recognizable on the yield improvement of 
electronic devices (eg. LEDs, lasers, solar cells). These technologies may also 
have impact on the development of radically new computers, such as, quantum 
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computers. These nano-structures are manufactured mainly with molecular beam 
epitaxy (MBE) technology. The features and functioning of these devices depend 
on the type, shape, size and spatial distribution of the contained nano-structures. 
For this reason, it is essential to know the impact the technological parameters 
have on the qualities of the above mentioned nano-structures. 
 
A good example for the application of these nanostructures is in the 
manufacturing of high efficiency solar cells. There are two developing 
applications for solar cells. One of them is the search of the highest efficiency for 
solar cells (e.g. for space exploration applications). The GaAs-based solar cells 
containing quantum wells (η > 40%) or quantum dots (η > 60%) belong to this 
group [1] [2]. 
 
There are papers from several authors on solar cells created by using intermediate-
band quantum dot (QD) structures. These QD layers are between the two usual p 
and n layers. The band structure is shown in (Figure 1A). The photon current on 
these junctions is added to the usual current between the valence band and 
conductance band. In this way, a very high efficiency can be achieved [3] [4] [5].  
 
The total band gap of an optimal intermediate-band QD solar cell is 1.95 eV, 
which is divided into two sub band gaps. The width of the higher band gap is EL 
(Figure 1B) and the width of the lower band gap EH is 1.24 eV. As an intermediate 
band, the allowed energy levels of the QDs can be used. The solar cell operating 
this way was described in year of 2004. On Figure 1C, the layers of this cell can 
be seen. In that solar cell InAs QDs were grown in GaAs matrix by MBE with the 
Stransky-Krastanov mode. 
 
The nanostructures mentioned in this section are prepared by droplet epitaxy 
(DE), which is described later. Although the DE process was developed in detail 
by a team led by Koguchi at the beginning of the 90s [6] [7], publications already 
covered the subject between 1985 and 1991. Figure 2. indicates the number of 
publications on this DE method. As it can be seen, the number of relevant 
publications exponentially grows between 1985 and 2016. 
 
These nanostructures can be grown using MBE equipment and a DE process [6]. 
Several shaped nano-structures can be formed by DE such as QDs, quantum rings 
(QRs), double quantum rings (DQRs), and nano-holes (NHs). 
 
The process starts with depositing a metallic component from column of III onto a 
substrate (eg. on GaAs) (Figure 3). The deposited material forms droplets on the 
substrate surface. The next stage is the crystallization of the material from the 
column of V. In this second step, different types of nano-structures are formed 
depending on the physical parameters of the process (eg. temperature of the 
sample and arsenic pressure) [8].  
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Figure 1 

(A.)The band diagram of intermediate-band QD solar cell. EG is the band gap, EL and EH are 

sub-bandgaps. The CB QFL is the quasi Fermi niveau of conductance band and VB QFL is 

the quasi Fermi niveau of valence band. (1) and (2) stand for photon absorption under the 

band gap, (3) stands for photon absorption above the band gap. Source [4]. (B) IB and 

monogap efficiency diagram as a function of EL  sub-bandgap. (C) The layer diagram of 

IBQD solar cell. 

 
Figure 2  

Number of publications on droplet epitaxy between 1985 and 2016 
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Figure 3 

Formation of nanostructures during droplet epitaxy process (source: [8]) 

The characteristics of nano-structures during the formation process depend on 
several variables. In the case of low-temperature and high background arsenic 
pressure, QDs are formed. The size, the spatial density and the distribution of Ga 
droplets can be controlled by Ga flux, Ga coverage and the temperature  of the 
substrate. The morphology of the nano-structure can also be controlled by 
substrate temperature and background pressure of arsenic as well [7]. 
 
During the growth process, it is essential to know the technological parameters 
(eg. arsenic pressure, substrate temperature and Ga flux), for the types of nano-
structures formed and the details of this formation process. The clarification of 
these issues is facilitated by our developed software called “Quantum Structure 
Analyzer 1.0”. The operation of this software is based on Kohonen’s Self-
Organizing Network [9]. 

2 Clustering Quantum Structures 

The goal of this paper is to establish a grouping or clustering of quantum 
structures with regard of the above mentioned technological parameters. Several 
technological factors exert an influence on the formation of a single nano-
structure. Moreover, the type determination of a nano-structure is not a simple 
task. The quick recognition, that is, the transition based on the physical 
appearance of the structure from one type to the other is continuous. This makes 
ordering a given nano-structure to one type or to another, on the basis of a simple 
rule is impossible. For that reason, different types are identified by neural 
networks. These networks are not programmed in the usual rule based system 
applications, but are trained to recognize clusters. The training can be supervised 
or unsupervised. A good example for unsupervised learning techniques is the self-
organizing map (SOM). It is an artificial topographic mapping inspired by neuro-
biological research [10].  

 
The topological arrangement is created by multiple repetitions of the following 
process (Figure 4). 
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Figure 4 

Flowchart of Kohonen SOM 

3 Classifying Quantum Structures with Fuzzy 

Inference System 

A possible way to classify quantum structures is to define a shape factor. Because 
of the continuous transition between different types of nano-structures, the shape 
factor can be calculated with the help of fuzzy logic. 
 
Fuzzy logic is based on the fact, that a two valued (true/false) logic, is 
inappropriate to emulate human thinking and it is also inappropriate to describe 
certain phenomena. Thus, fuzzy logic uses intermediate values, between true and 
false. There are statements that where it is impossible to decide if they were true 
or false, but intermediate values indicate the ’degree of truth’. This was the 
reasoning behind the invention the fuzzy logic by L. Zadeh in the 1960s [12] [13].  
A X fuzzy set can be defined by a so-called membership function. This 
Membership functions relate a value from the interval [0,1] to every value of the x 
base set. The value between 0 and 1 reflects the “extent” to which the given x 
value is a member of the X fuzzy set: 
 
 𝛾𝑥 ∈ 𝑋 → [0,1]                                                                                                    (1) 
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where 𝛾𝑥 is the membership function of 𝑋 fuzzy set, that unequivocally defines the 
set. There are different types of membership functions, in this paper we use the 
most frequent triangular and trapezoid shapes [12] [13]. 
 
One application of the theory described above is the fuzzy inference system.  
These systems are based on a rule base model. This model consists of fuzzy sets 
and “if-then” constructions. These systems are frequently used and they have 
various applications, for example [14] [15] [16] [17]. There are many types of 
fuzzy inference system, for example Mamdani, Sugeno, Tsukamoto etc. [18]. The 
inference steps of the algorithm are the following:  
 

1. Fuzzification 
2. Aggregation 
3. Defuzzification 

 
In the fuzzification, the crisp data is converted into fuzzy data. During the 
aggregation the fuzzy sets, that represent the outputs of each rule are combined 
into a single fuzzy set. In the defuzzification the fuzzified data is converted back 
into the crisp number. There are many ways for the defuzzification, for example in 
case of the centroid method: 
 𝑥∗  = ∑ 𝜇𝑐(𝑥𝑖)𝑚𝑖=1 ∗𝑥𝑖∑ 𝜇𝑐(𝑥𝑖)𝑚𝑖=1 ,                                                                                                  (2) 

 𝑚 is the quantization levels in the output, 𝑥𝑖 is the ith data, 𝜇𝑐(𝑥𝑖) is the ith 
membership function. 
 
In this model, Mamdani-type fuzzy inference system is applied. In this case, the 
general form of the rules are the following: 
 𝑘: 𝐼𝐹 𝑥 𝑖𝑠 𝐴𝑖𝑘 𝐴𝑁𝐷 𝑦 𝑖𝑠 𝐵𝑗𝑘  𝑇𝐻𝐸𝑁 𝑧 𝑖𝑠 𝐶𝑙𝑘,                                                            (3) 
 
where k = 1, 2, . . . , R, i = 1, 2, . . . , N, j = 1, 2, . . . , M and l = 1, 2, . . . , L. N, M 
and L are the numbers of membership functions for input and output variables, R 
is the number of the rules [18]. In the model, the default settings (AND operation: 
MIN operator, OR operation: MAX operator, implication method: MIN operator, 
the aggregation: MAX operator, centroid defuzzification algorithm) are used. The 
details of the fuzzy model will be discussed in the next chapter. 
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4 Results and Discussion 

The input of SOM (also referred to as „teaching data”) can be seen in Table 1.      
A data vector is ordered to each sample. This vector contains the parameters of the 
nanostructure: the column I. is the number of the data vector; the column II. is the 
temperature of the substrate; the column III. is the flux of the component (Ga, In, 
Al, etc.); the column IV. is the surface coverage; the column V. is the arsenic 
pressure; the column VI. is the annealing time; the column VII. is the annealing 
temperature; the column VIII. is the base diameter of nano-structure; the column 
IX. is diameter of the ridge circle; the column X. is the distance of the substrate 
surface and the highest point of the nanostructure; the column XI. is the distance 
between the highest point of the nanostructure and the bottom point of the 
nanostructure; the column XII. is the spatial distribution of the nano-structures on 
the surface. The columns  VIII. IX. X. XI. are the geometrical parameters of the 
nanostructure, and their interpretation will be introduced in the Figure 10. 
 

I. II.  III. IV. V. VI. VII. VIII. IX. X. XI. XII. 

1 200 0.19 2.75 1.00E-04 10 350 60 0 7 0 1.20E+10 

2 250 0.025 2.75 1.00E-04 10 350 107.5 0 37 0 4.40E+08 

3 200 0.75 3.75 5.00E-05 1 350 50 0 5 0 3.60E+10 

4 300 0.75 3.75 4.00E-06 5 300 60 40 2 2 1.50E+09 

5 300 0.05 1.75 1.00E-05 0.33 300 100 40 20 15 1.30E+08 

6 260 0.025 3.75 2.00E-04 10 350 167 0 50 0 1.60E+08 

7 260 0.025 3.75 2.00E-04 10 350 250 0 35 0 1.60E+08 

8 620 0.4 3.2 7.00E-07 5 620 350 150 25 55 8.00E+06 

9 620 0.4 3.2 9.00E-07 5 620 350 150 25 45 9.00E+06 

10 640 0.8 2 1.00E-07 3 640 200 200 15 82.4 9.00E+06 

11 640 0.8 2.4 1.00E-07 3 640 200 200 15 91.12 9.00E+06 

12 650 0.8 3.2 1.00E-07 3 600 15.8 15.8 11 22 8.00E+06 

13 650 0.8 2 1.00E-07 2 650 300 200 2 62 8.00E+06 

14 200 0.19 3.75 6.40E-05 10 350 60 0 7.5 0 1.50E+10 

15 200 0.19 3.75 5.00E-05 1 350 60 0 7 0 1.20E+10 

16 250 0.025 3.75 5.00E-05 10 350 110 0 32 0 4.40E+08 

17 300 0.75 3.75 4.00E-06 5 300 80 35 3.6 3.6 1.50E+09 

18 200 0.19 3.75 6.40E-05 10 350 40 0 7 0 3.60E+10 

19 200 0.19 3.75 4.00E-06 10 300 60 60 2 2 1.50E+09 

20 507 0.08 3.2 1.00E-07 2 620 210 200 4 16.5 7.50E+07 

21 507 0.08 3.2 1.00E-07 2 620 200 200 0.5 3 1.60E+08 

22 300 0.75 10.5 1.00E-06 0.33 300 40 10 3.3 3.3 1.50E+09 

23 300 0.75 10.5 1.00E-06 1 300 70 30 3.3 7.3 4.50E-07 

24 200 0.19 6 1.00E-06 1 350 40 40 2.5 2.5 8.00E+09 

25 500 0.04 4 3.00E-09 30 500 290 150 15 25 4.50E+07 

26 520 0.8 2.4 1.00E-07 0.05 520 200 100 3 16 5.00E+06 

27 520 0.8 2.4 1.00E-07 0.05 520 200 100 4 24 1.25E+07 
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28 620 0.47 2.82 9.00E-07 3 620 160 10 0 5 4.00E+08 

29 160 0.79 3.75 1.00E-04 10 350 60 0 7.5 0 2.00E+11 

30 200 0.79 3.75 1.00E-04 10 350 60 0 7.5 0 9.00E+10 

31 250 0.79 3.75 1.00E-04 10 350 250 0 35 0 1.00E+10 

32 260 0.79 3.75 1.00E-04 10 350 250 0 35 0 8.00E+10 

33 500 1 3 5.00E-09 0 600 185 54 4 21.5 4.50E+07 

34 500 1 3 5.00E-09 0 620 185 54 3 20.5 4.50E+07 

35 500 1 3 5.00E-09 1 620 185 64 2 19.5 4.50E+07 

36 540 0.8 3.2 1.00E-06 2 620 200 100 2.5 9.5 4.00E+07 

37 540 0.8 3.2 1.00E-07 2 620 200 100 2.5 16.5 9.00E+07 

38 520 0.8 8 3.00E-06 2 620 200 100 2 5 5.00E+06 

39 520 0.8 8 1.00E-07 2 620 200 100 2 20 1.25E+07 

Table 1 

Input data of self organizing mapping. The (I.) is the serial number, the (II.) is the temperature of the 

substrate. The (III.) is the flux of the component (Ga, In, Al, etc.), the (IV.) is the surface coverage. 

The (V.) is the background pressure of arsenic, and (VI and VII respectively) the time period and 

temperature of annealing.  The characteristic geometrial sizes of the nanostructure (diameter of base 

circle (VIII.), diameter of the ridge circle (IX.), the distance of the substrate and the highest point of 

the nanostructure (X.), the distance of the highest and lowest points of the nanostructure (XI.)) and the 

spatial distribution of the nanostructures on the surface (XII.). 

 
The Kohonen SOM is an iterative algorithm. The theory of the Kohonen SOM 
algorithm is applied by our developed software code named Quantum Structure 
Analyzer 1.0. The results of this algorithm are shown as the function of iterative 
steps on Figure 5. The forming of Kohonen graph can be seen after step 5 (A), 
after step 10 (B), after step 100 (C), after step 500 (D), after step 1000 (E) and 
after step 2000 (F). 
 
On Figure 6, It can be seen that the temperature of the substrate grows vertically 
upward and the background pressure of the arsenic decreases statistically 
horizontally to the right. On Figure 7, it can be seen that component flux grows 
vertically upward and the surface coverage grows statistically horizontally to the 
right. 
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Figure 5 

Snapshots of Kohonen Self-Organizing Maps after 5 steps (A), after 10 steps (B), after 100 steps (C), 
after 500 steps (D), after 1000 steps (E) and after 2000 steps (F) 

 

 
Figure 6 

Substrate temperature – Arsenic background pressure diagram. The temperature of the substrate 

grows vertically upward and the background pressure of the arsenic decreases statistically 

horizontally to the right. 
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Figure 7 

Component flux – surface coverage diagram. Component flux grows vertically upward and the 

surface coverage grows statistically horizontally to the right. 

 
On Figure 8, it can be seen that temperature of annealing grows upward and the 
time of annealing statistically decreases to the right. 
 

 
Figure 8 

Temperature of annealing – Time of annealing diagram. The temperature of annealing grows 

upward and the time of annealing statistically decreases to the right. 
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The classification of nano-structures can be carried out several ways. Figure 9 
displays the original classification based on the literature. The original data was 
obtained from many articles, for example Nemcsics et al. [19] [20] [21], Heyn et 
al. [22] [23], Kuroda et al. [24]. 

 

 
Figure 9 

Original clustering of nanostructures (based on the literature) 

 

The nano-structures were also classified according to geometrical attributes. The 
theory of fuzzy inference systems is applied by fuzzy inference system based 
geometrical quantum structure classification, which is developed in the Matlab 
environment, with the using of the Matlab Fuzzy Toolbox. Refer to Figure 10 for 
interpretation of the dimensions. An important thing is, that the interpretation of 
the geometrical parameters are the same in the Figure 10 part a, Figure 10 part b 
and Figure 10 part c as well. A is the diameter of the base circle of the 
nanostructure: 
 𝐴 = 𝐴(𝑑) = {𝑑, 𝑖𝑓 𝐶 ≥ 0,1 𝑛𝑚0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒    (4) 

 

The value B is the diameter of the ridge circle of the nanostructure. C is the 
distance of the top of the nanostructure from the substrate. D is the distance of the 
top of the nanostructure from the global or local minimum of the nanostructure. In 
Table 1, the size A corresponds to the column VIII., the size B corresponds to the 
column IX., the size C corresponds to the column X. and the size D corresponds to 
the column XI.  

 
The shape factor can be calculated according to B, C or D. If the shape factor is 
defined according parameter B then QDs can be separated from QRs and from 
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NHs. But in this case neither the latter two cannot be separated nor the type of 
“hybrid” (transitionary) nano-structures cannot be determined. 
 
 

 
Figure 10 

 Geometrical dimensions of different nanostructures 

 
The operation of the fuzzy model is based on Figure 10. In this case, the size C 
and the size D geometrical parameters are considered. The size C is the distance of 
the top of the nanostructure from the substrate. The size D is the distance of the 
top of the nanostructure from the global or local minimum of the nanostructure. If 
size D is smaller than or equal to 2 nanometer, then the structure is considered as a 
quantum dot. If size D is larger than 1 nanometer, but smaller or equal than C+1 
nanometer, then it is a quantum ring. If size D is larger than C nanometer, then it 
is a nano-hole. Between 1 and 2 nanometers QD - QR hybrid, between C and C+1 
nanometer QR - NH hybrid is detected. Contrary to this, if the shape factor is 
defined by fuzzy sets based on value of D and parameterized with value of C, then 
QRs and NHs can be clearly separated and type of hybrid nano structures can be 
identified as well (eg. QD - QR hybrid or QR - NH hybrid) (Figure 11A). The 
membership function of output can be seen on Figure 11B. Since it is possible that 
one or more rules of a rule base are true (meaning that one or more neuron fires), 
the result is defuzzyfied with centroid method and a real number is obtained. 
Depending on the range this number fits into, the type may be QD, QR, NH, QD-
QR hybrid or QR-NH hybrid. The mapping is described by if-then fuzzy rules that 
can be seen in Table 2. If only one of the rules is true (or one rule ’fires’ in fuzzy 
terminology) then the object is the nano-structure that belongs to the premise (QD, 
QR or NH). If two rules are true a hybrid form is obtained. 
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Input and condition Output 

D < 2 nm quantum dot 
D >= 1 nm  and  D =< C+1 nm quantum ring 
D > C nm nano-hole 

Table 2 
The calculation of the shape factor is described with fuzzy rule base 

 

 
Figure 11 

(A) Membership function if geometrical dimensions C and D were used to calculate form factor. Areas 

with red border represent hybrid nanostructures (quantum dot-quantum ring hybrids or quantum ring-

nano-hole hybrids) (B) Membership functions of output. Hybrid structures are labeled on figure. 

On Figure 12, the outline of classification with fuzzy inference system is shown. 
The classification is based on the geometrical features of the nano-structures. It is 
also shown that to what extent belongs the given sample to a nanostructure class.  

The 100% implies that there is a clear type of nano-structure. If the structure under 
consideration is a hybrid type (eg. a QD - QR hybrid) the result explains the 
degree of “QDness” and “QRness”. This ratio is calculated by relative error of the 
defuzzified output value to the limit of the relevant interval. The calculation 
formula is shown below. 

 

 𝑄𝐷(%) = (𝐷𝑓−𝑄𝑅𝑚𝑖𝑛)(𝑄𝐷𝑚𝑎𝑥−𝑄𝑅𝑚𝑖𝑛) ∗ 100 (5) 

 

where Df is the crisp output of the fuzzy model (defuzzified value), QRmin is the 
lower limit of the “QR interval” and QDmax is the upper limit of the same interval. 
QD(%) is the degree of “QDness”. The formula for “QRness” is shown below. 
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 𝑄𝑅1(%) = 100 − 𝑄𝐷(%) = (𝑄𝐷𝑚𝑎𝑥−𝐷𝑓)(𝑄𝐷𝑚𝑎𝑥−𝑄𝑅𝑚𝑖𝑛) ∗ 100  (6)                                   

 

where QR1(%) is the proportion of the quantum ring in percent and the meaning of 
the further variables is the analogous to those of 5. 
 

The ratio for quantum ring-nano-hole hybrids are calculated in the same way: 

 𝑄𝑅2(%) = (𝐷𝑓−𝑁𝐻𝑚𝑖𝑛)(𝑄𝑅𝑚𝑎𝑥−𝑁𝐻𝑚𝑖𝑛) ∗ 100 (7) 

 

where Df is the crisp (defuzzified) output of fuzzy model, NHmin is the lower limit 
of nano-hole interval and QRmax is the upper limit of quantum ring interval QR(%) 
is the degree of quantum “ringness”. The ratio of nanohole is shown below: 

 𝑁𝐻(%) = 100 − 𝑄𝑅2(%) = (𝑄𝑅𝑚𝑎𝑥−𝐷𝑓)(𝑄𝑅𝑚𝑎𝑥−𝑁𝐻𝑚𝑖𝑛) ∗ 100 (8) 

 

where NH(%) is the degree of “NHness” and the other parameters are the same as 
in equation 7. This classification has two advantages. It is simple and accurate 
solution. 

There is an additional possibility in the classification of nanostructures. If the 
classification is based on controllable technological parameters then it can be 
interpreted as an engineering tool. These parameters are the substrate temperature, 
the component flux, the background pressure of arsenic, the time interval and 
temperature of annealing. On Figure 13, the results of fuzzy inference 
classification to the nano-structures can be seen. The meaning of the 100% 
proportion is the same as in the case of geometrical classification and the 
proportion calculation of the nanostructure junctions are also the same.   
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Figure 12 

Result of clustering of nanostructures by fuzzy inference system based on the geometrical dimensions 

 

  
Figure 13 

Result of the clustering of nanostructures based on technological parameters substrate temperature and 

arsenic background pressure 

There is an anomaly in line 23, because the algorithm mistakenly identifies NH as 
QR. This sample is unusual as NHs are formed generally above 500 ℃ and under 
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arsenic pressure of 10-7 Torr. In sample 23, the NH was formed at low substrate 
temperature Tsubstrate=300 ℃ and at medium arsenic pressure Pas= 10-6 Torr, after 1 
minute of annealing at T=300 ℃ [25]. 

Conclusion 

In this paper, we examined the clustering of nano-structures forming in an self-
organizing process. The shape, size and spatial distribution of these structures 
determine the characteristics of devices that built of them. For this reason, it is 
important to know that how the technical parameters of manufacturing process 
effect each type of nanostructure. In this paper, a self-organized clustering 
algorithm based on shape factor was examined. In addition to this a few possible 
clustering methods were outlined. First, a clustering algorithm based on Kohonen 
SOM, then we combined this method with fuzzy inference algorithm. In the other 
case, two approaches were studied. In the first approach, the shape factor is 
determined by geometrical dimensions of the nano-structures. According to the 
second approach, the shape factor is determined by directly adjustable 
technological parameters (substrate temperature, arsenic background pressure, 
etc.).  

 
The above described process is verified with an example of a QD based solar cell. 
A possible realization of the QD contained solar cell, mentioned in the 
introduction is in the work of Kerestes et. al. [3]. In this example, the diameter of 
the base circle is between 10 and 18 nm and its height is between 2 and 5 nm. The 
average cell surface density is 9.7*1010 1/cm2. Related to our approximations, at 
this sample the substrate temperature was between 252 and 254 oC, the gallium 
flux was 0.025 ML/s. The ambient pressure of the arsenic component was 
between 5.01*10-5 and 1*10-4 Torr and the annealing time was 10 minute with a 
350 oC annealing temperature applied. 
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Abstract: Air passengers are particularly faced with uncertainty during their travel. 
Information regarding the expected check-in time is not sufficient enough. In many cases, 
there is no infrastructure to measure the time of check-in process and to inform passengers. 
The aim of our research was to elaborate a method based on historical data in order to 
reveal the influencing factors and their effects on time elements (queuing and service time). 
We have considered various air-carrier operational types, periods of the year and 
destinations. The cases of each type and their combinations have been fully investigated. 
The most important influencing factors are: passenger numbers, baggage to passenger 
ratio, ratio of wheelchair passengers and the number of open check-in counters. The results 
serve as input data for prediction of check-in time in a personalized passenger information 
service. 

Keywords: airport check-in; historical data; passenger queues; regression analysis 

1 Introduction 

Air travel requires more fatiguing preparation and causes more frustration than 
other modes of transportation due to stochastic process elements. Airport check-in 
queuing time is the sixth factor that causes discomfort for passengers according to 
a study [1]. Additionally, queues have negative impact on customers’ satisfaction 
[2] and if the queues are too long, some passengers may even miss their flight [3]. 
Stress and uncertainty during travel are often caused by lack of information (e.g. 
about check-in time). These negative effects are more significant in case of 
incidents as delays, cancellations, long queues at check-in, etc. Passengers expect 
a smooth door-to-door travel experience during the entire journey [4].  

In most of the airports there is no infrastructure to measure the check-in time 
elements, which is the basis for information provision. However, it would be 
useful to know, in advance, whether it is necessary to arrive earlier to the airport 
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even if it cannot be measured directly. In accordance with check-in, some studies 
[5] [6] [7] dealt with the modeling and the optimization of check-in and 
cumulative diagrams were used in order to model the operation of check-in 
counters. In [8] different queuing models were analyzed and compared. In [9] it 
has been found that the service quality is mainly driven by the number of available 
check-in counters, the dynamic arrival rate of passengers, and the distribution of 
the service time. According to the study [10] the number of needed check-in 
counters depends on the average speed of passenger flows through the check-in 
points and average check-in service time. In [11] the optimal number of check-in 
counters has been determined. These studies considered the check-in time 
depending on the available infrastructure but did not deal with the characteristics 
of flight or the composition of the passengers as influencing factors. Additionally, 
the study [12] stated that queuing theory is too restricted to predict and calculate 
queuing times. However, the model of integrated database is available to provide 
sufficient information for air passengers [13]. Based on the literature review it has 
been found that airport service time has strong effect on quality of service. 
Currently, only very few studies regarding check-in time analysis and the 
revealing of influencing factors are available. 

In our research we have elaborated an analysis method (grouping and slicing 
method), searching for the influencing factors of check-in time. We also produced 
a correlation analysis for the same database. It is widely used as dependences not 
only between pairs of variables, but between larger groups of variables can be 
quantified in this manner [14]. We compared the results of both methods and 
highlighted those, check-in time, influencing factors that are determined by both 
methods. The purpose was to identify the basic and specified properties of the 
flight which influence the check-in time and to determine their effects. The 
following initial hypotheses were supposed: 

Check-in time depends on the properties of the flight, which are the following: 

 Basic (static) properties: type of airline, season, destination 

 Specific (semi-dynamic) properties: number of passengers, 
baggage/passenger ratio, ratio of wheelchair passengers, number of used 
lanes. 

According to the revealed correspondences the check-in service and queuing time 
are to be calculated without any immobile measuring infrastructure using only the 
flight characteristics. It is useful for both the airports 2-3 days prior to the 
scheduled flight to allocate the resources (e.g. check-in counters) and for the 
passengers during their preparation for the journey. 

Section 2 summarizes the data collection method and the database structure of the 
analysis. Section 3 describes the elaborated analysis method. In Section 4 the 
results, in Section 5 a discussion is provided and the conclusions are drawn in the 
final section. 
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2 Data Collection 

The airport check-in process has been disaggregated and analyzed. Time of the 
entire, completed check-in process (tc) is calculated as a sum (1) of the following 
time values: 

• Queuing time (tq) 
• Service time (ts) 

tc = tq+ ts        (1) 

At the airport, that provided the sample data (Budapest Airport - BUD), the 
process of passenger check-in and baggage drop-off are handled together at the 
same counter. Passengers for a certain flight are standing in a single queue and 
proceed to the counters immediately before the check-in process. We have 
focused only on check-in aided by personnel. 

2.1 Data Recording Steps 

The sample database contained the following items: 
Flight data: from Airport Operational Database (AODB), in reference to the 
check-in process (e.g. number of passengers, number of pieces of baggage, etc.). 
Queuing data: recorded check-in time data (e.g. queuing and service time) 
between January 2013 and August 2016. The data recording was carried out by 
the employees of BUD through an Android mobile application that registered the 
arrival and leave to/from the check-in counter. The analyzed database contains 
13,400 check-in time records belonging to 424 flights. 

One employee registered either one flight or one flight group (in case of common 
check-in) trough continuous monitoring the dedicated check-in counters. Premium 
service counters were not included in data collection at Budapest Airport as 
passengers of first/business classes or frequent flyers are handled in a separate 
queue. In this way, the method ensured that all the passengers of one flight were 
standing in a single queue. The person had to monitor only the end of the queue 
for arriving passengers and all the dedicated check-in counters for leaving 
passengers. The flow chart of the data recording operations and the display of the 
application are summarized on Figure 1. 

Flight details are uploaded from AODB /1/. The flight resource group /3/ depends 
on uploaded data, current date and time. Only the flights concerned in the near 
time window are available for selection. The employee monitors whether any 
passenger arrives to the queue or leaves from the counter /6/. In case of an arriving 
passenger, with the ‘Add passenger’ button the timestamp is registered and the 
queue length is increasing /7/. In the case of a leaving passenger, the button of the 
number of the check-in counter - from which the passenger is leaving - is pressed 
and the timestamp is registered /8/. A new counter can be opened with the long 
press of button ’X’ /10/. With the same method, it can be closed (deleted) /11/. If 
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all the passengers have left and all the counters are closed, data are exported to the 
created database /12/. 
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Figure 1 

Flow chart of data recording and the application display considering the practice of BUD 
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2.2 Database Structure 

Figure 2 illustrates the simplified database structure. 
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Figure 2 

Simplified structure of the database considering the practice of BUD 

The model contains only the attributes that are necessary to understand the 
analysis method. Table 1, 2 and 3 contains the explanation and data type of 
attributes with an example for better understanding.  

Table 1 

Structure of Queuing table 

Name of attribute Explanation 
Data 

type 
Example 

ID ID of recording counter 136 

Event time Date and time of event date 
2013.02.12. 

18:38 

Passenger activity 
Arriving (A) to queue or departing (D) from 

check-in counter 
text D 

Service time (ts) (in seconds) numeric 152 

Queuing time (tq) (in seconds) numeric 205 

Used lanes Number of opened counters numeric 3 
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Table 2 

Structure of Flights table 

Name of attribute Explanation Data type Example 

ID_T ID of traditional check-in counter 1 

Date Scheduled date  date 2013.01.11. 

Flight number Master flight number text FN123 

Passenger number Number of passengers numeric 147 

Wheelchair 
Number of passengers with reduced 
mobility 

numeric 2 

Baggage Number of pieces of baggage numeric 80 

Capacity Seat capacity numeric 150 

Table 3 

Structure of Common check-in table 

Name of attribute Explanation Data type Example 

ID_C ID of common check-in counter 1 

Name of check-in 

group 

Fictitious name for airline groups 
using common check-in 

text GROUP1 

The ‘Queuing’ table contains the measured data, whereas ‘Flights’ Table contains 
the specific characteristics of flights. The ‘Airlines’ table contains the IATA codes 
and the type of airline (low-cost or traditional). Grouping of airlines was based on 
their business model (as airline type). 

3 Analysis Method 

We have elaborated an analysis method in order to reveal the influencing factors 
of check-in time.  

1. We introduced a grouping and slicing method according to the static and 
semi-dynamic properties of a flight.  

2. The introduced method was adapted for BUD. We calculated the statistical 
properties (minimum/maximum values, medians, quartiles, mean values) of 
each sub-group in order to identify the influencing factors. 

3. We carried out correlation and regression analysis regarding all the basic and 
semi-dynamic properties of flights. The results of correlation and regression 
analysis as well as the results of slicing method have been compared. 
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3.1 Grouping and Slicing Method 

The marking system of statistical values (e.g. mean value) has been introduced as 
in Figure 3.  

Left upper index:

grouping aspects of 
flight specific (semi-
dynamic)  properties

Left lower index:

grouping aspects of 
basic (static) properties

Right lower index:

 type of time

 c: check-in time
 q: queueing time
 s: service time  

Figure 3 

Marking system of statistical values 

The basic (static) and specific (semi-dynamic) properties of the flights have been 
classified in Table 4. It summarizes the notation as well. Both the number of 
grouping aspects (k, m) and the number of categories in case of aspects (lk, nm) can 
be extended. In this way a flexible method has been created. The presented 
grouping aspects and the categories are based on the available types in a middle-
sized airport. Grouping aspects are independent. 

In cells of the grouping aspect the corresponsive database table and column names 
are also indicated by italic. The grouping is to be performed by these columns 
either directly or by logical implications / calculated expressions. 

Baggage/passenger ratio reflects the amount of pieces of baggage per person. The 
number and intervals of categories have been determined by our practical 
experience.  

Table 4 

Variables and their values used during grouping 

 Vari-
able 

Grouping 
aspect/table-column 

Values 
Meaning of values 

(groups) 

B
a

si
c 

(s
ta

ti
c)

 p
ro

p
er

ti
es

 

a1 
type of airline/ 
Airlines-Type 

0 all airlines 

1 traditional airline 

2 low-cost airline 

l1 ... 

a2 

type of destination 
/Flights-Flight 
number 

0 all destination 

1 Europe 

2 not-Europe 

l2 ... 

a3 season / Queuing- 0 all seasons 
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Event time 1 winter 

2 summer 

l3 ... 

ak k. grouping aspect lk … 
S

p
ec

if
ic

 (
se

m
i-

d
y
n

a
m

ic
) 

p
ro

p
er

ti
es

 

b1 

passenger number 
/ Flights-
Passenger number 

0 all data 

1 0-50 passenger 

... ... 

4 150-200 passengers 

n1 ... 

b2 

baggage/ 
passenger ratio 
/Flights-Baggage 
and Passenger 
number 

0 all data 

1 0-0.25 

... ... 

8 1.75-2 

n2 ... 

b3 

ratio of wheelchair 
passengers / 
Flights-
Wheelchair 

0 all data 

1 0-1% 

... ... 

7 10% 

n3 ... 

b4 

Used lanes 
(check-in 
counters) / 
Queuing – Used 
lanes 

0 all data 

1 1 

… … 

5 5 

n4 … 

bm m.grouping aspect nm … 

3.2 Adaptation of Grouping and Slicing Method for BUD 

In the case of BUD k=3 and m=4. Accordingly, number of ‘dimensions’ as 
grouping aspects are 3 and 4. The number of options (as different data elements) 
are lk and nm. 

Several statistical values regarding check-in service and queuing time have been 
calculated for the sub-groups according to basic (static) properties. Mean values 
have been calculated for the sub-groups according to specific (semi-dynamic) 
properties. 

3.3 Correlation and Regression Analysis 

The same variables (ak, bm) have been used for the correlation and regression 
analysis as in grouping and slicing method. Qualitative variables (a1, a2, a3) are 
indicated as dummy variables based on Table 5. Final results are presented in this 
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paper. The results of the regression analysis can be applied for prediction method 
regarding check-in time. 

Table 5 

Dummy variables 

a1 type of airline 
traditional 1 

Dummy 1 
low-cost 0 

a2 type of destination 
Europe 1 

Dummy 2 
not-Europe 0 

a3 season 
winter 1 

Dummy 3 
summer 0 

4 Results 

4.1 Results of Grouping and Slicing Method 

Influence of Basic (Static) Properties 

Statistical values (minimum, maximum, median, first quartile, third quartile) have 
been calculated for all the combinations of basic properties and the results (in 
seconds) are summarized in Table 6, Figure 4 and 5. Results are provided only for 
the data and its sub-groups that are available in the recorded sample database. The 
calculated statistical values were examined and compared in group-pairs in order 
to determine dependency. Based on this comparison ts depends on a1 ,a2, b2, b3 
variables, whereas tq depends on a2, a3, b1, b2, b3 variables. The minimum and 
maximum values show which airline type, destination type and season performs as 
the best and the worst. 

Table 6 

Mean values according to basic (static) properties 

Type of time 
All 

data 
Min Max 

tq 678.53 tq 
000 

111 
395.58 tq 

000 

122 
946.32 

ts 88.3 ts 
000 

212 
62.21 ts 

000 

121 
120.76 

tc 766.83 tc 
000 

111 
484.96 tc 

000 

122 
1057.12 
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Figure 4 

Statistical values for queuing time 

 
Figure 5 

Statistical values for service time 

Influence of Flight-specific (Semi-dynamic) Properties 

Average values have been calculated for the semi-dynamic properties of the 
flights and the results (in seconds) are summarized in Figure 6 and 7. The values 
belonging to certain grouping aspects are indicated as independent variables on 
the horizontal axis of the diagrams. The functions of polynomial trend lines are 
also presented on the figures. 
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Figure 6 

Mean values of service times 

 
Figure 7 

Mean values of queuing times 
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4.2 Results of Correlation and Regression Analysis 

The result of correlation analysis in case of service and queuing time are 
summarized in Table 7. 

Table 7 

Correlation results 

 ts tq a1 a2 a3 b1 b2 b3 b4 

ts 1         

a1 0.286 -0.200 1       

a2 -0.234 -0.402 0.169 1      

a3 0.069 -0.194 0.114 0.053 1     

b1 -0.155 0.434 -0.450 -0.197 -0.113 1    

b2 0.378 0.341 0.108 -0.384 -0.071 0.079 1   

b3 0.150 0.083 0.073 0.013 0.005 0.180 0.067 1  

b4 0.210 0.191 0.015 -0.267 -0.077 0.688 0.235 0.191 1 
highlighted background: medium correlation (absolute value >0.3) 

Table 8 

Regression statistics  

 
Service 

time 
Queuing 

time 

r 0.58 0.66 

r2 0.34 0.43 

Adjusted r2 0.32 0.42 

Standard error 21.56 301.59 

According to the value of adjusted r2, the reliability of the results is medium-
strength both in case of service and queuing time calculation. 

After removing those variables that have no or very weak influence, we 
recalculated the results. Final results are summarized in Table 9 and 10, where the 
elements of the equation are highlighted with cultured background. 

Table 9 

Results of statistical analysis (service time) 

 
Coefficients Standard error t value p value 

Intercept 
Name of 

variable 
74.33 6.93 10.73 1.83*10-22 

a2 
type of 

destination 
-7.42 3.47 -2.14 0.034 

b1 
passenger 
number 

-0.31 0.043 -7.68 3.18*10-13 
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b2 

baggage/ 
passenger 

ratio 
21.17 4.6435 4.56 7.83*10-6 

b3 

ratio of 
wheelchair 
passengers 

563.96 204.99 2.75 0.006 

b4 used lanes 11.44 1.8 6.36 8.86*10-10 

Based on the calculations the service time can be predicted according to the 
equation (2):  

ts=74.33 – 7.42*a2 – 0.31*b1 + 21.17*b2 + 563.96*b3 + 11.44*b4  (2) 
Table 10 

Results of statistical analysis (queuing time) 

 
Coefficients Standard error t value p value 

Intercept 
Name of 

variable 
287.51 122.11 2.35 0.019 

a1 type of airline 303.41 110.48 2.75 0.006 

a2 
type of 

destination 
-310.23 54.46 -5.7 3.3*10-8 

a3 season -150.56 52.84 -2.85 0.005 

b1 
passenger 
number 

6.51 0.72 8.98 5.7*10-17 

b2 

baggage/ 
passenger 

ratio 
300.96 65.6 4.59 7*10-6 

b4 used lanes -181.53 29.14 -6.23 1.9*10-9 

Queuing time can be predicted according to the equation (3):  

tq=287.52 +303.41*a1–310.3*a2–150.56*a3+6.51*b1+300.96*b2– 81.53*b4  (3) 

4.3 Comparison of the Results 

We compared the results of the two methods (grouping and slicing method vs. 
correlation analysis) in Table 11. In the case of the grouping and slicing method 
the calculated statistical values were examined and compared in group-pairs. In 
case of connection between the queuing/service time and the variables, ✓mark is 
displayed. The strength of the connections has been revealed by correlation 
analysis. In the table, strong or medium connection has been marked with ✓and 
weak or very weak connection has been marked with X. A green background 
shows that both methods resulted in the same dependency, while light green 
shows if the variable has no influence and dark green if it has. Accordingly, these 
influencing factors have to be taken into consideration in for a prediction method. 
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Table 11 

Dependencies of times on variables 

 Name of variable 

Service time (ts) Queuing time (tq) 

Grouping  
and slicing 

Correlation 
analysis 

Grouping  
and slicing 

Correlation 
analysis 

a1 type of airline ✓ X X X 

a2 type of destination ✓ X ✓ ✓ 

a3 season X X ✓ X 

b1 passenger number X X ✓ ✓ 

b2 
baggage/passenger 

ratio 
✓ ✓ ✓ ✓ 

b3 
ratio of wheelchair 

passengers 
✓ X ✓ X 

b4 used lanes N.A. X N.A. X 
✓: dependency 
X: non-dependency 
green background: same dependency in both methods 
light green: variable has no influence 
dark green: variable has influence 

5 Discussion 

Based on the results of the applied two methods the following have been found: 

 Service time (ts) of low cost airlines is 30-40% lower than in case of the 
traditional airlines (due to the lower number of check-in baggage and the 
higher number of prepared boarding passes). 

 Queuing time (tq) does not depend on the type of airline (a1), but does on 
the type of destination (a2).  

 Service time (ts) does not, but the queuing time (tq) depends on the 
number of passengers on flight (b1): the higher is the number of 
passengers the higher is the queuing time (4).  

qt = -66.6*b1
2+ 482,1*b1 + 71     (4) 

 The higher is the baggage/passenger ratio (b2) the higher is the service 
time (ts) and the queuing time (tq) (5), (6). 

st  = 2*b2
2 – 14.2*b2 + 113.7     (5) 
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qt = -2.8*b2
2 + 77.3*b2 + 397.7     (6) 

According to the results obtained from capacity analysis model [7], 76 
passengers pass with 118 pieces of luggage through one check-in counter 

per hour. In this case st =47.4 sec/passenger. However, we found that in 

the case of BUD, according to (5), st = 96.5 sec/passenger belongs to the 

same baggage/passenger ratio. 

Deviation between the two values could be that in case of [7], the results 
are calculated by fuzzy logic model, while in our case it is a real 
measured data, where service time could depend on the passengers’ 
behavior. Additionally, BUD handles significant through – check-in 
requirements as well. 

 According to correlation analysis it has been found that there is very 
weak correlation between check-in time (tc) and ratio of wheelchair 
passengers (b3) on the flight, however the grouping method showed an 
increased tendency. The false result is the consequence of the small 
sample (only 10% of the analyzed flights had wheelchair passengers on 
board). 

 The smallest service-time (ts) belongs to the low-cost airline, summer 
period, European destination combination. It is because low-cost airlines 
try to minimize the cost by forcing passengers to travel with less baggage 
and with a prepared boarding pass. It reduces the time spent at the check-
in counter, in this way airlines have to pay less for the handling 
companies. Conversely, traditional airlines provide boarding pass 
printing and baggage check-in at the counters and that takes longer. 

 The smallest check-in time (tc) belongs to the traditional airline, winter 
period, European destination combination. The result is the consequence 
of lower queuing time (tq) of traditional airlines. As the order of 
magnitude of queuing time is higher than the service time, the huge 
service time (ts) does not affect the time of the overall process.  

 Non-European destinations require more service and queuing time. An 
explanation is the baggage/passenger ratio on flight (b2).  

The method is mainly developed for airport operators in order to have a general 
overview about expected check-in time values. In the case of having information 
only about the static properties of the flight (e.g. 2 weeks before departure), the 
average check-in time values calculated by grouping and slicing method can be 
used for informing passengers. In case of having information about the semi-
dynamic properties of flight, using the equations of the regression analysis gives 
more precise data. With the combination of these two methods, the expected 
check-in time can be predicted notably. These influencing factors are available 
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from flight schedule and seat reservation system. The calculated results could also 
serve as input data for passenger information applications (e.g. airport application, 
airline application or integrated application) on mobile devices to display the 
expected check-in time for passengers. It would be provided as public 
information; similarly, like an actual flight schedule. Those who have downloaded 
the application could check the information from anywhere. Data reliability could 
be improved by the further analysis of the method and the usage of more historical 
data. This is our goal in further research. 

Conclusion 

Our main findings show that the influencing factors of check-in time and their 
effects are the following:  

 Check-in time slightly depends on the basic (static) properties of the 
flight and mainly the queuing times depend on the type of destination 
(a2) 

 Check-in time is influenced by specific (semi-dynamic) properties of the 
flight, mainly by the number of passengers (b1) and the 
baggage/passenger ratio (b2). 

Accordingly, these influencing factors have to be taken into consideration for the 
case of a prediction model. 

Based on the result, the proposed measures, in order to decrease time elements are 
as follows: 

 Reducing queuing time is more effective if the entire check-in time is to 
be reduced 

 Proper information provision (about baggage, gate info etc.) for 
passengers before check-in, in order to avoid long service time at the 
counters 

 Decrease of service time by the initiation of boarding pass pre-printing 
and the promotion of travelling without baggage 

 Reduction of service time by baggage drop-off in the city (e.g. at airport 
shuttle bus/ train stations or launching baggage delivery service); 

 Opening of more check-in counters (or separated queues), for the case of 
when more than 5% of the total number of passengers are wheelchair 
passengers 

 Better integration of seat reservation system of airlines and airport 
operational database in order to calculate the necessary numbers of 
check-in counters more precisely 
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 Data management with shorter data transmission cycle time (e.g. between 
seat reservation systems of airlines and airport databases regarding 
passenger number, baggage number, etc.). 

During the research we learned that more precise determination of category 
intervals (considering several additional factors) resulted in more accurate results. 
Furthermore, the grouping aspects may vary depending on the characteristics of 
the dataset (e.g. analysis of check-in process in case of special items on flight: 
dogs, ski equipment, bikes etc.). 

Further research directions are the amendment of calculations using additional 
grouping aspects and the elaboration of an advanced prediction method of check-
in time, based on these analysis method/results and the historical data being 
available from different sources but mapping the same physical process. 
Automation in other sectors of transportation alters the conventional processes and 
researches are increasingly focusing on its impacts [15] [16]. Therefore, the 
aviation sector should be prepared for similar challenges. The autonomous 
airports, in the future, need more precise prediction information concerning check-
in time elements, in order to plan their capacity more perfectly. The integration of 
passenger handling functions (check-in, baggage drop-off, security check, 
passport control) needs further analysis of the time elements. As a research goal, 
we are going to build these time elements into an elaborated method. As a future 
opportunity, the model will be further developed to measure and optimally 
minimize the security lines at the airport. 
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