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Abstract: On the grounds of our traffic network model developments an exact mathematical 

model can be created based on the union of different types of transport networks. The 

initial network is the vehicle traffic network that integrates the public transport network as 

well. During this study the union of road and pedestrian networks is initially created and 

then we further examine the possibility of generalization of complex networks thereafter. 
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1 Introduction 

The traffic simulations based on traditional methods start out from trip recording 
(I) or from classical traffic counting methods (II). 

(I) With the first type of modeling we talk generally about traffic generation, 
traffic distribution and traffic sharing, which is expressed in the form of “from/to 
matrices”. This assessment/forecasting method requires very careful 
circumspection, as it must be representative, while performing an adequate 
number of survey according to the representativity can be extremely expensive. 

In urban districts modeling many models are known (Lill’s law of travel, 
Stouffer’s hypothesis, Detroit method, Fratar method, Furness method, Voorhees 
model, Intervening Opportunity Model, Competing Opportunities Model, multiple 
regression model, travel cost model, electrostatic model, other synthetic models) 
which operate with difficult or impossible to measure growth factors, indexes, 
empirical exponents, etc. 
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The input parameters of modeling, therefore, can only be regarded as a 

benchmark in many cases, thus the product of the simulation can only be 

considered with the respective significance. 

(II) The second type of models are based on junction or cross-sectional traffic 
counts which employ well-defined methods fixed in road standards and are 
generally considered to be recognized during transport planning as well. The 
traffic count is performed according to vehicle types which are expressed in unit 
vehicle and weighted by multiplication factors. 

All these should be carried out at different times of the day in a seasonal manner 
upon which the daily vehicle traffic, design hour traffic volume, day and night 
traffic can be calculated [1, 3]. The advantage of simulation software operating 
with this type of traffic counts is that the input values determined with reasonable 
certainty may be accompanied by results of appropriate quality which are well 
understood by the profession [5]. However, the drawback systems using traffic 
counts is that the relationship between traffic volume, average speed and vehicle 
density will not give a clear assignment, e.g. several average speed values can be 
assigned to a certain traffic volume. The system thus carries uncertainties since, 

traditional cross-sectional or junction traffic counting methods involve 

information loss. 

2 The Approach and Methodology used in our 

Traffic Network Model Developments 

A passenger often travels along a complex trajectory during a trip [21]. This 
condition occurs when the route consists of trajectories from multiple traffic 
network parts, e.g. in urban traffic the employed bicycle, pedestrian, road and rail 
traffic trajectories can alter freely according to the needs in the most appropriate 
way. Of course, this is not only typical of urban transport. Each compound trip 
takes place on a complex trajectory, which can include, in addition to the above, 
water and air transport as well. 

The choice of a complex trajectory is always a solution of a conditional optimum 
problem of certain quality, considering the possibilities and travelers’ goals. The 
mixed trajectories play an important role in the modeling of optimal arrivals and 
in the load and reliability analysis of the complex traffic networks as, well. 

The different dynamic traffic network systems operate in parallel following 
mainly the laws of their own and their control. Their operations are also, effected 
by the external environmental and meteorological processes [7, 16, 23]. 

However, the state parameters of these systems have a mutual impact on each 
other and influence each other's traffic processes as well. 
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All of these complex relationships justify the examination of the union of different 
dynamic traffic network systems and the actuality of the topic. 

The dynamic network and any of its trajectories in our study has two basic 
characteristics: the map graph is the geometrical characteristics and the type of 
the flowing “material” is the dynamic characteristics. If for two dynamic networks 
‒ in the case of this study two transport networks ‒ the two graphs are identical, 
but the type of the flowing “material” is different we consider them different 
disjoint dynamic networks. This could be for example the case of a shared 
pedestrian-bicycle path that can be used by pedestrians and bicycles together, or a 
public traffic lane used by trams and buses together. In our modeling, therefore, all 
types of dynamic models describe their own flow. If another flow is present either 
on the sections, or even as a crossing movement, its state parameters are taken into 
account in the influence, inhibition and transfer prohibition functions of the 
model. 

The unified network graph is analyzed for different modes of transport. Because 
of the novelty of the approach it is particularly interesting from the pedestrian and 
vehicle traffic point of view. The pedestrian traffic graph is also divided into 
sectors according to our vehicle traffic network model development, on which the 
passenger facilities of public transport, the intersections with the vehicle network, 
taxi and shared mobility (car-sharing, bike-sharing) stations create additional 
disposition points. 

The road traffic network model in this study includes the surface public transport 
network as well. Their joint operation takes place according to the laws of a large 
macroscopic model. The pedestrian traffic, also, uses this in the unified model 
“assembly line”. 

The vehicle traffic network models are to some extent autonomous dynamic 
macroscopic systems in the large network, based on their own speed-density, 
control laws. At the same time, the integration with the pedestrian system results 
in the entry of new dynamics and conditions in its operation as well, e.g. during 
rush hours, the time spent at stops by public transport vehicles and the dynamics 
of the vehicles changes. 

The pedestrian traffic network model provides more advanced features as well. In 
case of pedestrians the laws of speed-density functions show up relatively rarely 
along their own route, but at congestion points they should be considered. 

Based on the developed model [6], the optimal network paths, trajectories can be 
determined. It can be transmitted also to the discussed complex network model. 
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2.1 Motivations 

One of the biggest challenges in the modeling is the alignment of various 

modes of transport and the mapping of processes of method and vehicle 

changing points. 

The developed new approach was motivated by several basic issues that can no 
longer be ignored while using ITS network models. The research gives a new 
direction of targeted basic research in the field of transportation in connection with 
priority industries [21]. 

The use of traditional modeling approach raises several unanswered questions and 
constantly struggles with size problems. 

All subnetwork is different, there is a wide variety of specific rules, in this 
context, studying any part of the network by itself is only a very small part of the 
whole and it can be only an example taken from the large network. 

If only software algorithmic models are used, they are not suited to give a wider 
range of exact mathematical conclusions and results. 

In traditional models the role of the parking places is a problem [22], since they 
are different types of actors than road sections, so-called foreign elements with 
“storage properties”. 

The complexity of the transport processes requires the application of a high-level 
of automation and intelligent transport systems (ITS), the common basis of which 
are the transport models [25, 26, 27, 28]. 

Our new vehicle traffic network model is macroscopic and map graph invariant, it 
can be described with a special hyper-matrix structure [17]. Its main strengths are 
the uniformization of the very complex network and the high computing speed. 

2.2 The Applied New Model 

There are four kinds of connections between the examined internal and the 
surrounding external network sectors. The dynamic operation (internal and 
external) of the entire network is systematized by the connection hyper-matrix. 
The connection hyper-matrix provides information on any sector in terms of with 
which other sectors are they connected by what kind of dynamic transfer. The 
system of differential equations containing the connection hyper-matrix describes 
the operation of all sectors of the network that means the operation of the entire 
network [18, 20]. 

Our macroscopic model, which describes the transport processes on large-scale 
road networks, belongs to the class of positive nonlinear systems. The model is 
suitable for simulation test of large-scale road networks, planning and traffic 
control systems [19]. 
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(1) 

In our model we apply 0≤ x(t) ≤1 and 0≤ s(t) ≤1 normalized vehicle density state 
parameters. 

xn is the state parameter vector of internal sectors, 

sm is the state parameter vector of external sectors, 

n
x   is the time derivative of the state parameter vector of internal sectors, 

m
s   is the time derivative of the state parameter vector of external sectors, 

L
 and 

P
 are diagonal matrices containing the length of internal and external 

sectors, respectively: 

nlllL ,...,, 21
, mpppP ,...,, 21

 

The submatrices of K connection hyper-matrix are: 

K11
nxn, K12

nxm, K21
mxn, K22

mxm és xn, sm. 

The elements of the matrices are vij connection speeds which are created as the 
product of the following seven connection functions: 

vij = αij βij γij uij(t) S (xi(t))Vij (xi(t),xj(t),ei,ej) E(xj(t)) 

In case of the above product at j® i connection αij=αij(x(t),t) means distribution, 
βij= βij(x(t),t) is a factor obstructing or supporting the connection, γij = γij (t) 
denotes the intensity of the connection and uij(t) the traffic light signal, which are 
non-negative dimensionless values. 

S and E are internal prohibiting automation functions acting at the connections. 

S(x) is an automatic internal self-control function that takes the value 1 or 0. The 
connection is permitted if the density of the receiving section x is less than 1, 
otherwise it is prohibited. 

E(x) is an automatic internal self-control function that takes the value 1 or 0. The 
connection is prohibited if the density of the transmitting section x is less than or 
equals 0, otherwise it is permitted. 

Vij is the transfer speed [m/s], which at time t depends on the state parameters of 
the connected sections and on ei, ej environmental parameter vectors of sections i 
and j. 

Based on this the elements of the connection matrix are speed values [m/s]. 
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The values in the main diagonal of K11 and K22 are 0 or negative, all other 
elements take non-negative values. All elements of K12 and K21 take non-negative 
values. These matrices are, therefore, Metzler matrices, consequently the K 
connection hyper-matrix defined by them that describes the entire connection 
system is a Metzler matrix as well [2, 8]. 

Our macroscopic model of transport processes on large-scale road networks 
belongs to the class of positive nonlinear systems. 

2.3 Mathematical Model of the Narrowed Traffic Network 

The narrowed network model consists of an internal network of n sectors bounded 
by an arbitrary closed curve „G” and m external sectors with densities s1, s2, …, 
sm, which have direct connections with an internal sector, the state of which is 
considered as known based on measurements. In this model among the matrices 
forming the connection hyper-matrix only K11 and K12 matrices play a role 
because they represent every transfer with relation to the internal sectors. (The 
external-external connections are not considered in this case). The system of 
differential equations of the model is the following: 

]),(),([ 1211
1

ssxKxsxKLx  
 

(2) 

Where: xn,  xi[0,1], (i=1,2,…,n), 
n

x  , sm,  si[0,1], (i=1,2,…,m), 
L = diag{l1, ... ,ln}, li the length of internal sections in the main diagonal (li>0, 
i=1,2,…,n), K11

nxn, K12
nxm. 
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3 The Union of Vehicle and Pedestrian Traffic 

Network Models 
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Figure 1 

Connections of internal and external networks in case of road traffic 
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Figure 2 

Connections of internal and external networks in case of pedestrian traffic 

The developed and used road traffic model examined primarily the vehicle 
processes. This model is a macroscopic model with arbitrary network dimension. 

We show that the model can be extended with appropriate considerations to 
pedestrian traffic network modeling and analysis of movements and speed 
processes of pedestrians on the network as well [21]. 
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It must be emphasized that although the organizational structure of pedestrian 
traffic network model and road traffic model is identical, but the two models form 
a disjoint network. 
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Figure 3 

Hyper-network connection system of road and pedestrian traffic 

The hyper-matrix describing the entire connection system of the union of vehicle 
and pedestrian traffic network models is the following: 
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The hyper-matrix describing the entire connection system of road and pedestrian traffic 
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In the union of the two networks the mathematical modeling applies the following 
hyper-matrix in the system of differential equations: 
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 (3) 

During the modeling a closed domain is analyzed (the so called narrowed model is 
used) and traffic on the edges are considered on the basis of measurement results, 
so all external-external relations, 

e.g. 22K , 22

~
K  are not needed to be analyzed. 

The union of these two models means that the two networks establish close 
dynamic connections with each other and the existing ones are complemented 
with new internal-internal, external-internal, and internal-external connections. 
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Figure 5 

Narrowed connection system of road and pedestrian traffic hyper-network 

The hyper-matrix describing the narrowed connection system of the union of 
vehicle and pedestrian traffic network models is the following: 



T. Péter et al. Combined Mathematical Modeling of Different Transport Networks, Considerations and  
 Complex Analysis 

 – 16 – 

























0
~

0

~~

00

2141

12113231

2321

14131211

KK

KKKK

KK

KKKK

K











 (4) 

3.1 Remarks on the Union of Network Models 

1) The union operation is mathematically closed because the same 

macroscopic approach is applied to pedestrian traffic and road vehicle 

traffic. The mathematical model of both dynamic networks is a Euler model 

belonging to the positive nonlinear system class. Further generalization is the 

union of several physically different - but according to the above - mathematically 

identical network models. Since they are disjoint, we can perform the extension of 

base networks practically in a serial recursive manner, and thus the base network 

is replaced by the extended one. 

The structure of the model in this case is the following: the top left corner of the 

main diagonal of the new connection hyper-matrix contains the base network 

while the sub matrix in bottom right corner of that represents the additional 

network (both with the entire internal-internal, input and output connections). The 

transport connections from the new network towards the base network are entered 

in the top right corner of the antidiagonal of the new connection hyper-matrix, 

while those from the base network towards the new network are in the bottom left 

corner of the antidiagonal. 

So technically the extension is always the filling of the antidiagonal, which 

considers the connections between the two networks. 

Any changes that can be transferred into these new network parts corresponding 

to the road model features must be defined at the elements of the connection 

matrices. 

The union related to public transport network in case of buses and trolleys can be 

handled easier than the one related to pedestrian and cycling network. The 

macroscopic flow modeling of tram, subway, suburban railway and railway traffic 

is well manageable with the scheduled stopping of the flow at stops, similarly to 

the traffic light control method. The validation of the model can be performed with 

the analysis of speed processes and travel times. 

2) An important characteristic of the union is that it is created through a 

dynamic co-operation of physically separate networks. It can be concluded that 

some networks keep their internal autonomy, while at the same time they have a 

high level of co-operation with each other. 
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3) The pedestrian traffic network has two types of edge connection, on the one 
hand the inputs and outputs originating from the external pedestrian network 
connections and on the other hand those from the road network element 
connections by the union. 

4) The input-output connections of the road network are not changed by the 

union, they invariably receive and transfer vehicle flow. The time delays in the 

vehicle traffic network, however, can be greatly affected by the state parameter 
vector x~ of the pedestrian density that occurs at pedestrian crossings and in the 
case of passenger exchange stop times of community vehicles which are taken into 
account in the model by the βij(x

~) pedestrian state-based obstruction factors. In 
some overload cases the speed reductions due to the change in acceleration 
capabilities of the vehicles emerge at the speed-density law, taking into account 
the pedestrian state parameter vector V(x, x~, e). 

5) A common property of both networks is that state and time-dependent flow 

distribution is created at each junction. This property can be recorded and 
measured with cameras. At the macroscopic modeling the personal 

expectations and preferences of the travelers prevail through the 

distributions. However, another, better traffic control may change the 

distributions in the same time of the day. 

6) The transfer processes between the section elements are disturbed by 

traffic lights and obstructed or supported by the state-dependent transfer 

factors, the transfer speeds are affected by the state and environmental 

factors. 

7) The “system control” in respect of “traveler influence” can be studied 
optimizing the passes through the union of two networks (speed/time, cost, 

environmental load) [12]. The analysis of the passes of pedestrians between 
selected pairs of points on the network on mixed trajectories is performed in 
“traveler stream” manner (with mixed-use of pedestrian road sections and 
community vehicles) it is practical to give strategies for the determination of the 
selected pairs of points. The control strategy should be formulated as a model 

predictive control MPC-based one with a model computing time orders of 

magnitude faster than the real time, of which our mathematical model is capable. 

If the optimal arrival is analyzed on multiple trajectories, task requires the solution 
of a variational computational problem. Along all trajectories the X length of the 
road travelled to t time leads to an X(t) route function that gives T travel time upon 

arrival at point “B” and this mapping provides the real function J: 

J:  X(t) →T (5) 

The model describing the large-scale transport networks thus can be applied in 
real time route recommendation taking into account the traffic parameters as well. 
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4 Example for the Union of Vehicle and Pedestrian 

Traffic Models 

4.1 Description of the Example Model 

The solid lines indicate the road network, the dashed lines indicate the pedestrian 
network. The input and output connections of both are denoted by dual-line 
arrows. 

The tilde-marked section numbering and input-output points relate to pedestrian 
traffic. The standard section numbering and input-output points relate to road 
traffic. T1 and T2 transits between pedestrian and road traffic. 

B 

A 

4
~

=8 4
~s =s7 

3
~s =s6 

1
~s =s4 

6
~

=10 5
~

=9 

1 

2 

3
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=7 

3 4 

s1 

s2 
s3 

1
~

=5 2
~

=6 2
~s =s5 

 

Figure 6 

Simple example of road and pedestrian network connections 

The relationship between the two networks is characterized by the following: 

Road traffic influencing observed: 

The road traffic between 1 and 2 is obstructed by the pedestrian traffic of sections 
2~ and 4~ passing across the junction through the marked pedestrian crossing, 
which is considered with the pedestrian density. 

The distributions acting at pedestrian traffic: 

3~® to 4~ and 3~® to 2. 

1~® to 2~ and 1~® to 2. 

6~® to 3~ and 6~® to s~
2. 

2~® to 5~ and 2~® to s~
2. 

s~
3® to 5~ and s~

3®to 3~. 
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The distributions acting at road traffic: 

2 ® to 3 and 2 ® to 4. 

3 ® to s2
 and 3 ® to 6~. 

4.2 The Computer-Algebraic Mathematical Model of the 

Example Model 

The analysis of the union of vehicle and pedestrian traffic networks. Let us 
consider the previously discussed connection hyper-matrix describing the entire 
system of connections: Figure 4. 

In the example model the following matrices are zero matrices: 

- Since there are no external-external connections within the own network K22 = 0, 
K~

22 = 0. 

- Since there are no connections from external pedestrian networks to road 
networks K14 = 0, K24 = 0. 

- Since there are no connections from external road networks to pedestrian 
networks K32 = 0, K42 = 0. 

- Since there are no connections from internal road network to external pedestrian 
networks K41 = 0. 

Based on the above, the following sub-matrices of the connection hyper-matrix 
describe the connection system of the network union: 
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                                                               (6) 

Using the narrowed network model described based on the system of differential 
equation (2) the construction of submatrices was carried out using a computer-
algebraic model. The symbols used in the following are found in section 2.2, at the 
description of the mathematical model of universal vehicle traffic network. 

For the description of the road network model the following matrices were 

determined: 

K11: 
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 ,2 1 ( )S x2 ( )V ,x2 x1 ( )E x1 0 0 0

 ,2 1 ( )S x2 ( )V ,x2 x1 ( )E x1   ,3 2 ( )S x3 ( )V ,x3 x2 ( )E x2 ( )1  ,3 2 ( )S x4 ( )V ,x4 x2 ( )E x2 0 0

0  ,3 2 ( )S x3 ( )V ,x3 x2 ( )E x2  , ,outp 2 3 ( )S s2 ( )V ,s2 x3 ( )E x3 0

0 ( )1  ,3 2 ( )S x4 ( )V ,x4 x2 ( )E x2 0  ( )S s3 ( )V ,s3 x4 ( )E x4  

In the example model the road traffic obstruction by the pedestrian traffic occurs 
at the marked pedestrian crossing at T1 taking into account the pedestrian density 
with the function β2,1(x

~
2,x

~
4). 

K12: 













 , ,inp 1 1 ( )S x1 ( )V ,x1 s1 ( )E s1 0 0

0 0 0

0 0 0

0 0 0  

For the description of the pedestrian network model the following matrices 

are applied: 

K
~

11: 













 ,2 1 ( )S x2 ( )V ,x2 x1 ( )E x1 0 0 0 0 0

 ,2 1 ( )S x2 ( )V ,x2 x1 ( )E x1   ,5 2 ( )S x5 ( )V ,x5 x2 ( )E x2  , ,outp 2 2 ( )S s2 ( )V ,s2 x2 ( )E x2 0 0 0  ,2 6 ( )S x2 ( )V ,x2 x6 ( )E x6

0 0  ,4 3 ( )S x4 ( )V ,x4 x3 ( )E x3 0 0 ( )1  ,2 6 ( )S x3 ( )V ,x3 x6 ( )E x6

0 0  ,4 3 ( )S x4 ( )V ,x4 x3 ( )E x3  ( )S s4 ( )V ,s4 x4 ( )E x4 0 0

0  ,5 2 ( )S x5 ( )V ,x5 x2 ( )E x2 0 0 0 0

0 0 0 0 0   ,2 6 ( )S x2 ( )V ,x2 x6 ( )E x6 ( )1  ,2 6 ( )S x3 ( )V ,x3 x6 ( )E x6  

K
~

12: 













( )S x1 ( )V ,x1 s1 ( )E s1 0 0 0

0 0 0 0

0 0  , ,inp 3 3 ( )S x3 ( )V ,x3 s3 ( )E s3 0

0 0 0 0

0 0 ( )1  , ,inp 3 3 ( )S x5 ( )V ,x5 s3 ( )E s3 0

0 0 0 0  

The amounts to be transferred from the pedestrian traffic to the vehicles, e.g. the 
one at point T1 from sections 1~ and 3~ obviously only reduces the density of 
pedestrian traffic, but does not increase the vehicle density. Similarly, the 
passengers getting off at point T2 do not reduce the vehicle density, but increase 
the pedestrian density on section 6~. In the case of section 5~ one can see that there 
is a pedestrian flow to an external road network section. 
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However, the pedestrians on vehicles (“temporary” passengers) are periodically 
removed from pedestrian traffic, in this way they play the same role as the parking 
places on the road traffic network. It is special in the way that they are staying on 
moving “parking places”. 

The pedestrian traffic getting on at point T1 and likewise getting on or off at point 
T2 can be controlled by the schedule-adjusted γi(t) intensity functions. 

5 Generalization of the Problem 

The generalization of the problem in the case of surface traffic networks is the 
determination of the union of n different types of disjoint traffic networks. This 
results in a joint system model, which considers co-operations existing in the real 
world. The general approach can be illustrated well with n=4 different types of 
disjoint traffic networks. 

Let us consider the following network types: 

HK: road network 

HG: pedestrian network 

HP: rail network 

HB: bicycle network 

According to the above in addition to the previously considered road vehicle and 
pedestrian processes rail and bicycle network processes are taken into account as 
well. 

In the creation of the union of various disjoint traffic network systems a more 
complex case can occur than the model type used in practice (the cases allowing 
multiple connections), because in this case internal and external networks (which 
generate the input and output processes) belongs to each network type (the state 
parameters of which are studied). 

The main diagonal (the colored matrices) of the connection hyper-matrix of the 
combined network (the union) contains the connection hyper-matrices of the 
different sub-networks. 

The mathematical model contains n2 - n connection hyper-matrices outside the 
main diagonal, since in principle any internal element of a network can be in 
connection with internal or external elements of a different network. Similarly, 
any external element of a network can be in connection with internal or external 
elements of a different network. These are the connections outside the main 
diagonal of the hyper-matrix. In the example these are illustrated by the arrows. 
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 HK HG HP HB 

  Inner Outer Inner Outer Inner Outer Inner Outer 

HK Inner         

Outer         

HG Inner         

Outer         

HP Inner         

Outer         

HB Inner         

Outer         

Figure 7 

The connection hyper-matrix of the union in the case of four different types of disjoint traffic networks 

In reality, the physical properties of each network systems are those which, in 
principle, permit or prohibit the potential cross-connections. The properties related 
to the cross-connections are presented below for the case of a simpler structure 
with four different types of global disjoint traffic networks. 

The creation of the union of global disjoint traffic network systems is the simpler 
case, because each network type has only internal networks (the state parameters 
of which is examined on the entire surface of the Earth) and the external networks 
are empty networks. 

  

 H K  H G  H P  H B  

H K   K K , G  0  K K , B  

H G  K G , K   K G , P  K G , B  

H P  K P , K  K P , G   K P , B  

H B  0  K B , G  0   

 
 

Figure 8 

The connection hyper-matrix of the union in the case of four different types of global disjoint traffic 

networks 

The properties of the sub-matrices of the connection hyper-matrix are the 

following: 

KK,G: transfers passengers from pedestrian traffic to road traffic, but does not 
increase the vehicle density of road traffic 

KG,K: transfers passengers from road traffic to pedestrian traffic, but does not 
decrease the vehicle density of road traffic 

KP,G: transfers passengers from pedestrian traffic to rail traffic, but does not 
increase the vehicle density of rail traffic 

KG,P: transfers passengers from rail traffic to pedestrian traffic, but does not 
decrease the vehicle density of rail traffic 
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0: rail traffic does not transfer vehicles to road traffic 

KP,K: road traffic can transfer vehicles to rail traffic, but it does not increase the 
vehicle density of rail traffic (e.g. rail transportation of road vehicles) 

0: road traffic does not transfer vehicles to bicycle traffic 

KK,B: bicycle traffic can transfer vehicles to road traffic. There are two cases: 1) 
the bicycle effectively takes part in the traffic and increases the density, 2) it is 
placed on a vehicle without increasing the density. The bicycle network density is 
decreasing in both cases. 

KB,G: transfers passengers from pedestrian traffic to bicycle traffic. The pedestrian 
density is decreasing; the bicycle density is increasing from the parking bicycles. 

KG,B: transfers passengers from bicycle traffic to pedestrian traffic. The density of 
parking bicycles and the passenger density is increasing as well. 

0: rail traffic does not transfer vehicles to bicycle traffic 

KP,B: transfers passengers from bicycle traffic to rail traffic, but does not increase 
the vehicle density of rail traffic (e.g. transportation of bicycles). The density of 
bicycle traffic is decreasing. 

Conclusion 

We presented a new macroscopic mathematical modeling technique based on the 
union of the models. The model belongs to very new and modern area in the field 
of mathematical research, as it is located in the non-linear positive system class. 
The special hyper-matrix structure defines the cooperation of network elements 
and the system of differential equations describing the connections. These models 
provide excellent opportunities for the application of the Lyapunov function 
method in various areas of the domain-level non-linear control as well. The 
application possibilities in the domain-level control in big cities are significant. 
The model has excellent capabilities in the optimization of movements along the 
trajectories and in the reduction of traffic-oriented environmental pollution [11, 
24]. The model is particularly suitable for describing the transfer/vehicle exchange 
processes that are critical elements of transportation chains. 

The exploration and the better understanding of processes occurring in large-scale 
complex traffic networks led us to a new principled modeling and to the 
introduction of flexible optimal control methods. The purpose of the control can 
change flexibly based on the different states of the network in different domains. 
The network ITS is a variable network that evaluates the optimal satisfaction of 
direct demands related to traffic during the operation, such as optimal arrival, 
environmental load, safety and power-saving operation [13, 14, 15]. The projects 
aiming at creating urban traffic models serve for reducing both congestion and 
environmental impact [9, 10]. 
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The additional software development related to the research aims to provide a tool 
for real-time industrial control tasks in case of large-scale intelligent road 
networks. Notably, in every case the preparation of the traffic system plan of the 
smart city [4] is the primary compass for the implementation of an ITS network. 
The synergy and the potential for further exploitation of the results are very 
positive. New accelerated methods can arise for the analysis of complex 
movements (transportation chains) along the trajectories, the environmental load 
and safety as well. 
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Abstract: This paper targets two goals. First, it analyzes the most common errors in 

automated translation from French to English and from English to French performed by a 

statistical and a hybrid translation engine with the help of the evaluation metric SAE 

J2450. The test of concordance is applied in order to study the agreement between the 

original text and its retroversion within the same translation memory software. Seven 

categories of primary errors are considered, which cover the fields of terminology, 

semantics, structure, orthography, punctuation and completeness. Second, evolving fuzzy 

models are developed, which give the overall paragraph score using the seven categories 

of primary errors as inputs. The fuzzy models permit the users to establish the accuracy of 

translation and to grade the quality of translations resulted from the reintroduction of the 

result of translation in the same software application. They also allow the comparison of 

two popular translation memory programs, namely Google Translate (GT) and Systran, in 

the framework of the issues of concordance in translation and artificial learning. 

Keywords: accuracy; automated translation; concordance; errors; evolving fuzzy systems 

1 Introduction 

Nowadays, we are witness to an unquestionable reality: the extent and dimensions 
of informative and formative space are increasingly influenced by the Internet, by 
computerization and automation which pervade the users’ cognitive sphere, 
directing the contents and orienting the global organization of their ideas. The 
Internet and computer systems are becoming determining factors of the new 
dimensions of educational area – revealing the intentions, the content, the means 
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and the instruments of education – and provide access to a wide range of contents, 
information and current trainings, which prove themselves necessary all the more 
so as we all participate to the multidimensional process of globalization of 
education. In order to implement a new teaching program (for example, in foreign 
languages or translation) which makes use of traditional methods, but also of the 
original means made available by new technologies, the teaching staff (teaching to 
students in translation and interpreting) need training and specialization in three 
domains: specialization in the domain of pedagogy and education, specialization 
in the scientific domain linked to the informational content of teaching and 
specialization in the domains of informatics and programming. We also have to 
take into account the fact that the new generation of students, “the digital natives”, 
answers more easily and effectively to a novel way of learning, combining the 
classic classroom sessions with independent learning and with computer-based 
training (CBT) and web-based training (WBT). The education program based on 
blended learning helps students in foreign languages and translation to develop 
digital skills and increases the level of knowledge and handling of online tools of 
translation engines, in parallel with the improvement of their textual competence 
and the enhancement of information and technology literacy. 

The first goal of this paper is to analyze the most frequent errors in automatic 
translation. These errors can be identified by students in career training 
(translation and interpreting) and by professional translators as they carry out 
translation of a text from French to English (“theme”) and from English to French 
(“version”), following the automatic processing of a paragraph of academic text 
by two translation memory software applications, namely Google Translate (GT) 
and Systran. We will then apply the concordance test (“goodness of fit” test, the 
“adjustment” test) on texts which are translated from French to English and from 
English to French by each translation software mentioned above, in order to 
establish the degree of concordance between the original text T1, which is 
translated, from English to French (“version”) and the text T3, which represents 
the result obtained after the translation into French of T1 is reintroduced within 
the same translation memory software and retranslated into English. 

In the context of the first goal, the text T1 in English will be translated into French 
with the help of an online translation memory software application (for example, 
GT or Systran). We obtain the text T2 in French. In a second phase, we introduce 
the text T2 in the same application and we translate it into English. We note the 
result with T3 and we compare T1 to T3, establishing the degree of concordance 
between them with the aid of a statistical test. We will use a statistical test to study 
the agreement or the concordance of the translation to the original text and to 
compare T1 with T3. 

The analysis of the most frequent errors in automatic translation leads to seven 
categories of primary errors, i.e. those which cover the fields of terminology, 
semantics, structure, orthography, punctuation and completeness. The second goal 
of this paper is to develop fuzzy models, which give the Overall Paragraph Score 
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(OPS) using these seven categories of primary errors as inputs. The evolving 
fuzzy models are built upon the results obtained by the Process Control group of 
the Politehnica University of Timisoara, Romania, and reported in [1-6]. Four 
evolving fuzzy models are developed for the translation from English to French of 
the data obtained using GT and Systran in terms of employing either the Recursive 
Least Squares (RLS) algorithm or the weighted Recursive Least Squares (wRLS) 
algorithm to update the rule consequents of the fuzzy models. The basic version of 
the incremental online identification algorithm is implemented according to [6] 
using the software support specific to eFS Lab [7, 8]. Evolving fuzzy models for 
the translation from French to English are not developed as the translation is 
accurate enough to produce low errors that create numerical problems in the 
identification algorithm. 

The results of the new ideas expressed as the two goals are important as our final 
goal is to propose a course or a path making use of an original method and of a 
pedagogical software tool that makes possible for students in translation and 
professional translators to extend and detail research on the existing differences 
between the degrees of accuracy and quality of translations furnished by different 
language translation software applications, as well as on the recurrent errors with 
each translation software. Since translated texts or paragraphs are far from being 
correct or perfect, the process of automated translation as imperfect model obliges 
students not only to discriminate the wrong elements found in translation, but also 
to critically analyze and improve their translator skills by constantly having to 
refine, revise and proofread an instant automated translation. The use of nonlinear 
models as fuzzy ones can be beneficial with this regard. 

This paper is organized as follows: the analysis of translation results with focus on 
GT and Systran is carried out in the next section. The metamorphosis of a text 
through translation (quality and evaluation) is first treated, and a discussion on the 
choice of automatic translation engines and evaluation metric for translation 
quality is included. Section 3 is dedicated to the development of the new evolving 
fuzzy models. The results are validated on real data. The conclusions are 
highlighted in Section 4. 

2 Analysis of Translation Results 

Nowadays, a translator is not only he who deciphers the message issued by a 
transmitter, but also he who recodes it and renders it comprehensible to the 
receiver. This is though not possible without touching and altering a little bit the 
content of the message, sometimes at the expense of its quality, value and 
concordance by comparison to the source. As shown in [9], Kumarajiva asserted 
that translation resembles, in fact, “to already masticated food that will be given to 
him who cannot chew it himself”. Automated translation would then be 
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tantamount to victuals chewed by the mouth of an artificial organism whose aim 
would be to guide the human operator in his work as “validator”, as verifier and 
checker of linguistic solutions generated by the implementation of mathematical 
algorithms, or, according to Toudic et al. [10], as “post-editor” or as proof-reader 
who edits, revises, corrects and removes errors from translations made by an 
automated engine, an engine with translation memory, so as to achieve a certain 
degree of acceptability and quality. Nevertheless, we can easily become aware of 
the fact that such food does not have the original taste and aroma anymore. 

Bowker and Ehgoetz [11] insist on the fact that automated or machine translation 
(MT) entails the shift from the concept of “absolute quality” to that of threshold of 
acceptability of translation by the final beneficiary. It is obvious that this questions 
the notion of relativity of quality, defined by relationship to the level of 
acceptability of the product for this final recipient. 

Today, the emergence of new media and the development of automated translation 
and of translation memory tools have changed the perspective on the notion of 
quality in translation. Green et al. argue that this is not anymore focused on how 
faithful or unfaithful the translation is by relationship to the source-text [12]. On 
the contrary, it is re-centered to take into account the final usage or the particular 
use of the translated text. 

While, as stated in [10], the tools of computer-assisted translation and translation 
memories diminish the final responsibility of the translator as far as the quality of 
the resulting translation is regarded, the quality of the translated text is established 
by the quality of translation machines, of pre-translated segments, of 
terminological databases, as well as by the quality of the revision work lead by 
tools of evaluation of translation quality and by the human post-editor, contends 
Koehn [13]. Bar-Hillel draws attention on this partnership between the translation 
automaton and the post-editor, partnership whose major problem is, according to 
him, “the region of optimality in the continuum of possible divisions of labor” 
[14]. 

Though the evaluation of automated translation systems and the evaluation of 
translation quality prove to be objects of infinite debates and difficult issues to 
solve, our objective is to evaluate the quality and the concordance (with the 
source) of the translation produced by systems using fully automatic translation, 
which does not involve any human participation or revision. Aside from these 
automated systems, there are numerous tools and instruments supporting 
translation, such as electronic dictionaries, whose evaluation is achieved, 
according to Ryan [15], with the participation of individuals, and which relies 
upon the evaluation measures of the human-machine interface and on the 
techniques of evaluation of usability, as argue Hartley and Popescu-Belis [16]. 

This section is focused on the manner to assess, measure and compare the quality 
of translations provided by two automatic translation systems (GT and Systran), 
translations (from English to French and from French to English) deemed 
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completed and used as such by different users, or by other machine translation 
systems or software applications. We will first identify the most recurrent errors in 
the translation from English to French and from French to English of a paragraph 
of academic text processed by two professional machine translation systems (GT 
and Systran), using the translation quality metric SAE J2450. In a second stage, 
we will compare, via the test of concordance (“goodness of fit” test), the quality of 
translations resulted from the reintroduction of the result of translation in the same 
software application as well as their concordance with the source-text. 

Online translators are based on several approaches of automated translation. These 
approaches are grouped in four main categories: 1) rule-based machine translation 
(RBMT) which operates in a more complex way than word-to-word translation 
and applies linguistic rules in three stages (analysis, transfer, generation), allowing 
different words to be placed in different places, according to the context, as 
demonstrate Nirenburg [17] and Costa-Jussa et al. [18]; 2) statistical machine 
translation (SMT) which is a complex form of word translation, word-based or, 
more recently, phrase-based, using statistical weights in order to choose the most 
likely translation of a given word. SMT uses probability and adopts a learning 
algorithm of the translation produced by humans, show Brown et al. [19]; 3) 
example and analogy-based machine translation which makes use of bilingual 
corpora with parallel texts as its main knowledge source and is thus based on 
previously seen examples in these parallel corpora, according to Nagao [20] and 
Turcato et al. [21]; 4) hybrid machine translation which blends fundamental 
elements of the rule-based machine translation system with those of the statistical-
based system and whose result depends on the quality of the alignment of 
candidate translations to the source-sentence and will bring the literal sense over 
into the statistical result, show Boretz [22] and Hunsicker et al. [23], thus taking 
advantage of the fluidity of statistical machine translation and of the accuracy of 
rule-based machine translation, asserts Drexler [24]. Hybrid translation is 
performed in two stages: first, the linguistic analysis of the text in the source 
language, contends Rubino [25]; secondly, we pass to the target-language, through 
non-linguistic approaches, by the act of translating sub-sentential segments, while 
lexical selection in the target-language is achieved, in the second phase, through a 
language model. 

As each approach of automated translation has a different principle and mode 
algorithm, the results of translation will be different. Given the opposed character 
of approaches to automated translation, we have decided to undertake a 
comparative study of translations provided through the automated translation by a 
statistical machine translation software (GT) and by a hybrid automated 
translation software (Systran). We have chosen the statistical automated translator 
GT since it is one of the most popular online translation software applications, and 
all the more so as it continuously increases the list of language pairs for which it 
establishes parameters of translation memory, as well as for its easy access, 
usability and applicability. The second automated translator, Systran, is built on a 
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hybrid translation software application, one of the most well-known using hybrid 
machine translation. The reason behind its choice lies in the old kinship with GT, 
namely GT initially used a rule-based machine translation of Systran, since 
Systran was one of the first companies to develop and use RBMT systems and is, 
nowadays, one of the most well-known to use hybrid MT. 

Green et al. [26] and Madsen [27] have argued that even though with automatic 
translation it is impossible to achieve precise translation and though automated 
translators commit errors, their relevance and utility in our lives are undeniable. 
Therefore, we should focus on how these automated translators face issues raised 
by different language pairs, language grammars and certain grammatical 
structures, on how they handle and tackle differences in linguistic typologies, 
translation of idioms and colloquialisms, and on how they draw out responses to 
language change across time and to linguistic, cultural and social barriers and 
uncertainties. 

If one of the objectives of this section is to comprehend the level of performance 
of the two approaches (SMT and HMT) in automated translation of academic 
texts, we also want to reveal the weaknesses and the strengths that can affect the 
performance of the two online translation software applications. A second 
objective would be to study and analyze the typical errors in the translation of 
academic texts from English to French and from French to English, using SAE 
J2450 translation quality standard, in order to discover which of the two 
approaches is more accurate and precise. Using the categories established by the 
SAE J2450 evaluation metric for quality of translation, we manually evaluated the 
results of translations provided by the two software applications and we calculated 
the score, expressed as OPS, indicating the performance of HMT and SMT. The 
score represents a specific case of translation. 

If we compare the results of translations from French to English and from English 
to French, as well as the results of translations resulted from the reintroduction of 
the result of translation in the same software application, we highlight the 
advantages and disadvantages of the two approaches, taking into account 
indicators such as the accuracy of translation at several levels, the performance, 
the flexibility and the adaptation to changes. We also show the relationship 
between the conclusions of the manual evaluation of results of automated 
translation with each of the two software applications and the technical procedures 
of each of the two approaches. 

Although, according to Papineni et al [28], the evaluation of automated translation 
is sometimes considered a sort of “black art” or occult science, we have 
nevertheless chosen the SAE J2450 translation quality metric because it has the 
advantage of being easy to use and because it can be applied irrespective of the 
source-language or target-language. Another advantage is represented by its 
capacity to try and solve the issue of ambiguities by way of two meta-rules:         
1) “When an error is ambiguous, always choose the earliest primary category”,   
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2) “When in doubt, always choose ‘serious’ over ‘minor’” (SAE J2450, [29]), 
choice which would ensure, according to Secară [30] a greater coherence and 
“consistency of classification of errors across evaluators”. 

The evaluation metric comprises four sub-divisions: 1) seven categories of 
primary errors which cover the fields of terminology, semantics, structure, 
orthography, punctuation, completeness; 2) two secondary sub-categories: serious 
error, minor error; 3) two meta-rules which help the evaluators in their decision, in 
the case of ambiguity; 4) numeric weights for each primary category and sub-
category. For the first sub-division, there are recognized seven categories of errors 
taken into account in the evaluation of translation quality. The overall aim is to 
generalize, which renders a scheme of general categories of errors with SAE 
J2450. The errors are first weighed and afterwards classified as ‘serious’ or 
‘minor’ (SAE, 2001) [29]. The weights of the seven categories of primary errors 
categorized as serious errors/minor errors are [29]: Wrong Term (WT): 5/2, 
Syntactic Error (SE): 4/2, OMission (OM): 4/2, Word Structure and Agreement 
error (SA): 4/2, MisSPelling (SP): 3/1, Punctuation Error (PE): 2/1, and 
Miscellaneous Error (ME): 3/1. 

In this section, in order to obtain the final note for the quality of translation in the 
target-language, we calculated, in the same manner as the one established by SAE 
standard, the sum of numerical values of the totality of committed errors and then 
we divided it by the total number of words in the source-text. Hartley and 
Popescu-Belis [16] assert that we have thus the “occasion to calibrate in order to 
favor” either the correct grammatical form or the terminological correctness. 

The analysis allowed us to identify the typical errors in the translation from 
English to French and from French to English performed by the two translation 
memory programs GT and Systran. We tested not only the performance of each 
software application, but also the precision of translations provided by these 
automated translation applications. We chose as corpus of study two paragraphs of 
recent academic texts: 

T1 [31]: “Information literacy has been a tremendous “win” for academic 
libraries. But it risks becoming, looking back, also a symbol of a great loss. If we 
do not refocus our efforts on the educational, cultural, and technological shifts in 
which “information literacy” per se becomes a somewhat arbitrary label for the 
very stuff of learning and information discovery in today’s academic (and larger) 
world, we will have won the battle but lost the campaign”. 

T4 [32]: “Une caractéristique de ces différentes approches de l’utilisabilité 
consiste à étendre le champ d’application de l’ergonomie aux produits et aux 
technologies interactives de la vie courante. Non seulement parce que ceci 
constitue un nouveau champ de débouchés, mais surtout parce qu’avec le 
renouvellement rapide des produits, il existe une relation étroite entre les manières 
de les consommer et les manières de les produire. À l’expression “comprendre le 
travail pour le transformer”, on pourrait rajouter “comprendre les modes de 
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relations aux produits pour transformer le travail” et “comprendre les relations aux 
produits pour agir sur l’expérience”. 

As far as the paragraphs are concerned, the one in English is an excerpt from an 
article on information literacy [31], while the one in French is an excerpt from a 
study on the acceptability of new technologies [32]. We focused on the 
comparison between the source-paragraph and the translated result. In the choice 
of paragraphs selected from academic texts, we used as criterion of selection their 
provenance from a credible source and their relatively recent publication (during 
the last six years). Some results of the translation are given as follows: 

T2 (translated result using GT): maîtrise de l’information a été un “gagnant” 
énorme pour les bibliothèques universitaires. Mais il risque de devenir, en 
regardant en arrière, aussi un symbole d’une grande perte. Si nous ne recentrer nos 
efforts sur les changements éducatifs, culturels et technologiques dans lesquels 
“information literacy” en soi devient une étiquette quelque peu arbitraire pour la 
substance même de l’apprentissage et de découverte de l’information dans le 
monde académique (et plus) d’aujourd’hui, nous aurons gagné la bataille, mais a 
perdu la campagne. 

T3 (reintroduction of the translated result in the same software application, GT): 
information literacy has been a “win” huge for academic libraries. But it may 
become, looking back, as a symbol of a great loss. If we focus our efforts on 
educational change, in which cultural and technological “information literacy” 
itself becomes a somewhat arbitrary label for the substance of learning and 
discovery of information in the academic world (and more) today, we have won 
the battle but lost the campaign. 

T2’ (translated result using Systran): L’instruction de l’information a été une 
“victoire” énorme pour les bibliothèques scolaires. Mais elle risque devenir, 
regardant en arrière, aussi un symbole d’une grande perte. Si nous ne refocalisons 
pas nos efforts sur les décalages éducatifs, culturels, et technologiques dans 
lesquels la “instruction de l’information” devient en soi un label quelque peu 
arbitraire pour la substance même de l’étude et de la découverte de l’information 
en monde scolaire (et plus grand) d’aujourd’hui, nous aurons gagné la bataille 
mais aurons perdu la campagne. 

T3’ (reintroduction of the translated result in the same software application, 
Systran): The instruction of information was an enourmous “victory” for the 
school licraries. But it risks to become, looking at behind, also a symbol of a great 
loss. If we do not refocalisons our efforts on the shifts educational, cultural, and 
technological in which “instruction of information” becomes in oneself a 
somewhat arbitrary label for the substance even of the study and of the discovery 
of information in world school (and larger) of today, we will have gained the 
battle but will have lost the countryside. 
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T5 (translated result using GT): A characteristic of these different approaches to 
usability is to extend the scope of ergonomics products and interactive 
technologies in everyday life. Not only because this is a new field of 
opportunities, but mainly because with the rapid turnover of products, there is a 
close relationship between ways of consuming and ways of producing them. In the 
term “understand the work to transform the” one might add “understand the 
products to relationship patterns to transform the work” and understand the 
relationships to products to act on experience. 

T6 (reintroduction of the translated result in the same software application, GT): 
Une caractéristique de ces différentes approches de la facilité d’utilisation est 
d’étendre le champ d’application des produits d’ergonomie et technologies 
interactives dans la vie quotidienne. Non seulement parce que cela est un nouveau 
champ de possibilités, mais surtout parce que le renouvellement rapide des 
produits, il existe une relation étroite entre les modes de consommation et les 
moyens de les produire. Dans le terme “comprendre le travail de transformer” le 
on pourrait ajouter “comprendre les produits à des modèles relationnels pour 
transformer le travail” et comprendre les relations aux produits d’agir sur 
l’expérience. 

T5’ (translated result using Systran): A characteristic of these various approaches 
of the utilisability consists in extending the field of application of ergonomics to 
the products and interactive technologies of the everyday life. Not only because 
this constitutes a new field of outlets, but especially because with the fast renewal 
of the products, there exists a close relationship between the manners of 
consuming them and manners of producing them. With the expression “to include 
work to transform it”, one could add “to understand the modes of relations to the 
products to transform work” and to understand the relations with the products to 
act on the experiment. 

T6’(reintroduction of the translated result in the same software application, 
Systran): Une caractéristique de ces diverses approches de l’utilisability consiste 
en prolongeant le champ de l’application de l’ergonomie aux produits et aux 
technologies interactives de la vie quotidienne. Non seulement parce que ceci 
constitue un nouveau champ des débouchés, mais particulièrement parce qu’avec 
le renouvellement rapide des produits, là existe une relation étroite entre les façons 
de les consommer et les façons de les produire. Avec l’expression “pour inclure le 
travail pour le transformer”, on a pu s’ajouter “pour comprendre les modes des 
relations aux produits pour transformer le travail” et pour comprendre les relations 
avec les produits pour agir sur l’expérience. 
For the evaluation of quality of translation provided by the software applications 
we identified and classified the errors according to SAE J2450 translation quality 
standard and QA model and we associated to each found error the corresponding 
weight according to this metric. In the process of observation, classification and 
comparative analysis of the quality of translations performed by the two online 
translation memory software applications, we employed the current version of GT 
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and Systran, that of June 2016. After having gathered data, we analyzed them 
using the method for error calculation established by SAE J2450 QA model. The 
total score of each translation counts the errors of each category found in the 
translation of each paragraph by the two software applications, while the overall 
paragraph score is calculated by dividing the sum of numerical weights of the 
totality of errors committed in the paragraph by the total number of words in the 
paragraph excerpt from the source-text. We then compared the results obtained 
following the translations performed by the two online memory translators. We 
also applied the test of concordance so as to analyze the degree of accuracy of 
translation as the result of initial translation (from T1 in English to T2 in 
French/from T4 in French to T5 in English) was reintroduced in the same software 
application (we retranslated T2 in the same language as that of the source-text T1) 
and we compared T1 with T3 and T4 with T6, using the same evaluation metric 
for translation quality. 

Figure 1 shows us that when the source-text is in English, a higher degree of 
accuracy in translation is achieved by the translation memory program GT. This is 
also true for the test of concordance, when in the second phase, we introduce the 
text T2 in the same software application (GT) and we retranslate it into English. 
Comparing T1 with T3 and T1 with T3’, we notice a higher degree of 
concordance between T1 and T3 (GT) than between T1 and T3’ (Systran). OPS 
will be used as the output of the fuzzy models in the next section. 

 

Figure 1 

Comparison of Overall Paragraph Scores (OPS), where: PATE – the paragraph of academic text in 

English and PATF – the paragraph of academic text in French 

When the source-language is French, we obtain opposite results: a higher degree 
of accuracy is achieved by the translation memory software application Systran. 
The same result was reached when we applied the concordance test to compare T4 
with T6 and T6’. 

If we make a comparison of scores associated to wrong terms, we draw the 
following conclusions: when the source-paragraph is in English, we encounter 
many more errors committed by Systran than by GT. When the source-paragraph 
is in French, there are more errors committed by GT than by Systran (as shown in 
Figure 2). WT is the first input to the fuzzy models developed in the next section. 
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Figure 2 

Comparison of Wrong Term (WT) scores 

When we reintroduce the result of the paragraph translated from English to French 
in the same software application so as to compare the new result with the source-
text (T1 in English), we remark fewer wrong terms with GT than with Systran. 
When we reintroduce the result of the paragraph translated from French to English 
in the same software application so as to compare the new result with the source-
text (T4 in French), we note less wrong terms with Systran than with GT. 

As regards the comparison related to the number of syntactic errors, when the 
source-paragraph is in English, Systran commits fewer errors than GT (according 
to Figure 3). When we reintroduce the paragraph T2 in the same MT application 
(GT) and T2’ in the same software application (Systran) and we retranslate them 
into English, we obtain a higher accuracy with GT than with Systran. SE is the 
second input to the fuzzy models developed in the next section. 

 

Figure 3 

Comparison of Syntactic Error (SE) and Word Structure and Agreement error (SA) scores 

When the source-paragraph is in English, the scores measuring the weight of SA 
errors are higher with GT than with Systran. For the test of concordance, when we 
reintroduce the result of the paragraph translated from English to French in the 
same software application in order to compare the new result with the source-text 
(T1 in English), we get similar scores registering the weight of morphological 
errors for GT and for Systran. 

When the source-paragraph is in French, the scores measuring the weight of SA 
errors are higher with Systran than with GT. For the concordance test, when we 
reintroduce the result of the paragraph translated from French to English in the 
same automated translation application in order to compare the new result with the 
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source-text (T4 in French), we note higher scores for SA errors with Systran than 
with GT. The obvious result is that while we translate from English to French, we 
achieve a higher precision with GT and that, when we translate from French to 
English, a higher degree of accuracy is reached by Systran (as illustrated in Figure 
3). SA is the third input to the fuzzy models developed in the next section. 

The weakness of automated translation provided by Systran consists in the fact 
that it records more wrong terms than GT, inclusively at the test of concordance. 
By comparison with Systran, GT counts higher scores while it weighs the burden 
of syntactic errors. 

The category of WT is the most important and in the translation performed by 
Systran, the existence of a higher score recorded for WT is sometimes due to the 
lack of entry in the dictionary of the automated translator (this is the case of the 
translation of the English term “utilisability” into French: the automated translator 
copies the English term as it is while it provides the translation into French). 
Syntactic errors represent a second major category of errors found with the two 
software applications whose presence might be justified by the gap between two 
languages of different roots: Latin root and Germanic root. As regards SA errors, 
with the two automated translators there is a weakness in the recognition of (noun) 
determiners and a lack of correspondence and agreement between tenses and 
verbal moods, a lack of sequence of tenses, as well as erroneous translations of 
moods and tenses (for example, in the translation T2: “nous ne recentrer nos 
efforts “ and “nous aurons gagné la bataille, mais a perdu la campagne”). 

As far as the category ME is concerned, a mistake of this kind is characterized as 
such when it does not befit the other six types of error acknowledged by the metric 
and the mistake which is most often included in the seventh category is either an 
awkward choice of preposition or a preposition that misses in the target language. 
After the comparative study of the behavior of automated translators, we 
encounter miscellaneous mistakes in translations performed by both GT and 
Systran, while we can also reveal the fact that GT counts a higher omission error 
score, as in the translation from English to French the online translation memory 
application omits terms it does not know. On the other hand, the hybrid translation 
engine of Systran records a higher error score whilst performing the translation of 
abbreviations (for example, abbreviations of EU units or institutions). Punctuation 
errors are common with both automated engines, yet GT repeats the common 
mistake of not adapting the English inverted commas quotation marks to 
“guillemets” in the translation from English to French; it is also highly possible 
that with GT a complex sentence begins with a lower case letter instead of an 
upper case letter. While the statistical engine favors the choice of synthetic or 
Saxon Genitive, the hybrid machine translator prefers to choose the analytical or 
periphrastic Genitive in the translation of texts from French to English. If both 
engines record mistakes in the translation of idioms, the hybrid application 
achieves a better performance in the translation of idiomatic expressions from 
French to English than the statistical translation engine, as it also registers a better 
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choice of tenses and moods after certain conjunctions (of subordination, such as 
“bien que” which compulsorily requires a Subjunctive and not an Indicative). Last 
but not least, we should emphasize that GT is designed to provide a higher 
translation speed in both translations (from English to French and from French to 
English) as compared to the hybrid engine Systran which is not only a bit slower, 
but it also sometimes gets blocked. 

3 Evolving Fuzzy Systems Modeling 

The flowchart of the online identification algorithm that produces evolving fuzzy 
systems models is presented in Figure 4, where k is the data sample index, 

kp  is the 

current data point: 
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Figure 4 

Flowchart of online identification algorithm [6] 

T stands for matrix transposition, and the input-output data set is: 

,}...1|{ 1 n

k Dkp        (2) 

where D is the number of input-output data points, also called data points or (data) 
samples. 
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The rule base of fuzzy models of Takagi-Sugeno type is: 

,...1 ,... THEN

 IS  AND ... AND  IS  IF:  Rule
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     (3) 

where ,...1  , njz j   are the input variables, n is the number of input variables, 

,...1 ,...1 , njniLT Rji   are the input linguistic terms, 
iy  is the output of the local 

model in the rule consequent of the rule index ,...1 , Rnii   
Rn  is the number of 

rules, and ,...0 ,...1 , nlnia Rli   are the parameters in the rule consequents. The 

fuzzy model structure includes the algebraic product t-norm as an AND operator 
and the weighted average defuzzification method. 

As specified in the previous sections, the fuzzy models developed in this paper are 
characterized by a number of 7n  input variables, which are WT1 z , SE2 z , 

OM3 z , SA4 z , SP5 z , PE6 z  and ME7 z , and the output variable is 

OPSy . The system inputs are presented in Figure 5, which illustrates the input 

data for both training and validation (testing). 

 

Figure 5 

System inputs versus data sample for training data and validation (testing) data 

The root mean square error (RMSE) is used as a global performance index in 
order to compare the four fuzzy models. Its definition is: 

,)()/1(RMSE
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where 
ky  is the model output and 

kdy ,
 is the real system output, i.e., the actual 

value of OPS obtained by the application of GT or Systran in the translation from 
English to French. 

The fuzzy model 1, which corresponds to GT using RLS, has evolved to 6Rn  rules, 

it consists of 132 parameters and its performance on the validation data is 
25924.0RMSE  . The fuzzy model 2, which corresponds to GT using wRLS, has 
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evolved to 6Rn  rules, it consists of 132 parameters and its performance on the 

validation data is 25923.0RMSE  . The fuzzy model 3, which corresponds to 
Systran using RLS, has evolved to 7Rn  rules, it consists of 154 parameters and 

its performance on the validation data is 29652.0RMSE  . The fuzzy model 4, 
which corresponds to Systran using wRLS, has evolved to 7Rn  rules, it consists of 

154 parameters and its performance on the validation data is 29653.0RMSE  . 

These results show that for the data set considered in this paper the best performance is 
obtained by the fuzzy models that model the GT-based translation, namely the fuzzy 
models 1 and 2. The use of either the RLS algorithm or the wRLS the algorithm to 
update the rule consequents of the fuzzy models in the online identification 
algorithm does not affect the results. 

The outputs of the fuzzy model 2 and of the real system output are illustrated in Figure 
6 for both training data and validation (testing) data. 

 

Figure 6 

System output (OPS) versus data sample of evolving fuzzy model and real system for training data and 

validation (testing) data 

The results presented in Figure 6 are encouraging. However, different conclusions are 
expected to be obtained for other applications [33-40]. 

Conclusions 

This paper has proposed evolving fuzzy models, which give the Overall Paragraph 
Score in translation using these seven categories of primary errors as inputs. Four 
fuzzy models have been developed using an incremental online identification 
algorithm applied to the translation from English to French. The data sets have 
been obtained by processing the results obtained by the application of GT and 
Systran. 

By using the excerpts from academic texts and two source-languages (English and 
French), it is not easy to discern that on the occasion of evaluation of translation 
provided by the hybrid translation software application, carried out with the help 
of SAE J2450 standard, we record a higher score than that of the evaluation of 
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translation made by the statistical software application for all seven categories of 
errors. It is true that statistical software performs better than the hybrid software in 
the translation of terms, but it is also obvious that in the translation from French to 
English and on applying the test of concordance between the original paragraph in 
French and the translation resulted from the reintroduction of the result translated 
from French to English in the same software application (Systran), we obtain a 
higher degree of accuracy and precision for the hybrid software than for the 
statistical software. 

All these operations of translation and the passages from English to French and 
from French to English in translation performed by automated engines, as well as 
the process of evaluation of translation quality with the help of SAE J2450 metric, 
of the test of concordance and of the assessment made with the statistics software 
Excel, provide a reference guide for automated translation analysis which could 
prove its utility and efficiency for students in translation and for professional 
translators, since it gives them the chance to enhance their analytic thinking skills 
and to expand their researches on the existing differences between degrees of 
accuracy of translation engines chosen in their work, on the weak and strong 
points of each of these automated translators, on the recurrent errors of each 
software application, all the more so as the error is always found in the center of 
their perception of translation learning. 

The future research will be focused on the development of neural network models 
and other appropriate applications with various optimization approaches [41-50] 
included in the identification algorithm. The development of fuzzy models for the 
translation from French to English will require modifications in the structure of 
the identification algorithms. 
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Abstract: The knowledge of orthotropic material properties of composite layers is very 

important for mechanical design of machine structures from composite material. This 

information cannot be found in related professional literature therefore it is necessary to 

determine by measurement, by basic experiments of mechanics of materials. The paper 

presents a new 3D finite element layer model-cell based on the meso-structure of a textile 

composite layer, with which one shall be able to determine the material constants of an 

orthotropic layer. The applicability of the numerical layer model-cell and the accuracy of 

the numerical results are confirmed by experimental results. The numerically determined 

material properties of the layers are used at mechanical modeling and computation of 

complex, layered composite structures. 

Keywords: orthotropic material properties; textile composite; composite layer; finite 

element method, layer model-cell; validation with experiments 

1 Introduction 

Textile composites are plastics reinforced by glass, carbon, aramid, etc. fabrics. 
The laminated textile composite plates consist of one 2D fabric in each layer. The 
reinforcing fibers are arranged into flat roving, that run parallel to each other in 
the textile. The thickness of the textile and a composite layer can be measured in 
tenth of mm-s. The mechanical analysis of a textile composite structure is a com-
plicated problem because every single layer and the roving in it have anisotropic 
feature generally. With the majority of engineering problems the behavior of the 
material can be described by homogeneous macroscopic modeling with satisfying 
accuracy from engineering point of view. There is a verified computation method 
for determination of the material properties of a multilayered complete plate from 
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given layer material properties. The aim of this research is to provide a new, 
improved numerical method, a layer model-cell for computation of material 
properties of a single layer. 

Different kinds of fabrics are used in textile composites and the majority of them 
have two main roving directions, perpendicular to each other. These main or prin-
cipal fiber directions make it possible that the behavior of the majority of textile 
composite materials can be handled as an orthotropic material from macroscopic 
point of view with sufficient accuracy. 

In Figure 1 it is seen the 1 2x x  material coordinate system of the textile composite 

layer. 1x  is the chain direction (first principal material direction) of the textile 

whereas 2x  is the weft direction (second principal material direction). 

 

Figure 1 
Material coordinate system of a textile composite layer 

From macroscopic point of view a textile composite layer can be considered as an 
orthotropic material in the plane stress state with good approximation. The linear 
elastic, orthotropic material law in case of the plane stress state, in the coordinate 
system of principal material directions of the layer, has the following form [4], 
[9]: 

C  , 

 

1 1 21 1 1

2 12 2 2 2

12 21
12 12 21 12 12

0
1

0
1

0 0 1

E E

E E

G
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Material law (1) of the textile composite layer contains five macroscopic material 

constants: the 1E , 2E  moduli of elasticity in principal material directions, the 12 , 

21  Poisson's ratios and the 12G  shear modulus of elasticity. Four of them are 

independent because the matrix C  of material constants is symmetric, therefore 

the relationship between the Young’s moduli and Poisson’s ratios is [4]: 

12 21

1 2E E

 
 . (2) 

The average strain and stress of a textile composite layer with Volume V can be 
defined as follows [11], [12], [14]: 

1
ij ij

(V )

dV
V

   ,  
1

ij ij

(V )

dV
V

   . (3) 
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There are no standards for building of the structure of a textile composite, for the 
fiber/matrix proportion and coupling and for the weaving method therefore there 
are a number of ways for the composite material variations and engineering appli-
cations. Therefore, the material properties of a composite structure usually cannot 
be found in the literature, in manuals or in standards. For determination of the 
material constants of a textile composite there are usually two procedures: 

- In the first one, the given material is produced and the material properties are 
determined by measurement on test specimens cut out from the material. 

- In the other one, the material constants of a single composite layer are deter-
mined by a so-called mixture rule knowing the material constants and volume 
fraction of the fiber and the matrix in the composite layer. 

The aim of our research is to provide a numerical method for determination of the 
material constants in the material law (1). For this purpose, we developed a finite 
element 3D layer model-cell. This model-cell is suitable for the determination of 
the macroscopic material constants of a textile composite layer of known geome-
try and material parts. We have proved by measurements on eight-layer composite 
test specimens that the macroscopic material constants computed by the layer 
model-cell can reach the necessary accuracy for the modeling of the structure. The 
paper describes the necessary steps for building of the layer model-cell and the 
prescription of the loading and the periodic boundary conditions for the given 
loading cases in general. It shows how to calculate the material constants from the 
numerical results. 

For determination of material properties of the layer there are several numerical 
methods in the relevant literature which use the material properties of the textile 
and matrix of the layer [10], [15], [16], [17]. Compared to the models that can be 
found in the literature we specified the kinematic boundary conditions in a differ-
ent way in this paper. In addition, we defined the average stress of the finite ele-
ment model-cell also in a different way. From these modifications, we hope the 
improvement and growth of the accuracy of the layer model-cell. 

2 The Roving Model-Cell 

A roving in the textile includes several thousands of μm  diameter reinforcing 

fibers which are impregnated by the matrix material. There is also matrix material 
between the single fibers. We do not model these single fibers separately in the 
layer model-cell of the textile composite. We consider the roving as one “fiber” if 
we model the layer reinforced by textile woven from homogeneous roving’s. 

The cross section and the 1 2 3r r r
x x x  roving material coordinate system of the in-

vestigated roving, which is impregnated by matrix, can be seen in Figure 2. In 
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figures the length dimensions are given in mm. The direction parallel to the rein-

forcing fibers is 1r
x . We determined the orthotropic, macroscopic material proper-

ties of the roving by the roving model-cell described in the paper [3]. For the 
structure of the roving model cell we assume that the reinforcing fibers are posi-
tioned in a regular hexagonal shape everywhere in the complete roving. In a hex-
agonal layout (Figure 3) one fiber is surrounded by six others in a way that those 
are in equal distance from each other. The cross section of the roving model-cell is 
marked by a thick line in Figure 3. 

   

 Figure 2 Figure 3 

 The cross section and Hexagonal layout of the 

 material coordinate system of a flat roving  fibers in the roving 

In the studied case the matrix is always isotropic, but the carbon fibers are trans-
versely isotropic and are in a hexagonal layout in the roving model-cell, therefore, 
also the roving-model cell has transversely isotropic behavior. In the roving the 
plane of isotropy is the 2 3r r

x x  plane. For the investigated case the macroscopic 

material properties determined by the roving model-cell are [3]: 

1 177 236 MPa
r

E , 12 13 0 202  
r r

. , 12 13 4115 MPa 
r r

G G , 

2 3 10 352 MPa 
r r

E E , 23 0 430
r

.  , 23 3 620 MPa
r

G . 

We validate the results of the roving model-cell also here because these material 
properties are the input data for the textile composite layer model-cell. The 
experiment validates both the results of the roving model-cell and the textile 
composite layer model-cell together. 



Acta Polytechnica Hungarica Vol. 14, No. 2, 2017 

 – 51 – 

3 The Layer Model-Cell 

3.1 The Geometry and Finite Element Mesh of Layer Model-

Cell 

A textile composite layer can also be considered as periodic parts, volume 
elements, cells. The layer can be built up from these periodic domains, from so 
called model-cells. 

We show the building up of the layer model-cell, and validate the numerical re-
sults by experiment. We produced the eight layer, 2 mm thick composite specimen 
reinforced with plain weave carbon textile used for the experiments by manual 
lamination (Figure 4). The matrix material was polyester resin. In order to prevent 
that the production process would influence the material properties of the test 
specimens we hardened each sheet with identical technological parameters in the 
autoclave: 65 68 °CT   , 6 barp  , 2 ht  . 

 

Figure 4 

Eight-layer textile composite plate 

The thickness of the textile and the waviness of the roving we determined after 
lamination by measurement. The cross section of the textile can be seen in Fig. 5 
after lamination. 

 

Figure 5 

Cross section of the investigated textile after lamination 

During the building up of the layer model with thickness 
t

h  we assumed that the 

textile with 
t

h  thickness is located in the middle of the composite layer (Fig. 6): 

2
t

h h
v


 . (4) 
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 Figure 6 Figure 7 

 Textile in the composite layer One unit in the textile 

In order to be able to provide more simple boundary conditions we apply the side 
surfaces of the model cell parallel to the planes of the material principal directions 
[8]. The dimensions in 1x  and 2x  direction of the layer model-cell we determined 

in a way that the cell should contain one unit both in chain- and weft directions. In 
the case of a plain weave textile this means 2-2 complete (1 2 0 5 2.   ) roving 

(Figure 7, dashed line square). E.g. at a 2/2 twill weave textile one unit consists of 
4-4 roving. 

The 1 2 3, , x x x  material principle directions of the model-cell and the 1 2 3, , 
r r r

x x x  

principal direction of the roving can be seen in Figure 8. In the case of the roving 

1 3r r
x x  is the symmetry plane. We applied the model-cell’s side surfaces perpen-

dicular to 1x  and 2x  axes in a way that those should coincide with the 1 3r r
x x  and 

2 3r r
x x  material principal direction planes of the roving. In this case the four side 

surfaces at tension remain in plane and they displace parallel with the 1 3x x  and 

2 3x x  planes of the model-cell. At shear in 1 2x x  plane the points of the side surfac-

es will displace in the same way in direction of the shear. At shear, there is no 
deformation on the side surfaces perpendicular to 1x  axis in 2x  direction and on 

the surfaces perpendicular to 2x  axis in 1x  direction. 

 

Figure 8 

1 2 3x ,x ,x  material principal direction of the layer model-cell and  

1 2 3r r r
x ,x ,x  material principal direction of the roving 

The dimensions of the layer model-cell and the identity signs of the six side sur-
faces are seen in Figure 9. We marked the side lengths with a and b because we 
provided a general formulation for the composite layer finite element modeling. 
This formulation is also valid for such a weave where a b , e.g. the chain- and 
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the weft direction roving densities are not identical. The dimensions of the inves-
tigated composite layer model-cell in Figure 9 are: 

0 25 mmh . ,  0 22 mm
t

h . ,  0 015 mmv . , 

4 mma b  ,  1 2 2 mmt t  ,  1 2 1 8 mm
r r

s s .  , 

21 mm
A A

A A   , 21 mm
B B

A A   , 216 mm
C C

A A   . 

We did the finite element computation with the NX I-deas 6.1 program code. We 
applied a mesh of parabolic tetrahedron elements for the layer model-cell. Due to 
the periodicity, we need to apply the so called periodical boundary conditions on 
the layer model-cell. Therefore, we need to generate the finite element mesh in a 
way that, on the opposite side surfaces there should be nodes opposite of each 
other and by this way node pairs will be created on two side surfaces of the mod-
el-cell. On the side surfaces perpendicular to 1x  and 2x  axes it was necessary to 

specify surface connections for the two-two surface pairs belonging to the matrix 
and located opposite to each other, and for the surface pair perpendicular to the 3x  

axis. 

 

Figure 9 

Dimensions of the layer model cell 

   

 Figure 10 Figure 11 

 Finite element mesh of the layer model-cell Finite element mesh of the textile layer 

We generated the finite element mesh so that we generated second order triangle 
shaped shell elements for the surfaces first then by using those we generated sec-
ond order tetrahedron shaped (3D) elements inside the layer model-cell. In Figure 
10 we can see the finite element mesh of the layer model cell, which includes 
38 974  elements and 56 587  nodes. Figure 11 shows the finite element mesh of 

the textile. XYZ  coordinate system shown in Figures 10 and 11 corresponds to 
the 1 2 3x x x  coordinate system of Figures 8 and 9. 
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3.2 Loading of the Layer Model-Cell 

We simulated the basic experiments of mechanics of materials with the layer 
model-cell in a way that we specified a kinematic loading and node displacement 
field for the side surfaces of the model-cell. For the nodes at the corners of the 
model-cell and at the center points of the side surfaces we referred with node 
numbers in Figure 12. 

   

Figure 12 

Marking the nodes at the eight corners of the layer model cell and at the center points of the side 

surfaces 

A node displacement vector is in the model-cell in the 1 2 3x x x  coordinate system: 

1 2 3  u ue ve we . (5) 

For the layer model-cell (Figure 9) the following general periodic boundary condi-
tions can be applied [11]: 

   1 2 3 1 2 3
j j j

i i j ij iu X ,X ,X u X ,X ,X x c     . (6) 

j

i
u

  and j

i
u

  are the displacement in 
i

X  direction on the surface pair perpendicu-

lar to the 
j

X  axis in the 1 2 3X X X  global coordinate system. The j   index means 

the positive 
j

X  axis and j   marks the negative 
j

X  direction in the coordinate 

system of the model-cell (Figure 9). 
j

x  is the side length of the model-cell. j

ic  

( 1 2 3i j , ,  ) is the change of distance of the side surfaces (tension or compres-

sion) in 
j

X  directions of the model-cell, whereas j i

i jc c  ( 1 2 3i j , ,  ) is the 

displacement in the plane of the side surface resulting from the shear of the side 
surfaces. The (6) boundary condition ensures the periodicity and the continuity of 
the displacement field in the composite material layer. The (6) equation provides, 
for the appropriate points, the difference of the displacements on both opposite 

surfaces. j

i
u

  and j

i
u

  displacements are functions of 1X , 2X , 3X  coordinates. 

Therefore, these surfaces remain not necessarily in plane during the deformation. 

With the layer model-cell we simulated the basic experiments (tension-pressure 
and shear) of mechanics of materials and we determined the orthotropic material 
properties from the model-cell computed stress and strain state. We realised the 
simulation of these basic experiments with separate, kinematic loading cases. 
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During providing the kinematic loading, on A+, A–, B+, B– side surfaces we gave 
displacements not for the individual nodes but the complete side surfaces in a way 
that we prescribed the displacement only for the middle node and we connected all 
nodes on the surface in the given direction. This prescription ensures that the side 
surface can displace in the prescribed direction as a rigid body. From the loading, 

we got reaction forces. These reaction forces were reduced to the center node of 

the surface. Since, the side surfaces of the layer model-cell coincide with the 

planes of the material principal directions of the roving (Figure 8), the following 

average stress appears on the side surfaces of the model-cell: 

1

j

i

ij ij

j j( A )

F
dA

A A
   . (7) 

i
F  is a reaction force in 

i
x  direction on the surface perpendicular to 

j
x  axis and, 

j
A  is the area of the side surface. 

3.3 Tension Test Simulation with the Layer Model-Cell 

For the computation of the 1E  modulus of elasticity and 12  Poisson's ratio of the 

textile composite layer we need to simulate an 1x  directional tension for 2E  and 

for 21  we need to simulate an 2x  directional tension with the layer model-cell. At 

tension the strains are non-zero ( 1 2 0,   ) in the strain tensor in the (1) constitu-

tive equation. The (6) general equation for tension is the following: 

j

i j jc x  , 
j

i

j

j

c

x



 ,  1  2i j ,  . (8) 

At tension tests the side surfaces of the model-cell perpendicular to 1x  and 2x  

axes remain in plane and displace parallel with the planes of principal directions. 
We ensured the parallelism requirement in the case of the tension loading by con-
necting all the nodes on the side surface in the direction perpendicular to the sur-
face. These prescriptions are summarized by the relationships (9) – (10). Accord-
ing to equation (9) we connected all nodes on A+ surface in 1x  direction. The 

independent node is N2, meaning that the displacement of all nodes on A+ surface 
are identical with displacement of the N2 node in 1x  direction. 

 2 3 10A Nu u ;x ;x u   ,  2 3 2A Nu u a;x ;x u   , (9) 

 1 3 50B Nv v x ; ;x v   ,  1 3 8B Nv v x ;b;x v   . (10) 

In relationships (9) – (10): 

10 x a  , 20 x b  , 30 x h  . (11) 
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The A– and B– side surfaces were clamped only in the central node in the direc-
tion perpendicular to the surface at the 1x  and 2x  directional tensions: 

10 0
A N

u u   , 12 0
B N

v v   . (12) 

As a result of the tension the waviness (Figure 8) in the roving decreases in direc-
tion of the tension and increases perpendicularly to the tension. Therefore, C+ and 
C– side surfaces do not remain in plane. In order to restrain the rigid body dis-
placement and rotation of the C– side surface we have to prescribe zero displace-
ment for the N1 node in 3x  direction: 

1 0
N

w  . (13) 

The kinematic loading belonging to the 1x  and 2x  directional tension test of the 

layer model-cell were determined as follows. At the 
i

x  directional tension we 

prescribed the 
i
  specific strain for the model-cell and computed the 

i
x  direction-

al displacement of the side surface perpendicular to the 
i

x  direction from the (8) 

equation. In this case, we did not prescribe the cross contraction. 

In the case of the 1x  directional tension 1  is given, consequently: 

9 1A N
u u a   . (14) 

In the case of the 2x  directional tension 2  is prescribed, out of which the dis-

placement of the B+ side surface is: 

11 2B N
v v b   . (15) 

In the case of 1x  and 2x  directional tensions we need to specify periodic bounda-

ry condition in addition so that the opposite nodes should displace on the same 
way on the side surface. For fulfilment of this requirement the node pairs must be 
connected on the opposite A / A   and B / B   side surfaces, except the edges 

of the model-cell: 

A / A  :    2 3 2 30v ;x ;x v a;x ;x ,    2 3 2 30w ;x ;x w a;x ;x , (16) 

B / B  :    1 3 1 30u x ; ;x u x ;b;x ,    1 3 1 30w x ; ;x w x ;b;x . (17) 

In relationships (16) – (17) and (19) – (26): 

10 x a  , 20 x b  , 30 x h  . (18) 

On the layer model cell we prescribed periodic boundary condition for the 
C /C   side surface in the plane of the side surface. 

C /C  :    1 2 1 20u x ;x ; u x ;x ;h ,    1 2 1 20v x ;x ; v x ;x ;h . (19) 
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With this boundary condition we ensured that bending will not occur at the tension 
of the layer due to the decrease or increase of waviness of the roving. The straight 
line connecting the node pairs so remained perpendicular to the middle surface 
before deformation. 

As we have already written earlier, we intend to use this layer model-cell for the 
determination of material properties of a given layer of a multilayer textile com-
posite plate. Therefore, we cannot prescribe periodicity in 3x  direction for the 

C /C   side surface while modeling a layer of such a composite plate where 

every layer is the same (textile, layer thickness, fiber direction). Namely there is a 
very small likelihood that the textile reinforcement is positioned in the same way 
in the layers following each other in the composite plate. For this case a 

 0 0 0 0/ / /     layer composition textile composite plate is shown as an exam-

ple in Figure 13. The dashed lines mark the boundaries of the layers. 

 

Figure 13 

Positioning of the textile in a four layer composite plate 

We need to connect the node pairs at the opposite edges, except the corner points 
of the model-cell, according to the (20) – (26) relationships: 

On edges in 1x  direction:    1 10 0 0u x ; ; u x ;b; ,     1 10 0 0w x ; ; w x ;b; , (20) 

   1 10u x ; ;h u x ;b;h ,    1 10w x ; ;h w x ;b;h , (21) 

   1 10u x ;b; u x ;b;h . (22) 

On edges in 2x  direction:    2 20 0 0v ;x ; v a;x ; ,     2 20 0 0w ;x ; w a;x ; , (23) 

   2 20v ;x ;h v a;x ;h ,    2 20w ;x ;h w a;x ;h , (24) 

   2 20v a;x ; v a;x ;h . (25) 

On edges in 3x  direction:        3 3 3 30 0 0 0w ; ;x w a; ;x w a;b;x w ;b;x   . (26) 

On the C– side surface every corner has the same displacement in 3x  direction. 

Therefore, we connect the nodes at the corners in 3x  direction. The independent 

node is N3: 

1 2 4 3N N N N
w w w w   . (27) 
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On the C+ side surface we also connect the nodes at the corners in 3x  direction. 

The independent node is N7: 

5 6 8 7N N N N
w w w w   . (28) 

Figure 14 shows the connection between the nodes at the opposite side surfaces 
and edges. It is necessary to skip the edges at the opposite sides and the corners at 
the opposite edges so that the model-cell will not be over-determined. 

  

Figure 14 

Connecting the nodes for ensuring the periodicity 

At the tension in 1x  direction we numerically determined the following reaction 

forces and the cross contraction: 

A A
F F   , 1 0

B N
F F   , 

B
v  . 

We calculate the 1  average normal stress as the quotient of the reaction force 

appearing on the A+ side surface and the area of the side surface according to (7). 
From that we determine 1E  Young's modulus in the usual way. 12  Poisson's ratio 

can be calculated from the numerically determined 
B

v   displacement and from the 

prescribed 
A

u   displacement. These calculations can also be done for 2x  direction 

in the similar way. At the tension in 2x  direction we numerically determined the 

following reaction forces and the cross contraction: 

B B
F F   , 1 0

A N
F F   , 

A
u  . 

Table 1 summarises the prescribed kinematic loading of the investigated textile 
composite model cell as well as the numerically determined reaction forces, the 
cross contraction and the calculated average stresses and material properties for 
both loading cases. 

Table 1 

The given and determined quantities of the investigated textile composite model-cell 

Tension in 1x  direction 

Kinematic loading 
3

1 2 10   , 3
9 8 10  mmA Nu u


     

Numerically determined 
quantities 

 1101 4 NAF . e  ,  1101 4 NAF . e    

48 271 10  mmBv .
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Average stress 1 101 4 MPa. 
 

Material properties 1 50 700 MPaE  , 12 0 103.   

Tension in 2x  direction 

Kinematic loading 
3

2 2 10   , 3
11 8 10  mmB Nv v


     

Numerically determined 
quantities 

 2101 4 NBF . e  ,  2101 4 NBF . e    

48 271 10  mmAu .


   
 

Average stress 2 101 4 MPa. 
 

Material properties 2 50 700 MPaE  , 21 0 103.   

3.4 Shear Test Simulation with the Layer Model-Cell 

Formula (6) of the pure shear looks as follows: 

1

2
j

i j ij
c x  , 

1

2
i

j i ji
c x  ,  1  2i j ,  . (29) 

For the calculation of 12G  shear modulus of elasticity of the textile composite 

layer we simulated a pure shear on the 1 2x x  surface. In this case the 12 21

1 1

2 2
   

average shearing strain differs from zero in the strain tensor (1). 

12 21

1 1

2 2
  , 12 12 21

1 1

2 2
    . (30) 

We modeled the pure shear by a prescribed displacement in 2x  direction of the 

side surfaces perpendicular to the 1x  axis or by a prescribed displacement in 1x  

direction of the side surfaces perpendicular to the 2x  axis of the layer model-cell. 

We realized the above kinematic prescriptions/conditions at the center points of 
the A+, A–, B+, B– side surfaces by using the following values: 

10 0
A N

v v   , 9 21

1

2
A N

v v a    , (31) 

12 0
B N

u u   , 11 12

1

2
B N

u u b    . (32) 

For the modeling of the shear test it was necessary to connect the nodes on the 
side surfaces perpendicular to 1x  and 2x  axes: 

 2 3 10A Nv v ;x ;x v   ,  2 3 2A Nv v a;x ;x v   , (33) 
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 1 3 50B Nu u x ; ;x u   ,  1 3 8B Nu u x ;b;x u   . (34) 

In relationships (33) – (34): 

10 x a  , 20 x b  , 30 x h  . (35) 

In the case of the 1 2x x  plane shear the C+ and C– side surfaces do not remain in 

plane. For prevention of the rigid body displacement and rotation we restrained 
the N1 node at the center of C– side surface in 3x  direction: 

1 0
N

w  . (36) 

In the case of a pure shear the node pairs must be connected at the opposite side 
surfaces, with the exception of the edges of the model-cell, according to (37) – 
(39). In the plane of C /C   side surface, similarly to the tension test simula-

tion, we also provided periodic boundary condition. 

A / A  :    2 3 2 30u ;x ;x u a;x ;x ,    2 3 2 30w ;x ;x w a;x ;x . (37) 

B / B  :    1 3 1 30v x ; ;x v x ;b;x ,    1 3 1 30w x ; ;x w x ;b;x . (38) 

C /C  :    1 2 1 20u x ;x ; u x ;x ;h ,    1 2 1 20v x ;x ; v x ;x ;h . (39) 

In (37) – (39) and (41) – (47) relationships: 

10 x a  , 20 x b  , 30 x h  . (40) 

In the case of the opposite edges, except of the corner points of the model-cell, we 
need to connect the node pairs as follows: 

On edges in 1x  direction:    1 10 0 0v x ; ; v x ;b; ,    1 10 0 0w x ; ; w x ;b; , (41) 

   1 10v x ; ;h v x ;b;h ,    1 10w x ; ;h w x ;b;h , (42) 

   1 10v x ;b; v x ;b;h . (43) 

On edges in 2x  direction:    2 20 0 0u ;x ; u a;x ; ,    2 20 0 0w ;x ; w a;x ; , (44) 

   2 20u ;x ;h u a;x ;h ,    2 20w ;x ;h w a;x ;h , (45) 

   2 20u a;x ; u a;x ;h . (46) 

On edges in 3x  direction:        3 3 3 30 0 0 0w ; ;x w a; ;x w a;b;x w ;b;x   . (47) 

For taking into consideration the periodicity we connect the nodes at the corners in 

3x  direction on C– side surface, the independent node is N3: 

1 2 4 3N N N N
w w w w   . (48) 
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On the C+ side surface we also connect the nodes at the corner points in 3x  direc-

tion, the independent node is the N7: 

5 6 8 7N N N N
w w w w   . (49) 

The numerically determined reaction forces at 1 2x x  plane shear are the following: 

A A
F F   , 

B B
F F   , 1 0

N
F  . 

Due to the duality of   stresses the average shear stress must be identical on the 

side surfaces perpendicular to the 1x , 2x  axes: 

1
12

B

B

F

A
 



 , 2
21

A

A

F

A
 



 , 12 21  . (50) 

The stress distribution is never homogenous in the layer model-cell. Figure 15 
shows the 12  stress distribution, the deformation is illustrated with a zoom of 

200 . 

 

Figure 15 

12  stress distribution in the layer model-cell at shear test in 1 2x x plane 

Shear modulus in 1 2x x  plane: 

12
12

12

G



 . (51) 

Table 2 summarises the given kinematic loading at the plane shear test of the 
textile composite model-cell as well as the numerically determined reaction 
forces, the average stresses and the shear modulus. 

Table 2 

The given and determined quantities of the investigated textile composite model-cell 

Pure shear in the 1 2x x  plane 

Kinematic 

loading 

3
12 2 10   , 3

12 21

1 1
10

2 2
     

3
9 4 10  mmA Nv v


    , 3

11 4 10  mmB Nu u
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Reaction forces 
 25 8 NAF . e  ,  25 8 NAF . e    

 15 8 NBF . e  ,  15 8 NBF . e    

Average stresses 12 5 8 MPa.  , 21 5 8 MPa.   

Shear modulus 12 2 900 MPaG   

3.5 Macroscopic Material Properties of the Composite Layer 

Determined by the Layer Model-Cell – Summary of 

Numerical Results 

According to Sections 3.3 and 3.4, by carrying out simulations on the layer model-
cell five orthotropic material constants can be defined, four of them are independ-
ent due to the requirements of (2) equation. However, in this case the studied 
composite layer has only three independent material constants because the rein-
forcement in the textile is the same in 1x  and 2x  directions (Figure 9): 

1 2 50 700 MPaE E  , 12 0 103.  , 12 2 900 MPaG  . (52) 

3.6 Characteristic Data of the Textile Composite Layer Used 

in the Experiment 

 

Figure 16 

Plain weave textile 

 

Figure 17 

Material coordinate system of a carbon fiber 

The composite is reinforced with a SIGRATEX KDL 8003 type plain weave 
carbon tissue. In Figure 16 we can see the plain weave textile before 
impregnation. The elementary fibers are ordered into a flat, untwisted roving. The 
type of the roving is Torayca T300-3K. 3K means that there are 3000

f
n   carbon 

fibers with 7 m
f

d    in the roving. 

Material properties of applied carbon fiber are known from the [7], [13] literature, 

in the 1 2 3f f f
x x x  material coordinate system of Figure 17: 

1 230 000 MPa
f

E   12 13 0 166
f f

.    12 13 6 432 MPa
f f

G G   

2 3 15 000 MPa
f f

E E   23 0 400
f

.   23 5 357 MPa
f

G  . 
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The matrix material is an AROPOL M105TB type polyester resin, which is linear 

elastic, isotropic material. The m
E  Young’s modulus and the 

m
  Poisson's ratio of 

the matrix were determined by measurement according to ASTM D638-10 
standard [1]. The 

m
G  modulus of elasticity was determined by the (53) 

relationship, that is valid for the isotropic materials: 

3 677 MPa
m

E  , 0 346
m

.  , 
 

1365 9  MPa
2 1

m

m

m

E
G .


 


. (53) 

We produced layered composite sheets also from the polyester resin, from which 
we cut out the test specimens which we needed for the measuring of the material 
properties of the matrix material. The parameters of production process of the 
matrix material were identical to the ones applied at the production of the textile 
composite plates ( 65 68 °CT   , 6 barp  , 2 ht  ), therefore the material 

properties measured on these test specimen must be identical to the material prop-
erties of the matrix material of the investigated composite. 

4 Validation of Results of the Layer Model-Cell by 

Measurement 

The macroscopic material constants of a layer of an eight-layer textile composite 
laminate was determined by finite element simulation with the layer model-cell in 
Section 3. For validation of results by measurement we can only use an eight-layer 
composite laminate. 

In the measurement investigated laminate all layers has the same orientation: 

 0 0 0 0 0 0 0 0/ / / / / / /        . The 1 2 3x x x  material coordinate system of the 

composite laminate is identical to the material coordinate system of a single layer. 
The material constants of the eight-layer textile composite plate are identical to 
the material constants of the single layers (52), therefore: 

8 8
1 2 1 50 700 MPal l

E E E   ,   8
12 12 0 103l

.   ,   8
12 12 2 900 MPal

G G  . 

The 1E  modulus of elasticity and the 12  Poisson's ratio of the eight-layer textile 

composite were determined by measurement according to EN ISO 527-4 standard 
[6]. The experimental examinations were performed with the test specimen that 
can be seen in Figure 18. In the experiment tensions took place in the material 
principal directions, 1 x

e e  and 2 y
e e . In the tension test the 1  longitudinal 

and the 2  transversal strain, the F tension force and the change of L length of 

specimen were measured with 0 02 sect .  sampling. 
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Figure 18 

Tension test specimen 

 

Figure 20 

Test specimen in the 

tension test machine 

 

Figure 19 

Shear test specimen 

For determination of 1E  modulus of elasticity a  1 1   linear function was fitted 

on the  1 1;   measured point set by the least squares method. The slope of this 

linear function is the investigated 1E . For the determination of 12  Poisson's ratio 

a  2 1   linear function was fitted for the  1 2;   measured point set by the least 

squares method. 12  is equal to the -1 times the slope of the obtained linear func-

tion. We processed the measurement data by the Microsoft Excel program. We 
carried out the tension test by using six tension test specimens. One of these can 
be seen in Figure 20 in the tension test machine. 

The 12G  shear modulus was measured according to regulations of ASTM D3518 / 

D3518M – 13 standard [2]. The shape and dimension (Figure 19) of the shear test 
specimen was the same as the tension test specimen (Figure 18), however in the 
shear test specimen the reinforcing textile is positioned in every layer in 45° com-
pared to the longitudinal axis of the test specimen. It means that the 1x  material 

principal direction had a –45° angle with the axis of the tension. At the shear test 
the 

x
 , 

y
  strains, the F tension force and the change of L length of specimen 

were measured with 0 02 sect .  sampling. 

The 12  shearing strain value from the 
x

 , y
  strains (coordinate transformation) 

and the 12  shear stress from the 
x

  normal stress could be computed. The 12  

stress is a linear function of the 12  shearing strain. For determination of 12G  

shear modulus of elasticity a  12 12   linear function was fitted on the  12 12;   

measured point set by the least squares method. The slope of this linear function is 
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the investigated 12G . The shear test was also carried out by using six test speci-

mens. 

The averages of the material constants were calculated from the six tension and 
six shear results. We determined the variance and variance square of the measured 
values as well as the deviation from the average. If the deviation was too large at 
any of the test specimens, we studied whether the given measurement has a math-
ematically or statistically detectable gross error. If we noted a gross error, we 
ignored the measured results belonging to the given experiment. Then we used 
Student’s distribution to calculate the error range of the determined material con-
stants [5]. 

Table 3 contains the computed and measured results for the 1E  modulus of elastic-

ity, the 12  Poisson's ratio and the 12G  shear modulus of elasticity. We can ob-

serve that the material properties created by the layer model-cell are within the 
margin of error of the measurement. The deviation of computed results is below 
4% compared to the average of the measurement. So, the layer model-cell fulfils 
the necessary accuracy required for engineering modeling. This fact confirms that 
the model-cell approach for determination of layer properties is an efficient and 
well applicable method for determination of the orthotropic material constants of 
textile composite layers. 

Table 3 

Comparing the measurement results to the layer model-cell results 

Finite element 

layer model-cell 
Measurement 

Deviation of the results of 

model-cell from the average 

value of measurement 

1 50 700  MPaE   
1 50 094 1480 MPaE    606 MPa  1 21 . %  

12 0 103.   12 0 102 0 016. .    0 001.  0 98 . %  

12 2 900 MPaG   12 3 018 254 MPaG    118 MPa  3 91 . %  

Conclusions 

The paper presents a layer model-cell for the estimation and determination of the 
macroscopic, orthotropic material properties of a single layer of a multilayered 
textile composite material. It introduces the building up of the finite element layer 
model-cell and the prescription of boundary conditions applied to the finite ele-
ment computations. It shows an example for determination of macroscopic mate-
rial properties of the given textile composite layer with the numerical modeling of 
a unidirectional tension and plane shear by the layer model-cell. 

Beside the determination of the material properties by the layer model cell the 
paper shows results for the same material by experimental way. The comparison 
of the results obtained from simulation and experiments confirms and proves the 
applicability of the layer model-cell and the roving model-cell in engineering. 
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Abstract: Authentication, in the cloud context, is the process of validating and 

guaranteeing the identity of cloud service subscribers or users. It is deemed essential since 

its strength directly impacts the reliability and security of the cloud computing 

environment. Many efforts, within in the literature, have surveyed cloud security and 

privacy, but lack a detailed analysis of authentication for the cloud. In view of the research 

gap and the importance of a valid authentication infrastructure, this survey critically 

investigates different authentication strategies and frameworks proposed for cloud 

services. This paper discusses the pros and cons of different authentication strategies and 

presents the taxonomy of the state-of-the-art cloud service authentication. The paper 

concludes with the open issues, main challenges and directions highlighted for future work 

in this relevant area. 

Keywords: cloud computing; authentication; authentication-as-a-service; identity 

management; access control 

1 Introduction 

Cloud computing is widely adopted for delivering services such as data storage 
and management over the Internet. There are large varieties of cloud solutions and 
services to be accessed by a large number of devices such as workstations, smart 
phones and tablets. The security requirement becomes more complex with flexible 
content processing and sharing among a large number of users through cloud-
based applications and services. When clouds contain applications from multiple 
organizations on a single managed infrastructure, application data is vulnerable 
not only to external attacks, but also to attacks from other organizations sharing 
the same infrastructure. Financial services corporations reported spending over a 
billion each year to safeguard against online security breaches. Unfortunately, 
these problems remained unsolved with many incidents of cloud service losing or 
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corrupting user data. In the latest hit, Adobe suffered significant security breaches 
compromising the data of 2.9 million customers and valuable source code after the 
company shifts to a cloud-based delivery model [1]. 

The cloud environment being distributed, in nature, is facing challenges in 
managing user’s identity, authenticating and authorizing users. Cloud service 
providers have access to the information stored by subscribers for authentication 
purpose and this presents a privacy issue to their private information. It is difficult 
for cloud subscribers or users to make sure the proper Service Level Agreement 
(SLA) rules are enforced since there is a lack of transparency in the cloud that 
allows the users to monitor their own information. Besides, cloud users who 
subscribed to multiple cloud services will have to store passwords in all the clouds 
for authentication and hence authentication data are replicated and withheld in 
multiple clouds. These redundant actions of exchanging authenticating data may 
lead to an exploit of the authentication mechanism. 

From the cloud service providers’ standpoint, managing and authenticating users 
in the cloud is becoming inevitably complicated. More specifically, the process of 
authentication, which is to verify an entity that is trying to access protected 
resources, is very visible to users. It directly influences their perception of trust. 
Cloud providers and brokers try to overcome security and privacy-related issues 
by offering security solutions to its customers. Security-as-a-Service (SEaaS) is a 
new instance of a cloud service model that delivers security solutions to 
enterprises by means of cloud-based services from the cloud. These services may 
be delivered in different forms, and Authentication-as-a-Service (AaaS) is one of 
the variants. AaaS is the new form of user authentication that cloud users should 
embrace for mitigating the risk of compromising sensitive information. However, 
when we look at authentication aspects of cloud computing, most discussions 
today point towards various forms of identity federation between clouds. As stated 
previously, there is no information in the literature discussing the authentication 
strategies and the architectural perspective of the components that together form a 
strong authentication system. This paper helps to bridge the gap in the literature 
that would be of interest to both academia and industry alike. 

Section 2 provides the overview and the research approach undertaken to 
investigate cloud service authentication. The taxonomy of cloud service 
authentication security is presented in Section 3. Section 4 highlights the current 
state-of-the-art work proposed to authenticate cloud services and their potential 
problems. Finally, conclusions and directions for future research are identified in 
Section 5. 



Acta Polytechnica Hungarica Vol. 14, No. 2, 2017 

 – 71 – 

2 Overview 

In this paper, we provide a survey of cloud service authentication strategies with 
the approach depicted in Figure 1. The NIST cloud security architecture [3] [4] is 
adopted and referenced for the baseline terms and definition. The taxonomy of 
cloud AaaS is proposed after deriving the main properties for cloud service 
authentication. Literature in the field is analyzed and the authentication strategies 
highlighted. The previous steps provide the input to derive the open issues and the 
future directions in the field of cloud service authentication. 

Cloud Security 
Reference 

Architecture [3,4]

Taxonomy of Cloud 
Authentication-as-a-

Service

Cloud Service 
Authentication 

Strategies

Open Issues and 
Future Directions 
on Cloud Service 
Authentication 

 

Figure 1 

Research Methodology 

Following the reference of NIST definition [3] and [4], the stakeholders involved 
in cloud service authentication are cloud providers, brokers, consumers, auditors 
and carriers. A cloud consumer represents a person or organization that maintains 
a business relationship with, and uses the service from, a cloud provider. The 
cloud provider of SaaS assumes most of the responsibilities in managing and 
controlling the applications and the infrastructure, while the cloud consumers have 
limited administrative control of the applications. Cloud broker on the other hand 
is an entity that manages the use, performance, and delivery of cloud services, and 
negotiates relationships between cloud providers and cloud consumers. Different 
aspects of the secure cloud service management can be supported and 
implemented by either a cloud provider or by a cloud broker, depending upon the 
structure of each cloud ecosystem. 

Meanwhile a cloud auditor is a party that conducts independent assessment of 
cloud services, information system operations, performance, and the security of a 
cloud computing implementation. A cloud auditor can evaluate the services 
provided by a cloud provider in terms of security controls, privacy impact, 
performance, and adherence to service level agreement parameters. A cloud 
carrier acts as an intermediary that provides connectivity and transport of cloud 
services between cloud consumers and cloud providers. It provides access to 
consumers through network, telecommunications, and other access devices. 
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Authentication Service

Authentication Service

Authentication Service

Content Storage Content Distribution Content Consumption

Cloud Auditor

Consumer

Cloud Broker

Cloud Carrier

Cloud Provider

 (Primary & Intermediary)

 

Figure 2 

Stakeholders in cloud service authentication 

3 Cloud Service Authentication Architecture 

Cloud 

Authentication-As-

A-Service Identity Management

Authentication

Authorisation and 

Access Control

Anomaly Detection

Key and certificate 

Management
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Both cloud providers and consumers are concerned about security issues 
associated with the cloud environment. Besides upholding the confidentiality of 
the system which is a generic security requirement across clouds, different cloud 
services may have different security and policy characteristics corresponding to 
specific functionality and usage of the system. The important aspects of cloud 
authentication service provisioning include Identity Management, Authentication, 
Access Control and Authorization, Security Policy Management, Key and 
Certificate Management and Fraud and Anomaly Detection. Taxonomy of the 
cloud service authentication infrastructure is presented in Figure 3. 

3.1 Identity Management 

Identity management (IdM) refers to the mechanisms and standards that create and 
maintain a cloud user’s identity, and the de-provision of the user account when the 
user leaves the cloud service. IdM is a broad administrative area that deals with 
identifying individuals in a system and controlling access to the resources by 
placing restrictions on the established identities. Sound identity management and 
governance are needed to manage identities in hybrid cloud environments, a 
combination of cloud services and enterprise networks. Identity management in 
cloud involves three perspectives, namely the identity provisioning paradigm, the 
log-on paradigm, and the service paradigm [2]. Identity management is required to 
simplify the user provisioning process especially in enterprise environment. 
Enabling new users to get access to cloud services and de-provisioning users to 
ensure that only the rightful users have access to cloud services and data. This 
creation and deletion of identities are done without regard to user access rights to 
the service. The log-on paradigm involves exchanging of data by users to log-on 
to a cloud service. Lastly the service paradigm delivers personalized services to 
users and their devices after successful log-on attempts. There are three different 
models adopted by SaaS vendor to provide sign on and identity management 
service, namely independent IdM, credential synchronization, and federated IdM. 
Differences between the models are depicted in Table 1. 

Table 1 

Comparisons of IdM Model 

IdM Model Independent IdM Credential 

Synchronization 

Federated IdM 

 

  
Description • Consumer account 

information  is 

managed by 

individual cloud 

• Consumer account is 

replicated and 

information is shared 

between clouds 

• Consumer account is 

managed 

independently 
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Strengths • Easy to implement 

with no enterprise 

directory 

integration 

required  

• Consumer manage 

fewer credentials 

• No enterprise directory 

integration required  

• Lower risk as 

credentials are not 

replicated but 

propagated on 

demand 

Weaknesses • Consumers need 

to manage 

separate 

credentials for 

different accounts 

• Requires integration 

with enterprise 

directory.  

• Higher security risk 

due to replication and 

distribution of 

consumer credentials 

• Relatively more 

complex to 

implement 

• Require proper 

agreement and trust 

relationship between 

cloud services. 

3.2 Authentication Strategy 

Authentication is the process for confirming the identity of the user. Cloud 
consumers have to complete the user authentication process required by the cloud 
provider. The cloud provider can choose to provide different authentication 
mechanisms with different security strength and the strength depends on the 
reliability and integrity of the mechanism. Besides, authentication mechanisms 
must function properly in order to maintain data confidentiality and integrity. In 
view of the emergence of hybrid cloud environments, interoperability for user 
authentication has also become a major concern. The differences in authentication 
strategies are detailed in Table 2. 

3.2.1 Password Authentication 

Password authentication is simple and easy to use, but it has to have a certain level 
of complication and regular renewal to keep the security [3]. It is an authentication 
technology with well-known weaknesses in the sense that even if the correct 
username and password combination is provided; it is still difficult to prove that 
the request is from the rightful owner. Users frequently reuse their passwords 
when authenticating to various cloud services. Weak password practice brings 
high security risks to the user account information. Nonetheless, password 
authentication is still the most frequently used authentication technology with 
more than 90% of the transactions. Password authentication comes in different 
forms of challenge-response protocol in current cloud deployment. 

3.2.2 Trusted Platform Module-based Authentication 

Trusted Platform Module (TPM) is a hardware-based security module that uses 
secure cryptoprocessor that can store cryptographic keys that protect information. 
A variant of it, Mobile Trusted Module (MTM) [4] is a proposed standard by 
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Trusted Computing Group a consortium (TCG) founded by AMD, Hewlett-
Packard, IBM, Intel, Microsoft. It is mainly applied to authenticate terminals from 
telecommunications. However, it is being considered as a cloud computing 
authentication method with Subscriber Identity Module (SIM) due to the 
generalization of smartphones. Cloud subscribers’ devices can utilize unique 
hardcoded keys to perform software authentication, encryption, and decryption. 
TPM chips can also be used for other security technologies such as firewalls, 
antivirus software, and biometric verification. However, there are some inherent 
problems with the TPM technology, such as when an attacker manages to bypass 
disk encryption during a cold boot attack and reveal the master password with 
social engineering. In cloud environment, the biggest challenge is still the “Bring-
your-own-device” (BYOD) concept that does not facilitate the implementation of 
TPM devices in enterprise network. 

3.2.3 Public Key Infrastructure-based Authentication 

Employing Trusted Third Party (TTP) services within the cloud leads to the 
establishment of the necessary trust level and provides ideal solutions to preserve 
the confidentiality, integrity and authenticity of data and communication. The 
public key infrastructure (PKI), together with TTP, provide a technically sound 
and legally acceptable means to implement strong authentication and 
authorization. PKI is an authentication means using public-key cryptography. It 
enables users to authenticate the other party based on the certificate without 
shared secret information. One example of TTP authentication in cloud is Single-
Sign-On (SSO). When a user gets authentication from a site, it can go through to 
other sites with assertion and no authentication process is required. However, the 
existence of a trusted third party, as an authentication server or certification 
authority, is becoming a security and fault intolerant bottleneck for systems. 

3.2.4 Multifactor Authentication 

Multi-factor authentication ensures that a user is who they claim to be by 
combining a few means of authentication. The more factors used to determine a 
person’s identity, the greater the trust of authenticity [5]. ID, password, biometrics 
and certificates are used traditionally for single factor authentication. With the 
emergence of mobile network, second factor authentication takes the form of 
SMS, e-mail, and telephony OTPs, PUSH Notifications, and mobile OATH 
Tokens. Even though it is rather effective for closed communities such as 
enterprise cloud, these second factor methods are too costly, inconvenient, and 
logistically difficult especially for the distribution, administration, management 
and support in the cloud. 
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3.2.5 Implicit Authentication 

This approach uses observations of user behavior for authentication and it is well-
suited for mobile devices since they are capable of collecting a rich set of user 
information, such as location, motion, communication and their usage of 
applications. A number of profiling techniques have been studied to provide a 
suitable service for user and personal profile information in the mobile cloud 
environment [6] [7] [8]. But to date, a formal model for this approach has yet to be 
realized and limited device resources are the technical constraints that need to be 
overcome. Studies on intelligent mobile authentication service are still inadequate. 

Table 2 

Strengths and weaknesses of the authentication strategies 
 

Authentication Strategy Strengths Weaknesses 

Password Authentication Simple to deploy Regular renewal to keep the 
security due to deterministic 
function of storing password 

Trusted Platform Module 
based authentication 

Low deployment cost if TPM 
is integral part of an enterprise 
system 

Could be extended to 
incorporate other security 
services 

Inherent TPM weaknesses 
such as cold-boot attack and 
master password revelation 
through social engineering 

BYOD does not facilitate 
TPM-based authentication 
in enterprise cloud 

Public Key Infrastructure 
based authentication 

Easy establishment of the 
necessary trust to provide 
cryptographically strong 
authentication solutions 

Challenging certificate and 
key management in 
distributed environment 

Multifactor 
authentication 

Greater trust of authenticity Logistically difficult for the 
distribution, administration, 
management and support in 
the cloud 

Implicit authentication Cloud subscriber device is 
capable of collecting a rich set 
of user information for 
profiling 

User authentication can be 
done dynamically, improves 
usability of authentication 

Data collected for profiling 
risk disclosing user private 
information 

Limited device resources 
are the technical constraints 
to overcome 

Context-aware cloud 
authentication 

Context-aware cloud 
constantly retrieves structured 
information from users and 
profile users through active 
classification and inference 

User authentication can be 
done dynamically, improves 
the usability of authentication 

Lack of privacy of user 
authentication data in the 
cloud 
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3.2.6 Context-Aware Cloud Authentication 

While a full user and device profiling is not feasible as this stage, a context-aware 
cloud can assist in the dynamic and adaptive authentication method. Inherent 
components in this are enhanced authentication services, flexible access control 
and an adaptable security subsystem responding to current conditions in the 
environment. Since context-aware cloud constantly retrieves structured 
information from users and through active classification and inference, a model of 
the user who has legitimate access to systems and resources can be built. Given 
the characteristics of a context aware cloud, authentication can be done 
dynamically depending on the changing conditions of user’s risk factor at a 
particular time. This type of risk-based authentication goes hand in hand with 
implicit authentication. It is a non-static authentication system which takes into 
account the profile of users requesting access to the system and relates the risk 
profile associated with that transaction. Higher risk profiles lead to stronger 
authentication need, whereas a static username and password may suffice for 
lower-risk profiles. Adapting authentication levels based on risk increases security 
beyond secret-knowledge techniques and provides transparent authentication 
without inconveniencing the user. Users continuously re-authenticate themselves 
to the cloud service to maintain confidence in their identity. 

3.3 Authorization and Access Control 

Authorization is of vital importance since it involves determining what the user is 
allowed to do after they have gained access. Authorization can be determined 
based on the user identity alone, but in most cases, it requires additional attributes 
about the user, such as their roles or titles. Meanwhile access control is more 
concerned with allowing a user to access a number of cloud resources. Though 
this process is typically handled by the applications being accessed, there is now 
consideration for centralizing the authorization policy decisions regardless of the 
location of the user or the application. The implementation of proper access 
control models for the cloud is one of the areas that has been critically evaluated 
since current access control models are not specifically designed to tackle the 
requirements of cloud systems. 

As data and applications are shifted to the cloud, new challenges emerge to 
manage consistent and unified access policies for enterprises. Authorization is the 
means for ensuring that only properly authorized users are able to access resources 
within a system. An Authorization Service (AS) is responsible for evaluating an 
authorization query, collecting necessary information about the user and the 
resource, potentially from an attribute service and identity directory, and 
evaluating a policy to determine if access should be granted or denied. 

Extensive research is being carried out in the area of access control in 
collaborative systems [9] [10], namely the Mandatory Access Control policies 
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(MAC), the Discretionary Access Control policies (DAC) and the Role Based 
Access Control policies (RBAC). Each one of them serves specific security 
requirements in different working environments. It is noteworthy that an attempt 
started along with the advancement of RBAC [11] for the design of a series of 
Attribute Based Access Control models (ABAC) [12] The ABAC model was 
mainly introduced to overcome a number of RBAC’s shortcomings. Besides, 
UCON [13] [14] access control model is also introduced, along with RBAC, being 
the most prominent access control models for the Cloud. Nonetheless, further 
examination is demanded, due to the partial or weak fulfillment of security 
requirements in the Cloud. 

3.4 Anomaly and Fraud Detection 

The cloud consumer account and identity can be well protected by using a 
baseline user profile. Historical information about past user transactions, IP 
geolocation data, device authentication can be fed into a heuristic engine and by 
allowing the forming of user profiles, anomalies can be detected. Services such as 
fraud detection are also offered based on customized rules. Consumer transactions 
are analyzed in real-time to detect any activities that has similar patterns 
associated with crimes. 

3.5 Security Policy Management 

Security policy has become a critical concern of IT and businesses, in general. 
More specifically, security policy management in AaaS involves the SLA, 
password policy, audit and monitoring of the service. In order to properly audit the 
access or management of data governed by a cloud platform, all security 
operations based upon security identities and policies need precise audit 
information to be recorded. Meanwhile the purpose of the SLA is to define the 
basis for interoperable authentication or identity management solutions between 
consumers and providers [15]. 

3.6 Key and Certificate Management 

Managing access to cloud services includes handling encryption keys and 
certificates. Key and certificate management have both been offered as part of the 
security to improve security, compliance and operational efficiency. In a case 
where the cloud service is being used to store a master encryption key, the data 
owner who deposited the key can define policies for how that key can be 
retrieved. This is important for establishing the necessary step in preventing 
unauthorized access and meeting compliance requirements for safeguarding keys. 
Centralizing management of keys and certificates on a cloud-based manager 
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allows the storage of any security object, enforcement of retrieval and revocation 
policies, and prevention of unauthorized access to sensitive data and systems. 

The implementation of key and certificate management service is not without its 
challenges. The additional complexity in cloud environments as compared to 
enterprise IT environments is due to the difference in ownership (between cloud 
consumers and providers) and the control of infrastructures on where the 
management system and security artifacts are located [16]. However with the 
correct implementation, this AaaS component provides an effective security layer 
against malicious attacks and streamlines the auditing process. 

4 Related Work 

In this section, solutions that have been proposed in academic research pertaining 
to cloud service authentication is presented and discussed. A summary of the 
literature presented in Table 3. Authentication architecture and approaches are 
illustrated in Figure 4. 

4.1 Trusted Platform Module-based Authentication 

A. Ahmad et al. proposed that cloud services rely on the existing International 
Mobile Subscriber Identity (IMSI) and Universal Subscriber Identity Module 
(USIM) cards for authentication [17]. Since mobile network authentication in 
GSM/ 3G/ WLAN is the first level of security authentication for a mobile 
subscriber, it could be a valuable asset for the security foundation of cloud 
computing. The framework includes a mapping between users and services, to 
determine if a user may access a specific service; and a mapping of IMSIs and 
user IDs to be recognized as the same user, allowing multiple devices to share the 
same account. By expanding the use of the trusted platform and USIM, and the 
introduction of virtualization, mobile cloud services authentication can be 
achieved. 

Z. Song et al. proposed TrustCube [18], a policy-based cloud authentication 
platform using open standards that supports the integration of various 
authentication methods. The scheme uses Trusted Computing technologies like 
TPM, TNC and remote attestation to ensure trust in users, platforms and 
environment of the platform. The scheme includes an Integrated Authenticated 
(IA) Service that retrieves policy for access request, extract information and send 
inquiry to IA server though a trusted network. TrustCube is an end-to-end 
infrastructure that offers measurements of essential elements of clients, platform 
and the environment. The cloud service can make an informed decision based on 
the certifiable report of measurements. Besides, cloud service can also evaluate 
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the risk of dealing with particular users. The authentication phase is token-based, 
where successful authentication a token is generated and used for further request 
from the same user. Biometric characteristics such as fingerprints and palm veins 
are used to provide biometric reference data in a shared secret key calculation. 
Nonetheless the proposal is based on the Trusted Platform Module (TPM) of 
corresponding clients’ device for generating secure keys and detecting changes to 
client’s platform (Figure 4, authentication flow 3). However, this is not feasible 
when enterprise users bring their personal smartphones and tablets into the 
workplace and use them to access corporate networks. The idea of BYOD (Bring 
Your Own Device) presents a unique security challenge for IT organizations and 
is driving the need for stronger authentication and access control policies on 
employee-owned mobile devices. 

4.2 Implicit Authentication 

R. Chow et al. proposed a flexible platform [8] for supporting authentication 
decision based on a behavioral authentication approach [6] [19], to translate user 
behavior into authentication score and thus allowing users to access cloud services 
transparently (Figure 4, authentication flow 3). This approach results in a new 
authentication paradigm which successfully strikes a balance between usability 
and trust. However, these behavior profiling techniques proposed have not been 
successfully implemented for mobile computing platforms due to complexity and 
intensive computation. 

4.3 Context-Aware Cloud Authentication 

Covington, M. J., et al. [8] proposed that context aware cloud to focus on security 
services incorporating the security-relevant context, making policy enforcement 
and access control flexible within a system-level service architecture. Manjea Kim 
et al. [20] and H. Jeong et al. [7] on the other hand make use of the context-aware 
platform of the cloud and proposed a scheme that considers user's context 
information and profile for authentication (Figure 4, authentication flow 1&2). 
This platform is able to gather the users’ personal information and preferences as 
well to provide suitable services for them. The scheme includes methods that 
interpret and infer the high level context and resources management technique that 
manages distributed IT resources effectively. Further to that, H. Ahn et al. 
extended the context aware cloud authentication to include access control [21] 
[22]. The authors proposed a context-aware RBAC model which provides efficient 
access control to user through active classification, inference and judgment of the 
users assessing systems and resources. 
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4.4 Public Key Infrastructure-based Authentication 

Many efforts have been made to improve identity management and authentication 
for cloud computing. Most of them focus on designing a trusted third party 
(Figure 4, authentication flow 2). For instance, Z. Wang et al. [23] [24] 
constructed a TTP with a homomorphic signature for identity management and 
access control in mobile cloud computing. In the identity management scheme, a 
mobile user firstly computes a full signature on all his sensitive personal 
information and stores it in a TTP. During the valid period of the full signature, 
the user can authenticate his/her identity to the cloud service provider through 
TTP. Meanwhile, for authorization and access control, a user’s full signature on 
all identity attributes is stored in advance in the access controlling server. For a 
user who wants to access a cloud service, which has special requirement on one’s 
identity attribute, the user only needs to notify the access controlling server of the 
particular cloud service name. According to the user’s instruction, the access 
controlling server can compute a partial signature on the special identity attribute, 
and send it to the cloud server for identification. However, the scalability and 
extensibility of this scheme are under scrutiny. In the event of identity addition, 
update and removal, a full signature computation is required. This is very time-
consuming and costly due to the heavy computation, and users are usually on very 
limited computational resources. 

H. Li et al. [25] and Qin B. et al. [26] both proposed a framework for secure 
authentication and data upload in an identity-based setting. The identity-based 
feature eliminates the complicated certificates management in signature 
encryption schemes in the traditional public key infrastructure (PKI) setting. 
Besides, Mishra, D. et al. proposed another identity-based mutual authentication 
in cloud storage sharing using Elliptic Curve Cryptography (ECC) and claimed 
that their scheme can resist various attacks in the cloud infrastructure [27]. 

4.5 Password Authentication 

Password-based authentication is relatively easy to construct and deploy (Figure 4, 
authentication flow 1). However in cloud deployment, without the randomization 
of password, a user is susceptible to dictionary attacks since the server has a 
deterministic function of the user’s password. To overcome such a limitation, the 
authentication protocol must be a challenge-response type protocol where the 
server never learns any deterministic function of the client’s password. Besides, to 
prevent malicious servers and cross-site impersonation, we require that the server 
never learn the client’s password. Asymmetric Password-Authenticated Key 
Exchange (APAKE) attempts to remedy this problem. Only the client knows the 
password, while the server stores a one-way function of the password. However, 
APAKE schemes are still vulnerable to dictionary attacks to the server. Other 
notable research in this area includes single-password authentication scheme [28] 



S. Y. Lim et al. Security Issues and Future Challenges of Cloud Service Authentication 

 – 82 – 

and a multi-level authentication technique which generates and authenticates the 
password in multiple levels to access the cloud services [29]. A more secure 
scheme is the multi-factor authentication that requires a second factor (such as 
finger print, token, OTP) with username/password proposed by [30] [31]. 
Nevertheless, the feasibility of two-factor authentication is largely limited by high 
device cost and the deployment complexity. 

4.6 Cloud Federation Authentication 

Federated identity is a useful feature for identity management and single sign on. 
OAuth, OpenID and SAML are the main concepts for federated cloud service 
authentication (Figure 4, authentication flow 2). Celesti A. et al. [32] proposed the 
“Horizontal Federation” of cloud resources. One cloud service provider, lacking in 
internal resources, can cooperate with another cloud service provider in order to 
supplement required resources by means of external ones. The model consists of 
three phases: discovery of available external cloud resources, matchmaking 
selection between discovered cloud providers, and authentication for trust context 
establishment with selected clouds. The main focus of this model is the 
authentication phase, which is the cloud SSO. Through Cloud SSO a cloud 
provider authenticates itself with other heterogeneous cloud providers regardless 
of their implemented security mechanism and accesses all needed external cloud 
resources. In order to establish trust relationship between home and foreign 
clouds, a trusted Identity Provider is required to verify digital identities of clouds 
and provides SAML authentication assertions. 
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Table 3 

Summary of the evaluated cloud service authentication schemes 

Scheme Basic Theory Type Description Idm1 Auc2 Ac3 

[20] 
Context aware 
profiling 

User 
profiling 

Context aware 
architecture with user 
profiling 

No Yes Yes 

[7] User profiling 
User 
profiling 

User profiling for 
mobile cloud 
authentication 

No Yes Yes 

[21] 
Context aware 
profiling 

User 
profiling 

Context aware 
architecture with user 
profiling and RBAC for 
access control 

No Yes Yes 

[33] 

Group 
Location-
based security 
framework 

TPM, 
Risk-
based 

Authentication with 
IMSI and location based 
service 

No Yes No 

[23] 
Homomorphic 
Signature 

PKI,TTP 
Access control using 
Boneh-Boyen signature  

No Yes Yes 

[24] 
Homomorphic 
Signature 

PKI,TTP 
Homomorphic signature 
for identity management 
and access control 

Yes Yes Yes 

[25] 
Identity-based 
cryptography 

PKI,TTP 
Identity-based 
authentication protocol 
for cloud services 

No Yes No 

[30] 
Anonymous 
One-Time 
Password 

Password, 
PKI 

Two factor 
authentication with OTP 
& RSA signature 

No Yes No 

[27] 
Identity-based 
cryptography 

PKI,TTP 
Identity-based (ECC) 
authentication 
framework  

No Yes No 

[29] 
Password 
concatenation 

Password 
Multi-level password 
concatenation for 
authentication 

No Yes No 

 

                                                           
1
 Identity Management 

2
 Authentication 

3
 Access Control 
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[8] 

User profiling 
Implicit, 
Risk-
based 

Cloud authentication 
framework with 
behavioral 
authentication approach 

No Yes No 
[6] 

[28] 
Single 
password 
authentication  

Password 
Challenge-response 
authentication protocol 
for cloud 

No Yes No 

[32] 
Cross cloud 
federation 
authentication 

Cloud 
federation 

Cloud federation 
authentication 

Yes Yes No 

[34] 
Cross cloud 
federation 
authentication 

Cloud 
federation 

Cloud federation 
authentication in 
enterprise 

Yes Yes Yes 

[17] 

Trusted 
Platform 
Module based 
authentication 

TPM, 
TTP 

USIM/SIM-based 
authentication 
framework 

No Yes No 

[18] 

Trusted 
Platform 
Module based 
authentication 

TPM, 
biometrics 

End-to-end 
Infrastructure built on 
TPM for authentication 

No Yes No 

5 Open Issues and Future Directions 

Based on the related literature, there are several issues that have not been 
sufficiently addressed. The gap in the existing solutions would prove to be the 
direction for future work. 

5.1 Privacy of Authentication Data 

Although an issue of paramount importance, little research has been carried out in 
this regard. Existing cryptographic techniques can be utilized for data security but 
privacy protection and outsourced computation need significant attention. 
Personal data should always remain in the user control, and the user decides what 
and whom they share their data with. Especially when implicit and context aware 
cloud authentication strategy is used, the identity provider needs access to real-
time information about the user. They need to feel confident when supplying their 
context information for profiling and authentication, and at the same time ensure 
that their privacy would not be violated. 

Furthermore, data in the cloud typically resides in a shared environment. Even 
with SLA in place to support contract negotiation and enforcement, privacy and 
trust are non-quantitative and thus difficult to bargain. The challenge is that only 
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authorized entities can access the data. There is a need for appropriate 
mechanisms to prevent cloud service providers from misusing customer’s data. 

5.2 BYOD Challenge in the Cloud (Bring Your Own Device) 

Along with the growth of mobile consumer devices in the enterprise cloud, 
securing various types of employee-owned device access to cloud services has 
become a critical component of the IT value-chain. Unfortunately, classical 
authentication mechanisms, such as TPM-based authentication cannot respond to 
the new challenges. BYOD also brings true challenge to develop access control 
policies in enterprise and hybrid cloud environment. 

5.3 Usable and Scalable Authentication 

Research should be focusing on the ability to deliver authentication services that 
are considered usable and scalable across cloud environments. They also should 
be easy to learn, use, administer, and inexpensive to maintain. The question 
remains in how the usability of authentication mechanism can be improved, where 
user logs in once and gain access to all services without being prompted to log in 
again at different cloud service. Identity federation is the way to go but solutions 
and control policies must be enforceable across clouds which are difficult to 
coordinate. While implicit and adaptive type of authentication is trying to increase 
the usability of the authentication by making authentication as transparent and 
seamless as possible, they have yet to provide sufficient confidence in realizing a 
full secure authentication mechanism. 

5.4 Future Work 

Future research can be directed at putting trust back to the users to ensure that they 
are in full control of their data. In order to instill the trust in cloud users, cloud 
provider’s technical competency has to be enhanced and at the same time the data 
owner should have full control over who has the right to use their data and what 
they are allowed to do with it once they gain access. This is where homomorphic 
encryption comes into the picture. Homomorphic encryption is a form of 
encryption which allows specific types of computations to be carried out on cipher 
text and generate an encrypted result which, when decrypted, matches the result of 
operations performed on the plaintext. This is a desirable feature in modern 
communication system architectures that allow us to maintain confidentiality and 
privacy of outsourced data in cloud. With homomorphic encryption, only the users 
are equipped with encryption keys while operations are allowed over encrypted 
bits. This advancement put the trust back to the users that they are in full control 
of their data. 
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In addition to the increasing dominance of the mobile device as a primary point of 
access to cloud services, Cloud Security Alliance (CSA) specifically highlighted 
the need to provide usable and scalable authentication from mobile devices to 
multiple, heterogeneous cloud providers as an important step toward the maturity 
of cloud solutions. Current cloud-based authentication service offers solutions like 
single sign-on (SSO) to help simplify the management of access to services both 
in the cloud and behind the firewall. Single Sign-On has inherited the limitation of 
a password-based authentication and poses significant risks. Besides, its usability 
has rarely been investigated. In SSO once a user entered its credentials, the user 
gets signed in to all the subscribed services and re-authentication is required only 
after the credential is stale or time-out. This undeniably exposes users to more 
threats and security attacks. We suggest re-authentication when user is requesting 
for different types of service with different security requirements. In this case 
users re-enter credential only when the need arises and this can be a risk-based 
decision. With user risk profiling in place, an authentication service can then 
decide if the requested service implicitly needs a fresh authentication based on the 
risk factor. A risk profile of the cloud user is to provide a non-subjective 
understanding of risk by assigning numerical values to variables representing the 
threats and danger the user pose. It can be a useful tool for determining the 
magnitude of authentication required in cloud service authentication. 
Authentication that requires user mediation only when necessary addressed both 
the security and usability challenges. 

Conclusion 

Significant opportunities exist today to develop a strong cloud service 
authentication mechanism. A complete solution that incorporates identity 
management, authentication mechanisms, authorization and access control will 
make a substantial contribution to a correct and effective system of authentication. 
Organizations must ensure that service providers provide the flexibility to deliver 
varying levels of strong authentication to meet the required security policies and 
extend existing security implementations by incorporating identity federation. 
Addressing the security and usability challenges is a good direction in which to go 
and a more promising open standard authentication mechanism is needed to 
achieve a secure cloud ecosystem. 
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Abstract: It is well-known, that several areas of science (for example electronics)  have 

been revolutionized by the application of nano structures. For this reason, it is important to 

simulate the evolution of these nano structures. The III-V- composite semiconductor based 

nanohole backfilling is modeled in this paper. The backfilling is described with the viscosity 

of the liquid gallium, instead of modeling of the real atomic displacements. The 

construction of the model begins with the macroscopic interpretation of the viscosity. In 

order to model the atomic displacement at microscopic level, the microscopic viscosity was 

introduced. It is shown, that under certain conditions we get back the original Arrhenius-

Andrande equation from the microscopic viscosity model. During the simulation, both the 

viscosity and the equilibrium height of the backfilled nanohole was determined as a 

function of temperature. 

Keywords: GaAs; nanohole backfilling; viscosity; modeling 

1 Introduction 

It is well-known, that several areas of science were revolutionized by the 
application of nano structures. Recently, increasing proportion of electronic 
devices containing nanostructures are found. 

One excellent example is the III-N-based semiconductor devices, for example the 
GaN-based blue LEDs. The active regions of these devices consist one or more 
InGaN quantum wells. These wells are inserted between thicker GaN layers, in a 
sandwich-like manner. By topologically changing the InN and GaN regions in the 
InGaN wells, the wavelength of emitted light extends from the ultraviolet to the 
color of amber. Another possibility is the application of quantum dots, instead of 
quantum wells. In this case, the large light intensity of the LED is generated by 
InGaN quantum dots with the aid of phase separation effect [1]. 

Another example is the nanostructured solar cells. The efficiency of these cells is 
significantly influenced by the electronic band structure of the semiconductor. A 
good solution is the application of various nanostructures such as quantum dots 
and quantum wells [2-4] for increasing of the efficiency of the structure. 

mailto:urmos.antal@phd.uni-obuda.hu
mailto:farkas.zoltan@kvk.uni-obuda.hu
mailto:nemcsics.akos@kvk.uni-obuda.hu
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Figure 1 

The efficiency of the solar cells can be increased with the application of the multiple quantum wells (a) 

and quantum dots (b) (source: [3]) 

With the application of these structures, the solar cells can utilize wider 
wavelength range of the solar spectrum. Efficiencies of over 40% can be achieved 
with multilayer solar cells that contain quantum dots. These devices operate on the 
principle of tunnel effect. In the case of another nano structured solar cells 
containing quantum wells, up to 40% efficiency can be achieved through the 
utilization of tunnel effect (Figure 1a). This excellent solar cell efficiency can be 
surpassed by the usage of quantum dots (Figure 1b). In this case, intermediate 
energy levels are created in the energy band gap of the semiconductor. This 
structure is able to utilize the energy of photons, the energy of which differs from 
the energy determined by gap of the original semiconductor. This way, an 
efficiency of 60% can be achieved. 

An important requisite for the fabrication of the GaAs-based nanostructures, 
presented in this chapter, is the controlled growth of semiconductor crystal layers 
and nanostructures. Primarily, these thin, several monolayer thick layers and other 
nano objects can be grown with the method of molecular-beam-epitaxy (MBE) [5] 
[6]. 

2 The Droplet Epitaxy 

The various nanostructures can be fabricated with several growth method. There 
are three growth regimes such as the traditional Frank Van Der Merve, Volmer-
Weber and Stransky-Krastanov methods. The difference among these methods, is 
the difference of the bonding energies between atom-substrate and the atom-
neighboring atom relations. In the case of Frank Van Der Merve growth, the atom-
substrate bonding energy is bigger than the atom-neighboring atom bonding 
energy, so mainly two dimensional layers are formed. In case of Volmer-Weber 
growth the atom-substrate bonding energy is smaller than the atom-neighboring 
atom bonding energy, so clusters are primarily formed. In case of Stransky-
Krastanov growth the adatom-substrate bonding energy and the adatom-
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neighboring atom bonding energy are comparable, so both clusters and layers can 
be formed. 

 

Figure 2 

The development of different nanostructures in the function of the temperature of the sample and the 

pressure of the remaining gas (source: [11]) 

With the aforementioned methods, only layers or clusters or dots can be formed. A 
novel technique, called droplet epitaxy allow us to create not only quantum dots 
but also quantum rings, double quantum rings and nanoholes. The conception of 
the droplet epitaxy was developed by Koguchi and his co-workers, in the 
beginning of the 1990 years [7, 8, 9, 10]. The droplet epitaxy is a two stages 
technology. Firstly a metal droplet of the III. main group of the periodic system 
(for example Ga) is deposited onto the substrate surface (for example GaAs). 
After that metallic nano-clusters are created, the final shape which is determined 
by the sample temperature and by the gas pressure of the residual main group V 
element (for example arsenic). In this way, various nanostructures can be 
developed (Figure 2). 

As it can be seen on Figure 3, the nanoholes are formed in high temperature and 
minimal arsenic pressure [12]. The formation of the nanoholes are the following: a 
gallium droplet is deposited to the substrate surface. Because of the concentration 
gradient, the arsenic atoms diffuse into the gallium droplet. In the same time, the 
gallium atoms leave the droplet in the manner of surface diffusion. Finally, the 
nanohole forms. The process is explained in the Figure 3. 

 

Figure 3 

The formation of the nanoholes (source: [12]). The formation of the nanoholes are the following: a 

gallium droplet are deposited to the substrate (a). The arsenic atoms move to the droplet and the same 

time the gallium atoms leave the droplet (b). Finally nanohole forms (c) 
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The variables of Figure 3/c are explained below: 𝑟0 is the outer radius (nanohole 
and the ring), ℎ𝑤 is the height of the ring, 𝑑𝐻 is the depth of the nanohole. If the 
nanoholes, formed on this way, were filled with metal atoms (for example 
gallium), then we talk about inverted quantum dots. There are 4 types of inverted 
quantum dots: type 1 quantum dots are the white light emitters, type 2 quantum 
dots are the uniform quantum dots, type 3 quantum dots are the ultra low-density 
quantum dots, type 4 quantum dots are the vertically stacked quantum dot 
molecules (Figure 4) [12]. 

In Figure 4, Type 1 quantum dots (white light emitters) are shown which were 
fabricated by local droplet etching on AlGaAs surface at T=550-620 oC 
temperature. Bimodal, shallow and deep nanoholes are formed with this method. 
During the backfilling process of the nanoholes, the shallow ones are fully and the 
deep ones are partially filled. Local droplet etching creates Type 2 (uniform) 
forms (Figure 4b) and the density of shallow holes reduced at elevated 
temperature. These quantum dots are partially buried and their size accurately 
controlled through the amount of the deposited GaAs. The ultra-low density 
(ULD, Type 3) quantum dots, filled with GaAs, can be characterized with even 
lower density and deeper holes (Figure 4c). Figure 4d displays vertically stacked 
quantum dot molecule, which consists of two closely placed quantum dots. This is 
the simplest interacting system, made of nanostructures. This structure contains 
two double filled ultra-low density quantum dots. The two quantum dots are 
separated with two well-defined AlGaAs barriers. 

  

Figure 4 

Formation of the inverted quantum dots. The a) is the group of Type 1 quantum dots, the b) is the 

group of Type 2 quantum dot, the c) is the group of Type3 quantum dots and d) is the vertically 

stacked quantum dot molecule (source: [12]). 

3 The Simulation Algorithm 

In the simulation, the initial state is the nanohole, showed in the Figure 5 [13]. “A” 
denotes the area adjacent to the ring, “B” denotes the ring and “C” is the 
nanohole. The 𝐷𝑟𝑖𝑛𝑔 is the width of the ring (radius of outer circle of the ring less 
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radius of inner circle of the ring), the 𝐷ℎ𝑜𝑙𝑒  is the diameter of the hole, the 𝐿 is the 
height of the ring above the substrate surface, the 𝐻 is the height of the ring above 
the bottom of the nanohole. The angle 𝛼 is the half angle of the orifice of the nano 
hole, the value of which value is 55𝑜. 

 

Figure 5 

The base structure of the nanohole. The point “A” is the area next to the ring, the point “B” is the ring 
and the point “C” is the nanohole. A 𝐷𝑟𝑖𝑛𝑔 is the width of the ring, a 𝐷ℎ𝑜𝑙𝑒 is the diameter of the hole, 

the 𝐿 is the height of the ring above the surface of the substrate, the 𝐻 is the height of the ring above 

the bottom of the nanohole. The 𝛼 angle is the half angle of the orifice of the nano hole. 

During the simulation, in the first step, Ga was deposited to the substrate surface 
(Figure 6). In this chapter, the ideal case is investigated, when there is no surface 
diffusion, meaning that the deposited atoms do not migrate on the surface. 

 

Figure 6 

The parts of the volume, that get to different parts of the nanohole, during the deposition (base layer) 

From the volume of deposited layer, the volume I goes directly to the nanohole (𝑉𝐼.). The volume that is deposited directly to the nanohole can be obtained from 
the followng equation: 𝑉𝐼. = 𝑟ℎ𝑜𝑙𝑒2 ∗ 𝜋 ∗ 𝛿                                                                                                   (1) 

where the 𝑟ℎ𝑜𝑙𝑒  is the radius of the nanohole and 𝛿 is the thickness of the deposited 
layer. The height of the newly deposited volume in the cone can be computed by 
the cone volume formula: 𝑚 = √ 3∗𝑉𝐼.𝜋∗𝑡𝑔2𝛼3

                                                                                                          (2) 

where the 𝑚 is the backfilled height from the point of the cone and the 𝑉𝐼. is the 
volume gets directly into the nanohole. The volume 𝐼𝐼, is the additional ring 
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volume, the volume 𝐼𝐼𝐼 is the volume that is deposited aside the ring, 𝛿 denotes 
the thickness of the layer (Figure 7). 

 

Figure 7 

The parts of the volume, that get to different parts of the nanohole, during the deposition (first layer). 

The heights on the ring and next to the ring is 𝛿. 

In the course of the second step another layer is deposited, the thickness of which 
is also 𝛿 (Figure 8). The volumes in the ring and aside ring to the ring are equal, 
and the monolayer thickness will be also 𝛿. There are two ways to compute the 
filled height in the nano hole. According to the first method, we compute it with 
the volume of the cone, which is the following:   𝑚2 = √3∗(𝑉𝐼.1+𝑉𝐼.2)𝜋∗𝑡𝑔2𝛼3

                                                                                               (3) 

where 𝑚2 is the height backfilled in the second step, a 𝑉𝐼.1 is the backfilled 
volume in the first step and 𝑉𝐼.2 is the backfilled volume in the second step. This 
formula can be generalized, in the following way: 𝑚𝑖 = √3∗ ∑ 𝑉𝐼.𝑘𝑖𝑘=1  𝜋∗𝑡𝑔2𝛼3

                                                                                                  (4) 

where 𝑚𝑖 is the backfilled height in the 𝑖-th step and ∑ 𝑉𝐼.𝑘𝑖𝑘=0  is the the sum of 
the volume deposited in 𝑖-th step and the previous steps. 

 

Figure 8 

The parts of the volume, that get to different parts of the nanohole, during the deposition (second 

layer). The heights on the ring and next to the ring is 𝛿. 

Another possible solution is, that we can compute the height of the truncated cone, 
solving a third order equation. This equation is as follows: 
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𝑚𝑘3 ∗ (𝜋3 ∗ 𝑡𝑔255) + 𝑚𝑘2 ∗ (𝜋 ∗ 𝑟𝑘−1 ∗ 𝑡𝑔55) + 𝑚𝑘 ∗ (𝜋 ∗ 𝑟𝑘−12 ) − 𝑉𝑘 = 0          (5) 

where 𝑚𝑘 is the height of the truncated cone, 𝑟𝑘−1 is the radius of the circle of the 
top of the deposited material within the cone, computed in the previous step, the 𝑉𝑘 is the volume of the truncated cone, which is equal to the volume 𝑉𝐼.𝑘, which 
gets directly to the nanohole in the 𝑘-th step. In the next step, this height is added 
to the total sum of the backfilled heights, computed in the previous steps: 𝑚𝑖 = ∑ 𝑚𝑘 .    𝑖𝑘=1                                                                                                    (6) 

The ring volume 𝑉𝐼𝐼. can be computed, that the volume of the inner truncated cone (𝑉𝑖𝑡𝑐) is subtracted from the total volume (which is the sum of the volume of the 
inner truncated cone (𝑉𝑖𝑡𝑐) and the ring volume 𝑉𝐼𝐼.). The 𝑉𝑖𝑡𝑐 volume of the inner 
truncated cone can be calculated by the following formula: 𝑉𝑖𝑡𝑐 = 𝜋3 𝑚𝑖𝑡𝑐(𝑅𝑖𝑡𝑐2 + 𝑟𝑖𝑡𝑐2 + 𝑅𝑖𝑡𝑐 ∗ 𝑟𝑖𝑡𝑐)                                                                   (7) 

where 𝑅𝑖𝑡𝑐 is the larger radius, the 𝑟𝑖𝑡𝑐 is the smaller radius and 𝑚𝑖𝑡𝑐 is the height 
of the inner truncated cone. The 𝑟𝑖𝑡𝑐 is the smaller radius can be computed by the 
following formulae: 𝑟𝑖𝑡𝑐 = 𝐻 ∗ 𝑡𝑔𝛼                                                                                                       (8) 

where 𝐻 is the depth of nanohole, the 𝛼 is the half angle of the orifice of the 
nanohole (its value is 55o). The 𝑅𝑖𝑡𝑐 is the larger radius can be computed by 𝑅𝑖𝑡𝑐 = 𝐻 ∗ 𝑡𝑔𝛼 + 𝑚𝑖𝑡𝑐 ∗ 𝑡𝑔𝛼                                                                                (9) 

formula, where 𝐻 is the depth of nanohole, the 𝑚𝑖𝑡𝑐 is the height of the inner 
truncated cone and the 𝛼 is the half angle of the orifice of the nanohole (its value 
is 55o). As a consequence, the volume of the inner truncated cone: 𝑉𝑖𝑡𝑐 = 𝑚𝑖𝑡𝑐3 ∗ (𝜋3 ∗ 𝑡𝑔2𝛼) + 𝑚𝑖𝑡𝑐2 ∗ (𝐻 ∗ 𝜋 ∗ 𝑡𝑔2𝛼) + 𝑚𝑖𝑡𝑐 ∗ (𝐻2 ∗ 𝜋 ∗ 𝑡𝑔2𝛼).  (10) 

Figure 9 illustrates the parameters. 𝑅𝑖𝑡𝑐, 𝑟𝑖𝑡𝑐,𝑚𝑖𝑡𝑐 are the larger radius, the smaller 
radius and the height of the inner truncated cone respectively. The 𝛼 is the half 
angle of the orifice of the nanohole (its value is 55o), 𝐻 is the depth of nanohole 
and the 𝑦 an auxiliary variable, the value of which is 𝑦 = 𝑚𝑖𝑡𝑐 ∗ 𝑡𝑔𝛼. 

 

Figure 9 

The interpretation of the parameters. In the figure 𝑅𝑖𝑡𝑐 is the larger radius, the 𝑟𝑖𝑡𝑐 is the smaller radius 

and 𝑚𝑖𝑡𝑐 is the height of the inner truncated cone, the 𝛼 is the half angle of the orifice of the nanohole 

(its value is 55o), 𝐻 is the depth of the nanohole and the 𝑦 an auxiliary variable, the value of which is 𝑦 = 𝑚𝑖𝑡𝑐 ∗ 𝑡𝑔𝛼. 



A. Ürmös et al. Modeling of III-V-based Nanohole Filling 

 – 98 – 

The total volume (𝑉𝑡𝑐) can be computed by the following formula: 𝑉𝑡𝑐 = 𝜋3 𝑚𝑡𝑐(𝑅𝑡𝑐2 + 𝑟𝑡𝑐2 + 𝑅𝑡𝑐 ∗ 𝑟𝑡𝑐)                                                                       (11) 

where 𝑅𝑡𝑐 is the greater radius, 𝑟𝑡𝑐 smaller radius, az 𝑚𝑡𝑐 the height of the total 
truncated cone. The 𝑟𝑡𝑐 smaller radius can be computed by the following formula 𝑟𝑡𝑐 = 𝐻 ∗ 𝑡𝑔𝛼 + 𝑑 − 𝑚𝑡𝑐 ∗ 𝑡𝑔𝛼                                                                          (12) 

where 𝐻 is the depth of the nanohole, 𝑚𝑡𝑐 the height of the truncated cone and 𝛼 
is the half angle of the orifice of nanohole (its value is 55o). The 𝑅𝑡𝑐 bigger radius 
can be computed by the following formula: 𝑅𝑡𝑐 = 𝐻 ∗ 𝑡𝑔𝛼 + 𝑚𝑡𝑐 ∗ 𝑡𝑔𝛼                                                                                (13) 

where 𝐻 is the depth of the nanohole, 𝑚𝑡𝑐 the height of the complete truncated 
cone (in this case it is the thickness of the deposited layer) and 𝛼 is the half angle 
of the orifice of the nanohole (the value of which is 55o). As a consequence, the 
volume of the truncated cone: 𝑉𝑡𝑐 = 𝑚𝑡𝑐3 ∗ (𝜋3 ∗ 𝑡𝑔2𝛼) − 𝑚𝑡𝑐2 ∗ (𝑑 ∗ 𝜋 ∗ 𝑡𝑔𝛼 − 𝐻 ∗ 𝜋 ∗ 𝑡𝑔2𝛼) + 𝑚𝑡𝑐 ∗(𝑑2 ∗ 𝜋 + 2 ∗ 𝑑 ∗ 𝐻 ∗ 𝜋 ∗ 𝑡𝑔𝛼 + 𝐻2 ∗ 𝜋 ∗ 𝑡𝑔2𝛼)                                                (14) 

where 𝐻 is the depth of the nanohole, 𝑚𝑡𝑐 the height of the truncated cone (in this 
case is the thickness of the deposited layer) and 𝛼 is the half angle of the orifice of 
the nanohole (its value is 55o). 

Figure 10 illustrates the parameters. 𝑅𝑡𝑐, 𝑟𝑡𝑐, 𝑚𝑡𝑐 are the greater radius, the 
smaller radius and the height of the inner truncated cone, respectively. The 𝛼 is 
the half angle of the orifice of the nanohole (its value is 55o), 𝐻 is the depth of the 
nanohole, the 𝑑 is the lower plateau of the ring and the 𝑥 is the upper plateau of 
the ring. 

 

Figure 10 

The interpretation of the parameters. In the figure 𝑅𝑡𝑐 is the larger radius, the 𝑟𝑡𝑐  is the smaller radius 

and 𝑚𝑡𝑐 is the height of the inner truncated cone, the 𝛼 is the half angle of the nanohole (its value is 

55o), 𝐻 is the depth of the nanohole, the 𝑑 is the lower plateau of the ring and the 𝑥 is the upper plateau 

of the ring. 
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Taking into consideration the parameters defined above, the 𝑉𝐼𝐼. ring volume can 
be easily described by the following formula: 𝑉𝐼𝐼. = 𝑉𝑡𝑐 − 𝑉𝑖𝑡𝑐                                                                                                    (15) 

where 𝑉𝑡𝑐 is the volume of the complete truncated cone, a 𝑉𝑖𝑡𝑐 is the volume of the 
inner truncated cone. This substraction takes the form (with substituting the 
respective/appropriate parameters): 𝑉𝐼𝐼. = −𝑚𝑟𝑖𝑛𝑔2 ∗ (𝑑 ∗ 𝜋 ∗ 𝑡𝑔𝛼 + 2 ∗ 𝐻 ∗ 𝜋 ∗ 𝑡𝑔2𝛼) + 𝑚𝑟𝑖𝑛𝑔 ∗ (𝑑2 ∗ 𝜋 + 2 ∗ 𝑑 ∗𝐻 ∗ 𝜋 ∗ 𝑡𝑔𝛼)                                                                                                        (16) 

where 𝐻 is the depth of the nanohole, 𝑚𝑟𝑖𝑛𝑔 the height of the ring (in this case is 

the thickness of the deposited layer) and 𝛼 is the half angle of the orifice of the 
nanohole (its value is 55o), the 𝑑 is the width of the lower plateau of the ring. 

4 The Mechanism of the Atomic Displacement 

In the reality, at finite temperature (𝑛 ∗ 𝑘 ∗ 𝑇 > 𝐸𝑏𝑜𝑛𝑑𝑖𝑛𝑔) the atoms migrate on 

the surface. The parameters of migration depend on the temperature. This surface 
migration can be modeled by many methods, for example Kinetic Monte-Carlo 
method [14, 15]. In this paper, instead of this algorithm the dynamic viscosity of 
liquid gallium will be applied. This is an approximation, and this attribute 
originates from the macroscopic description. The viscosity is the function of the 
temperature. From macroscopic point of view, the dynamical viscosity is a 
proportionality factor, depends on the properties of the liquid material. Dynamic 
viscosity is the ratio of shear stress to shear velocity: 𝜏 = 𝜂 ∗ 𝑑𝛾𝑑𝑡                                                                                                              (17) 

where 𝜏 is the shear stress, 𝜂 is the dynamic viscosity, 
𝑑𝛾𝑑𝑡  is the shear velocity. In 

case of liquid metals, the viscosity can be determined in a multiple ways [16-20]. 
In this paper, the Arrhenius-Andrande equation is used [20], its formula is the 
following: 𝜇(𝑇) = 𝜇0 ∗ 𝑒 𝐸𝑅∗𝑇.                                                                                                 (18) 

In this formula, the 𝜇(𝑇) is the dynamic viscosity, the 𝜇0 is a pre-exponential 
factor (in case of gallium its value is 0.436), 𝐸 is the activation energy (its value in 

case of Ga is 4000 
𝐽𝑚𝑜𝑙), the 𝑅 is universal gas constant (its value is 8,3144 

𝐽𝐾∗𝑚𝑜𝑙) 
and the 𝑇 is the temperature (on Kelvin scale). 

In the microscopic approach the probability of the occurrence of the event is given 
at atomic level in order to determine the dynamic viscosity [15, 21]: 
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𝑃(𝐸𝑎 , 𝑇) = 𝑒− 𝐸𝑎𝑅∗𝑇                                                                                                 (19) 

where 𝐸𝑎 is the activation energy of the given event, 𝑇 is the temperature (on 

Kelvin scale), 𝑅 is the universal gas constant (its value is 8,3144 
𝐽𝑚𝑜𝑙∗𝐾). The 𝑘 

hopping frequency is calculated by this formula: 𝑘 = 𝑘0 ∗ 𝑒− 𝐸𝑎𝑅∗𝑇                                                                                                     (20) 

where 𝑘0 is the atomic vibration frequency. Parameter 𝑘0 can be determined in the 
subsequent way: 𝑘0 = 2∗𝑘𝐵∗𝑇ℎ                                                                                                           (21) 

where 𝑘𝐵 is the Boltzmann constant, ℎ is the Planck constant. After this step the 𝜌 = 𝜌(𝐸𝑎 , 𝑇) geometrical factor is introduced, in the following way [26]: 𝜌(𝐸𝑎 , 𝑇) = 𝑙 ∗ 𝑒2𝐸𝑎𝑅∗𝑇                                                                                              (22) 

where 𝑙 is a scalar value, but it can be both a single variable or a multivariable 
function. Let 𝐸0 = 𝐸𝑎[𝑛], where 𝐸0 is the bulk activation energy, 𝐸𝑎[𝑛] an density 
functional, which gives the binding energy of the atomic multeity, consists of 𝑛 
binding energy, with taking into consideration of atom-atom, atom-electron, 
electron-electron interactions. Consequently the dynamic viscosity is: 𝜇(𝑇) = 𝜌(𝐸0, 𝑇) ∗ 𝑘 = 𝑘0 ∗ 𝑙 ∗ 𝑒 𝐸0𝑅∗𝑇                                                                 (23) 

where the 𝑘0 ∗ 𝑙 product is the 𝜇0 pre-exponential factor. Thus the equation 18 is 
obtained. The effect of the viscosity is taken into consideration according the 
subsequent way in this paper: the volume of the ring is multiplied by an 𝜂(𝑇) 
volume proportional factor, which can be computed with the next formula: 𝜂(𝑇) = 𝜇(𝑇)𝜇(𝑇𝑚) = 𝑒𝐸𝑅(𝑇𝑚−𝑇𝑇∗𝑇𝑚 )

                                                                                     (24) 

where 𝑇 is the temperature (on Kelvin scale), the 𝜂(𝑇) = 𝜂 is a volume 
proportional factor, 𝜇(𝑇) is the temperature dependent dynamical viscosity, 𝜇(𝑇𝑚) 
is the melting temperature dependent dynamical viscosity. According to the 
formulae above, the 𝑉𝐼𝐼. ring volume can be computed in the subsequent way: 𝑉′𝐼𝐼. = 𝜂 ∗ 𝑉𝐼𝐼.                                                                                                       (25) 

where 𝑉𝐼𝐼. is the volume of the ring, 𝑉′𝐼𝐼. volume that remains on the ring and 𝜂 is 
the viscosity. The thickness of the layer remaining on the ring is proportional with 
the viscosity, thus 𝑚𝑟𝑖𝑛𝑔 = 𝜂 ∗ 𝛿. As a consequence, if this formula was 

substituted to the 11 equation, then: 𝑉′𝐼𝐼. = −(𝜂 ∗ 𝛿)2 ∗ (𝑑 ∗ 𝜋 ∗ 𝑡𝑔𝛼 + 2 ∗ 𝐻 ∗ 𝜋 ∗ 𝑡𝑔2𝛼) + (𝜂 ∗ 𝛿) ∗ (𝑑2 ∗ 𝜋 + 2 ∗𝑑 ∗ 𝐻 ∗ 𝜋 ∗ 𝑡𝑔𝛼)                                                                                                  (26) 
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where 𝜂 is the volume proportionality factor, the 𝛿 is the thickness of the 
deposited layer, 𝐻 is the depth of the nanohole, the 𝛼 is the half angle of the 
orifice of the nanohole (its value is 55o), the 𝑑 is the width of the lower plateau of 
the ring. As a consequence the volume that moves into the nano hole is a sum of 
the volume moving directly to the nanohole and that moving indirectly into the 
nanohole, i.e.: 𝑉′𝐼. = 𝑉𝐼. + 𝑉"𝐼𝐼.                                                                                                   (27) 

where 𝑉𝐼. is the volume, moving directly to the nanohole and 𝑉"𝐼𝐼. is the volume 
moving indirectly to the nanohole. The latter originates from the ring. This volume 
can be computed by the following formula: 𝑉"𝐼𝐼. = (1−𝜂)2 *𝑉𝐼𝐼.                                                                                                  (28) 

where volume of 𝑉"𝐼𝐼. that gets indirectly from the ring to the hole, and 𝑉𝐼𝐼. is the 
volume remaining to the ring. The reason of ½ factor is, that the half of the 
volume that leaves the ring flows to the nanohole, and the other half of this 
volume flows to the area adjacent to the ring. 

Similarly as in the previous chapter, a 𝛿 thick layer is deposited also (Figure 11). 

The arrows show, that 
(1−𝜂)2  percent of the ring volume flows down into the hole 

and aside the ring. The height of the layer on the ring will be 𝜂 ∗ 𝛿. The height of 
the volume in the nanohole can be calculated by the volume formula of the cone: 𝑚 = √ 3∗𝑉′𝐼.𝜋∗𝑡𝑔2𝛼3

                                                                                                       (29) 

where 𝑚 is the backfilled height, 𝑉′𝐼. is the volume that arrives to the nanohole, 
which can be computed by the formula 4 and 5. 

 

Figure 11 

The parts of the volume, move to different parts of the nanohole, during the deposition (first layer). 

The arrows shows, that 
(1−𝜂)2  percent of the ring volume flows down to the hole and aside the ring. The 

height of the layer on the ring will be 𝜂 ∗ 𝛿 and aside the ring is 𝛿. 

In the second step also a 𝛿 thick layer is deposited (Figure 12). The arrows 

(similarly as is the previous figure) shows, that 
(1−𝜂)2  percent of the ring volume 

flows down into the hole and aside the ring. The height of the layer on the ring 
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will be 𝜂 ∗ 𝛿 and aside the ring will be 𝛿. The backfilled height in the nanohole, - 
similarly to the previous chapter - can be computed in two different ways. 
According to the first method, using the volume formula of the cone, the formula 
of the backfilled height is 𝑚2 = √3∗(𝑉′𝐼.1+𝑉′𝐼.2)𝜋∗𝑡𝑔2𝛼3

                                                                                             (30) 

where 𝑚2 is the backfilled height in the second step, the 𝑉′𝐼.1 is the backfilled 
volume in the first step and the 𝑉′𝐼.2 is the backfilled volume in the second step. 
This formula can be generalized according to the subsequent way: 𝑚𝑖 = √3∗ ∑ 𝑉′𝐼.𝑘𝑖𝑘=1  𝜋∗𝑡𝑔2𝛼3

                                                                                               (31) 

where 𝑚𝑖 is the filled height in the 𝑖-th step and ∑ 𝑉′𝐼.𝑘𝑖𝑘=0  is the the sum of the 
volumes deposited in the 𝑖-th and in all of the previous steps. Another possible 
solution is that with equation 5 a third-order equation is solved and the height of 
the truncated cone is obtained this way. Afterwards the height is added to the sum 
of the heights which is in already in the nanohole (equation 6). 

 

Figure 12 

 The parts of the volume, goes to different parts of the nanohole, during the deposition (first layer). The 

arrows shows, that 
(1−𝜂)2  percent of the ring volume flows down to the hole and aside the hole. The 

height of the layer on the ring will be 𝜂 ∗ 𝛿 and next to the ring is 𝛿. 

5 Discussion 

During the simulation it was investigated as to how the nanohole was filled with 
GaAs after crystallization. (It means, that the atomic movement described with the 
help of viscosity of metallic Ga, but the thicknesses calculated from the 
crystallized GaAs.) The backfilling process (Ga movement) was simulated as the 
function of the temperature. The height of the ring next to the nanohole increases 
as the layers are built upon each other. In other words, it was investigated that 
when the heights of the material inside of the hole and that on the ring became 
approximately equal. The time was determined as the number of layers already 
deposited. These two heights considered to be equal, when the differences of the 
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top levels of the appropriate structures are closer to each other than unit. The 
average value of these two heights is called equilibrium height. During the 
simulation it was our goal to determine, the temperature, where for a given 
number of layers the height difference between the hole and the ring was minimal. 
Figure 13 shows the backfilling process of the nanohole. The number of layers 
already deposited were 1 (denoted with a), 3 (denoted with b), 5 (c) and 7 (d), 
respectively. If the temperature dependence of the viscosity is neglected, then 
equilibrium height can be observed at the 22-nd layer. In our example each of the 
layers contain 2 monolayer thick GaAs deposition. It is important, that in case of 
GaAs the lattice constant is 0.526 nm, which corresponds 2 monolayers (because 
this material consists of two components). Here, one monolayer corresponds to 10 

pixels, (which is 
0,28410 = 0.0284 nm) in the software, used for the simulation. 

 

Figure 13 

The filling process of the nanohole, in case of 1 (a), 3 (b), 5 (c) and 7 (d) layers 

 

The flow-chart of the simulation algorithm is shown in the Figure 14. 

This ideal case exists below 49 oC substrate temperature. Over this temperature, 
the equilibrium height and number of layers corresponding to equilibrium height 
(hereinafter equilibrium number of layers) decrease. As Fig. 15 shows, at 51.6 oC 
substrate temperature the nanohole totally filled with the 20-th layer. At this point 
the equilibrium height is 15.2945 nm. The bottom line of the charts below 
represents the filled height in the nanohole (measurement point “C”), while the top 
line (measurement point “B”) represent the ring height. The point, where these 
two lines cross each other is the place of the equilibrium height. The absolute error 
value is maximal at the layer 18, its value is 0.0078 (the relative error is 1.561*10-

3%). On each parts of chart, the equilibrium height and equilibrium layer pairs are 
marked with a red lines. It can also be seen that a unit change of the equilibrium 
height corresponds to increasing change of temperature as the temperature itself 
rises. Point “A” is selected as reference point (denoting 0 height). 
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Figure 14 

The flowchart of the simulation algorithm 

 

 

Figure 15 

Layer number and equilibrium height diagrams in different temperatures 
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On Figure 16 the top diagram shows the equilibrium height as the function of the 
temperature and the bottom ones shows the equilibrium height as the function of 
the viscosity. 

 

Figure 16 

Equilibrium height-temperature (top) and equilibrium height-viscosity (bottom) diagrams 

Here, the macroscopic viscosity of Ga is calculated by Arrhenius-Andrande 
formula (18 equation). Figure 17 shows the macroscopic temperature-viscosity 
diagram of Ga. 

 

Figure 17 

The macroscopic temperature-viscosity diagram of gallium 

For the purpose to determine the microscopic temperature-viscosity diagram, first 
the maximum value of the microscopic viscosity is calculated. For the 
determination of this, the starting point was the equation 18. At first, the activation 
energy of the particles is determined, using the following formula [22]: 𝐸𝑝 = 𝐸0 ∗ (1 − 6𝛼 ∗ 𝑟𝐷)                                                                                       (32) 

where the 𝐸0 the bulk activation energy (its value is in case of gallium 4000 
𝐽𝑚𝑜𝑙), 𝐸𝑝 is the cohesive energy of the metal droplets, the 𝛼 shape factor (in case of 

sphere shaped particles its value is 1), the 𝑟 is the radius of the atom, a 𝐷 is the 
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size of particle. Let the melting point of the gallium droplets be 254 K (-19.15 oC) 
[23]. The size of the particle is determined by the following formula [24]: 𝐷 = 9∗𝑟∗𝑇𝑚𝑏𝑇𝑚𝑏−𝑇𝑚𝑝                                                                                                        (33) 

From this equation, in case of Ga, the atomic radius is 1.36*10-10 m and the size of 
the particle (at 254 K temperature) is 7.5688*10-9 m. If the activation energy is 𝐸𝑝 = 3568 𝐽𝑚𝑜𝑙 and the particle melting point is 𝑇𝑚𝑝 = 254𝐾, then the maximum 

value of the microscopic viscosity is 2.3626. 

In microscopic level, the temperature-viscosity value pairs of Ga showed in Figure 
18 and 19. If one-term power-law is fitted on this value pair series, then the 
maximum relative error of the fitting is 1.798%, while in case of one-term 
exponential function the maximum relative error of the fitting is 3.499%. Despite 
this two-term power and exponential functions are fitting, because the maximum 
values of the relative error are under 1%. If two-term power law is fitted to the 
point series (Figure 18), then the temperature-viscosity formula will be the 
following [25]: 𝜇𝑝,𝑀𝑖(𝑇) = 𝑎 ∗ 𝑥𝑏 + 𝑐 = 𝑎 ∗ 𝑇𝑏 + 𝑐                                                                  (34) 

where 𝜇𝑝,𝑀𝑖(𝑇) is the viscosity as a function of teperature, the 𝑎, 𝑏, 𝑐 values are 

material dependent empirical constants, the 𝑥 = 𝑇. Here, the temperature is given 
in Kelvin. The value of 𝑎 is 7.766*105, 𝑏 is -2.292 and 𝑐 is -0.7616. The upper 
part of the figure is the power function, fitted to the point series, the bottom graph 
of the figure shows the error values of the function fitting in the individual points. 
The maximum value of the fitting error is 0,0008515 (the relative error is 
0.0523%), which is at 123.15 oC (396.3 oK) temperature. 

 

Figure 18 

The temperature-viscosity diagram of gallium in microscopic level. Power function is fitted to the 

point series. The top part of the diagram is the power function, fitted to the point series, the bottom part 

of the diagram shows the residuals of the function fitting in the individual points. 
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If the 𝑎 coefficient is 𝑘0 ∗ 𝑙 = 𝜏0, the 𝑏 coefficient is 1, the 𝑐 coefficient is 0 and 

the 𝑥 = 𝑒 𝐸0𝑅∗𝑇, the the equation 18 is obtained. From this we can conclude, that the 
equation 35 is the microscopic form of equation 18. If exponential sum function 
was fitted to the point series (Figure 19), then the temperature-viscosity formula 
would be as follows: 𝜇𝑒,𝑀𝑖(𝑇) = 𝑎 ∗ 𝑒𝑏𝑥 + 𝑐 ∗ 𝑒𝑑𝑥 = 𝑎 ∗ 𝑒𝑏𝑇 + 𝑐 ∗ 𝑒𝑑𝑇                                            (35) 

where 𝜇𝑒,𝑀𝑖(𝑇) the viscosity as a function of teperature, the 𝑎, 𝑏, 𝑐 values are 

material dependent empirical constants, the 𝑥 = 𝑇. The value of 𝑎  parameter is 
41.77, 𝑏 parameter is -0.01341, 𝑐  parameter is 1.382 and 𝑑 parameter is -
0.001554. The upper part of the diagram is the exponential function fitted to the 
point series, the bottom graph of the diagram shows the error values of the 
function fitted to the individual points. The maximum value of the fitting error is 
0.0001338 (the relative error is 0.00822%), which is at 123.1 oC (396.3 oK) 
temperature. 

 

Figure 19 

The temperature-viscosity diagram of gallium in microscopic level. Exponential function is fitted to the 

point series. The top part of the diagram is the power function, fitted to the point series, the bottom part 

of the diagram shows the residuals of the function fitting in the individual points. 

If the 𝑎 coefficient is 𝑘0 ∗ 𝑙 = 𝜏0, the 𝑏 coefficient is 1, the 𝑐 coefficient is 0 and 

the 𝑥 = 𝐸0𝑅∗𝑇, the the equation 18 is obtained. From this we can conclude, that the 

equation 5.5 is the microscopic form of equation 18. 

The analytical determination of equilibrium height, power function and 
exponential function are fitted to the temperature-equilibrium height point series. 
If one-term power function is fitted to this point pair series, then the maximum 
relative error of the fitting is 36.31%, while in case of one-term exponential 
function the maximum relative error of the fitting is 39.81%. Two-term power 
function does not fit at all, if Kelvin scale is used. In spite of this, exponential sum 
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function can be fitted well (Figure 20), so the temperature-equilibrium height 
formula will be the following: ℎ𝑒(𝑇) = 𝑎 ∗ 𝑒𝑏𝑥 + 𝑐 ∗ 𝑒𝑑𝑥 = 𝑎 ∗ 𝑒𝑏∗𝑇 + 𝑐 ∗ 𝑒𝑑∗𝑇                                              (36) 

where ℎ𝑒(𝑇) the equilibrium height in the function of temperature, the 𝑎, 𝑏, 𝑐, 𝑑 
values are material dependent empirical constants, the 𝑥 = 𝑇. The value of 𝑎 
parameter is 3.278*1010, 𝑏 parameter is –0.06904, 𝑐 parameter is 16.2 and 𝑑 
parameter is -0.001783. The top part of the diagram is the two-terms exponential 
function, fitted to the point series, the bottom part of the diagram shows the value 
of error of the fitting at individual points. The maximum value of the fitting error 
is 0.3822 (the relative error is 2.39 %), which is at 48.95 oC (322.1 oK). 

 

Figure 20 

The temperature-equilibrium height diagram of gallium in microscopic level. Exponential function is 

fitted to the point series. The top part of the diagram is the power function, fitted to the point series, the 

bottom part of the diagram shows the residuals of the function fitting in the individual points. 

Conclusion 

The nanohole backfilling was modeled on a III-V substrate, in this paper. The 
backfilling was described with the viscosity of liquid gallium, instead of modeling 
of the real atomic displacements. The crystallization by arsenic was considered as 
a quick bulk process. During the modeling, we started with the macroscopic 
interpretation of the viscosity. Microscopic viscosity was introduced in order to 
enable he presentation of a statistical, microscopic description of the atomic 
displacement. This was shown for the cases when the original Arrhenius-
Andrande equation that the microscopic viscosity is returned. During the 
simulation, the viscosity and the equilibrium height of the filled nanohole was 
determined as a function of temperature. 
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Abstract: Transportation is an important logistics activity within production systems, 

affecting continuity of the production process. High-capacity, cost-efficient, and 

energetically undemanding, continuous transportation systems include the conveyor belt 

system. A crucial and the most sensitive component thereof is a conveyor belt which is 

exposed, within the production processes, to the impacts that give rise to the damage and 

degradation process. Therefore, the issues related to increasing the service life and the 

operational reliability of conveyor belts are highly topical. The aim of the article is to 

discuss the issues regarding the measurement analysis within the testing of conveyor belts 

in terms of software optimization. The role of the created AnCoBE (Analysis of Conveyor 

Belt) software application is to apply selected mathematical and statistical methods and 

Java technology in order to support processing and evaluation of data obtained by 

experimental research of evaluation of utility properties of conveyor belts in terms of their 

dynamic stress. The experimental tests herein were focused on the determination of 

conveyor belt impact resistance and the description of damage caused to conveyor belts by 

the related stresses. 

Keywords: conveyor belts; regression model; software application 

1 Introduction 

The belt conveyor systems are used in a broad extent for the transportation of 
various types of materials and are exposed to various surrounding conditions, 
weather, and environmental impacts. According to Kulinovski [1], for belt 
conveyors, the transport task can be defined as a process the purpose of which is 
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to transport the set quantity of handled material within a defined period of time 
between the set loading and offloading locations. 

In terms of belt conveyor operation, the most important structural component the 
conveyor belt. According to Zur [2], the belt conveyor is a limited-range, 
continuously moving transport facility that carries material on the belt surface, 
between two belts or inside a belt. According to Boroska [3], the conveyor belt 
transfers the resistances formed during the belt movement and serves for the 
transportation of materials, loads, or persons. Practical experience indicates that 
the most critical point is the place where the material is loaded onto the conveyor, 
the so-called chute. At the chutes, point impact loads are formed, being one of the 
main reasons for conveyor belt damage. If the impact energy is higher than the 
ability of the supports and the conveyor belt to absorb this energy, then conveyor 
belt damage occurs, especially at its upper cover layer, in form of transversal and 
longitudinal scratches, disruptions, and punctures, which can even cause damage 
to a conveyor belt carcass. 

The conveyor belts impact resistance is classified as the ability of a conveyor belt 
to absorb the impact energy of the material’s fall onto the belt, i.e. absorb the 
impact energy by the deformation work of the conveyor belt without damaging the 
belt. 

In the theoretical part herein, the Authors focused their efforts on the creation of 
mathematical models, with an aim to accurately describe conveyor belt properties. 
The mathematical apparatus for the determination of reliability and optimal 
service life of the conveyor belts, while applying the renewal theory, was 
described in papers [4, 5]. The issues regarding conveyor belt damage were also 
discussed in papers [6, 7, 8, 9]. Models related to punctures of rubber-fabric and 
steel-cord conveyor belts were also discussed in papers [10, 11, 12]. 

The aim of this article is to provide the information on the solution of the problem 
regarding the analysis of measurements in the testing of conveyor belts during the 
impact tests, with regard to software optimization. At present, there is a simple 
tool for the measurement analysis; however, this tool was designed with regard to 
the measurements obtained from the device which is not currently used for the 
measurement recording. The aim of the research was to design a more complex 
tool for a deeper analysis of the problem with regard to new data provided by a 
new measuring device. The developed software application contains the tools for 
the analysis of the data measured, using the PP065 electronic device, for the 
manipulation therein, representation of relationships and the creation of regression 
models. 
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2 Material and Methods 

2.1  Experiment and Data Acquisition Description 

The testing equipment (Fig. 1) located at the Institute of Logistics of the Technical 
University in Košice is used for the impact testing of the conveyor belts. The 
purpose of the conveyor belt testing is to determine their impact resistance. The 
testing equipment contains a hydraulic system for belt specimen clamping, another 
hydraulic system for stretching a specimen during the test, and a laser detector 
recording the real-time height of the drop hammer. The structure of the testing 
equipment is based on the current requirements resulting from the conducted 
research as well as on the requirements of the conveyor belt manufacturer in 
Slovakia. 

 

Figure 1 

Testing equipment 

During the test, the specimen of a selected conveyor belt is fixed in hydraulic 
clamps and is stretched using the force equal to 1/10 of the belt strength specified 
by the manufacturer. Subsequently, a drop hammer of a selected weight and shape 
is dropped onto it in a free fall. The drop hammer weight may range between 50 
kg and 110 kg. In the testing, two types of end-pieces are typically used: pyramid-
shaped and sphere-shaped (Fig. 2). The type of the used drop hammer end-piece 
characterizes the type of the transported falling material, in particular, a pyramid 
represents the impact of sharp-edge material and a sphere simulates the impact of 
non-compact, crumbling material. The drop hammer may be dropped onto the 
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conveyor belt from the maximum height of 2.6 m. The various belt types are used 
in the testing: rubber-fabric or steel-cord conveyor belts. During the testing, real-
time height of the drop hammer, real-time impact and stretching forces of the 
conveyor belt are recorded [2]. 

 

Figure 2 

Types of impact end-pieces 

The test evaluation, in case of identification of the wear caused by the puncture, 
consists of the visual inspection of a conveyor belt and the identification of 
particular values of input parameters (weight, height) at which the conveyor belt 
damage occurred. Examples of the damage of the conveyor belt specimens are in 
Fig. 3. 

   
a) b) c) 

   
d) e) f) 

Figure 3 

Examples of the damaged conveyor belt specimens 

Figure 3a) shows the specimen without any visible signs of damage. The upper 
cover layer was undamaged, without any cracks caused by the falling material. 
Similarly, the lower cover layer did not carry any damage signs either. At the 
same time, no anomalies were observed in a tested specimen. The damage was 
manifested in the specimens (3b, 3c) by cracks or puncture at the site of simulated 
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material’s impact. The conveyor belt fabric carcass was not visible through the 
crack and no torn fibers were present. Complete damage occurred in specimens 3d 
and 3e, where the fibers from the fabric carcass of the specimen were clearly 
visible; they protruded to the surface through the perforation in the cover layers. 
The most severe degree of damage – puncture (specimen 3f), is characteristic with 
the perforation interconnecting the lower and the upper cover layers. In the formed 
crack, torn carcass fibers may be observed; they may protrude to the surface. The 
upper and the lower cover layers are visibly damaged. Locally, parts of the upper 
cover layer may also be torn. 

2.2 Regression Analysis 

Many scientific and engineering problems include the examination of 
relationships between two or more variables. Regression analysis is a tool 
appropriate for solving these types of problems. The main objective of multiple 
linear regression is to search the linear relationships between a dependent variable 
and several independent variables and thus enable concurrent examination of the 
effects of several variables. The relationship between the explained (dependent) 

variable y and explanatory variables jx , ( kj ,,2,1  ) may be expressed by the 

following general linear regression in Eq. 1: 

  kk xxxxxxy 55443322110 ,   (1) 

where 0  is referred to as the intercept and coefficients j  for kj ,,2,1   are 

referred to as the regression model parameters and   is a random error of the 

regression model. In a standard case we assume that a random error has normal 
division with the mean value of 0 and the constant variance. A matrix notation of 
the linear regression model is shown in Eq. 2: 

  Xy ,        (2) 

where y  is the n -element column vector of the measured values of the explained 

variable, X  is the matrix of the  1 kn  type of the measured values of the 

explanatory variables kx ,   is the  1k -element column vector of unknown 

model parameters, and   is the n -element vector of random errors which 

represent the random component of the regression model. 

To estimate the regression model parameters, we will use the method of least 
squares. To verify the statistical significance of the model, we will use the F-test 
of the statistical significance of the model. Statistical significance of the individual 
regression model parameters will be verified using the test of statistical 
significance of a regression parameter. Evaluation of the strength of the 
determined relationship between quantitative variables is carried out using the 
correlation analysis. 
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2.3 Applied Technologies 

The problem in question was solved used using the Java language together with 
AWT and Swing technologies provided by this platform and the JMathPlot, 

Apache POI, Apache Commons Math libraries. The main advantage of the Java 
programming language is the independence of the platform. Java is currently, one 
of the most important and most frequently used programming languages [13] in 
the world. It is derived from C++, which is a direct descendant of C. Plenty of 
Java characteristics are derived particularly from these two languages. 

3 Software Application 

3.1 Hardware Requirements and Program Functions 

The program serves for the analysis and subsequent work with measurements. The 
measured values are recorded using the PP065 electronic device (Fig. 4) which 
facilitates the control of the testing equipment and the recording of the 
measurement results. 

 

Figure 4 

PP065 electronic device 

Recommended configuration for launching the program: Pentium class processor 
(500 MHz and more), 128 MB of RAM main memory and 10 MB of disc space. 
This recommended configuration only provides for launching the program; the 
main memory capacity depends on how many measurements we want to work 
with at the same time. Complete measurement, collection and evaluation of data 
are carried out as shown in Figure 5. 

Recording of the measured values is carried out using the USB interface. The 
measured values are saved in form of text files. Data obtained from them are 
further processed using the created application. On the basis of these data, the 
software creates the mathematical models and verifies their statistical significance 
and makes graphical comparisons of the measured and the modeled data. 
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Figure 5 

Collection and evaluation of data 

Individual items of the saved file represent: time in milliseconds, height in 
millimeters, stretching force in kilonewtons, and impact force in kilonewtons. One 
text file contains 10,000 lines. Basic program functions are listed in Figure 6. 

 

Figure 6 

Program functions 

The graphical user interface (GUI) in the entire program is created using the 
Swing library. The main program structure consists of the main menu, information 
panel, and the main panel. The information panel displays short messages on the 
program status and error messages. Error messages which require closer user 
attention are presented in a pop-up window. 

The main panel also serves as the storage for program panels. This principle 
facilitates persistence of the main menu and the information panel when switching 
between the program functions. All program tools are thus independent panels that 
are inserted in the main program panel, as required. The program inputs are thus 
the measurements obtained from the PP065 electronic device in form of text files. 
These are subsequently analyzed using the amplitude searching algorithm. All the 
data, the measured and the analyzed, are saved in the memory, until the program is 
terminated or until other measurements are loaded. 
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3.2 Analysis of Input Files 

As the drop hammer falls down onto the belt, the sensor records, using a laser, its 
real-time height; other sensors record the impact and stretching forces. For the 
illustration purposes, we will present the analysis and evaluation of the data 
obtained when testing the impact resistance of rubber-fabric conveyor belts. 

 

Figure 7 

Graphical representation of impact force (blue) and height curve (red) 

The plot in Figure 7 shows the development of the impact force and the height of 
the drop hammer in time for measurements on the textile-rubber conveyor belt 
with a 50 kg drop hammer dropped from the height of 0.4 meters. As shown in 
[12], there is a relationship between the impact force and the stretching force; 
therefore, to solve the problem of analysis of files, it is sufficient to focus only on 
one of the two forces. 

The plot in Figure 8 shows the curve taken from the previous plot with added 
points designated with Arabic numerals. This plot represents one, particularly the 
first amplitude of this file: 

• Point 0 coordinates represent the time and height from which the drop 
hammer started to fall 

• Point 1 coordinates represent the time and height when the drop hammer 
fell down onto the belt 

• Point 2 coordinates represent the time and height where the drop hammer 
was burrowed the deepest into the belt 

• Point 3 coordinates represent the time and height when the drop hammer 
bounced off the belt 

• Point 4 coordinates represent the time and height where the drop hammer 
bounced and from where it started to fall onto the belt again 
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Figure 8 

Graphical representation of the curve of one amplitude 

The amplitude is thus the interval since the drop hammer started to fall from 
certain maximum height fell onto the belt and then bounced off to the following 
maximum height. Each file contains several such amplitudes; accurate 
determination thereof requires creation of the algorithm, i.e. the procedure how to 
identify these amplitudes correctly. Firstly, we will specify the data required for 
the correct identification of amplitudes. An important fact is that the measurement 
always begins with the drop hammer’s fall; it means that at time 0 the first 
amplitude has the maximum height, i.e. the height from which the drop hammer is 
dropped. 

Data required for amplitude identification: 

 The maximum force and the time of maximum force 

 The minimum height and the time of minimum height 

 The maximum height prior to the impact and the time of maximum 
height prior to the impact 

 The maximum height after the bounce and the time of maximum height 
after the bounce 

 The drop height of the drop hammer and the time of impacting the belt 

 The bounce height of the drop hammer and the time of the drop 
hammer’s bounce of the belt 

The measurement lasts 10 seconds and data are recorded every millisecond, it 
means that we have 10,000 data on the drop hammer height, the impact and the 
stretching forces. It is important that the number of records is final. Another 
important factor is that when the drop hammer falls down from the height x, after 
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the bounce the height can no longer achieve this value; this fact has the same 
effect in both measured forces. It means that every maximum value of the force 
and the height of the amplitude must be higher that the appertaining maximum 
value of the following amplitude. This also applies for the minimum height, i.e. 
how deeply the hammer penetrates the belt, except in the case of belt puncture. It 
is also necessary to note that if the height is 0, it means that the drop hammer is on 
the belt’s level. Using these facts, the algorithm was created for searching 
amplitudes in each measured file. With the use of the found amplitudes, required 
plots and models will be created in the following step. 

With the algorithm that searches all amplitudes we have to bear in mind that small 
inaccuracies occur at the measurements (e.g., at vibration, etc.) which result in the 
recorded amplitude. Therefore, not all the found amplitudes may be considered as 
valid. These invalid amplitudes are always located behind the valid amplitudes, 
unless certain invalid amplitude exceeds the values of normal amplitude. 

3.3 Program Settings 

Program settings are used to set certain behavior rules for the program which are 
saved in the disc. These settings include an option to set 

 The force (impact or stretching) we primarily want to work with in the 
program 

 The algorithm to be used in the model creation 

 Whether the program is to search all amplitudes or only the first ones, 

 The data elimination prior to the analysis (elimination of invalid 
amplitudes) 

 The renaming certain variables that will be used for the creation of plots 
and tables 

Standard settings are listed in Table 1. (All variables relate to the current 
amplitude.) 

In the Force item we will select the force we want to work with. The program 
works with the selected force in cases when the force selection option is not 
enabled: Stretch (stretching force), Impact (impact force). In the Algorithm item 
we will select the algorithm for analyzing the input files: Only first amplitudes 

(the algorithm will select only the first amplitudes from each file), All amplitudes 

(the algorithm will select all amplitudes). 
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Figure 9 

Settings panel 

 

Table 1 

Standard settings 

Name Explanation  Name  Explanation  

File File name falling time[ms] Time of the drop hammer’s 
fall onto the belt 

force[kN] Selected stretching force  belt 

deflection[mm] 
The depth into which the 
drop hammer was 
burrowed 

weight[kg] Drop hammer weight speed[m/s] Speed of the drop 
hammer’s impact on the 
belt 

height[m] Drop height Ep1[N] Potential energy in the 
drop height 

2. 

height[m] 
Bounce height Ep2[N] Potential energy in  the 

bounce height 

height 

T[m] 
Theoretical height 
obtained from the file 
name 

Ep2 - Ep1 [N] 

 

Difference between 
potential energies 

In the Model algorithm item we will select the algorithm for solving the Ax = b 

problem in the model calculation using the method of least squares. In the Alpha 

item we will set the level of significance for the determination of significance of 
regression parameters. When we put a cross next to Smooth data, the coefficient 

value will be used and the input data will be eliminated prior to the analysis using 
the moving average method. The Restore settings button changes all setting to 
default values. 
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The Save settings button will save the made changes; without saving the changes, 
all changes will be lost. The changes are also saved in the config.ini file, so they 
will not be lost after the program is restarted. In the Variable names it is possible 
to set the name under which individual amplitude values will be displayed, for 
example when saving the model in the .xls format, creating the table using the 
Edit data, etc. 

3.4 Program Tools 

All the data, the measured and the analyzed, are stored in the memory until the 
program is terminated or until other measurements are made. They are stored in 
the structure accessed using the created interface. In addition to the data necessary 
for the identification of amplitude, also the data on belt name, drop hammer 
weight, assumed height from which the drop hammer was dropped, and data on 
energies are obtained and kept; these data are listed in the Analysis of Energies 
section. The program tools are accessible from the main menu and some of them 
from the Loaded files menu. 

 

Figure 10 

Loaded measurements 

3.4.1 Loading of Measurements 

The measurements may be loaded in any of the program statuses (except the error 
status) from the main menu via File > Open Files. It is possible to select only the 
folders, while their name must consist of the chain *NNNkg, where * is an 
arbitrary chain and NNN is the weight of the used drop hammer in kilograms in 
measurements contained in this folder. The folders contain .txt files with 
measurements which should have the *NNNcm.txt format, where * is an arbitrary 
chain and NNN is the height in centimeters from which the drop hammer was 
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dropped at such measurement. Unless the files end with NNNcm.txt, it will not be 
possible to work with the assumed height; this, however, currently does not 
represent any limitation, as we can identify the height from the file. The program 
only works with the theoretical height, if the user wants to sort out the 
measurements into categories by the height from which the drop hammer began to 
fall onto the belt. 

After the measurements are loaded, the program automatically switches to Loaded 

files panel (Fig. 10) which contains, inter alia, the Analyze button (2) used to 
launch the analysis of files. The information on the analysis of loaded files and the 
results are displayed in the text section (1). Fast access to the program tools is 
possible by using the 3 button. 

3.4.2 File Preparation 

A tool (Fig. 11) is created to provide assistance with renaming the files. 

 

Figure 11 

File renaming tool 

The main table (1) shows the original and new names of files. Button (2) is used to 
load the recorded files. In section (3) we will select the prefix of renamed files 
(NNNcm), in (4) we will set the height at which the measurement began for the 
first file (in cm), in (5) we will select the value in which the height in cm should 
be increased in each following file. Button (6) is used to rename the files 
according to the set parameters and button (7) is used to save the required 
changes. 
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3.4.3 Data Editing 

To edit the analyzed data, the tool (Fig. 12) was created; it facilitates displaying 
these data in form of tables. The tool enables viewing the data after individual 
measurements, whereas the data may be displayed either as the data on all 
amplitudes of this measurement or by individual amplitudes. The data may also be 
modified or all amplitudes may be deleted. It is also possible to display the plot 
(Fig. 12) which shows the points identified by the algorithm for searching the 
amplitudes. These points are identical to points in the plot in Fig. 8 and their 
meaning is explained in the Analysis of Input Files section. 

 

Figure 12 

Graphical representation of height curve 

Data editing serves for the adjustment of already analyzed measurements; to 
access the panel, we will enter the route Edit > Edit data, or Edit data from the 
Loaded files panel. Individual functions of this panel are explained in Figure 13. 

When the table (1) is selected, we can choose Amplitudes (the table will display 
the data from all files for the amplitude selected in 2) or Files (displayed data on 
all amplitudes for the file selected in 2). For the output table we can select various 
parameters (4, height, weight, impact force, speed...) and the selected parameters 
will be displayed in the window (5). Parameter addition or removal is carried out 
using buttons (6). Using the Plot file function (7), we can draw the plot of the file 
showing the height in time and the data on where the algorithm has found the 
amplitude. The Delete amplitude functions enables deletion of the selected 
amplitude. The resulting table will be displayed in the window (3). 
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Figure 13 

Data editing tool 

3.4.4 Data Depiction 

A tool for plot creation enables creating 2D and 3D plots from the measured and 
analyzed data. Depicted data may be displayed as a point chart, line chart, or a 
combination of both. The tool allows sufficient freedom when combining the 
depicted data. The data may also be automatically differentiated according to the 
selected parameters (e.g., by weight or height). 

Data depiction is carried out using the Plot tool panel; to access the panel, we 
choose Tools > Plottool, or Plot tool from the Loaded files panel. Individual 
functions of this panel are explained in Figure 14. 

 

Figure14 

Tool for plot creation 
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The Data function enables selection of data (1), selection of the file (3) and the 
amplitude (2, Impact order) for which we want to depict the data. When selecting 
the data to be used for a plot creation, we may choose the Measured Data 
(original data) or the Calculated data (analyzed data). Coordinate system selection 
is enabled by the Axis function (5). An option to sort the data by weight or height, 
or not to sort them (only for the analyzed data), is enabled by the District by 

function (6). When drawing the plot, it is possible to choose a plot type (7, Plot 

type): point, line, combined (point and line charts will be drawn at the same time 
using the same color. Buttons (8) serve for depicting or adding the data in the plot 
(Add plot). The plot as such is displayed in the window (4). 

Zoom mode works exactly as a zoom tool, so if we want to adjust plot borders, 
they must be set in plot settings where it is also possible to rename the axes and 
adjust the range. The plot may be saved in the .png format. In table with the 
depicted data, it is possible to change color of individual plots, but not to change 
the data. 

3.4.5 Model Creation 

The regression models are created using the tool (Fig. 15) enabling the real-time 
calculation of various models according to the set parameters. The inputs for the 
creation of a regression model are regression parameters and the data from which 
the model will be calculated. The resulting data on the created model includes 
regression coefficients, determination of appropriateness of individual coefficients 
and a determination index. The model is evaluated by applying the method of least 
squares. 

The Model tool panel serves for the creation of regression models from the 
analyzed measurements; to access the panel, we choose Tools > Model tool, or 
Model tool from the Loaded files panel. Individual functions of this panel are 
explained in Figure 15. 

The Add/Remove function (1) serves for adding/removing a regression parameter 
from the regression function. Each parameter may be determined using the drop-
down menu (2). The For amplitudes function (3) enables selection of the 
amplitude for which we want to create the model. Selection of the data we want to 
use for the model calculation is carried out using the Use data function (4). Model 
solving is enabled by the Solve function (5), whereas the model results are 
displayed in a separate window (6). 

The Plot model function (7) enables model depiction. The resulting model may be 
saved using the Save results function (8) in the .xls format. This function enables 
saving also the depicted model plot. 
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Figure 15 

Model tool 

3.4.6 Analysis of Energies 

The software application also enables the analysis of energies. The real-time 
records for the drop hammer height may be used to identify the energy that the 
belt is able to absorb, just before the damage occurs on the basis of potential 
energies before and after the drop hammer bounce off the belt. Therefore, it is 
possible to make appropriate adjustments of input parameters to avoid the belt 
damage by puncture. 

Conclusion 

The electronics used in experimental measurements, aimed at evaluation and 
assessment of utility properties of conveyor belts, in terms of their dynamic stress, 
have until recently, facilitated only recording of measured values. Complicated 
and often time consuming initial processing and evaluation of the measured data is 
replaced with the AnCoBe software application described herein. This software 
application is particularly specialized for the solution of conveyor belt impact 
resistance in dynamic stress. Installation of this application does not require any 
special hardware or software. Similarly, work with the application does not 
require any special computer skills or elaborate training. The AnCoBe application 
includes a user guide, even though this software application control is intuitive. 
The application is freely distributable, including all sources and documentation, 
enabling the potential development and update by users as an open source method. 
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Abstract: The improvement of the quality of services is the main target of the electricity 

suppliers. This can be achieved by minimizing the number and duration in time of the 

power outages. The reliability indicators show the quality of the system. The quality of the 

services can be increased by proper maintenance, proper renovation activities and the 

implementation of advanced tools and functions into the system. Smart switchboard (SSB) 

devices are provided with modern and innovative functions which support the activity of the 

low voltage (LV) distribution network operators. Remote control and monitoring, fault 

location identification support, supply of on-line load-flow input data, and automatic 

recloser are only some examples of the newly available technologies. In this paper the 

improvement of the LV reliability indicators by using the recloser function of the SBB’s is 

presented. 

Keywords: LV network; quality of service; smart switchboard; recloser; fault location 

1 Introduction 

The AD&TE research group recommends the introduction of advanced 
switchboards to the power supply companies. This equipment is the smart 
switchboard (SSB). By the introduction of the SSB’s, the duration of the power 
outages can be significantly reduced. This can be achieved by using the reclose 
function of the SSB (more detailed information about the reclose function of the 
SSB is provided in Section 1.1). Currently available LV swichboards are not 
equipped with the reclose function [1] which has been developed by the authors of 
this paper. 

In this paper the research team will formulate recommendations to the electricity 
companies about the location of these devices. This recommendation is presented 
in the form of a function, the so-called efficiency function, which shows the 
expected improvement of the quality of services [2] [3]. 

mailto:palfi.judith@kvk.uni-obuda.hu
mailto:tompa.miklos@kksz-projekt.hu
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1.1 LV Distribution Network Switchboards Today and 

Tomorow 

The fuse protecting a section of the LV network melts down when a short circuit 
current occurs. The fuse protects the network from the damages caused by the 
short circuit currents. (The eventual faults of the measuring stations are not 
considered in this paper.) 

The fuses are located in the outdoor or indoor switchboards (see Figure 1). 

     

    

Figure 1 

Outdoor and indoor switchboards in current use 

Within the LV distribution network the switchboards can be found in different 
positions [4]. The LV network begins from the distribution equipment on the 0,4 
kV side of the medium voltage (MV) / LV transformer stations (see upper part of 
Fig. 1) and ends by the consumers. A large number of switchboards can operate 
within a network depending on the protection design (see bottom part of Figure 1). 
In Figure 2 a typical LV network topology is shown and possible locations for the 
switchboards are represented. 

Nowadays, if a fuse melts down, the supervisory dispatcher can detect it only from 
the error related calls [5]. On-line remote alarm- or remote monitoring systems are 
not available. Due to the technology of the fuse, the remote reclose is not possible. 
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Figure 2 

Typical LV network topology. The swichboards are highlighted with orange dots. 

The remote alarm and monitoring functions are a basic condition for the on-line 
determination of the fault location (for details, please see earlier [6] paper of the 
research group on this subject). In the near future remote operation will play a 
significant role in handling the temporary short circuits. 

1.2 Temporary Short Circuits 

The temporary short circuits are caused by external influences (e.g. tree branch 
reaching to the overhead lines, arc-over caused by heavy rains, phase swinging 
due to powerful wind blasts, etc.) or short period overloads in the network. The 
common characteristic of these faults is that their repair requires only the change 
of the fuse(s) (1, 2 or 3 fuses, depending on how many phases were involved in 
the incident). No other intervention or installation works are required. The 
electricians will not have to be sent out to the location of the temporary short 
circuits as soon as the swicthboards will be provided with remote control systems 
[7]. 

1.3 Smart Switchboards 

In order to implement the remote operation, the fuses will have to be replaced with 
circuit breakers. Contrary to the fuses, the circuit breakers do not have to be 
replaced following a short circuit power breakdown. Depending on their producer 
and type, the circuit breakers are capable of numerous operations during their 
working life. Measuring equipment and analysis systems [8] for the measured 
values (hardware and software) are to be integrated into the SSB’s in order to 
detect the short circuits and to be able to issue the OFF instructions to the circuit 
breakers. 
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The SSB concept stands for a remote controlled LV switchboard which uses a 

circuit breaker for the dismantling of the short circuit current. The detection of the 

short circuit current is done by using a detection equipment together with the 

corresponding measurement analysis system. It is suitable for remote switch-on 

(circuit breaker activation) which, if necessary, can be turned to clogging mode. It 

contains the possibility of visible interruption point and earthing as well. 

The visible interruption point and the earthing functions are required for ensuring 
the life, health and safety protection during the maintenance, reconstruction, etc. 
works. 

The remote monitoring functions could actively or passively monitor the current, 
the voltage and the performance of the LV system. 

The implementation of an automatic recloser, a so-called reclose function into the 
SSB is also possible. 

1.4 The Reclose Function 

When the reclose function is activated, the circuit breaker recloses after a 
previously specified time period following the defense action. If the defense 
continues to detect the short circuit, the circuit breaker opens again. Following this 
and after another pre-set time period, the automatics will close the contacts of the 
circuit breaker again. The automatics seeks to switch back two times (two cycles). 
The final release is activated if the short circuit persists. Nowadays, the reclose 
technology is already in use for MV networks [9]. Its working principle and the 
pre-set time periods for MV networks are shown in Figure 3. 

 

Figure 3 

Working principle and pre-set time periods of the reclose function in case of MV networks 

The implementation of the reclose function into the LV network will optimize the 
work of the electricians (they do not have to spend any more time going out to 
detect the faults in the network) and minimize the length of the LV power outages 
caused by short circuits. The earlier time consuming process (see Figure 4) is 
reduced to a few minutes (see Figure 3). 
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Figure 4 

The LV power outage protection flow chart 

The AD&TE research team has analized the improvement of the quality of the LV 
networks following the implementation of the SSB’s and the efficiency of these 
advanced tools. The efficiency can be measured by the network’s indicators of 
quality (for network quality indicators please see Section 2.1). 
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2 Method Used for Analysing the Efficiency of SSB’s 

When switchboards serving a large number of customers are upgraded to SSB’s 
the related efficiency of these tools increases, that is a small number of devices 
protect a large number of customers [10]. This means that the efficiency of the 
reclose function implementation will be higher for those swichboards of which 
melting down can impact a larger number of customers. The efficiency will 
decrease as the number of customerss served by the upgraded switchboards is 
smaller. 

The research group recommends to the power supplier companies to begin the 

implementation of the SSB’s with the switchboards connected to larger number of 

customers. 

By carrying out the study of the efficiency the research group determined the 
number of customers for which it is worthwhile upgrading the existing equipment. 
A cumulative efficiency function has been developed. This function shows the 
SAIDI improvement (Section 2.1) which could be achieved when changing some 
of the fuses to SSB’s. 

The research group examined the data collected from the LV power outages 
during years 2014 and 2015. The improvement of the SAIDI indicator has been 
determined assuming that during these 2 years SSB’s with reclose function would 
have been used instead of the existing equipment (SAIDI indicator in section 2.1). 

The input data for the study was provided by ELMŰ Network ltd and ÉMÁSZ 
Network ltd. 

2.1 The Impact of LV Power Outages on SAIDI and SAIFI 

Indicators 

The electricity suppliers use several indicators for measuring the quality of 
electricity networks. The Hungarian Energy and Public Utility Regulatory 
Authority is following two indicators and expects their improvement by the 
Hungarian electricity suppliers. These two indicators are the System Average 
Interruption Duration Index (SAIDI) and the System Average Interruption 
Frequency Index (SAIFI). [2] [11] 

Nowadays, a LV power outage duration is taken into account from the time of the 
notification of the error until the time of reconnection of the customers. This time 
period is the outage time (Ui). 

Another factor influencing the SAIDI is the number of customers affected by the 
power outage (Ni). 
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The electricity suppliers keep record of how many customers are affected by the 
breakdown of a certain equipment. Consequently, the impact on customers by the 
LV outage i can be determined from the IT databases. 

The total number of customers (NT) during a particular year for a particular 
company, e.g. ELMŰ or ÉMÁSZ is a constant value (pieces). 

“The SAIDI network quality indicator is given by [2]: 
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where Ni is the number of customers and Ui is the annual outage time for location 
i, and NT is the total number of customers served. 

In other words [2], 𝑆𝐴𝐼𝐷𝐼 = 𝑠𝑢𝑚 𝑜𝑓 𝑎𝑙𝑙 𝑐𝑢𝑠𝑡𝑜𝑚𝑒𝑟 𝑖𝑛𝑡𝑒𝑟𝑟𝑢𝑝𝑡𝑖𝑜𝑛 𝑑𝑢𝑟𝑎𝑡𝑖𝑜𝑛𝑠𝑡𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑐𝑢𝑠𝑡𝑜𝑚𝑒𝑟𝑠 𝑠𝑒𝑟𝑣𝑒𝑑  (2) 

SAIFI stands for the average number of power outages in a year related to the total 
number of customers. 

The SAIFI network quality indicator is given by [2]: 
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where λi is the failure rate, Ni is the number of customers for location i and NT is 
the total number of customers served. In other words, SAIFI = total number of customer interruptionstotal number of customers served  (4) “.[2] 

The SSB device is installed on LV networks. Table 1 shows the ratio of MV and 
LV outages in the SAIFI and SAIDI indicators. 

Table I 

MV/LV ratio in SAIFIs and SAIDIs datas of ELMŰ Hálózati ltd., head of Pest,  
01. – 08. 2015 

 SAIFI SAIDI 

LV 0.09 0.72 

MV 0.53 0.85 

Sum of LV and MV 0.62 1.57 

Ratio of the LV / MV 14.51% / 85.49% 45.85% / 54.14% 
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From the data in Table 1, it can be seen that the power outages in the LV networks 
have a significantly smaller influence on the SAIFI indicators (14.51%) than on 
the SAIDI indicators (45.85%). Therefore, the AD&TE research group considered 
the calculation method of SAIDI for setting up the cumulative efficiency function. 
The results are given in minutes, similarly to the SAIDI indicator. 

The power outage data (outage time, number of affected customers) are gathered 
by the electricity suppliers based on the worksheets filled out by the electricians. 
These worksheets are checked and validated by the LV operation controllers [12] 
[13] [14]. 

2.2 The Analysis of the Worksheets 

The electricity suppliers are recording into their own IT system the customers’ 
calls related to the power outages [15] [16]. These notices are then converted into 
digital worksheets by the LV operators. The worksheets are distributed to the 
electricians taking into account their current geographical location, their skills and 
other relevant information. Figure 5 illustrates the input interface of a worksheet. 

 

Figure 5 

Electrician worksheet from ELMŰ-ÉMÁSZ‘s work management and LV operation control system 

After the repair work has been completed, the electrician fills out the worksheet. 
This is done with the help of drop-down optional lists. He will choose and 
complete the lists with information related to the cause of the error, whether one 
or more customers were affected, the type and category of the failed equipment 
(e.g. transformer station, switchboard, devices of the measuring station, etc.) 
and/or device (cable, overhead line, fuse, etc.). 
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In addition to the drop-down lists, free texts can be introduced as well. These 
could be notes and/or explanations related to the size of the replaced lining 
measured in amper or the type of the repair which has been carried out (e.g. 
replacement of a circuit breaker, measuring equipment exchange, reconnection of 
a cable, etc.). 

The information concerning the type of short circuits which caused the power 
outage (temporary or long term) is not recorded in the worksheets. Whether only a 
fuse was changed or a more complex repair work was carried out (e.g. cutting the 
branches of trees, reconnection of collapsed overhead lines, etc.) is not specified. 
Due to this reason, the database in its current form does not allow for a clear and 
rapid detection of the power outages caused by short circuits. Concerning that, the 
worksheets must be analyzed one by one, taking into account all the information 
which has been given in the free text notes and in the drop-down lists as well. 

It can happen that the electrician replaced a fuse and the reason of the melt down 
of it was not a temporary short circuit but for example, a cable of the network was 
cut by a branch of a tree or by an excavator working nearby. 

During the two years period of the study a total number of 21351worksheets were 
generated (after data cleaning and not including the faults of the public lighting 
and of the measuring stations). The examination of the worksheets, one by one, 
would have taken more than 550 working hours. Therefore, the research group 
decided to apply a sampling method for the analysis of this large amount of 
information. [17] 

2.3 Selection of the Sample 

The analyzed population are the worksheets generated by ELMŰ ÉMÁSZ during 
the years 2014 and 2015. The sampling frame consists of as many as 21351 
worksheets. Through the sampling process the randomly selected information 
from the data gathered in 3-3 weeks of the 2 years period was processed. 

The selected weeks are shown in Table 2. 

Table 2 
Weeks randomly selected in years 2014 and 2015 

 2014 2015 

The calendar number 
of the selected weeks 

09 05 

13 15 

37 28 

The free text entries of the selected weeks’ worksheets were filtered from the 
point of view of whether the reason of the error was clearly due to a temporary 
short circuit or not. Manual analysis was not carried out in the cases in which the 
power outage was not due to temporary short circuits. Further possibilities for 
filtering the free text entries are described in Section 7. After filtering the 3-3 
weeks’ worksheets 2060 pieces remained for manual analysis. 
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3 Analysis of the Sample and Results 

The sample selected and filtered as described in Section 2.3 consists of 2060 
worksheets. The data were analyzed manually, one by one. In the analysis of the 
worksheets (see Section 2.2) the information related to the duration of the 
intervention of the electricians and the description of the type of the faults was 
considered. The faults were categorized in faults which could have been saved by 
providing the SSB’s and faults where the provision of the SSB’s would have had 
no positive impact. A similar selection has been carried out from the point of view 
of the customers. 

The results of the analysis are presented in Table 3. 

Table 3 

Results of the analyzed sample 

Calendar 

number of 

selected 

weeks 

Number of 

events which 

could have been 

saved by 

providing SSB‘s 

(pieces) 

Number of 

customers who 

could have been 

saved by providing 

SSB’s (pieces) 

Outage time which 

could have been 

saved by providing 

SSB’s (minutes) 

2014. 09th 123 5771 19.448 

2014. 13th 88 3289 12.548 

2014. 37th 87 3548 14.241 

2015. 05th 158 6092 23.566 

2015. 15th  94 3609 10.646 

2015. 28th 1026 32362 354.155 

Total: 1576 54671 434604 

Based on the results shown in Table 3 temporary outage was recorded in 1576 
cases in which the electricians had to only replace the melted fuse(s). 
Consequently, 1576 power outages (which affected 5467 customers during a total 
of 434.604 minutes) could have been minimized by implementing the SSB’s. 
Extrapolating the results the annual theoretical maximum efficiency can be 
obtained. 

3.1 Determination of the Annual Maximum Efficiency 

The theoretical maximum of SAIDI improvement can be calculated from the data 
of Table 3. 

In 1st result column of Table 4 the LV power outages are shown which affected 
more than one customer within the given week. This data shows the load of power 
outages in that week. 
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Table 4 

Determination of the maximum efficiency 
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2014 09th 1107 902801 6171 5.57 2.23 38.83 

50.73 25% 2014 13th 2730 425350 6171 2.26 0.43 7.42 

2014 37th 5920 556267 6171 1.04 0.26 4.47 

2015 05th 790 995045 4778 6.05 2.67 46.44 

67.72 29% 2015 15th 1410 381228 4778 3.39 0.57 9.97 

2015 28th 36820 11298735 4778 0.13 0.65 11.31 

It can be seen that while during the 5th week of 2015 there were only 790 power 
outages in the 28th week there were 36.820. The later figure was generated by the 
extreme weather conditions. 

The 2nd result column of Table 4 shows the value of the numerator of SAIDI 
indicator formula. 

In order to extrapolate the measured data it is necessary to examine the way the 
number of power outages from the considered week relate to the annual week 
average. This relation is shown in the correlation coefficient column of Table 4. 

ELMŰ ÉMÁSZ calculated the quality indicators in 2014 with 2.252.508 pcs 
customers, in 2015 with 2.246.941 pcs customers. By using these two values and 
the correction factor the values given in 4th column of Table 4 were determined. 
The extrapolation was done by carrying out the correction and following the 
calculation method of the SAIDI indicator. 

From the weekly results it can be determined that if SSB’s would have been 
installed in all the possible locations of the LV network, the SAIDI indicator 
would have been lower with 50.73 minutes in 2014. The 205.2 minutes represents 
25% of ÉMÁSZ ELMŰ factual data. In 2015 this value is 67.72 minutes which 
stands for 29% of the annual factual data of 231.32 minutes. 
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3.2 Distributions and the Comparison of Distributions 

The research group’s preliminary assumption was that the distribution of the 
measured data and the number of customers behind the fuse boxes from the 
network correlate with each other. In order to verify this hypothesis, the number of 
customers affected by the power outages was examined. 

 

Figure 6 

Distributions of the costumers behind the faults, data measured in 2014 and 2015  

Left side: normal plot, right side: the plot is zoomed along the horizontal axis  

between 0 and 200 costumers 

The distribution illustrated on Figure 6 has been compared with the distribution of 
the number of customers from behind all of the fuse boxes of the ELMŰ ÉMÁSZ 
LV network. 

The distributions of the customers numbers behind the fuse boxes is shown ib 
Figure 7. 

 

Figure 7 

Distributions of the customers behind the fuse boxes on the ELMŰ-ÉMÁSZ network, 2016 

Left side: normal plot, right side: the plot is zoomed along the horizontal axis between 0 and 200 

customers 

Data of Figure 6 and Figure 7 illustrated in one coordinate system: 
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Figure 8 

Distribution of the costumers numbers behind the measured fuse boxes and number of faults in 2014 

and 2015 

Figure 8 shows that the assumption of the research group was confirmed: both 
curves show an exponential decreasing along the horizontal axis. However, beside 
the correlation, differences can be observed between the two curves. The reason 
for these differences is detailed in Section 6. 

4 The Efficiency Function 

The recommendation described in Section 2 was to begin the implementation of 
the SSB’s into the equipments connected to larger number of customers. 

By carrying out the study of the efficiency, the research group determined the 
number of customers for which it is worth upgrading the existing equipment. A 
cumulative efficiency function has been developed. This function shows the 
SAIDI improvement (Section 2.1) which could be achieved when changing some 
of the fuses to SSB’s. 

For example, in case N=105 customers: 

 



max

105

N

N

ii UNutilityCumulative  (5) 

where N is the number of customers in the LV network behind the fuse, Nmax is the 
maximum number of customers behind a fuse, Ni is the number of customers 
affected by the power outage i, Ui is the duration of the power outage i. 
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The cumulative efficiency function for the measured weeks is given in Figure 9. 

 

Figure 9 

Efficiency in 2014/2015 observations 

The data in Figure 9 shows an exponential distribution. The cumulative efficiency 
function decreases exponentially with the increase of the number of customers N, 
that is with the exponential increase (see Figure 7) of the number of implemented 
devices. 

4.1 The Determination of the Efficiency Function Using the 

Regression Analysis 

The curve from Figure 9 regarding the measured data in year 2015 has been 
determined using regression analysis. The regression model was developed by 
using the 3rd order polynomial regression according to which: 𝐶𝑈(𝑁) = 74.526 − 0.8611 ∙ 𝑁 + 0.003317 ∙ 𝑁2 − 0.000004095 ∙ 𝑁3  (6) 

The function of the estimation fits closely the data measured according to the 
statistic features: it describes the measured data inasmuch as 96.96% (see Section 
6). 

The representation of the function (6) and the measured data of 2015 is given in 
Figure 10. 
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Figure 10 

Efficiency and costumer number, 2015 3rd order regression model 

The Figure 10 shows that the data for over 100 customers is under represented (for 
more details see section 6). However, it illustrates properly the matching between 
the model and the measured data in the lower ranges. 

Hence: 

The second recommendation of the research group to the electricity suppliers is to 

use the efficiency function for determining the number of customers by which it is 

worthwhile to upgrade the switchboards to SSB’s with reclose function. Boundary 

condition: N <100 (for details see section 6). 

In Figure 11 the data measured in year 2014 are shown in the same diagramm with 
the data of the regression model from year 2015. If the regression model would 
forecast the expected improvement with 100% certainty, then the value of the 
green "error" curve should converge to zero everywhere. The green "error" curve 
represents the difference between the two functions. 

 

Figure 11 

Efficiency and customer number year 2014 using 3rd order regression model of 2015 
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5 The “Platform Anomaly” in the Measured Results 

It can be observed that the shape of the curves for customer numbers between 100 
and 180 is levelled. In this interval the efficiency indicator remains almost 
constant although the number of customers increases. The cause of this so-called 
“platform” anomaly is discussed in Section 6. 

 

Figure 12 

The efficiency curves  

in years 2014 and 2015 

Figure 13 

Distributions of the costumers  

number behind the faults and fuse boxes 

5.1 The Sectioned Efficiency Function 

Due to the anomaly presented in Section 4 the research team cut the efficiency 
function in 3 different sections. The boundaries of the sections are: 

1. 0-102 
2. 103-131 
3. 132-337 

 

Figure 14 

The measured efficiency function in year 2015 divided in three sections 

In the first case the polynomial- while in the second case the linear regression 
model was used. In the third case due to the small number of data (19 pcs 
observations) the second degree polynomial regression has been applied. 

The results obtained by this procedure are the following: 
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𝐶𝑈(𝑁)0<𝑁<103 = 66.36 + 0.5309 ∙ 𝑁 − 0.05254 ∙ 𝑁2 + 0.0007689 ∙ 𝑁3 −0.000003444 ∙ 𝑁4  (7) 𝐶𝑈(𝑁)102<𝑁<132 = 22.11972 + 0.5803 ∙ 𝑁 (8) 𝐶𝑈(𝑁)131<𝑁<337 = 27.82 − 0.1573 ∙ 𝑁 + 0.0002191 ∙ 𝑁2  (9) 

The three models supperposed in one coordinate system are shown in Figure 15. 
The representation of the three functions supperposed with the measured data is 
given in Figure 16. 

 

Figure 15 

Three efficiency functions from year 2015 

supperposed in one diagram 

Figure 16 

The divided into three efficiency function in 

2015 in one figure with the mesured data 

In Figure 16 it can be seen that the separated regression models describes more 
accurately the measured data than the model shown in Figure 11. However, the 
research group does not recommend to the electricity suppliers the usage of this 
model due to the reasons described in Section 6. 

6 The Accuracy of the Model 

The statistic model is an estimation based on the statistical data used to create the 
model itself. Thus, a regression model will give the function which describes a 
curve closest to the sample points. The function itself is not necessarily passing 
exactly through the given points. 

There are available certain indices which qualify the model: 

1. p value and t-test: these show if there is any correlation between the data 
and the degree we can relay on it. If | t |> 2, then we can state with a 
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reliability of 95% that there exists a correlation. For| t |> 2.6 we obtain 
99% reliability. 

2. R
2: in the present context its value gives the percentage ratio of the 

description of the sample by the model. In case of the non-separated 
model its value is 96.96% which confirms a high level superposition 
(with the reserves described in section 4.1)  

3. Standard Deviation: in the present context it shows how close the actual 
values are in relation to the expected values. In case of a non-separated 
efficiency function it is 2.6 at the beginning of the series of data. 
However, by the end of the series, this number is above 70. 

4. Residuals: the difference between the values calculated with the 
measured and the model data which stands for the error. See Figure 11. 

The above confirms that the models describe properly the measured data. 

The compliance of the non-separated regression model is limited by the fact that 
for over 100 customers (N) only few measured data is available. This fact could 
significantly change the model. One of the reasons for "platform anomaly" is also 
due to this fact. Because of this under-representation, further development of the 
non-separated model is recommended. The disadvantages of this model can be 
elimininated by more frequent sampling. 

Conclusion 

The manual processing of the entire data is limited. The current aim of the 
AD&TE research group is to organize and to transform the entire data in order to 
analyze it with machine learning methods. Using the descriptive data (including 
the free texts) predict with simpler random forest and more complicated neural 
network whether a certain event is an error manageable by SSB or not. By this 
method, the entire data could be examined. This would result in the set up of a 
more accurate model. 

As next step, the research group plans to examine the impact of the weather 
conditions on the LV power outages’ data. 
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Abstract: An extended Labanotation for an industrial robot was developed and applied. A 

user-friendly program was designed to help design dance choreography. The program, 

LabanRobot, has a simple interface that can be used without any prior knowledge of the 

robot. The choreographer should keep geometry in mind and plan the dance sequence 

accordingly. The conversion of dance sequences to robot motion is done automatically by 

the program. Details of the algorithm are given. Examples of simulation and on-stage-

performance are shown. 

Keywords: industrial robot; Labanotation; dance 

1 Introduction 

Since the beginning of human existence, the environment and life itself has posed 
many difficult problems for humans. The strength of humans was limited and 
insufficient to achieve the many tasks that life on earth required. Humans may 
have been physically weak, but their imagination and intelligence were strong. To 
overcome their physical limitations, they imagined artificial humans to help. The 
dream of artificial servants dates back to before Christ. Aristotle said, “If every 
tool, when ordered, or even of its own accord, could do the work that befits it, 
then there would be no need either of apprentices for the master workers or of 
slaves for the lords.” He imagined such a machine even when humanity was far 
from realizing this dream. Eventually, automata, which can do some humble work 
for people, were finally created. But they were far from satisfying human 
imagination. Research and attempts to design better ones accelerated and goals 
became even more ambitious when more tools were available. 

mailto:figenozen@halic.edu.tr
mailto:dtukel@dogus.edu.tr
mailto:gdimirovski@dogus.edu.tr


F. Özen et al. Synchronized Dancing of an Industrial Manipulator with Humans on Arbitrary Music 

 – 152 – 

Today, in the age of Industry 4.0, millions of robots are in use. Research continues 
to build more effective industrial robots to achieve more sophisticated tasks as 
part of the smart factory concept, where robots act as cyberphysical systems. They 
communicate with other robots and humans through an Internet of Things (IoT). 
Human–robot collaboration and this is a challenge, since industrial robots may 
accidentally harm humans. There has been a lack of sensors that produce data 
similar to the human senses and a shortage of intelligent control algorithms to 
avoid accidents during collaboration. 

In this work, an industrial robot arm was programmed to perform a popular dance. 
A simple, user-friendly graphical interface was created to aid inputting the 
choreography. The user does not have to be a programmer to design a dance. 
Color codes and simple buttons are used to simplify the design process. Section 2 
discusses the notations of movement and dance. Section 3 gives a brief review of 
the literature. Section 4 describes the extended Labanotation proposed in this 
paper and its application with a robot. Section 5 draws conclusions and indicates 
further research topics. 

2 Expressing Robot Motion 

Robot motion has been a research topic for decades. When it comes to humanoids, 
movement is expected to be human-like, but modeling human motion is a very 
complex task. After designing a humanoid, then the inevitable problem arises: 
How should one tell the robot to behave like a human? 

If a human has to open a door, she or he goes to the door and opens it. This task 
usually requires no deep thinking for a human. On the other hand, if a humanoid is 
made to open the door, then the task must be split into a sequence of sub-tasks. 
For example, locating the door handle, raising the arm, grasping the handle with 
the hand, pushing the handle, pulling the door, releasing the handle, and stopping. 

All the sub-tasks must be translated into a language that allows the robot to 
perform them correctly. This takes the sub-task into another domain, where the 
application of control results in action. For example, the sub-task of raising the 
arm must translated to torque at specific angles by certain actuators in the joints. 

2.1 Translation of Sub-Tasks into Machine Language 

To translate sub-tasks into machine language, various notation systems can be 
used. There are around ninety systems but only a few are used in robotics. The 
most popular ones are Labanotation, Benesh notation, and Eshkol Wachman 
notation, in order of popularity. They have been borrowed from the field of dance, 
but are not limited to it. They have also been used in gymnastics, mime, circus 
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performance, anthropology, ergonomics, neurology, clinical research, animation, 
and human–computer interaction [1]. 

Due to the complexity of movement, there has been great interest in representing 
it in simpler terms. There have been many attempts to codify movement, 
especially in the field of dance. In dance education, the traditional method is 
supervised learning, where a teacher shows a student how to dance a given 
pattern. This requires extended one-on-one study, is not very efficient, and relies 
too much on the student’s memory. The dance notation systems strived for 
efficiency and reliability. 

Dance notations are done with many different forms such as letters, numbers, stick 
figures, and realistic figures. There have been attempts to represent robot 
movement with dance notation, especially humanoids. There is no notation that 
can adequately express every possible movement. This leaves the roboticist with 
fewer options. The majority of the work employing movement notation in the 
robotics uses Labanotation. 

In the following section, the Laban, Benesh and Eshkol Wachman notation 
systems will be reviewed, since they are by far the most common ones. All three 
notation systems were developed in the twentieth century. They require a 
considerable amount of time to learn. Even though they share the same aim, their 
approaches are different. 

2.1.1 Laban Notation 

Laban notation was devised by the dancer and the choreographer Rudolph Laban. 
It is also called Kinetography Laban and Labanotation, which was coined by Ann 
Hutchinson Guest and has gained popularity. Kinetography Laban presents a 
compact view of the body. 

In Laban notation, successive movements are shown vertically and simultaneous 
movements are shown horizontally. The duration of each movement is indicated 
by vertical length. The part of the body involved is also expressed vertically [2]. 

The Laban system describes a movement in terms of the following elements: 
a) Body 
b) Space 
c) Effort  
d) Shape 

The first element, body, identifies which body parts are involved. The ‘space’ 
element indicates the space and extent of the movement. Here, the Kinesphere, the 
term coined by Rudolph Laban, is to be highlighted. It refers to the volume 
created and occupied by a human. Depending on the movement, it can become 
larger or smaller [3]. The ‘effort’ element refers to the energy involved. The 
‘shape’ element is the form of the body and its evolution during the movement. 
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Laban notation is very detailed. There is also an abbreviated representation, Laban 
motif notation. This was devised by Ann Hutchinson Guest and others to use in 
dance education, and focuses on what is different or similar. Especially when the 
repetitive patterns are involved, it saves time and energy [4]. 

Labanotation uses a staff, similar to a music score. Unlike a music score, 
Labanotation is read vertically from bottom to top. It is divided into columns to 
represent the body parts (Fig. 1). The centerline represents the vertical center of 
the body. The left side of the staff represents the left side of the body, and the right 
side of the staff, the right side of the body. 

 

 

      

 

 

 

 

Figure 1 

Organization of the staff of a Laban score 

Labanotation has symbols for nine different directions, which can be high, 
medium or low, so there are 27 possible combinations. Fig. 2 shows the direction 
symbols and position marks. In the figure, the shape of the symbol indicates the 
direction, shading, and the level or height of the movement. 

 

Figure 2 

Laban symbols 

An example of Laban notation is given in Fig. 3. 
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https://sanamsartspace.wordpress.com/2015/02/15/lesson-2/labanotation-symbols/
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Figure 3 

Example of Labanotation 

Among Labanotation programs, LabanWriter is the most widely used. The 
program was developed at the Ohio State University. It prepares Labanotation 
scores and digitizes them [5]. 

Laban movement analysis is based on Rudolph Laban’s work but it deals with 
dynamics and effects that Labanotation does not include. 

The Effort Shape notation was also devised by Laban, but it is less popular. It 
includes the following parameters: 

a) Weight (light, strong) 
b) Space (indirect, direct) 
c) Flow (free, bound) 
d) Time (sustained, quick) [6] 

Here, time refers to rhythm, tempo, phasing, and duration of the movement. 
Weight refers to the movement’s softness, smoothness, sharpness, and energy. 
Flow is about the combination of variation of movements, using recurring 
elements, contrast, and repetition. Basic types of movements are dabbing, gliding, 
floating, flicking, thrusting, pressing, wringing, and slashing [7]. 

2.1.2 Benesh Notation 

Benesh notation was devised by Rudolph Benesh and Joan Rothwell in the mid-
twentieth century. It uses key frames. It is drawn on a staff, like Laban notation, 
but sequences are written horizontally from left to right. The staff has five vertical 
lines, each for different body parts. Stronger movements are indicated by a bolder 
drawing. Fig. 4 shows an example of Benesh notation. 

 

Figure 4 

Example of Benesh notation 

http://www.cabinetmagazine.org/issues/36/turner2.php
http://designinquiry.net/wp-content/uploads/2014/05/image002.jpeg
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2.1.3 Eshkol Wachman Notation 

Eshkol Wachman notation was devised by the dancer and choreographer Noa 
Eshkol and the architect Abraham Wachman in the 1960s. In this notation, the 
body is viewed as a composition of articulated limbs, which can lie between two 
joints or be connected to a joint at only one end. It is recorded in a matrix, not a 
staff. The left side of the matrix indicates which body parts move. Sequences are 
written from left to right and the end of the movement is shown by a bold bar [8]. 
Fig. 5 shows an example. 

 

Figure 5 

Example of Eshkol Wachman notation 

3 Literature Review 

Research on dance in the robotics field deals with many problems, which can be 
grouped as motion capture, processing the captured images/videos, processing 
music to dance with, representing the required motion using dance notation, 
converting the notation into inputs for the joints of a robot, and evaluating the 
dance performance of a robot. Naturally, not all of these issues are dealt with in 
every publication. 

Peng, Zhou, Hu, Chao and Li [9] provide a thorough review of the robotics dance 
field since the 1990s. They describe the following research areas: robotic dancers 
that can cooperate with humans, imitate human dance, synchronize with music, 
and creating robotic choreography. They emphasized that cooperation between a 
robot and a human is harder to achieve than coordination between robots and that 
the imitation of human movement by a robot is still in its infancy. They conclude 
that synchronizing with music requires many aspects of music to be taken into 
consideration, but so far, only beat, tempo, and rhythm have been studied. Finally, 
they mention that work remains to be done on creating choreography with human 
aesthetic values and improvisation. 

http://global.britannica.com/biography/Abraham-Wachman
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Afsar, Cortez and Santos [10] surveyed approaches to human behavior detection 
from video. The steps involved are initialization, tracking, pose, and recognition. 
They review each step in detail and tabulate the literature to aid future research. 

Most papers deal with a certain aspect of robot dance or a specific dance. The rest 
of this section summarizes some of the outstanding research in the field. 

Hachimura and Nakamura [11] segmented motion data and quantize motion 
direction and duration for Labanotation. A Laban editor with limited scope was 
developed for dance education. 

Kojima, Hachimura, and Nakamura [12] modeled the human body with 21 joints 
and study the speed of joint motion. Labanotation data was converted into 
animation data. Only basic Labanotation functions were simulated, thus 
compromising the smoothness of the motion. An interface for LabanEditor was 
introduced. Interaction with the environment was not taken into account. 

Nakamura, Niwayama, Tabata, and Kumo [13] developed a dance training system 
consisting of a motion capture system, a projector for projecting the teacher’s 
footprints on the floor, and a robot acting as a mobile mirror. Two traditional 
Japanese dances were used for testing. The mirror robot had to position itself at a 
suitable distance as the student rehearses. Since the student cannot look at the 
mirror robot and the teacher’s footprints at the same time, the reasoning has to be 
modified. 

Suzuki and Hashimoto [14] combined a mobile platform with a motion interface 
system, a controller, and output devices to study human robot interaction with a 
semiautonomous robot. In response to a performer’s dance, the program iDance 
produces sounds and moves in compliance with the shifting weight of the 
performer. Neural networks were used to represent emotional states. 

Kosuge and Hirata designed [15] a dance robot to study human–robot 
coordination coupled with physical interaction. The robot has an omni-directional 
mobile base and it can sense the force and torque applied by its human partner. 
The robot was tested with the Waltz. More dance forms need to be tested. 

Choi, Kim, Oh, and You [16] balanced the dancing arm of a humanoid robot with 
a posture and walking control scheme that utilizes the kinematic resolution 
method of Center of Mass (CoM). 

Jeong, Seo, and Yang [17] designed a wearable interface equipped with magnetic 
sensors to teach human motion to a humanoid robot. Recorded motions are 
processed to obtain key frames. Clustering is applied to the key frames. A 
computer analyzes and enacts motion primitives and kinematic calculations. The 
system was tested using simple motions, namely drawing a heart and boxing. 
More complex motions have to be taken into consideration to imitate human 
motions effectively. 
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Kekehashi, Izawa, Shirai, Nakanishi, Okada, and Inaba [18] studied the motion of 
hula hooping. Torso movement was analyzed and the algorithm was tested using 
dedicated robots. Some stability problems were encountered. Since hula hooping 
is simpler than dance, in general, the algorithm needs to be adapted to the 
challenges of dance and later to arbitrary human motion. 

Dong, Wang, Wang, Yan, and Chen [19] studied the lion dance with a 19 degrees-
of-freedom, under actuated, multi-legged robot. Kinematics, dynamics, and 
stability of the lion dance were studied, which was performed by two humans. The 
results showed that the robot lacked the liveliness and loveliness required to 
perfectly imitate the lion dance. 

Wang and Kosuge [20] considered the case of the Waltz. This dance has a leader 
and a follower. In the study, the human was the leader and robot was the follower. 
The human dancer’s body was modeled using an inverted pendulum. The position 
of the leader was estimated with data from laser range finders and an extended 
Kalman filter. Next step estimation was done with Hidden Markov Models. Since 
dancing the Waltz requires haptic interaction, human arm dynamics were used in 
the control loop. The paper leaves the questions of role switching and rotational 
motions unanswered. Robustness and optimality are issues to be dealt with. 

Auguliaro, Schoellig, and D’Andrea [21] used the Laban Effort Shape concepts, 
namely space, time, weight, and flow, in the choreography of a group of 
quadrocopters. Motion and music were synchronized, and collision-free flight 
trajectories were calculated, but the motion library is limited and audience 
feedback is not incorporated. 

Zhou, De la Torre, and Hodgins [22] extended Kernel K Means and Spectral 
Clustering to partition human motion into a fixed number of classes. Testing was 
done on with Carnegie Mellon University Motion Capture database videos. The 
results show that the computational load is very heavy, and some simplifications 
need to be employed. In addition, the algorithm has to be sped up for real-time 
application. 

Radac and Precup [23] classified the ways of learning from primitives as a) time-
scale transformation approaches, b) temporal concatenation of primitive-based 
approaches, and c) time-based decomposition approaches. The primitives are 
useful to simplify the task, which can be very complex. They suggested an 
iterative learning control algorithm, which does not require much prior 
information about the system to be controlled. They solved the trajectory tracking 
problem. 

Wang and Zhou [24] used a method based on time-based b-spline-decomposition 
for a continuous and smooth trajectory tracking. The desired trajectory was 
decomposed online and the control input was synthesized. The application to a 
microscope probe resulted in better output tracking over feedback control. 
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Mussa-Ivaldi and Solla [25] investigated the primitives for motion control in 
neurobiological systems. They studied adaptive behavior in the nervous system for 
learning, making use of knowledge stored in memory. 

Grymin, Neas and Farhood [26] worked on motion planning in an environment 
with obstacles. Their approach was based on temporal concatenation of motion 
primitives and the Graph theory. They provided their simulation results on a 
hovercraft. 

Okamoto, Shiratori, Kudoh, Nakaoka, and Ikeuchi [27] dealt with a cyclic Aizu-
bandasian dance. The dance was performed by a human and was captured using a 
motion capture system, sampled, and then key poses were extracted and 
performed by a humanoid based on key poses. The human dance was decomposed 
by splines. The humanoid dance consisted of lower-, middle-, and upper-body 
movements. Each movement was split into sub-tasks to be performed by each 
body part. The lower-body supported the whole body, the middle-body supplied 
the expression of dance and maintained balance, the upper-body expressed the 
dance. The algorithm has not yet been applied to other dance forms to demonstrate 
universality. 

Ramos, Mansard, Stasse, Benazeth, Hak, and Saab [28] used motion capture to 
form a reference movement for a humanoid dancing with a human. To generate 
the movements, an operational space inverse dynamics method was used, to solve 
the problem of following the dance figures demonstrated by a human. The 
problems of coordination, control, and stabilization of balance were studied; 
balance was given top priority over other objectives such as visibility and posture. 
To maintain balance, linear momentum variation was controlled by center-of-mass 
acceleration and angular momentum variation was controlled by proper contact 
forces. Due to the lack of sensor feedback, the performance of the platform fell 
short of expectations. 

Yoshida, Shirokura, Sigiura, Sakamato, Ono, Inami, and Igarashi [29] reported an 
interface for an entertainment system called RoboJockey. The interface controls a 
mobile and a humanoid robot. Among other actions, the robots automatically 
perform according to music. The humanoid robot moves its knees in response to 
the beat. The mobile robot does not have enough actuators to move with the 
rhythm, thus it simply switches actions in response to the beat. The system and the 
interface need improvement because high level functionality, including 
programming loops and sensor feedback, is not supported. 

Takano and Nakamura [30] represented human motion through segmentation and 
encoded the segments into Hidden Markov Models. Afterwards, statistical 
analysis tools, such as correlation matrices, were used to predict the next motion. 
The algorithm should be optimized and parameter tuning should be adaptive. The 
correlations between the parameters need to be tested. 
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4 Experimental Setup 

For the research presented here, a computer program was written to make an 
industrial manipulator dance together with a human. To design a robot dance 
similar to human dance, the required movements are expressed with extended 
Labanotation. The industrial manipulator is a six-degree-of-freedom Mitsubishi 
RV-7FL, which is geometrically similar to a human arm. 

A Laban editor was designed and programmed through a special interface. The 
controller calculates the input torque parameters of the manipulator after the 
required motion data has been supplied from the interface. 

To handle objects, a hand was designed for the industrial robot. The hand consists 
of a vacuum pad and a vacuum generator. During dance, the hand carries dance 
related accessories such as flowers, matador’s cape, camera, etc. 

The control of the robot arm is done by CR-750D, which has servo drivers and a 
motion controller inside. Hierarchical trajectories are generated by Matlab and RT 
Toolbox 2. The host computer communicates with the robot controller via 
Ethernet. The interconnection is shown in Fig. 6. 

 

Figure 6 

Mitsubishi RV-7FL robot arm with CR-750 controller and the connection of system components 

To translate Labanotation into robot movement, the kinematic model of the 
manipulator is needed. The derivation is done and the specifications of the 
manipulator are summarized in Table 1. 

Link lengths were obtained from the CAD data supplied by the manufacturing 
company [31]. The external dimensions in Fig. 7 were also supplied by the 
manufacturing company. 
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Table 1 

The specifications of the industrial robot 

Type Joint 

Number 

Mitsubishi 

RV-7FL 

Type Joint 

Number 

Mitsubishi 

RV-7FL 

Degrees 

of 

freedom 

 6 Maximum 

load 

capacity 

 7 kg 

Maximum 

reach 

radius 

 908 mm Mass  67 kg 

Operating range (degree) 1 ±240 Max 

speed 

(deg/sec) 

1 288 

2 -110+130 2 321 

3 -0+162 3 360 

4 +200-200 4 337 

5 -120+120 5 450 

6 -360+360 6 10977 

 

 

 

Figure 7 

Mitsubishi RV-7FL external dimensions (left) and ortho-parallel basic and spherical wrist robot with 

seven essential geometric parameters [31] 

Mitsubishi RV-7FL has a 3R ortho-parallel basis structure with a 3R wrist. Link 
and joint offsets were calculated and verified using a simulation toolbox. A 
summary of the kinematic analysis and the parameter values are shown in Table 2. 
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Table 2 

Structural Kinematic Parameters for Mitsubishi RV-7FL 

Joint No Joint angles Link Length (mm) Offsets (mm) 

1 Ɵ1 L1=c1=400 a1=0 

2 Ɵ2 L2=c2=435 a2=-50 

3 Ɵ3 L3=c3=470 b=0 

4 Ɵ4 L4=c4=85  

5 Ɵ5 0  

6 Ɵ6 0  

The forward and inverse kinematic problems were solved with Brandstötter, 
Angerer, and Hofbaur’s algorithm [32] for Mitsubishi RV-7FL. 

Transformation matrix of the end effector with respect to the base is given as: 

𝑻06 = 𝑻01𝑻12𝑻23𝑻34𝑻45𝑻56 = [ 𝑥𝑹(𝒓𝒑𝒚) 𝑦𝑧0 0 0 1]    (1) 

The end effector position is given by:  𝑝 =  [𝑥 𝑦 𝑧 𝜃𝑥 𝜃𝑦 𝜃𝑧]𝑇.   

where 𝑻06(1,1) = 𝑠1(𝑐4𝑠6  +  𝑠4𝑐5𝑐6)  −  𝑐1(𝑐23(𝑠4𝑠6  −  𝑐4𝑐5𝑐6)  +  𝑠23𝑠5𝑐6) 𝑻06(1,2) = 𝑠1(𝑐4𝑐6  +  𝑠4𝑐5𝑠6)  −  𝑐1(𝑐23(𝑠4𝑐6 + 𝑐4𝑐5𝑠6)  + 𝑠23𝑠5𝑠6) 𝑻06(1,3) = 𝑐1(𝑠23𝑐5  +  𝑐23𝑐4𝑐5) + 𝑠1𝑠4𝑠6  𝑻06(1,4) =  𝐿4(𝑐1𝑠23𝑐5 + 𝑐1𝑐23𝑐4𝑠5 − 𝑠1𝑠4𝑠5) + 𝐿3𝑐1𝑠23 − 𝐿2𝑐1𝑠2 − 𝑎2𝑐1𝑐23  𝑻06(2,1) = 𝑐1(𝑐4𝑠6  +  𝑠4𝑐5𝑐6)  −  𝑠1(𝑐23(𝑠4𝑠6  −  𝑐4𝑐5𝑐6)  +  𝑠23𝑠5𝑐6) 𝑻06(2,2) = 𝑐1(𝑐4𝑐6  +  𝑠4𝑐5𝑠6)  −  𝑠1(𝑐23(𝑠4𝑐6 + 𝑐4𝑐5𝑠6)  + 𝑠23𝑠5𝑠6) 𝑻06(2,3) = 𝑠1(𝑠23𝑐5  +  𝑐23𝑐4𝑐5) + 𝑐1𝑠4𝑠5  𝑻06(2,4) = 𝐿4(𝑠1𝑠23𝑐5 + 𝑠1𝑐23𝑐4𝑠5 + 𝑐1𝑠4𝑠5) + 𝐿3𝑐1𝑠23 + 𝐿2𝑠1𝑠2 + 𝑎2𝑠1𝑐23  𝑻06(3,1) = 𝑠23(𝑠4𝑠6  −  𝑐4𝑐5𝑐6) − 𝑐23𝑠5𝑐6 𝑻06(3,2) = 𝑠23(𝑠4𝑐6 +  𝑐4𝑐5𝑠6)  + 𝑐23𝑠5𝑠6 𝑻06(3,3) = (𝑐23𝑐5  +  𝑠23𝑐4𝑠5)  𝑻06(3,4) =   𝐿1 + 𝐿2𝑐2 +     𝐿4(𝑐23𝑠5 − 𝑠23𝑐4𝑠5) + 𝐿3𝑐23 + 𝑎2𝑠1𝑐23 

Wrist position can be calculated as: [𝑥𝑤 𝑦𝑤 𝑧𝑤]𝑇 = [𝑥 𝑦 𝑧]𝑇 − 𝐿4𝑅60[0 0 1]𝑇   
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𝜃1 = 𝑎𝑡𝑎𝑛2(𝑦𝑤 , 𝑥𝑤) 𝜃2 = 𝑎𝑐𝑜𝑠 (𝑀2 + 𝐿22 − 𝐾22𝑀𝐿2 ) + 𝑎𝑡𝑎𝑛2(𝑁, 𝑧𝑤 − 𝐿1) 

𝜃3 = 𝑎𝑐𝑜𝑠 (𝑀2 + 𝐿22 − 𝐾22𝐾𝐿2 ) + +𝑎𝑡𝑎𝑛2(𝑎2, 𝐿3) 𝜃4 = 𝑎𝑡𝑎𝑛2(𝑻06(2,3)𝑐1 − 𝑻06(1,3)𝑠1, 𝑻06(1,3)𝑐23 + 𝑻06(2,3)𝑐23𝑠1 − 𝑻06(3,3)𝑠23) 𝜃5 = 𝑎𝑡𝑎𝑛2(√1 − 𝐻2 , 𝐻) 𝜃6 = 𝑎𝑡𝑎𝑛2(𝑻06(1,2)𝑠23𝑐1 − 𝑻06(2,2)𝑠1𝑠23 + 𝑻06(3,2)𝑐23, − 𝑻06(1,1)𝑠23𝑐1− 𝑻06(2,1)𝑠23𝑠1 − 𝑻06(3,1)𝑐23) 

where 𝑁 = √𝑥𝑤2 + 𝑦𝑤2   𝑀 = √𝑁2 + (𝑧𝑤2 − 𝐿1)2 

𝐾 = √𝑎22 + 𝐿32  𝐻 = (𝑻06(1,3)𝑠23𝑐1 + 𝑻06(2,3)𝑠23𝑠1 − 𝑻06(3,3)𝑐23) 

A new Matlab-based program called LabanRobot was developed and used to write 
Labanotation for an industrial robot [33]. The user interface of LabanRobot is 
shown in Fig. 8. The choreographer can easily select the dance sequence, thinking 
about the geometry of the motion only, and imagining the robot as a human arm. 
The choreographer does not need to have any prior knowledge about the robot. 
They can design a dance using the interface and clicking on the rhythm and level 
boxes. The program plans the trajectory of the specified geometry. 

The notation used in LabanRobot is different from traditional Labanotation. There 
are five levels, as an extra ‘extension level’ was added. The extension level, 
depending on the motion, is expressed with vertical or horizontal bars. Traditional 
Labanotation uses longer symbols for movements of longer duration, whereas 
LabanRobot does so with different colors. Rhythm is also represented by color. 
Using colors makes the script shorter.  

The choreographer has to select the attributes of each movement: the rhythm 
(slow, medium, fast), the height or the level (low, medium-low, medium, medium-
high, high), the extension (in, medium-in, medium, medium-out, out) and the 
direction. Next the movement is added to the dance sequence. The choreographer 
repeats this procedure for each movement in the sequence. Finally, the whole 
sequence is converted to a program by pressing the button ‘Create Robot 
Program.’ 
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Figure 8 

The user interface of LabanRobot 

In Table 3, various heights and extensions are shown. The height of the end 
effector is designated by horizontal bars. The more bars, the higher the effector 
from the base. The extension is denoted by vertical bars. The more bars, the 
farther extended from the base. 

The color codes indicate speed. Red is high speed, which is 70% of the robot’s 
maximum acceleration. Green is medium speed, which is 40% of its maximum 
acceleration. Blue is low speed, which is 20% of its maximum acceleration. 

Table 4 shows an example dance sequence to accompany the song Mi Chica sang 
by Sarbel [34]. The sequence consists of 12 steps. For each step, there are three 
rows. The first row shows the simulation result, the second shows the dance with 
the humans, and the third uses the extended Labanotation proposed in this paper. 

Conclusions 

An extended Labanotation for an industrial robot arm was developed herein. The 
notation is simpler than the original Labanotation, yet very effective. The height 
and the extension information were added to the traditional notation to increase 
smoothness and effect. The color codes were added to simplify notation of 
rhythm. The new program, LabanRobot, has a user-friendly and easy-to-use 
interface, where a choreographer can design a complete dance sequence with no 
prior knowledge of the robot. 
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Table 3 

Example for levels and extension levels 

Height 
or 
level 

 Extension   

1 

 

 

1 

 

 

2 

 

 

2 

 

 
3 

 

 

3 

 

 

4 

 

 

4 

 

 

5 

 

 

5 

 

 

This research is unique in the sense that there is no other example of programming 
a dance for an industrial robot. 

The algorithm was tested on an industrial robot on stage. The results were 
satisfactory. The next step of this research is to use the extended Labanotation on 
a multi-robot system and investigate human–robot interaction. 
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Table 4 

Dance sequence for RV-7FL robot with the Mi Chica song sang by Sabel 
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Abstract: Endovascular stents are used to effectively treat atherosclerosis during 

angioplasty. Nowadays, this surgery is performed on younger and younger 

patients, so the stent can be in the body for over 30 years. The stent cannot be 

removed from the patient, so the in vivo stability of the stent and the effects of the 

human organism on the stent can only be investigated on postmortem explanted 

stents. Therefore, this study deals with the non-destructive investigation of 

explanted coronary stents. Our goal was to determine the causes of visible 

damages and to measure the changes in the technical state. 

Keywords: explanted coronary stent; non-destructive test; fracture; coating damage 

1 Introduction 

Over the last century, particularly in the last three decades, the occurrence of 
certain diseases in developed countries has increased significantly. These are 
known as civilization diseases, including a variety of cancers, cardiovascular 
diseases, hypertension and diabetes as well. These diseases occur mainly due to 
inappropriate lifestyle. The most important indicators are sedentary lifestyle, 
excessive stress, poor nutrition and a variety of addictions, e.g. alcohol and 
tobacco usage. Amongst these, ischemic heart disease (IHD) is the leading cause 
of death, accounting for around 11% of all deaths globally each year [1, 2]. 

The effective treatment of IHD is angioplasty. During the procedure usually a so 
called stent is also implanted into the vessel. A vascular stent is a small slotted 
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metal tube with a specific pattern. It is inserted into a vessel at the site of the 
narrowing (stenosis) to act as an internal scaffolding or support to the blood vessel 
and thus ensures the continuous flow of blood. Nowadays it is not uncommon that 
this surgery is performed on young and middle-aged patients, so the stent can be 
in the body for over 30 years [2]. 

Metal stents “last forever”, they can’t be removed from the body after 
implantation, therefore the investigation about the impact of the human organism 
to the stent has clinical relevance. Despite advances in polymer and drug 
technology, the metal alloy stent material remains a key determinant of clinical 
outcome [3]. 

During the life cycle of a stent, it has to withstand several mechanical loads. The 
stent is exposed to different kind of stresses during deployment, dilation and long-
term usage. First the stent has to follow the vessel curvatures so it goes through a 
multiaxial bending. Due to the inflation of the balloon the stent has a uniform 
internal pressure and dilates. While expanding a stent we have to consider not 
only the tension effect of the balloon but also the impact of the plaque and the 
vessel curvature on the stent. In the body with every heart contraction the stent is 
exposed to the movement of the heart and the vessel. Assuming a 30 year long 
period, calculated with a heart rate of 60 beats per minute, nearly one billion 
contractions take place, so the stent bends the same number of times, which is a 
very high cycle fatigue load. The failure of the stent during deployment or usage 
(so during the useful life cycle) is clearly a negative impact on patients, so the 
discovery and the correction of any failures are very important [4, 5]. 

Most publications, which deal with stents after implantation, are from medical 
approach. Amongst these some pay attention on stent fractures. It has been already 
shown that the real occurrence of fractures are greater than reported in hospital 
records. One of the reasons can be the different interpretation of stent fracture 
(partial breakage or complete separation). Nakazawa et al. classified the fractures 
in five types; from one broken strut to the rupture of the stent. According to them, 
fractures occurred in 29% of all cases [6, 7]. 

There are only a few research papers dealing with explanted stents from the 
technical side. Halwani et al. investigated 9 excised vascular segment with 16 
implanted stents. They found evidence of electrochemical and mechanically-
induced corrosion on the stents. Vascular tissue surrounding corroded stents was 
shown to experience transfer of metallic elements [8]. These results, although 
coming from a limited number of specimens, encourage further investigation of 
the effect of in vivo corrosion on the structural integrity of stents. 

This project covers the investigation of 13 coronary artery stents explanted from 
human cadavers (authorization number TUKEB 146/2012). All the explanted 
samples were subjected to several non-destructive tests (e.g. X-ray, CT) before the 
destructive ones. In our case non-destructive means that neither the deformations 
nor the material of the stents were damaged during the tests. Both bare metal 
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stents (BMS) and drug-eluting stent (DES) were explanted. The stents were 
excised atraumatically with the vessels, they were implanted in, to avoid any 
damage to the stents. During the preparation of the stents the aim was to find the 
fastest method to remove the vessels from the stents without damaging them (or 
with the least amount of damage). 20wt.% potassium hydroxide (KOH) was used 
for 7-9 days on the vessels to complete the dissolution [9]. 

 

Figure 1 

Investigation process of explanted coronary stents (tests carried out are indicated by arrows) 

This paper covers the non-destructive investigation of the samples after the 
appropriate preparation process. There isn’t any standardized process which is 
dealing with the examination of explanted stents so an investigation protocol was 
specified. The location of these tests in the protocol is shown in Figure 1. Our aim 
was to determine the outer deformations and failures of the explanted stents, scan 
the material composition, define the fracture surfaces and the coating surface 
condition. 

2 Materials and Methods 

2.1 Preparation 

The 9 vessel samples with 13 coronary artery stents were explanted at the I. 
Department of Pathology and Experimental Cancer Research, Budapest, Hungary. 
The vessels were 3-4 times longer than the stents inside them, to avoid any 
damage to the stents during explantation. Before the experiments, X-ray and 
computed tomography (CT) images were taken of the explanted stents to see if we 
cause any damage of the stents. The images were taken from several directions 
parallel and perpendicular to the longitudinal axis of the stents with a Dage 
XD6600 X-ray (tube voltage 100kV, tube power 0.90…0.95W) and a GE Phoenix 
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V\Tome\x M 300 CT. After the dissolution of the vessels from the stents, they 
were cleansed with ethanol to remove the solvent and any left vessel tissue. 
According to the input data, the X-ray images and the CT images, we could define 
the type of the explanted stents and give the main information about them. 

2.2 Materials 

More and more new stent materials appear including the promising bioabsorbable 
materials such as polylactic acid (PLA), but still physicians mostly use metal 
stents. Because of this and also because of the long-term follow-up of the 
previously implanted metal stents, our samples are made of the three most 
commonly used stent material; stainless steel (316LVM, X2CrNiMo18-14-3), 
cobalt-chromium alloy (L605, Co-Cr-W-Ni) and platinum-chromium alloyed steel 
(PtCr, Fe-Pt-Cr). 

The summarized data about the investigated explanted stents that can be 
previously given is shown in Table 1. 

Table 1 

Previous information about the explanted stent samples 

No. 
Diameter*  

(mm) 

Length*  

(mm) 
Material Type 

Time spent  

in the body 

(1) 3.50 12 PtCr BMS 3 days 

(2) na na 316LVM SS DES 6 years 

(3-1) 

(3-2) 

3.00 

2.50 

20 

13 

PtCr 

L605 CoCr 

BMS 

BMS 

3 days 

3 days 

(4) 2.50 20 PtCr DES 2 years 

(5) 4.00 12 PtCr DES 1 year 

(6-1) 

(6-2) 

(6-3) 

na 

na 

na 

na 

na 

na 

L605 CoCr 

L605 CoCr 

Na 

DES 

DES 

BMS 

1 year 

1 year 

1 year 

(7) 3.00 24 L605 CoCr BMS 3 days 

(8-1) 

(8-2) 

3.00 

2.75 

16 

19 

L605 CoCr 

L605 CoCr 

BMS 

BMS 

na 

na 

(9) 2.50 28 L605 CoCr BMS 1 day 

* size of stents according to manufacturer data 

2.3 Methods 

Several recordings were made of the available coronary stents from different 
angles with an Olympus SZX16 stereomicroscope. We examined the fractures and 
the deformations of the stents. On the samples, where the geometry is not 
significantly damaged, nominal diameter and length values were also measured to 
indicate the recoil of the stents inside the vessel. In the case of broken or damaged 
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stents the fracture surfaces were investigated with a Philips XL 30 scanning 
electron microscope (SEM). Images with both microscopes were also used to 
observe the quality of coating in the case of DES stents. EDAX Genesis and JEOL 
EX-54175JMU energy-dispersive X-ray spectroscopy (EDS) was used to 
determine the material composition of the samples (acc. volt. 15 keV, 20 keV). 

3 Results 

3.1 Stereomicroscopic Results 

First of all, every stereomicroscopic images were compared to the X-ray images to 
see if any deformation happened during the dissolution of the vessels. We can say 
that every deformation occurred before the preparation process. The 
stereomicroscopic images about the 13 stents explanted from the 9 vessels can be 
seen in Figure 2. 

In the case of sample no. (1), the stent is deformed due to a serious, punctual 
stenosis. The stent was taken on the curve of the vessel and the plaque layer. 
There are no fractures, but the stent spent only few days in the patient, so we 
cannot speak about long-term impacts. 

In the case of sample no. (2), the stent is seriously deformed and fractured, 
separated to two pieces, some struts are broken off. This stent spent the most time 
in the body (6 years). In addition to the fractures, the stent preserved its diameter. 

In the case of samples no. (3-1) and (3-2), the stents are used for bifurcation 
stenting (T-stent technique). Physicians have to use this bifurcation stenting if the 
narrowing involves a main vessel and a side branch as well. During this method 
(3-1) stent was implanted in the main vessel so that the side branch ostium is 
approximately in the middle of the stent. After that a (3-2) stent is placed and 
dilated into the branch vessel through the expanded cell of (3-1) stent in the main 
vessel. The angle between the stents is 65°. The materials of the stents are 
different (Co-Cr and Fe-Pt-Cr) which can be a problem with galvanic corrosion 
(electronegativity of the main elements: Co: 1.66, Cr: 1.88, Fe: 1.83, Pt: 2.28). 

In the case of sample no. (4), a difference between the diameters (manufacturer’s 
data and measured value) arises because the stent was dilated with 20 bar (instead 
of the 11 bar nominal pressure) according to the input data. Measurements also 
confirmed this. 

In the case of sample no. (5), the stent is seriously deformed, which clearly shows 
that the stent has an open cell stent pattern. In this form the stent cannot properly 
carry out its function and in long-term the lumen of the vessel can decrease 
greatly. 
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Figure 2 

Stereomicroscope images about the explanted stents (with the numbered markings) 

In the case of samples no. (6-1), (6-2) and (6-3), the three stents were overlapping 
in the vessel. (6-3) stent is over the other two stent and has markers to increase X-
ray visibility. One of (6-3) stent’s strut is broken, presumably due to the 
overexpansion of (6-1) and (6-2) stent. This fracture does not hamper the stent in 
filling its function. Some parts of the plaque is still between the struts because the 
struts are too dense and it could not be removed without damaging the stents. It 
should take into account from the difference of the stent pattern between stent no. 
(6-1) and (6-3) that the materials are also different. 

In the case of sample no. (7), the stent is only mild deformed, but the stent spent 
only few days in the patient, so we cannot speak about long-term impacts. 

In the case of samples no. (8-1) and (8-2), according to the description the stents 
have to be overlapping, but the X-ray images clearly show that they were not, the 
stereomicroscope images also indicate this. In the case of stent no. (8-1) some 
struts at the end of the stent are broken, which can be occurred during the 
explantation procedure. The image clearly shows that the diameters of the stents 
are similar, although the nominal diameters are different. The diameter decreased 
along the entire length of both stents. On average diameter of stent no. (8-1) 
reduced with 15%, diameter of stent no. (8-2) reduced with 10%. 
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In the case of sample no. (9), the stent is fractured to two separated parts and also 
seriously deformed at this part. As the stent spent a short time in the body, the 
fracture more likely the implication of a cutting during the explantation process. 
The broken struts are in a straight line which reinforces the idea that the stent was 
cut. 

The summary of the stereomicroscope results can be seen in Table 2. 

Table 2 

Summary about quality of deformation and fractures of the explanted stents 

No. Deformation Fractures 

(1) deformation in the middle, due to punctual plaque No 

(2) serious deformation in the middle 
several struts, in the 
middle 

(3-1) 

 
(3-2) 

serious deformation at one end, bifurcation stenting 
(stent is in main vessel) 

no deformation (stent is in side branch vessel) 

some struts, at the end 

 
no 

(4) no deformation No 

(5) serious deformation No 

(6-1) 

(6-2) 

(6-3) 

mild deformation, 3 stents overlapping 

mild deformation 

moderate deformation, over the other 2 stents 

no 

no 

one strut, in the middle 

(7) mild deformation No 

(8-1) 

 

(8-2) 

mild deformation at the ends, 2 stents without 
overlapping 

mild deformation at the ends 

some struts, at the end 

 
no 

(9) serious deformation at one end some strut, at the end 

3.2 SEM Results 

Only the main results are shown according to SEM. The SEM images of stent no. 
(9) clearly show a cutting surface (Fig. 3 a-b). Based on the extensive regular 
planes and the grooves showing the edge of the cutting device, we can say that 
this damage occurred during the explantation process. In the case of stent no. (2) 
the SEM images show that two struts are facing each other (Fig. 3c). Fig. 3d 
shows the fracture surface of the stent no. (2). The classification of the surface is 
not clear. Ductile fracture can be ruled out, only brittle or fatigue fracture can be 
considered. 

After the fracture of stent no. (2), the tip of the strut was exposed to abrasive 
impact, because the surface is smoothed on many places. The different crushes 
and small cracks on the side of the strut also indicates that the opposing struts 
were collided several times thus creating plastic deformation at the end of the 
strut. 
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Figure 3 

SEM image of a) stent no. (9) with marking the investigated strut, b) cut surface of (9) stent,  

c) stent no. (2) with marking the investigated strut, d) fracture surface of (2) stent, 

e) stent no. (6-3) overlapping on the other 2 stent, f) brittle fracture of (6-3) stent 

Figure 3e and 3f show the fracture surface of stent no. (6-3), this is a brittle 
fracture most likely due to the over dilation. 

After seeing the fractures of stents we thought it would be interesting to carry out 
a magnetic experiment. We used a simple permanent magnet to see if it attracts 
the stent or not, and the results show that most fractured stent are ferromagnetic. 
That is a huge problem if someone with an implanted stent needs radiology with 
magnetic resonance imaging (MRI), because the systems operate with a strong 
magnetic field (1-7 Tesla). The magnetic properties of fractured stents will be 
investigated with a vibrating sample magnetometer (VSM). 
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According to the available SEM images we cannot drawn exact conclusions about 
the causes of the damages in the coating. Damages can be occurred during the 
crimping process, the expansion, the time spent in the body or the preparation 
process of the stents. On average the detachment of coating is started at the tip of 
the struts (Fig. 4). Although stent no. (5) was in the body for 1 year, other stents 
which were exposed to the body only for 1-3 days show also the same coating 
damages at the tip of the struts. It means that the coating damaged in the 
beginning of the treatment, and that is a very serious problem. The function of the 
coating is to form a border surface between the “foreign material” and the tissue to 
decrease the probability of in-stent restenosis and thrombosis. If it is damaged the 
metal surfaces further induce the inflammatory reactions. 

 

Figure 4 

a) Coating of stent no. (5), b) detachment of coating at the tip of the strut 

3.3 EDS Results 

Our measurements show that there are no significant differences between the 
material standards (Table 3), the manufacturers' data and the measured material 
composition. The Fe-Pt-Cr alloy was developed by Boston Scientific, and 
currently only stents are made of this material, therefore there is no standardized 
composition for this material. We were interested especially in the quantity of Ni 
in the stent surface, because Ni is allergenic, but further investigation is needed to 
determine the aleatory Ni dissolution. In some cases we found a negligible amount 
of potassium, which is likely to be some residues remained from the vessel 
dissolution. 

The material of stent no. (6-3) was unknown, we found that it is made of 316 
LVM stainless steel, so our assumption is true that (6-3) stent is made of a 
different material than (6-1) and (6-2). The material of the markers is gold. Figure 
5 shows the borderline of the marker and the base material, the assimilation of Au 
is satisfying and there aren’t any signs of corrosion on the surface. 
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Table 3 

Summary about material composition according to the standards and the manufacturer data 

Alloy 
ISO 5832-1 

 

ISO 5832-5 

Wt.% 

Fe-Pt-Cr* 

 

C <0.03 - 0.003-0.023 

Si <1.00 0.40 <0.10 

Mn <2.00 1.00-2.00 <0.05 

P <0.025 0.40 <0.01 

S <0.01 - - 

N <0.100 - <0.01 

Cr 17.00-19.00 19.00-21.00 17.50-18.50 

Mo 2.25-3.00 - 2.43-2.83 

Ni 13.00-15.00 9.00-11.00 8.50-9.50 

Cu <0.50 - <0.02 

W - 14.00-16.00 - 

Fe x 3.00 x 

Pt - - 32.50-33.50 

Co - X - 

* manufacturer data 

 

 

Figure 5 

a) Gold marker on stent no. (6-3), b) borderline between the marker and the base material 

Due to the position of the overlapping (6-1), (6-2), (6-3) and the bifurcation (3-1), 
(3-2) stents the examination of wear and corrosion can only be carried out by 
destructive tests (stent separation, maybe cutting). 

Conclusions 

During this series of experiments 13 explanted stents were investigated. Non-
destructive test were performed; the outer deformations and failures of the stents 
were determined, the fracture surfaces were defined and the material composition 
was scanned. There is only limited information concerning the in vivo stability of 
explanted coronary artery stents, but still there are millions of metal stents 
implanted in people, therefore the investigation of explanted stents are well-
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established and important. Future lines of research will clearly be the continuation 
of the investigation protocol, beside this testing the formation time and causes of 
the coating damage and exploring the magnetic properties of stents is also 
justified. 
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1 Introduction 

The explosive growth of social media and  massive participation in social 
networks is reflected in the countless number of contributions that are constantly 
posted and discussed on social sites such as Facebook, Twitter, Instagram, 
Pinterest and others. One aspect of special interest is the popularity and status of 
some members of these social networks measured by the level of attention they 
receive in terms of followers [1]. The other aspect is the influence that these 
individual’s wield, which is determined by the propagation of their content 
through the network [2]. 

Despite an abundance of solutions providing influence measurement, there is still 
a need for improvements that cope well with the vagueness and uncertainty 
inherent to data describing influence, while keeping computational efficiency and 
accuracy of the output results. 

mailto:m.jocic@uns.ac.rs
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In this paper we propose a novel algorithm aimed at discovering similar nodes, in 
very large directed graphs, that is both efficient and accurate with respect to real-
world problems. The algorithm is based on the fuzzy set theory, and its practical 
application could be, among others, finding influential people in a network. 

The paper is organized in the following way. Following this introductory section, 
the second section presents related works, while the third describes the proposed 
algorithm. Fourth section brings the Twitter social network case study discovering 
influential Twitter users in the field of science by which the algorithm is verified. 
The fifth section gives conclusions and directions for further research on this 
subject. 

2 Related Works 

This section presents some popular tools for determining the influence of social 
media users, and scientific papers using graphs as a model for social networks as 
well as for determining social network user similarities. 

The tool Socialbakers [3] tracks, analyses, and benchmarks over 8 million social 
profiles across all the major social platforms including Facebook, Twitter, 
YouTube, LinkedIn, Instagram, Google+ and VK. They have statistics that are 
free of charge and available to everyone with daily updates and historical data up 
to 3 months. Simply Measured [4] is the leading social media analytics platform, 
providing complete measurement and reporting for serious marketers in all major 
social platforms including Facebook, Twitter, Google+, Instagram, YouTube, 
Vine, LinkedIn, and Tumblr. This service delivers profile analytics and audience 
insights including influence and sentiment analysis. It is available only in paid 
version, and only samples of data are shown for free. Trackur [5], which is also a 
paid service, allows full monitoring of all mainstream social media including 
Twitter, Facebook and Google+, but also news, blogs, reviews and forums. This 
service delivers executive insights including influence scoring. All results are 
delivered almost in real-time, as many sources are updated every 30 minutes. 
Klout [6] uses Twitter, Facebook, LinkedIn, Wikipedia, Instagram, Bing, 
Google+, Tumblr, Foursquare, YouTube, Blogger, WordPress, Last.fm, Yammer 
and Flickr data to create Klout user profiles that are assigned a "Klout Score" 
ranging from 1 to 100. Higher score corresponds to a higher ranking of the breadth 
and strength of one's online social influence. Klout is free for influencers, but paid 
for business users. What is common to all these services is that they are mostly 
paid, and only just outline algorithms and methods used to infer influence of a 
certain individual. 

Graphs have been used a lot in order to describe social networks and analyze 
them. A myriad of techniques and approaches to social network analysis, data 
mining, graph mining and representation of social networks as graph structures 
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can be found in [7]. There are also papers about determining important network 
characteristics [8], [9] and graph properties [10] that have a potential for practical 
implementations in various domains including social networks. Similarity 
measures between objects are of central importance for various data analysis 
techniques including the special case of similarity measures related to graphs. A 
number of measures for such purpose have been proposed, especially for 
calculation of similarity of graphs nodes [11], [12], [13], [14], [15], [16], [20]. 
These methods have been successfully applied in several domains like ranking of 
query results [11], synonym extraction [13], database structure matching [17], 
construction of phylogenetic trees [12], analysis of social networks [18], [19], 
recommending trustworthy agents in a trust network [20], etc. There is a vast 
number of researches that try to determine the measure of influence in various 
social media and social networks [2], [21], [22]. This leads to many measures of 
influences, where some of these are correlated and some are not. 

What is important for realistic modeling of influence in social media/networks is 
to capture the temporal dynamics (new influential users appearing over time, some 
users losing their influence over time), and the fact that attributes determining the 
measure of influence may be subjective, with values which are often imprecise or 
even vague. These imprecise data, in the context of social networks, and more 
specifically relations between users, their interests and influence can be modeled 
by fuzzy graphs [23], [24]. 

This encouraged the authors of this paper to adopt a fuzzy-like approach to the 
problem in order to model imprecise knowledge about influence within a social 
network. 

3 Construction of the Algorithm 

In this section we present the proposed algorithm (the basic one, and the one with 
reduced computational complexity) preceeded by preliminaries aimed mainly at 
introducing basic notions, and the notation that is used throughout the paper. 

3.1 Preliminaries 

We denote a  directed graph by G , i.e. ordered pair G =  (N, E), where N is a set 
of all nodes in the graph, and E is a set of all edges in the graph. Edge e = (a, b) 
is an ordered pair of two nodes and is directed from node a to node b, where a is 
the source node, and b is the terminating node. Another notion is that b is a direct 
successor of a, and a is said to be a direct predecessor of  b. We denote by |N|  the 
cardinality of a graph (the total number of nodes), and by |E| a graph size (the 
total number of edges/ connections between nodes). For each node in a directed 
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graph, there is an in-degree – the number of edges coming “into” certain node, and 
out-degree – the number of edges coming “out” of certain node. A degree is the 
sum of in-degree and out-degree. Individual elements of all sets will be denoted 
with lowercase letters corresponding to the name of the set, along with subscript 
index, e.g., set N has elements  ni, i ∈ [1, |N|], i ∈ ℕ, where i represents an index 
of i-th element in set N. All direct predecessors of some node a are noted as the set DP(a). This means that the in-degree of node a can be represented as the 
cardinality of DP(a). Obviously, DP(a) ⊂ N. Also, individual elements of DP(a) 
will be denoted by dpi(a), i.e., 𝐷𝑃(𝑎) = {𝑧|(𝑧, 𝑎) ∈ 𝐸 ∧  𝑧, 𝑎 ∈ 𝑁} (1) 𝑖𝑛𝑑𝑒𝑔𝑟𝑒𝑒(𝑎) = |𝐷𝑃(𝑎)| (2) 

All direct successors of some node 𝑎 are noted as a set 𝐷𝑆(𝑎). This means that the 
out-degree of node 𝑎 can be represented as a cardinality of 𝐷𝑆(𝑎). Also, 𝐷𝑆(𝑎) ⊂𝑁. Individual elements of 𝐷𝑆(𝑎) will be denoted 𝑑𝑠𝑖(𝑎), i.e., 𝐷𝑆(𝑎) = {𝑧|(𝑎, 𝑧) ∈ 𝐸 ∧  𝑧, 𝑎 ∈ 𝑁} (3) 𝑜𝑢𝑡𝑑𝑒𝑔𝑟𝑒𝑒(𝑎) = |𝐷𝑆(𝑎)| (4) 

Following the fuzzy set theory [25], there is a fuzzy set described by its 
membership function 𝜇𝑅, which here corresponds to the affiliation with some 
feature. Every node 𝑎 in graph 𝐺 has a value in this membership function 𝜇𝑅(𝑎),  𝜇𝑅(𝑎) ∈ [0,1] ∧ 𝜇𝑅(𝑎) ∈ ℝ, 𝑎 ∈ 𝑁 (5) 

Here, a value of 0 means that no affiliation with certain feature exists, a value of 1 
means utter affiliation with certain feature, and the values between 0 and 1 render 
partial association with a certain feature - the higher the value, the greater the 
affiliation. It can also be said that two nodes with similar values of the 
membership function for a particular feature, also exhibit some similarity between 
each other regarding that feature. 

It is important to note that this directed graph G is large in a sense that it has a 
huge number of nodes and an even larger number of directed connections, where 
the number of nodes is at least a million and the number of connections is on the 
order of several billion. This introduces difficulties from the computational 
resources point of view. The proposed algorithm is designed to work with a (parts 
of) large directed graphs, where average 𝑖𝑛𝑑𝑒𝑔𝑟𝑒𝑒 of nodes exceeds the average 𝑜𝑢𝑡𝑑𝑒𝑔𝑟𝑒𝑒 of nodes by several orders of magnitude. 

3.2 Basic Algorithm 

The algorithm starts by selecting representative nodes in a graph that have high 
association with some desired feature. These nodes should be selected by expert or 
experts in the particular domain in which this feature is exposed. This set of 
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representative nodes will be denoted as 𝑅, 𝑅 ⊂ 𝑁, where each node in 𝑅 will be 
denoted 𝑟𝑖 , 𝑖 ∈ [1, |𝑅|]. Based on expert’s knowledge, every selected node 𝑟𝑖 is 
assigned its membership function value 𝜇𝑅(𝑟𝑖), which depicts its affiliation with 
the desired feature. Now, the procedure should be able to find nodes in a graph 
that are similar to the selected nodes – similar in their membership function values 𝜇𝑅. The creation of this representative set and assigning membership function 
values can be regarded more formally as obtaining of a training set for a 
supervised machine learning algorithm. After selecting representative nodes, for 
each of these nodes, the algorithm obtains all its direct predecessors. The result is 
a union (set) of all direct predecessors for all representative nodes; this set will be 
denoted as 𝐷𝑃𝑅, and its elements will be denoted as 𝑑𝑝𝑟𝑖 , i.e., 𝐷𝑃𝑅 = ⋃ 𝐷𝑃(𝑟𝑖)|𝑅|𝑖=1  (6) 

Many of the representative nodes have some common direct predecessors, which 
imply that many of these predecessors in 𝐷𝑃𝑅 will have common direct 
successors among the representative nodes in R. As these direct successors in R 
are subset of all direct successors, a new set is introduced, 𝐷𝑆𝑅 (𝑎) = 𝐷𝑆(𝑎) ∩ 𝑅. 
This intersection 𝐷𝑆𝑅 (𝑎) results in only those direct successors of certain node 𝑎 that are in representative set 𝑅, too. Now, for each of these nodes in a set DPR a 
value 𝑣 is calculated by summing membership function values of nodes in 𝑅 
which are direct successors to a certain node: ∀𝑑𝑝𝑟𝑖 ∈ 𝐷𝑃𝑅 =>  𝑣(𝑑𝑝𝑟𝑖) = ∑ 𝜇𝑅𝑑𝑠𝑟∈𝐷𝑆𝑅(𝑑𝑝𝑟𝑖) (𝑑𝑠𝑟) (7) 

The calculated values are refined by taking in an account the out-degree for each 
node in 𝐷𝑃𝑅. More precisely, the calculated value 𝑣 of a node in 𝐷𝑃𝑅 is divided 
with its out-degree, resulting in a new value 𝑣𝑟: 𝑣𝑟(𝑑𝑝𝑟𝑖) = 𝑣(𝑑𝑝𝑟𝑖)|𝐷𝑆(𝑑𝑝𝑟𝑖)| (8) 

When all nodes in 𝐷𝑃𝑅 have had their values 𝑣𝑟 calculated, the algorithm can 
proceed to the next step. For each of the nodes in 𝐷𝑃𝑅, all its direct successors are 
obtained, i.e. the nodes that it is directly connected to. The result of this is a union 
(set) of all direct successors for all nodes in 𝐷𝑃𝑅. This set will be denoted as 𝐷𝑆𝑈, 
and its elements will be denoted as 𝑑𝑠𝑢𝑖 , i.e. 𝐷𝑆𝑈 = ⋃ 𝐷𝑆(𝑑𝑝𝑟𝑖)|𝐷𝑃𝑅|𝑖=1  (9) 

It can be noted here that 𝐷𝑆𝑈 is a superset of 𝑅, 𝐷𝑆𝑈 ⊃ 𝑅, because it will 
certainly contain all the representative nodes, but also other nodes that weren’t 
marked as representative by the expert. After obtaining 𝐷𝑆𝑈, for each node in 𝐷𝑆𝑈, a value 𝑠 is calculated by summing all of the already calculated values 𝑣𝑟 of 
its direct predecessors in 𝐷𝑃𝑅. This summed value can be explained as a 
similarity measure between certain node in 𝐷𝑆𝑈 and nodes in 𝑅, i.e., ∀𝑑𝑠𝑢𝑖 ∈ 𝐷𝑆𝑈 =>  𝑠(𝑑𝑠𝑢𝑖) = ∑ 𝑣𝑟𝑑𝑝∈𝐷𝑃(𝑑𝑠𝑢𝑖) (𝑑𝑝) (10) 
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One final step must be taken in order to complete the calculation. If one takes two 
arbitrary nodes from 𝐷𝑆𝑈, where both of these have the same calculated value, but 
have different in-degree (number of all direct predecessors), how can that be 
interpreted? The node with smaller in-degree should expose more similarity with 
representative nodes in 𝑅 than the node with larger in-degree. The explanation lies 
in absolute representation of this similarity, as it is just merely a sum, while some 
relative representation might contain more information. Thus, each of the 
calculated values is recalculated by dividing it with the node’s in-degree, resulting 
in value 𝑠𝑟, i.e., 𝑠𝑟(𝑑𝑠𝑢𝑖) = 𝑠(𝑑𝑠𝑢𝑖)|𝐷𝑃(𝑑𝑠𝑢𝑖)| (11) 

First, the value sr is calculated for all of the representative nodes, in order to 
examine if calculated similarity values correspond to the originally assigned 
values by the expert. Here, it was noticed that the calculated values are actually 
smaller than the assigned values, which is a consequence of representative set 
being smaller than average in-degree of nodes in the representative set. In some 
cases, the calculated values are just two times smaller, but in larger graphs with 
lots of connections, this ratio might be a much larger value. In order to correct the 
calculation, new value is introduced - a correction coefficient 𝑐. This coefficient is 
actually a mean ratio between the assigned value and the calculated value, i.e., 𝑐 = ∑ 𝜇𝑅(𝑟) 𝑠𝑟(𝑟)⁄𝑟∈𝑅 |𝑅|  (12) 

The final measure of similarity denoted by 𝑠𝑟𝑓(𝑎), or the value of membership 
function is then calculated by multiplying the calculated value 𝑠𝑟 with the 
correction coefficient c, i.e., 𝑠𝑟𝑓(𝑎) = 𝑐 ∗ 𝑠𝑟(𝑎). The resulting value 𝑠𝑟𝑓 is 
basically membership function value for each node in 𝐷𝑆𝑈, where nodes that have 
the smallest values of this number shouldn’t manifest similarity with the feature 
exposed among nodes in 𝑅, and vice versa. The calculated similarity measure is 
actually a value of membership function that represents affiliation with the nodes 
in the representative set 𝜇𝑅(𝑎) = 𝑠𝑟𝑓(𝑎). Now the expert can select the nodes 
from 𝐷𝑆𝑈 with the highest calculated similarity and examine if the desired feature 
is present, as it was in representative set 𝑅. 

The above described algorithm is more concisely represented by Pseudo-code 1. 

Pseudo-code 1: 

Basic algorithm 

 
choose set of representative nodes 
foreach node r in R: 

assign membership function value for r 
 
init DPR = empty set 



Acta Polytechnica Hungarica Vol. 14, No. 2, 2017 

 – 189 – 

foreach node r in R:        (equation 6) 
DP = fetch_direct_predecessors(r) 

 DPR = find_union(DP, DPR) 
 
foreach node dpr in DPR:   (equations 7 and 8)  
 DS = fetch_direct_successors(dpr) 
DSR = intersection(DS, R) 

init v = 0 
foreach node dsr in DSR: 
 v = v + membership(dsr, R) 
vr(dpr) = v / size(DS) 

 init DSU = empty set 
foreach node dpr in DPR:       (equation 9) 
 DS = fetch_direct_successors(dpr) 
 DSU = find_union(DS, DSU) 

Pseudo-code 1: 

Basic algorithm (continuation) 

 
foreach node dsu in DSU:  (equations 10 and 11) 

DP = fetch_direct_predecessors(r) 
init s = 0 
foreach node dp in DP: 
 s = s + vr(dp) 
sr(dsu) = s / size(DP) 

 
init c = 0 
foreach node r in R:          (equation 12) 
 c = c + sr(r) 
c = c / size(R) 
 
foreach node dsu in DSU: 
 srf(dsu) = c * sr(dsu) 

3.3 Algorithm with Reduced Computational Complexity 

Computational complexity is an important issue of any implementation that 
intends to reach performance satisfying real-life demands. The algorithm that is 
described in previous subsection is not exception to this. This means that 
performance indicators on quality characteristics like precision should be balanced 
with performance indicators like resource’s consumptions. 

There are few things that one needs to consider while determining computational 
complexity of the proposed algorithm. 
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 First, the running time of a union operation in equation (6) depends on sum of 
in-degree values for each node in representative set, thus the running time of 
this part is 𝑂(∑ 𝑖𝑛𝑑𝑒𝑔𝑟𝑒𝑒(𝑟∈𝑅 𝑟)) = 𝑂(|𝐷𝑃𝑅|). 

 Second, running time of calculating values 𝑣(𝑑𝑝𝑟𝑖), 𝑣𝑟(𝑑𝑝𝑟𝑖) from equations 
(7) and (8), respectively, depends on a number of nodes in 𝐷𝑃𝑅 set, 𝑛𝐷𝑃𝑅 =|𝐷𝑃𝑅|, and number of nodes in 𝐷𝑆𝑅 set, 𝑛𝐷𝑆𝑅 = |𝐷𝑆𝑅|, which results in 
running time for this part of 𝑂(𝑛𝐷𝑃𝑅 ∗ 𝑛𝐷𝑆𝑅). But since 𝐷𝑆𝑅 ⊂ 𝑅 =>|𝐷𝑆𝑅| < |𝑅|, and |𝑅| ≪ |𝐷𝑆𝑅|, running time can be approximated as 𝑂(𝑛𝐷𝑃𝑅) = 𝑂(|𝐷𝑃𝑅|) 

 Third, the running time of the union operation in equation (9) depends on the 
sum of out-degree values for each node in 𝐷𝑃𝑅 set, which makes running 
time of this part 𝑂(∑ 𝑜𝑢𝑡𝑑𝑒𝑔𝑟𝑒𝑒(𝑑𝑝𝑟∈𝐷𝑃𝑅 𝑑𝑝𝑟)). Again, since this algorithm 

works with parts of graphs which usually have in-degree values with at least 
two orders of magnitude larger than out-degree values, running time for this 
part can be approximated as 𝑂(|𝐷𝑃𝑅|) as well. 

 Fourth, running time of calculating values s(dsui), sr(dsui) from equations 
(10) and (11), respectively, depends on total number of nodes in DSU set, and 
total number of direct predecessors for each node in DSU set. But, because 
this part of the algorithm iterates through direct predecessors that are already 
in the DPR set, one can say that running time of this part is also O(|DPR|). 

Finally, by summing all these running times, we get 𝑂(4 ∗ |𝐷𝑃𝑅|) = 𝑂(|𝐷𝑃𝑅|), 
which leads to the conclusion that computational complexity of the entire 
algorithm depends mostly on the number of taken direct predecessors of nodes in 
the representative set. 

Since the defined (part of) large directed graph G typically has nodes with high in-
degree values, this makes the whole approach computationally expensive. This 
indicates that, in order to reduce the running time, one could try to take smaller 
portion of these direct predecessors, i.e. set 𝑆𝐷𝑃𝑅 ⊂ 𝐷𝑃𝑅, which contains 
randomly sampled elements of 𝐷𝑃𝑅. Here the cardinality of 𝑆𝐷𝑃𝑅 is defined as |𝑆𝐷𝑃𝑅| = 𝜌 ∗ |𝐷𝑃𝑅|, 𝜌 ∈ [0,1], and parameter 𝜌 denotes the portion of randomly 
sampled elements. 

By adopting this approach in the paper we created an algorithm modification, 
which is presented by the Pseudo-code 2 where the bolded content is for 
modifications. 

Pseudo-code 2: 

Algorithm modification for reduction of computational complexity 

 

choose set of representative nodes 
 
foreach node r in R: 

assign membership function value for r 
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init DPR = empty set 
foreach node r in R: 

DP = fetch_direct_predecessors(r) 
 DPR = find_union(DP, DPR) 
 
SDPR = random_sample(DPR, rho) 
 
foreach node dpr in SDPR: 
DS = fetch_direct_successors(dpr) 
 DSR = intersection(DS, R) 

init v = 0 
foreach node dsr in DSR: 
 v = v + membership(dsr, R) 
vr(dpr) = v / size(DS) 

init DSU = empty set 

 

Pseudo-code 2: 

Algorithm modification for reduction of computational complexity (continuation) 

 

 
foreach node dpr in SDPR: 
 DS = fetch_direct_successors(dpr) 
 DSU = find_union(DS, DSU) 
 
foreach node dsu in DSU: 

DP = fetch_direct_predecessors(r) 
init s = 0 
foreach node dp in DP: 
 s = s + vr(dp) 
sr(dsu) = s / size(DP) 

 
init c = 0 
foreach node r in R: 
 c = c + sr(r) 
c = c / size(R) 
 
foreach node dsu in DSU: 
 srf(dsu) = c * sr(dsu) 
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4 Twitter Case Study 

In this section we present a case study aimed at demonstrating the algorithm, and 
to show that the proposed modification of the basic algorithm performs better in 
terms of resources consumption, retaining, at the same time, acceptable precision. 

Since the proposed algorithm was verified on the Twitter social network, in the 
first subsection of this section some notions are given about this social network 
and its data. The second subsection presents application of our algorithm to 
Twitter. 

4.1 Twitter and Its Data 

Twitter is one of the biggest social networks with more than 300 million active 
users per month, which makes it second largest social network, after Facebook. 
Twitter users follow others or are followed. Unlike on most online social 
networking sites, such as Facebook or MySpace, the relationship of following and 
being followed requires no reciprocation. A user can follow any other user, and 
the user being followed doesn’t need to follow back. Being a follower on Twitter 
means that the user receives all the messages (called tweets) from those the user 
follows. Common practice of responding to a tweet has evolved into well-defined 
markup culture: RT stands for retweet, ’@’ followed by a user identifier addresses 
the user, and ’#’ followed by a word represents a hashtag. This well-defined 
markup vocabulary combined with a strict limit of 140 characters per posting 
conveniences users with brevity in expression. The retweet mechanism empowers 
users to spread information of their choice beyond the reach of the original tweet’s 
followers [26]. 

Twitter, and social networks in general, can easily be represented as a graph,  
where Twitter is an example of a directed graph. 

Twitter REST API provides programmatic access to read and write Twitter data 
[27]. The REST API identifies Twitter applications and users using OAuth; 
responses are available in JSON. In order to perform the proposed algorithm, one 
should be able to obtain: profiles of certain Twitter users (profile contains basic 
information, as well as the number of followers and number of following), 
followers of certain user, and users that certain user is following. All of these data 
are obtained via Twitter REST API. The base URI for all Twitter REST API calls 
is https://api.twitter.com/1.1. 

It is also important to mention that the calls to REST API are rate limited – all 
methods allow only a limited number of calls within a 15 minute window. Rate 
limiting is primarily considered on a per-user basis, or more accurately, per access 
token in your control. If a method allows for 15 requests per rate limit window, 
then it allows you to make 15 requests per window per leveraged access token 
[28]. This rate limiting raises practical difficulties when trying to download big 

https://api.twitter.com/1.1
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amounts of data from Twitter because it simply takes a lot of time – one should 
carefully orchestrate calls to the REST API within these 15 minutes windows in 
order to make the most use of Twitter REST API and its data. 

For fetching Twitter users’ profiles, HTTP request GET 
https://api.twitter.com/1.1/users/lookup is called, which returns fully-hydrated user 
objects for up to 100 users per request, as specified by comma-separated values 
passed to the user_id and/or screen_name parameters. Rate limit for this endpoint 
is 180 calls per 15 minute window. 

In order to obtain followers of a certain Twitter user, an HTTP request GET 
https://api.twitter.com/1.1/followers/ids is called, which returns a cursored 
collection of user IDs for every user following the specified user. Results are 
given in groups of 5,000 user IDs and multiple “pages” of results can be navigated 
through using the next_cursor value in subsequent requests. Rate limit for this 
endpoint is 15 calls per 15 minute window. 

4.2 Discovering Similar Influential Users on Twitter 

The proposed algorithm was used to discover similar influential users in Twitter 
social network. 

The process starts with selecting a group of representative users. In this 
experiment a group of 163 Twitter users was selected, based on their influence in 
the category of science. Influential science users engage their followers with news 
and interactive tweeting in many spheres of science. For each of these users, an 
expert assigns a membership function value, which determines how much certain 
user belongs to this representative group. 

Some users of this representative group of Twitter users influential in science 
domain are shown in the Table 1. 

Table 1 

A sample of influential Twitter users in science 

Name Twitter screen name Membership function value 

NASA @nasa 0.9 

Scientific American @sciam 0.85 

New Scientist @newscientist 0.85 

WIRED Science @wiredscience 0.7 

Neil deGrasse Tyson @neiltyson 0.8 

CERN   @cern 0.9 

National Geographic @natgeo 0.7 

Curiosity Rover @marscuriosity 0.8 

Phil Plait @badastronomer 0.85 

Richard Dawkins @richarddawkins 0.7 

https://api.twitter.com/1.1/followers/ids
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After selecting a group of representative users, all their followers must be 
downloaded from the Twitter REST API. This is the most resource (time and 
storage) consuming part of the whole process, as most of these users have more 
than 1 million followers, while some of them have even more than 10 million 
followers. This implies that for most users, in order to get all of their followers, 
the Twitter REST API must be called at least 200 times (200 x 5K followers = 1M 
followers). Bearing in mind that for fetching followers only 15 requests per 15 
minute window is allowed by the Twitter REST API, the estimated needed time to 
download 1 million followers with one Twitter access token is 3 hours and 20 
minutes. Also, each request returns 5,000 IDs of followers, where ID is a 64-bit 
number. This results in need of at least 8B x 1M followers = 8,000,000 B ~ 7,5MB 
of storage for single user’s followers, and that is only for users with 1 million 
followers. 

Note that needed resources (time and storage) increase linearly with number of 
users’ followers. However, this still imposes technical and practical difficulties on 
huge graphs with a large number of connections, like the Twitter social network. It 
is also important to note that lots of these followers are not unique for certain 
representative user. It is very likely that two Twitter users that promote science 
and that have more than 1 million followers will have some (or many) common 
followers. This implies that many of these followers will follow more than just 
one user from the representative group. 

After downloading all the representative users’ followers, for each of these 
followers a relative value is calculated that describes his/her “interest” in this 
representative group of users, in this case specifically – in science. The way this is 
done is trying to utilize relevant data (the number of users that promote science 
followed by a certain user as well as representative users’ membership functions), 
and, at the same time, neutralize what’s called aggressive following

1
 on Twitter. 

In order to calculate this value, the total number of friends (users that a certain 
user follows) has to be downloaded. This is done by obtaining the whole Twitter 
profile via Twitter REST API for all followers, but storing just total number of 
friends. After obtaining the total number of friends, a value that should give more 
insight about certain user interests is calculated. 

Following the calculation of followers’ interest in the representative group, by 
examining the data it can be seen that many of the users with the highest 
calculated value of interest really are engaged a lot in the Twitter scientific 
community, which means they often tweet, retweet and favorite scientific articles, 
facts, news, etc. 

When all followers are downloaded and their values of interest are calculated, the 
process proceeds with downloading all of the followers’ friends – users that 

                                                           
1 Aggressive following is defined as indiscriminately following hundreds of accounts just to 

garner attention. 
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followers follow. Unlike downloading followers, downloading friends is much 
less resource consuming because according to Twitter, every account can follow 
2,000 users in total. Once someone has followed 2,000 users, there are limits to 
the number of additional users can follow. This number is different for each 
account and is based on user’s ratio of followers to following; this ratio is not 
published. Follow limits cannot be lifted by Twitter and everyone is subject to 
these limits, even high profile and API accounts. That said, just one request to the 
Twitter REST API should suffice in order to obtain certain user’s friends. 

When the process of downloading followers’ friends is complete, for each of these 
friends a value is calculated by summing all values of interest already calculated 
for their followers. This new value could be interpreted as how much certain 
user’s followers are interested in science, or more generally whatever feature the 
representative group is affiliated to. We call this value absolute similarity. 
Dividing this absolute similarity by the number of followers results in a kind of  
“per follower influence”, which we call relative similarity. 

Now, for each of the representative users, the calculated value of similarity can be 
compared to the originally assigned value of membership function. What occurred 
in our experiment was that the calculated values were much smaller than the 
assigned values, with mean ratio between the assigned and the calculated value 𝑐 = 2.57. Therefore, the final similarity value is then calculated by multiplying 
the previously calculated relative similarity by the correction coefficient c. This 
final similarity is in regards to Twitter users in the representative group, or more 
specifically influential Twitter users in the field of science. 

Here the algorithm stops and the expert inspects the calculated data most probably 
by looking at the users with the highest calculated value of influence. 

Of course, Twitter users that were not in the representative group are especially 
interesting for examination because they are new influential Twitter users not 
known as such previously. In addition to discovering new users, the results might 
show that certain Twitter users that were originally put in the representative group 
are actually not that influential at all. This gives expert an opportunity to review 
and revise the data (for example, newly discovered influential users can be added 
to the representative group) and the algorithm can be re-run hopefully yielding 
even more discovery. 

The results of discovering similar influential Twitter users in science show that the 
proposed algorithm indeed works as intended. 

When provided with 163 representative influential Twitter users in the category of 
science, a total of 72 new users were discovered with a similarity measure above 
0.5. 

Some discovered users are shown in Table 2. 
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Table 2 

A sample of discovered influential Twitter users in science 

Name 
Twitter screen 

name 
Description Similarity 

Robert Simpson @orbitingfrog Astronomer 0.84 

Stuart Clark @drstuclark Astronomer, journalist 0.71 

CaSE @sciencecampaign 
The campaign for Science & 
Engineering 

0.73 

Chemistry 
World 

@chemistryworld Chemistry magazine 0.6 

Armed with 
Science 

@armedwscience 
US Defense Depart. science 
and technology blog 

0.68 

NASA’s Juno 
Mission 

@nasajuno NASA’s mission to Jupiter 0.78 

ESA Science @esascience 
European Space Agency 
science blog 

0.81 

Table 3 shows a comparison of the calculated values of membership function of 
the representative users with those assigned by the expert. Many of the calculated 
values don’t deviate much from the assigned values. The root error of the mean 
square error for all 163 representative users is 0.09. 

Table 3 

A comparison between assigned and calculated value of membership function of sampled 

representative users 

Name 
Twitter screen 

name 

Assigned 

value  
Calculated value 

NASA @nasa 0.9 0.82 

Scientific American @sciam 0.85 0.71 

New Scientist @newscientist 0.85 0.82 

WIRED Science @wiredscience 0.7 0.77 

Neil deGrasse Tyson @neiltyson 0.8 0.84 

CERN   @cern 0.9 0.79 

National Geographic @natgeo 0.7 0.66 

Curiosity Rover @marscuriosity 0.8 0.69 

Phil Plait @badastronomer 0.85 0.69 

Richard Dawkins @richarddawkins 0.7 0.83 

4.3 Performance Improvement 

The previous subsection has shown that it is possible to find similar Twitter users 
by feeding the proposed algorithm with a representative group of Twitter users 
assuming download of  all her/his followers. This section attempts to find out how 
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many followers per Twitter user are enough to be downloaded, but still be able to 
get results comparable with those when all followers were downloaded. 

Let’s say that the entire process of discovering 72 users with a similarity measure 
above 0.5 from 163 representative users in the previous experiment was performed 
in some reference time T. One could expect that, by taking a smaller portion of all 
followers, a smaller number of users with a similarity measure bigger than 0.5 will 
be found. So, let’s say that the discovered 72 users with a similarity measure 
bigger than 0.5 is the highest precision possible with the provided data, because all 
followers are taken, and this number of 72 users is considered as a reference value 
for precision, which will be denoted D. Hence, the precision when all followers 
are taken is p = 1, when D = 72. 

In order to test if the algorithm performs well even if fewer followers are taken, it 
was run again by downloading 50%, 25% and 10% of all followers for each 
representative Twitter user. This portion of followers taken is denoted as 𝜌, 
where 𝜌 ∈ [0,1] ∧ 𝜌 ∈ ℝ. However, it is important to note that by taking only a 
portion of followers, the calculated similarity measure is expected to be 
proportionally smaller. Therefore the calculated similarity is multiplied by 
corresponding multiplier, i.e.: 𝜇𝑅(𝑑𝑠𝑢𝑖) = 𝑠𝑟(𝑑𝑠𝑢𝑖)𝜌  (13) 

Table 4 shows the number of discovered users with similarity measure above 0.5, 
the precision relative to the highest precision possible, the time needed for the 
whole process, precision to time ratio and the root mean square error (RMSE) for 
the representative users. 

Table 4 

Algorithm performance improvement results comparison 

Portion of 

followers 

taken (𝝆) 

Discovered 

users (D) 

Precision 

(p) 

Time 

(T) 

p/T Correction 

coefficient 

(c) 

RMSE 

1 72 1 1 1 2.57 0.09 

0.5 67 0.93 0.54 1.72 6.13 0.11 

0.25 58 0.8 0.28 2.86 12.33 0.13 

0.1 51 0.71 0.12 5.92 27.65 0.18 

As expected, even by taking less followers, comparable results are obtained in 
much less time. By taking 10 times less followers (10%), the algorithm discovered 
71% of the users that were discovered by taking all followers, but consuming 
almost 10 times fewer resources. The root mean square error was only doubled by 
taking 10% of the followers. 
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The main advantage of running the algorithm by taking less number of followers 
is, of course, the less use of resources, primarily time. This allows an expert to run 
the process by taking just 10% of followers, thus saving almost 90% time, but 
sacrificing only 30% precision. Also, the discovered users can be added to the 
representative set and then the algorithm can run again iteratively, discovering 
even more users. 

Conclusions 

This paper proposes a novel algorithm for finding similar nodes in directed graphs. 
The algorithm needs to be provided with the representative set of nodes that 
expose some feature which should be discovered among other nodes in graph. The 
representative set of nodes is described by values of their membership function, 
which corresponds to the affiliation of the node with the desired feature. The 
calculated measure of similarity with the representative nodes correlates to the true 
value of the membership function. The algorithm is verified on the Twitter social 
network case study by discovering influential Twitter users in the field of science. 
A set of 163 representative influential Twitter users is fed to the algorithm, which 
results in discovery of new 72 influential users in science. 

Also, a proposal is made aimed at improving the algorithm’s efficiency in terms of 
time and storage complexity, which relies upon assumption that many of the 
members in the representative group share many common followers (which 
evidently holds for the presented case study). The preliminary results indicate that 
by reducing the number of downloaded followers to only 10% of the original set 
the algorithm yielded comparable results with a tolerable increase in error. 
Bearing in mind that influence in social media is very dynamic and vague concept, 
the algorithm can be refined by a series of measures: user popularity (number of 
followers), user activity (number of tweets), followers engagement on user activity 
(number of retweets, favorites), combination of user popularity and activity, etc. 
Also, each of these measures change over time, and these changes could be 
tracked in order to provide some valuable trend information. By taking some of 
these measures into account to certain Twitter user’s influence, it is reasonable to 
assume that the whole algorithm could yield better results. 
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Abstract: Scientific workflows are efficient tools for specifying and automating compute 

and data intensive in-silico experiments. An important challenge related to their usage is 

their reproducibility. In order to make it reproducible, many factors have to be investigated 

which can influence and even prevent this process: the missing descriptions and samples; 

the missing provenance data about the environmental parameters and the data 

dependencies; the dependencies of executions which are based on special hardware, 

changing or volatile third party services or random generated values. Some of these factors 

(called dependencies) can be eliminated by careful design or by huge resource usage but 

most of them cannot be bypassed. Our investigation deals with the critical dependencies of 

execution. In this paper we set up a mathematical model to evaluate the results of the 

workflow in addition we provide a mechanism to make the workflow reproducible based on 

provenance data and statistical tools. 

Keywords: scientific workflows; reproducibility; analytical model; provenance; evaluation; 

gUSE 

1 Introduction 

In large computational challenges scientific workflows have emerged as a widely 
accepted solution for performing in-silico experiments. In general, these in-silico 
experiments consist of series of particularly data and compute intensive jobs and 
in most cases their executions require parallel and distributed infrastructure 
(supercomputers, grids, clusters, clouds). The complexity of workflows and the 
continuously changing nature of the environment make it hard or even prevent to 
reproduce or share the results in the scientist’s community. The different users for 
different purposes may be interested in reproducing the scientific workflow 
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(SWf). The scientists have to prove its results, other scientists would like to reuse 
the results and reviewers intend to verify the correctness of the results [13]. A 
reproducible workflows can be shared in repositories and  can become useful 
building blocks that can be reused, combined or modified for developing new 
experiments. The workflows have to be reproducible in order to be shared or 
reused. Unfortunately experiences have showed that many workflows failed on 
occasion of a later re-execution. Zhao et al. [23] [11] investigated the main 
purposes of the so-called workflow decay, which means that year by year the 
ability and success of the re-execution of any workflow significantly reduces. 
They found four main causes which have prevented the re-execution: 1. the 
missing environmental parameters, 2. missing third party resources; 3. missing 
descriptions about the workflows; 4. the missing samples of the experiments or the 
inputs and outputs of the workflows. 

By incorporating these results into our previous paper [2] we have deeply 
investigated the requirements of the reproducibility and we have given a 
taxonomy of the different dependencies of the execution which can interfere with 
a later re-execution. To sum up our conclusions, in order to reproduce an in-silico 
experiment the scientist community and the system developers have to face three 
important challenges: 

1) More and more meta-data has to be collected and stored pertaining to the 
infrastructure, the environment, the data dependencies and the partial results 
of an execution in order to make us capable of reconstructing the execution 
in a later time even on a different infrastructure. The collected data – called 
provenance data – help to store the actual parameters of the environments, 
the partial and final data results and system variables. Concerning the 
provenance, the challenge is what, where and how to store the captured 
information. 

2) Descriptions and samples have to be stored together with the workflows 
which are provided by the user (scientist). 

3) Some services or input data can change or become unavailable during the 
years. For example, third party services, special local services or 
continuously changing databases. Scientific workflows which are established 
on them can become instable and non-reproducible. In addition there are 
computations based on random generated values (for example, in case of 
image processing) thus, their executions are not deterministic so these 
computations cannot be repeated to provide the same result in a later time. 
These factors – we call dependencies of the execution - can especially 
influence the reproducibility of the scientific workflows, consequently, we 
have performed a deeper analysis. 

The first issue can be solved by capturing detailed provenance information. The 
second one is the responsibility of the user (scientist), however, the scientific 
workflow management systems (SWfMS) can and should support the scientist to 
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provide detailed descriptions and samples. We have dealt with this issue in one of 
our previous paper [1]. 

In this paper I deal with the third issue. Based on a provenance database we 
introduce a so-called descriptor-space referred to the jobs of the workflow which 
contains all the parameters required to reproduce the jobs. The elements of the 
descriptor-space we call descriptors. Every descriptor has a name, a value and a 
so-called decay-parameter which refer to the fluctuation of the descriptor value. A 
workflow can be reproducible if all the descriptor values are known and storable. 
However, there are descriptors which cannot be stored (for example too big input), 
can become unavailable in later time (for example volatile third party resources), 
can vary in time (for example input originated from continuously changing 
database). Additionally, the descriptors can be either unknown if they are based on 
random generated values or other operation-related system-calls. In this case, the 
full reproducibility is very challenging task. 

By our research, we intend to make the scientific workflow reproducible by 
extending the scientific workflow management system (SWfMS) with an analyzer 
tool. With the help of the expressions of the descriptors and the decay-parameters 
we can perform a pre-analysis before the execution. During this phase, we can 
examine the jobs of a given workflow and determine whether they are 
reproducible or not. If not, we determine the tools and the methods which can help 
to reproduce the job. According to the decay-parameter, the jobs can be grouped 
into four groups and executed in different ways. After the execution, based on 
provenance data a post-analysis can be performed by the application of statistical 
tools. An evaluation can be computed to replace the non-reproducible parts of the 
workflow. 

In order to achieve our goal, on one hand we have analyzed [2] the criteria of the 
reproducibility on the other hand we have collected and have categorized all the 
necessary information which are required to reproduce the scientific workflows 
[1]. Finally, in this paper we set up a mathematical model to formalize the 
problem and determine certain statistical methods to predict, evaluate or simulate 
the results of the jobs and the re-executed workflows. We defined the descriptor 
space, the decay parameter of the descriptors and the reproducible job and 
workflow. Based on these definitions, we set up a mathematical model of the 
reproducibility analysis to formalize the problem and to give our solution. 

The ultimate goal of our research is to make the workflows either reproducible by 
eliminating the dependencies or simulating the non-reproducible jobs of the 
scientific workflows. 

Our paper is organized as follows. In the next subsection (1.1) we introduce the 
WS-PGARDE/gUSE system, in which we would like to test our results. Chapter 2 
gives a brief summary about the related works. Chapter 3 represents our model 
and the components of the reproducibility analysis. In Chapter 4 we introduce the 
process and the phases of the analysis. Finally, we sum up our results in 5 and in 
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Chapter 6 we conclude our research with a brief provisioning of possible future 
research directions. 

1.1. WS-PGRADE/gUSE 

gUSE (grid and cloud user support environment) is a well-known and permanently 
improving open source science gateway framework developed by the Laboratory 
of Parallel and Distributed Systems (LPDS) that enables users the convenient and 
easy access to grid and cloud infrastructures. It has been developed to support a 
large variety of user communities. It provides a generic purpose, workflow-
oriented graphical user interface to create and run workflows on various 
Distributed Computing Infrastructures (DCIs) including clusters, grids, desktop 
grids and clouds. [20] 

The WS-PGRADE Portal [21] [10] is a web based front end of the gUSE 
infrastructure. The structure of WS-PGRADE workflows are represented by 
directed acyclic graphs. 

The nodes of the graph, namely the jobs are the smallest units of a workflow. 
They represent a single algorithm, a stand-alone program or a web-service call to 
be executed. Ports represent input and output connectors of the given job node. 
Directed edges of the graph represent data dependency (and corresponding file 
transfer) among the workflow nodes. This abstract workflow can be used in the 
second step to generate various concrete workflows by configuring detailed 
properties (first of all the executable, the input/output files where needed and the 
target DCI) of the nodes representing the atomic execution units of the workflow. 

A job may be executed if there is a proper data (or dataset in case of a collector 
port) at each of its input ports and there is no prohibiting programmed condition 
excluding the execution of the job. The execution of a workflow instance is data 
driven forced by the graph structure: A node will be activated (the associated job 
submitted or the associated service called) when the required input data elements 
(usually file, or set of files) become available at each input port of the node. 

2 State of the Art 

The researchers dealing with the reproducibility of scientific workflows have to 
approach this issue from two different aspects. First, the requirements of the 
reproducibility have to be investigated, analyzed and collected. Secondly, 
techniques and tools have to be developed and implemented to help the scientist in 
creating reproducible workflows. 
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2.1. Requirements 

Researchers of this field agree on the importance of the careful design [8],[15], 
[16], [17], [22] which on one hand means the increased robustness of the scientific 
code, such as modular design and detailed description about the workflow, about 
the input/output data examples and consequent annotations [7]. On the other hand, 
the careful design includes the careful usage of volatile third party or special local 
services. 

Groth et al. [10] based on several use cases analyzed the characteristics of 
applications used by workflows and listed seven requirements in order to enable 
the reproducibility of results and the determination of provenance. In addition, 
they showed that a combination of VM technology for partial workflow re-run 
along with provenance can be useful in certain cases to promote reproducibility. 

Davison [7] investigated which provenance data have to be captured in order to 
reproduce the workflow. He listed six vital areas such as hardware platform, 
operating system identity and version, input and output data etc. 

Zhao et al. [23] in their paper investigated the cause of the so called workflow 
decay. They examined 92 Taverna workflows submitted in the period between 
2007 and 2012 and found four major causes: 1) Missing volatile third party 
resources 2) Missing example data 3) Missing execution environment 
(requirement of special local services) and 4) Insufficient descriptions about 
workflows. Hettne et al. [11] in their papers listed ten best practices to prevent the 
workflow decay. 

2.2. Techniques and Tools 

There are existing available tools, VisTrail, ReproZip or PROB [5], [9], [14] 
which allow the researcher and the scientist to create reproducible workflows. 
With the help of VisTrail [9], [12] reproducible paper can be created, which 
includes not only the description of scientific experiment, but all the links for 
input data, applications and visualized output. These links always harmonize with 
the actually applied input data, filter or other parameters.  ReproZip [5] is another 
tool, which stitches together the detailed provenance information and the 
environmental parameters into a self-contained reproducible package. 

The Research Object (RO) approach [3], [6] is a new direction in this research 
field. RO defines an extendable model, which aggregates a number of resources in 
a core or unit. Namely a workflow template; workflow runs obtained by enacting 
the workflow template; other artifacts which can be of different kinds; annotations 
describing the aforementioned elements and their relationships. Accordingly to the 
RO, the authors in [4] also investigate the requirements of the reproducibility and 
the required information necessary to achieve it. They created ontologies, which 
help to uniform these data. These ontologies can help our work and give us a basis 
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to perform our reproducibility analysis and make the workflows reproducible 
despite their dependencies. 

Piccolo et al [18] collected the tools and techniques and proposed six strategies 
which can help the scientist to create reproducible scientific workflows. 

Santana-Perez et al [19] proposed an alternative approach to reproduce scientific 
workflows which focused on the equipment of a computational experiment. They 
have developed an infrastructure-aware approach for computational execution 
environment conservation and reproducibility based on documenting the 
components of the infrastructure. 

To sum up the results mentioned above, we can conclude that the general 
approach is that the scientist has to create reproducible workflows with careful 
design, appropriate tools and strategies. But none of them intended to solve the 
problem related to the dependencies rather they suggested to bypass them. 
Moreover, they did not deal with the following question: How an existing 
workflow can be made reproducible? 

2.3. Reproducibility Support in WS-PGRADE/gUSE System 

In the WS-PGRADE/gUSE system with the help of the “RESCUE” feature the 
user has the possibility to re-execute a job which does not own all the necessary 
inputs but the provenance data is available from the previous executions. (Fig. 1) 

 

Figure 1 

Operation of the Rescue feature in the WS-PGRADE/gUSE system 

When submitting a job which has the identifier originated from the previous 
execution, the workflow instance (WFI) queries the description file of the 
workflow. This XML file includes the jobs belonging to the workflow. Their input 
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and output ports, their relations and the identifiers of the job instances executed 
previously with their outputs. After processing the XML file, a workflow model is 
created in the memory representing the given workflow during its execution. At 
this point the Runtime Engine (RE) takes over the control to determine the “ready 
to run” jobs then it examines whether these jobs have already stored outputs 
originated from previous executions. Concerning the answer the RE puts the job in 
the input or in the output queue. 

3 Reproducibility Analysis 

In this section, we introduce our mathematical model of reproducibility analysis. 
Next we give a method to handle the influence factors of the reproducibility of a 
job and to make the non-reproducible job reproducible under certain conditions or 
by a given probability. Finally we deal with jobs applying random generated 
values in an independent subsection. 

3.1. The Model 

In order to formalize the problem let us introduce the following notations and 
definitions: 

 The scientific workflow (SWf) can be represented by a directed acyclic graph, 
where the vertices denote the jobs and the edges denote the dataflow between 
jobs. 𝑽 = {𝑱𝟏, … , 𝑱𝑵}, where 𝑵 ∈ N; the number of the job of a given workflow 𝑬 = {(𝑱𝒊, 𝑱𝒋) ∈ 𝑽 × 𝑽|𝒊 ∈ [𝟏, 𝟐, …𝑵 − 𝟏]; 𝒋 ∈ [𝟐, 𝟑, … ,𝑵] 𝒂𝒏𝒅 𝒊 ≠ 𝒋} 

 The job Ji is exit job (exit node) in the graph, if ∄𝑱𝒋 ∈ 𝑽: (𝑱𝒊, 𝑱𝒋) ∈ 𝑬; Notation: 

Jexit 

 The job Ji is entry job (entry node) in the graph, if ∄𝑱𝒋 ∈ 𝑽: (𝑱𝒋, 𝑱𝒊) ∈ 𝑬; 

Notation: Jentry 

 The job, which is neither exit nor entry job,  is an inside job. 

 The forward sub-workflow of a job Ji is the part of the workflow, which 
contains all the successor jobs (nodes) and the edges between them. 

 From our point of view the SWf is a function: SWF(t0, J1, J2, …, JN) = Y, 
where t0 is a given time of the submission of the workflow and Y is the result 
of the workflow. 
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 Assuming that the workflow was successfully executed at least once and 
provenance database is available a descriptor-space 𝑫𝑱𝒊  can be created to 

store all the necessary parameter needed to re-execute the job. 

 The job Ji (i = 1, 2, …, N) has Ki descriptors: V1, V2, …, VKi , which are 
necessary to reproduce the workflows. The values of descriptors are: 𝑫𝑱𝒊 ={𝒗𝒊𝟏, 𝒗𝒊𝟐, … , 𝒗𝒊𝑲𝒊} 

 With the help of the descriptors every job can be written as a function:  𝑱𝒊(𝒕𝟎, 𝒗𝒊𝟏, 𝒗𝒊𝟐, … , 𝒗𝒊𝑲𝒊) = 𝒀𝒊 
 For every descriptor we have defined a so called decay-parameter which 

indicates how the descriptor's value changes in time. There are four cases: 

1. The availability and the value of the descriptor is not changing in time. In 
this case the decay parameter is 0. 

2. The availability of the descriptor is changing in time. There are two 
cases: the probability distribution function of the descriptor's availability 
is known or not. In the first case, the decay parameter can be determined 
by the given distribution function and in the second one, the descriptor 
value is infinite.  

3. The value of the descriptor is changing in time. Similarly to the second 
item, the change of the value can be known or unknown. According to 
the actual case the value of decay parameter is a function describing the 
change or it is infinite.  

4. The value of the descriptor is not constant, but both its availability and 
change is unknown. For example a random generated value, which is 
used during the execution but it is not known. In this case the value of the 
decay-parameter is infinite. 

In formal: 

𝒅𝒆𝒄𝒂𝒚(𝒗𝒊) =
{  
  
   
 𝟎,      if the value of the descriptor is     not changing in time            ∞, 𝐢𝐟 𝐭𝐡𝐞 𝐯𝐚𝐥𝐮𝐞 𝐨𝐟 𝐭𝐡𝐞 𝐝𝐞𝐬𝐜𝐫𝐢𝐩𝐭𝐨𝐫𝐢𝐬 𝐮𝐧𝐤𝐧𝐨𝐰𝐧                  𝑭𝒊(𝒕), 𝐝𝐢𝐬𝐭𝐫𝐢𝐛𝐮𝐭𝐢𝐨𝐧 𝐟𝐮𝐧𝐜𝐭𝐢𝐨𝐧 of the           availability of the given value 𝑽𝒂𝒓𝒚𝒊(𝒕,  𝒗𝒊),              𝐢𝐟 𝐭𝐡𝐞 𝐯𝐚𝐥𝐮𝐞 𝐨𝐟 𝐭𝐡𝐞   𝐝𝐞𝐬𝐜𝐫𝐢𝐩𝐭𝐨𝐫 𝐢𝐬 𝐜𝐡𝐚𝐧𝐠𝐢𝐧𝐠 𝐢𝐧 𝐭𝐢𝐦𝐞

 

With help of these expressions we can define the reproducibility as the following 

way: 
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Definition (D1): The Ji job is reproducible, if the descriptor space 𝐷𝐽𝑖 ={𝑣𝑖1, 𝑣𝑖2 , … , 𝑣𝑖𝐾𝑖} of job – which contains all the inputs and environmental 

parameters - is known and can be stored, in other words all the decay parameters 

are zero. 

Notation: Ji
repro;  𝐽𝑂𝐵𝑖𝑟𝑒𝑝𝑟𝑜(𝑣𝑖1, 𝑣𝑖2, … , 𝑣𝑖𝐾𝑖) = 𝑌𝑖 

Corollary: A reproducible job is invariable in time (time-independent): 𝑱𝑶𝑩𝒊𝒓𝒆𝒑𝒓𝒐(𝒕𝟎, 𝒗𝒊𝟏, 𝒗𝒊𝟐, … , 𝒗𝒊𝑲𝒊) = 𝑱𝑶𝑩𝒊𝒓𝒆𝒑𝒓𝒐(𝒕𝟎 + ∆𝒕, 𝒗𝒊𝟏, 𝒗𝒊𝟐, … , 𝒗𝒊𝑲𝒊) = 𝒀𝒊 for 

every ∆t. 

Definition (D2): The scientific workflow is reproducible, if its exit jobs and the 𝑆𝑢𝑏𝑊𝐹𝐽𝑒𝑥𝑖𝑡𝑏𝑎𝑐𝑘 of the exit jobs is reproducible. 

It can be easily proven, that if and only if every job of a SWf is reproducible, then 
the SWf is also reproducible. 

We introduce other properties, namely the substitutional and the approximative 
reproducibility referring to that case, in which the decay parameter of one of its 
descriptors changes in time and this variation is known. There is two option: the 
first one is that the variation of result can be described with a function determined 
by the variation function of the descriptor; the second one is that the  variation of 
result can be estimated. In formal: 

Definition (D2): The Ji job is reproducible by substitution, if the descriptor space {𝑣𝑖1, 𝑣𝑖2 , … , 𝑣𝑖𝐾𝑖} of job and ∃𝑘 ∈ [1, 2, … , 𝐾𝑖]: 𝑉𝑎𝑟𝑦𝑖𝑘(∆𝑡, 𝑣𝑖𝑘  ) is known, and 

based on vary function a 𝑉𝑎𝑟𝑦𝑖∗(∆𝑡, 𝑌𝑖  ) can be unambiguously determined. 

If  𝐽𝑂𝐵𝑖(𝑡0, 𝑣𝑖1, 𝑣𝑖2, … , 𝑣𝑖𝐾𝑖) = 𝑌𝑖 
Then 𝐽𝑂𝐵𝑖(𝑡0 + ∆𝑡, 𝑣𝑖1, 𝑣𝑖2, … , 𝑣𝑎𝑟𝑦𝑖𝑘(∆𝑡, 𝑣𝑖𝑘), … , 𝑣𝑖𝐾𝑖) = 𝑉𝑎𝑟𝑦𝑖∗(∆𝑡, 𝑌𝑖  ) 
Notation: 𝐽𝑂𝐵𝑖𝑣𝑎𝑟𝑦(𝑣𝑖1, 𝑣𝑖2, … , 𝑣𝑎𝑟𝑦𝑖𝑘(∆𝑡, 𝑣𝑖𝑘), … 𝑣𝑖𝐾𝑖) 
Definition (D3): The Ji job is approximately reproducible, if Ji is reproducible 
under condition that ∃𝑘 ∈ [1, 2, … , 𝐾𝑖]: 𝑉𝑎𝑟𝑦𝑖𝑘(∆𝑡, 𝑣𝑖𝑘  ) is precisely known, and 
in accordance this function a 𝑉𝑎𝑟𝑦𝑖∗(∆𝑡, 𝑌𝑖  ) can be estimated with an acceptable 
accuracy: 𝐽𝑂𝐵𝑖(𝑡0 + ∆𝑡, 𝑣𝑖1, 𝑣𝑖2, … , 𝑣𝑎𝑟𝑦𝑖𝑘(∆𝑡, 𝑣𝑖𝑘), … , 𝑣𝑖𝐾𝑖) ≈ 𝑉𝑎𝑟𝑦𝑖𝑎𝑝𝑝𝑟𝑜(∆𝑡, 𝑌𝑖  ) = 𝑌�̃� 
Notation: 𝑱𝑶𝑩𝒊𝒂𝒑𝒑𝒓𝒐(𝒗𝒊𝟏, 𝒗𝒊𝟐, … , 𝒗𝒂𝒓𝒚𝒊𝒌(∆𝒕, 𝒗𝒊𝒌), … 𝒗𝒊𝑲𝒊) 
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3.2. Pre-Analysis 

The first step of the process of the reproducibility analysis is to create the 
descriptor space of all the jobs belonging to the given scientific workflow. The 
descriptors and their decay parameters can originate from three different sources: 
from the users, from the provenance database and it can be automatically 
generated by the SWfMS. [1] 

Analyzing the decay parameters of the descriptors we have separated those, which 
can influence the reproducibility of the workflow in other words which have non-
zero decay parameters. Four groups have been created: 

1. With the help of additional resources or tools this dependency of execution 
can be eliminated. For example, in case of random generated values we are 
going to implement an operating system level tool, which captures the return 
value of the random generator, and stores it in the provenance database (see 
subsection 3.4) 

2. With the help of approximation tools the value of the descriptor can be 
evaluated or even replaced. (see subsection 3.3) 

3. A time interval can be given during which the descriptor is available by a 
given probability p. 

4. There is no method to make the workflow reproducible. 

3.3. Evaluation 

In this subsection we investigate the case when one decay parameter of the job's 
descriptors is changing in time. 

In case of the presented methods we assume two essential conditions: 

1. The availability of the whole descriptor’s space of the job in a given SWf, 
which means all the necessary information to reproduce the job. 

2. The availability of a provenance database which contains the provenance 
information about the previous executions of a given SWf. For example, 
descriptor values, partial and final results of the jobs etc. 

Based on provenance database a sample set can be defined which contains 
provenance data originated from s (where s is a natural number) previous 
executions: 

𝑆 = {  
  𝐽𝑖(𝑡0, 𝑣𝑖10 , 𝑣𝑖20 , … , 𝑣𝑖𝐾𝑖0 ) = 𝑌𝑖0𝐽𝑖(𝑡0, 𝑣𝑖11 , 𝑣𝑖21 , … , 𝑣𝑖𝐾𝑖1 ) = 𝑌𝑖1…𝐽𝑖(𝑡0, 𝑣𝑖1𝑠−1, 𝑣𝑖2𝑠−1, … , 𝑣𝑖𝐾𝑖𝑠−1) = 𝑌𝑖𝑠−1}  

  
 (1) 
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If a vij (i = 1 … N; j = 1 … Ki) descriptor's value is not changing in time its decay 
parameter is 0, thus, in the sample set the given elements are equals: 

vij
0
 = vij

1
= … = vij

s-1
 

Assuming that only one descriptor value is changing in time the sample set related 
to the job Ji can be written in a simpler form: 𝑆 = {(𝑡0, 𝑣𝑖𝑗0 , 𝑌𝑖0), (𝑡0, 𝑣𝑖𝑗1 , 𝑌𝑖1), … , (𝑡0, 𝑣𝑖𝑗𝑠−1, 𝑌𝑖𝑠−1)} (2) 

Based on the sample set S = i the correlation can be investigated between the 
variables vij

k
 an Yi

k  ( k =1, 2, … , s-1) with the? help of the following expression: 𝑐𝑜𝑟𝑟(𝑣, 𝑌) = ∑ (𝑣𝑖𝑗𝑘−𝑣𝑖�̃�)(𝑌𝑖𝑘−𝑌�̃�)𝑠−1𝑘=0√∑ (𝑣𝑖𝑗𝑘−𝑣𝑖�̃�)2𝑠−1𝑘=0 ∑ (𝑌𝑖𝑘−𝑌�̃�)2𝑆−1𝑘=0 , (3) 

where 𝑌�̃� and 𝑣𝑖�̃� are the empirical (sample) mean of the adequate variables. 

In addition, based on provenance data we can determine the coverage of a given 
descriptor, which contains every job influenced by this descriptor. We can 
compute the correlation matrix of the vi,j descriptor and the results of all the 
successors of the job Ji. 

   

 , , , 1 ,

1 , 1 1 1
1 1

, 1

( , ) ( , ) ... ,

( , ) ( , ) ( , )

( , ) ( , ) ( , )

i j i j i j i j p

i j p
p p

p i j p p p

cor v v cor v Y cor v Y

cor Y v cor Y Y cor Y Y

cor Y v cor Y Y cor Y Y

  

 
 
   
 
 
 

R

 (4) 

where 𝑌1, 𝑌2… , 𝑌𝑝 is the results of the successors of job Ji. . The R matrix is 

symmetric and the values in the diagonal are 1. 

The coverage of the given descriptor can be determined based on the first row of 
the correlation matrix. The non-zero values, which are close to 1 can show which 
Ji, i = 1, 2, …, p belong to the coverage zone. 

Concerning to the value of the expression (3) we can differentiate two cases: 

1. The result is close to 1, which means that the two variables are bounded? up 
with each other thus the result Yi. can be evaluated by applying some 
approximation. For example, the linear regression consequently, the result Yi. 
can be written as a linear combination of the changing descriptor. 𝑌𝑖 = 𝛽0 + 𝛽1𝑣𝑖𝑗  (5) 

 where the β0 and β1 are the linear coefficients. 

In this way, 𝑌𝑖𝑡 = 𝛽0 + 𝛽1𝑣𝑎𝑟𝑦𝑖𝑗(𝑡, 𝑣𝑖𝑗), where t is arbitrary. 

If the result of (3) is closer to 0.5 then to 1, nonlinear regression or other 
curve fitting method can be used. 
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Storing the approximation and the final results in the repository makes it 
possible that during the re-execution of a workflow, the non-reproducible job 
can be replaced by these approximated or simulated results. 

we call The scientific workflows associated to this group reproducible by 
substitution or approximately reproducible scientific workflows. 

2. The result of the correlation coefficient is close to 0, which means that the 
descriptor vij does not influence the result Yi. In this case, the analysis has to 
be continued and the correlations between the results of the successor jobs 
have to be investigated. 

3.4. Random Based Dependency 

Many jobs use applications and computations which are based on random 
generated values (RGV). For example, the image processing applications, the 
different simulators and workflows which simulate some physical or chemical 
phenomena or even cryptographic algorithms. In this case, during the execution a 
system call is performed which returns a random generated value but this result is 
stored only in the memory. Consequently, provenance information does not get 
into the provenance database. We have designed a tool which operates at the 
operating system level and it captures the return values of the system call. Next, it 
stores the given value in the provenance database or on a predefined location. 
With the help of this tool the random RGVs can be stored together with the 
workflow in a repository. In/on? occasion of a later re-execution, the SWfMS uses 
the originally stored value instead of the newly generated random value. 

4 The Process of Reproducibility-Analysis 

Based on the decay-parameter (DP) the pre-analyzer performs a classification of 
the jobs of the given SWf. Depending on the classification, the job can be 
executed in three ways: 

1. Standard execution, if all the decay parameters are zero. 

2. Replacing the execution with evaluation, if there are changing descriptor 
values or the availabilities are defined by a probability distribution function 
(PDF). 

3. Execution with random value capture (RVC) tool, if the execution of the job 
is based on random generated value. 

In all cases updating the Provenance Database (PDB) is performed occasionally 
by extra provenance information (for example a random value). 
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Based on the PDB the post-analyzer creates a sample set. The evaluator module 
computes the evaluated output of the given job. Figure 2 shows the flow-chart 
about the process and Figure 3 presents the block-diagram. 

 

Figure 2 

The flow-chart of the process of the reproducibility analysis 
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Figure 3 

The block-diagram of the system of the reproducibility analysis 

5 Results and Implementation 

Since this investigation is based on the descriptor-space and the descriptor-space 
is based on the provenance database, the first step toward the implementation of 
an evaluating tool is the implementation of a provenance framework. The 
implementation of a Provenance manager (PROV-man) framework is already 
finished. It provides functionalities to create and manipulate provenance data in a 
consistent manner and ensures its permanent storage. It also provides a set of 
interfaces to serialize and export provenance data into various data format, serving 
interoperability [24], [25], [26]. Three main components constitutes the PROV-
man framework: 

 A set of methods to build and manipulate provenance data, while preserving 
full compliance with the PROV specifications 

 A set of interfaces for provenance data sharing and interoperation. These 
interfaces covers serialization to formats of the PROV family of documents 
(e.g. XML, RDF, DC, etc.) and other specifically required format (e.g. 
Graphviz, PDF, JPG, etc.) 

 A relational database that serves as a main repository for storing provenance 
data, reflecting the PROV-man data model 

Additionally, the “rescue” feature and the tool which captures the RGVs and 
stores them in the PDB or in a predefined location are implemented in the WS-
PGRADE/gUSE system. Furthermore, we intend to extend it with an evaluating 
tool in case the job cannot run because of the missing or unavailable inputs. This 
solution makes us able to apply not only the previously stored results but an 
evaluated or a simulated output of a previously executed job. 
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Conclusions 

We analyzed the requirements of the reproducibility and the critical, continuously 
changing or non-deterministic descriptors of the scientific workflows to make 
them reproducible. To formalize the problem, we set up a mathematical model and 
gave definitions of the reproducible jobs and workflows. Based on the model, we 
worked out a reproducibility analysis process which involves three phases. The 
first is a pre-analysis based on the descriptor’s space to determine the reproducible 
parts of the workflow and to classify the jobs according to their decay-parameter.  
The jobs in the different classes are executed in different ways. In the post-
analysis phase, assuming that provenance data is available about the previous 
executions a sample set is created and the determination of the evaluating 
algorithm is performed. This information is stored together with the workflow in 
the repository or in the provenance database. On occasion of a re-execution of the 
workflow and in case of a non-reproducible job, instead  of the standard execution 
we evaluate the outputs based on the stored sample set and on the evaluating 
parameters. 

The presented framework is theoretical in the sense that the time is limitless. If the 
probability distribution function of the availability referring to a descriptor is 
given or can be estimated based on provenance, the limit of the function as time 
approaches infinity is 1, and the time – during the descriptor is available – can be 
determined, theoretically. If an estimating method can be determined for a 
changing descriptor, it is also “time-limitless” and the method can be applied at 
any time, maybe if the appropriate resources is out of time. However, the 
experience actually shows, that the technological development can be prevent the 
re-execution and can shorter the theoretical time given by our analysis. 

In addition, we particularly have dealt with the job executions based on random 
generated values and we have developed a mechanism which is able to capture the 
return values of the system calls and to store it for a later re-execution. 

In our future work, we would like to develop other tools to be able to handle more 
special dependencies of the workflow execution. Also we intend to explore other 
procedures to find a more general solution for the evaluating problems when many 
descriptors’ values change, simultaneously. Furthermore, we plan to implement 
our methods and tools within the gUSE framework. 
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