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Abstract: The paper presents a general selection procedure for an axial bearing of a 

slewing platform drive in hydraulic excavators based on the spectrum of equivalent bearing 

loads. A mathematical model of an excavator, with a backhoe and a shovel attachment, is 

defined to determine the spectrum of bearing loads on the basis of possible digging 

resistances specified in the entire working range of the excavator. As an example, by using 

the developed software, the size of an axial bearing was selected for a slewing platform 

drive in a hydraulic excavator with the mass of 100,000 kg, according to the spectrums of 

equivalent bearing loads obtained from the analysis of an excavator with a backhoe and 

shovel attachment. 
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1 Introduction 

Hydraulic excavators perform their primary function of digging through a general 
configuration of the kinematic chain which consists of the support and movement 
mechanism L1, Figure 1b,c, slewing platform L2, and changeable multi-member 
manipulators Lm, which can be equipped with numerous tools in the form of 
buckets, claws, grapples, tillers, hammers, hooks, shown in Figure 1a. For digging 
operations below the ground level, the toward oneself technology (in relation to 
the excavator operator) is employed and a backhoe attachment is used, shown in 
Figure 1b. For digging operations above the ground level the away from oneself 
technology and a shovel attachment are used, shown in Figure 1c. Hydraulic 
excavators perform spatial manipulation using the slewing platform L2, Figure 
1b,c, which is attached to the support and movement mechanism L1 by way of a 
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rotary joint, of the fifth class, in the form of an axial bearing. The slewing drive 
mechanism of the platform consists of a hydraulic motor 1 as shown in Figure 1d, 
a reducer 2 coupled over an output gear 2.1 with a ring gear of an axial bearing 
3.1. By rule, an axial bearing 3 in Figure 1d consists of an inner ring gear 3.1, 
which is bolted to the support and movement mechanism L1, and a toothless outer 
ring 3.2, which is bolted to the slewing platform L2. Rolling elements (balls, 
rollers) are positioned between the rings in one or more races. The synthesis of the 
complete drive mechanism of a hydraulic excavator slewing platform is performed 
by the following procedure: a) selection of the concept drive solution, b) selection 
of the axial bearing, c) definition of attachment elements and elements of the 
support structure to which the bearing is attached, d) selection of the hydraulic 
motor and slewing drive reducer. 

 

Figure 1 

Hydraulic excavators: a) working tools, b) with backhoe attachment  

c) with shovel attachment, d) drive mechanism of a hydraulic excavator slewing platform 

In the design of the basic excavator systems, research were conducted into: a) 
analytical modelling and experimental determination of load during the digging 
process [1] and [2], b) development of mathematical models for kinematic and 
dynamic excavator analysis [3] and [4], c) development of drive mechanisms and 
control systems [5] and [6], and d) definition of indicators for analysis and 
evaluation of excavator digging efficiency [7]. Research into slewing drive 
mechanisms of excavator platforms deal with: a) loads of axial bearing rolling 
elements [8] to [10], b) analysis of axial bearing loads in excavators with 
excavating manipulators [11], and c) regulation of angular velocity of a slewing 
platform [12] to [14]. This paper provides a selection procedure for the size of an 
axial bearing of a slewing platform drive in hydraulic excavators with a backhoe 
and a shovel attachment, based on the spectrum of equivalent bearing loads. 
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2 Mathematical Model of the Excavator 

The mathematical model of the excavator comprises the model of the kinematic 
chain and the mathematical models of excavator drive mechanisms. The 
mathematical model encompasses a five-member configuration of the excavator 
kinematic chain comprising: support and movement mechanism L1 in Figure 2, 
slewing platform L2, and a three-member planar attachment with: boom L3, stick 
L4 and bucket L5. The space of the excavator model is determined with an absolute 
coordinate system OXYZ and unit vectors. The excavator support surface lies in 
the horizontal plane OXZ of the absolute coordinate system, while the vertical axis 
OY of the same system overlaps with the axis of the axial bearing of the slewing 
platform drive mechanism. Members of the excavator kinematic chain compose 
kinematic pairs of the fifth class - rotary joints with one degree of freedom. The 
centre of joint O2 of the kinematic pair composed of the support and movement 
mechanism and the slewing platform is the point of perpendicular intersection of 
the vertical axis of the joint through the horizontal plane where the centres of 
rolling elements of the slewing platform drive mechanism axial bearing are 
positioned. The centres of manipulator joints Oi  are points of intersection of the 
horizontal axis of joints through the plans of symmetry of the excavator 
manipulator kinematic chain.The intersection of the bucket cutting edge through 
the plane of manipulator represents the centre of the bucket cutting edge Ow. 

The mathematical model of an excavator with a backhoe attachment is defined in 
the following section. 

Each member of the excavator kinematic chain Li is determined, in its local 
coordinate system Oi xi yi zi, with a set of quantities: 

 iiiii mtseL ,,, 



                                                            (1) 

where: 
ie


 - the unit vector of joint Oi axis which connects member Li to the 

previous member Li-1, is


 - the vector of the position of joint Oi+1 centre which is 

used to connect the chain member Li to the next member Li+1 (vector si magnitude 

represents the kinematic length of the member), 
it


 - the vector of the position of 

the member mass centre, mi - the member mass. Quantities marked with a ‘cap’ 
above the symbol are determined in the local coordinate system of the member. 

The mathematical model of the excavator drive system encompasses the drive 
mechanisms of manipulator boom, stick, and bucket, which have two-way 
hydraulic cylinders c3, c4, and c5 as actuators in Figure 2. Each drive mechanism 
Ci of the excavator manipulator is determined using a set of quantities: 

  5,4,3,,,,,,, 21  inmbaccddC ciciiiikipiii


                                          (2) 
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where: di1,di2 - the diameter of the piston and piston rod of the hydraulic cylinder, 
cip,cik -  the initial and final length of the hydraulic cylinder, where: di1,di2 - the 
diameter of the piston and piston rod of the hydraulic cylinder, cip,cik -  the initial 

and final length of the hydraulic cylinder, 
ii b,a


- the vectors of the position of joint 

centres where the hydraulic cylinder is connected to the kinematic chain members, 
mci - the mass of the hydraulic cylinder, nci - the number of hydraulic cylinders of 
the drive mechanism. 

 

Figure 2 
Determining the load of axial bearing slewing platforms of hydraulic excavator with a) backhoe 

attachment; b) shovel attachment 
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The subset of transmission parameters of the drive mechanism of the bucket C5 is 
determined by the set: 

- the vectors of the position of joint centres where the hydraulic cylinder is 
connected to the kinematic chain members, mci - the mass of the hydraulic 
cylinder, nci - the number of hydraulic cylinders of the drive mechanism. 

The subset of transmission parameters of the drive mechanism of the bucket C5 is 
determined by the set:                                                                  

 7645555555 ,,,,, ccp mmbacaC



 (3) 

where: a5 - the length of the lever of the bucket cylinder in the transmission part of 
the drive mechanism, Figure. 2; c55 - the length of the link in the transmission part 

of the drive mechanism; 
55a


, 45b


- the coordinates, of the position of the centre of 

joints in which transmission levers are connected to the links, mc6 - the mass of 
the link in the transmission part of the drive mechanism, mc7 - the mass of the 
lever of the bucket cylinder in the transmission part of the drive mechanism. 

The assumptions of the mathematical model of the excavator are: 1) the support 
surface and kinematic chain members are modelled using rigid bodies, 2) the first 
joint of the kinematic chain between the movement mechanism surface represents 
a polygon bounded by potential longitudinal x-x, Figure 2 and transverse z-z 
excavator rollover lines. Inside the polygon, the first joint has the shape of a 
translatory - sliding joint, while on the edges of the polygon it has the shape of 
rotary joints O11,O12, whose axes represent potential excavator rollover lines, 3)  
during the manipulation task the work of the excavator is stable, i.e. there are no 
potential movements in the first joint, 4) during the digging operation the 
kinematic chain of the excavator has an open configuration subjected to: a) 
gravitational forces (weights) of: kinematic chain members, members of the drive 
system and material scooped by the bucket and b) digging resistance W in the 
centre of the bucket cutting edge Ow, the position of the hydraulic cylinders mass 
centres is in the middle of the current length of hydraulic cylinders, 5) masses of 
joint elements belong to the members of the manipulator kinematic chain, 6) the 
influence of friction is neglected in the kinematic chain joints and drive 
mechanism joints. The digging resistance vector is determined with the equation: 

kWjWiWW bwrwr


  sincos  (4) 

where: Wr - the digging resistance which acts in the plane of the manipulator, Wb - 
the lateral digging resistance, φw - the angle of the direction in which the digging 
resistance Wr acts in relation to the horizontal OXZ plane of the absolute 
coordinate system. The direction in which the digging resistance Wr acts in 
relation to the horizontal OXZ plane of the absolute coordinate system is 
determined with the angle: 



V. D. Jovanović et al.  
 Selection Procedure for an Axial Bearing of a Slewing Platform Drive in Hydraulic Excavators 

 – 10 – 

543iw

i

3

ii ,,   (5) 

where: θi (i=3,4,5) - the angle of the relative position of member Li in relation to 
the previous member Li-1 upon the rotation around the axis of joint Oi  by changing 
the length ci of the drive mechanism hydraulic cylinder, θw - the angle of the 
direction in which the digging resistance acts in relation to the positive O5x5 axis 
of the local coordinate system of the bucket L5. 

The magnitude of the digging resistance Wr vector, for a particular direction of 
action, is defined by the equation [15]: 

 5431 ,,,,min WWWWWW or   (6) 

where: Wo - the highest boundary digging resistance determined from the 
excavator non-sliding conditions in the plane of the support surface, W1 - the 
highest boundary digging resistance determined from the given excavator stability 
conditions for potential rollover lines, W3, W4 ,W5 - are the highest boundary 
values of the digging resistance which can be overcome by the drive mechanisms 
of manipulator boom, stick, and bucket at the maximum pressure of the excavator 
hydraulic system. 

The unit vector of the digging resistance Wr: 

jiWort wwr


 sincos   (7) 

The boundary digging resistance Wo bounded by the force of adherence of the 
excavator to the support surface is determined from the balance conditions of the 
sliding part of the first joint, i.e. from the condition that the support and movement 
mechanism of the excavator will not slide, during digging, along the support 
surface:       

w

p
o

cos

mg
W




  (8) 

where: m - the total mass of the excavator, μp - the coefficient of adherence of the 
excavator movement mechanism to the support surface.  

Depending on the position of the kinematic chain of the excavator and, the 
boundary digging resistance W1, which is limited by the static stability of the 
excavator, is determined from the balance conditions for one of the rotary joints 
O11,O12, whose axes represent the potential excavator rollover lines, Figure 2: 
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 (9) 

where:  1,0,0e1 


 - the unit vector of the first rotary joint (for the longitudinal x-x 

or transverse z-z excavator rollover line), Mo11, Mo12 - the gravitational moments 
for potential excavator rollover lines, i.e. rotary joints O11,O12,  wr


- the vector of 

the position of the bucket cutting edge centre,  
1211 r,r


- the vectors of the position 

of the centre of the appropriate first rotary joint O11,O12, yw -the vertical coordinate 
of the bucket top, φ11, φ12 - the angles of the position of vectors  and in relation to 
the horizontal plane OXZ, determined by the equations: 

 

 



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
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arccos

,arccos




 (10) 

Gravitational moments for potential excavator rollover lines, i.e. rotary joints 
O11,O12: 
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 (11) 

where: mk - the mass of the kinematic chain members, mck - the mass of the drive 
mechanism members, 

tkr


 - the vector of the position of the mass centre of 

kinematic chain members, ctkr


- the vector of the position of the mass centre of 

drive mechanism members. 

Boundary digging resistances Wi (i=3,4,5) which can be overcome by the drive 
mechanisms of the manipulator, for the known  and the position of the excavator 
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kinematic chain upon the action of the maximum drive moments Mpi, are 
determined from the balance conditions for the manipulator joints Oi axes, Fig. 2: 

   5,4,3i
eWortrr

MM
W

iriw

ripi
i 




   (12) 

where: Mpi - the maximum drive moments of manipulator mechanisms for both 
directions in which they act (upon piston pushing and piston pulling in the 
hydraulic cylinder), Mri - the moment of gravitational forces of the kinematic 
chain members, members of the excavator drive mechanisms, and the mass of soil 
scooped by the full bucket, for certain axes of joints Oi, ir


 - the vector of the 

position of the joint centre in the excavator kinematic chain,  1,0,0ei 


- the unit 

vector of the joint axes in the manipulator kinematic chain. 

The maximum drive moments of manipulator mechanisms for both directions in 
which they act (upon piston pushing and piston pulling in the hydraulic cylinder): 
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where: 
i  - the angular velocities of the kinematic chain members, rci - the 

transmission function of the drive mechanism which depends on the length of the 
hydraulic cylinder and the vector, i.e. coordinates, of the position of the joint 
centres where hydraulic cylinders are connected to the members of the drive 
mechanism kinematic chain, pm - the maximum duct pressure during the extension 
stroke of the hydraulic cylinder, po - the maximum duct pressure during the 
retraction stroke of the hydraulic cylinder, ηci - the mechanical degree of the 
hydraulic cylinder efficiency. 

The moment of the gravitational forces of the kinematic chain members, members 
of the excavator drive mechanisms, and the mass of soil scooped by the full 
bucket, for certain axes of joints Oi, is determined by the equation: 

   5,4,3,15  iejrrgmMM iitzoiri


 (14) 

where: Moi - the moment of the gravitational forces of the kinematic chain 
members and members of the excavator drive mechanisms for certain axes of 
joints Oi, mz - the mass of the material scooped with the bucket, where it is 
assumed that the centre of the scooped material mass overlaps with the centre of 
the bucket mass. 
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The moment of the gravitational forces of the kinematic chain members and 
members of the excavator drive mechanisms for certain axes of joints Oi, when the 
bucket is empty, is determined by the equation, Figure 2: 

   5,4,3
5
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
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
                             (15) 

where: Moci - the moment of the gravitational forces of the excavator drive 
mechanism members for certain axes of joints Oi (i=3,4,5). 

The moments of the gravitational forces of the excavator drive mechanism 
members for certain axes of joints Oi (i=3, 4, 5) are determined by the following 
equations: 
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where: 
A54A3A r,r,r


- the coordinates of joints where hydraulic cylinders are 

connected to the kinematic chain members, Figure 2. 

Depending on the position of the bucket, the mass of the material scooped by the 
bucket is defined by the expression: 
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   cos
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where: ρz - the density of the material, V - the volume of the bucket. The value of 
the lateral digging resistance Wb, for a particular position of the excavator 
kinematic chain, is defined by the equation: 

o
w

b
x4

Lgm
W 




  (18) 

where: m - the mass of the excavator, L - the length of the continuous tracks 
footprint in Figure 2, µo - the coefficient of the turning resistance of the tracks 
against the excavator support surface, xw - the horizontal coordinate of the bucket 
cutting edge centre. 
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3 Bearing Loads 

The fictive interruption of the kinematic chain of the excavator in the joint О2 of 
the slewing platform L2 and the reduction of all loads, of the removed part, into its 
centre, yield: 

 the resulting force which subjects the axial bearing to loading: 

jgmjmgjmgWF z

7

3i
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 (19) 

 and the resulting moment which subjects the axial bearing to loading: 
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where: 2r


- the vector of the position of the joint centre (axial bearing) O2.  

Components of force F2 of joint O2 along the coordinate axes: 

kFFjFFiFF 2z22y22x2


  , ,  (21) 

Components of moment M2 of joint O2 along the coordinate axes: 

kMMjMMiMM 2z22y22x2


 ,  (22) 

Components of axial bearing loads of the excavator slewing platform are: 

 axial force: 

y2a2 FF   (23) 

 radial force: 

  5,02
z2

2
x2r2 FFF   (24) 

 and moment: 

  502
z2

2
x2r2 MMM

,
  (25) 

Moment M2r, whose vector lies in the horizontal plane, subjects the axial bearing 
to loading, while moment M2y, whose vector direction matches the bearing axis, 
balances the drive moment of the platform rotation mechanism. The size of the 
bearing is selected on the basis of the determined equivalent spectrum of bearing 
loads and diagrams of bearing loading capacity (curves I, II, III, IV and V, Fig. 4), 
which are provided by the specialized bearing manufacturers [16]. 
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The equivalent spectrum of bearing loads consists of an equivalent force and an 
equivalent bearing load moment determined by the equations for:  

 equivalent force Fe: 

  sr2a2e fFbFaF   (26) 

 and equivalent moment Me: 

r2se MfM   (27)                                   

where: a - the factor of the axial force influence, b - the factor of the radial force 
influence, fs - the factor of the bearing working conditions. Values of factors a,b,fs 

are provided by the bearing manufacturers depending on the type of bearing 
(single-row, multi-row, ball, roller), type and size of machines and their working 
conditions. 

4 Selection of Bearings 

For a reliable selection of an axial bearing of a slewing platform in a hydraulic 
excavator, of a certain size, it is necessary to determined the spectra of bearing 
loads for all possible configurations of kinematic chains that the excavator is 
equipped with. These possible configurations of kinematic chains differ from the 
variants of support and movement mechanisms, then the variants of manipulator 
members, and the tools which the excavator uses. Furthermore, it is also necessary 
to determine the spectrum of bearing loads for the same configuration of the 
excavator kinematic chain in as many positions of the entire working range of the 
excavator as possible, having in mind that each position of the kinematic chain 
carries the possibility of the action of the digging resistance in various directions 
depending on the excavator working conditions. To satisfy all of the above 
requirements, on the basis of the previously given calculation procedure, a 
computer programme was developed to determine the loading spectrum and select 
the axial bearing of the platform rotation drive in hydraulic excavators. 

During the analysis the following is set at the programme input: Li - parameters of 
the members of the excavator kinematic chains, Ci - parameters of the drive 
mechanisms of the excavator manipulator, pm - the maximum pressure of the 
hydraulic static system of the excavator, po - the pressure in the retraction duct of 
the hydraulic static system of the excavator, N3 - the desired number of the 
manipulator boom positions in its range of movement, N4 - the desired number of 
the stick positions in its range of movement for a certain position of the 
manipulator boom, N5 - the desired number of the bucket positions in its range of 
movement for a certain position of the manipulator stick, Nw - the desired number 
of changes in the angle θw of the directions in which the digging resistance acts for 
a certain position of the bucket, θwp - the initial angle of the direction in which the 
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digging resistance acts, θwk - the final angle of the direction in which the digging 
resistance acts, ρz - the density of the scooped material, Vz - the volume of the 
bucket, μp - the coefficient of adherence, a - the factor of the influence of the axial 
bearing force, b - the factor of the influence of the radial bearing force, fs - the 
factor of the bearing working conditions. 

Based on the input values, and through the cyclic change of the given numbers   
Nw , N5 , N4 and N3, Figure 3, the programme determines: a) geometric values (θi ,   

ri , rti , rw) which define the position of the joint centres and mass centres of the 
excavator kinematic chain, b) loading moments (Moi ,Mri) and drive moment (Mpi) 
of drive mechanisms, c) boundary digging resistances (Wo,W1,W3,W4,W5), for the 
entire working range of the excavator, d) components of axial bearing loads (F2a, 

F2r, M2r), and e) equivalent axial bearing loads (Fe, Me).  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3 

Algorithm of the programme for the analysis of axial bearing loads of a slewing platform drive in 

hydraulic excavators 

Li, Ci, pm,po, N3 , N4 , N5 , Nw, θwp 

,θwk , ρz ,Vz, μp 

Motion of hydraulic cylinder: 
Δci=(cik - c3p)/(Ni - 1)    i=3,4,5 

Geometric quantities: θi , ri , rti ,  rw , φw 

Drive moments and resistance moments:  
Mpi , Moi , Мri 

Boundary digging resistance: Wo,W1,W3,W4,W5 

Total digging resistance W 

n3=1,N3 

Length of boom mechanism hydraulic 
cylinder  c3=c3p+Δc3(n3-1) 

 

n4=1,N4 

Length of stick mechanism hydraulic cylinder  
c4=c4p+Δc4(n4-1) 

) 

n5=1,N5 

Length of bucket mechanism hydraulic 
cylinder  c5=c5p+Δc5(n5-1) 

) 

nw=1,Nw 

Angle of direction of resistance action  
 θw=θwp+Δθw(nw-1) 

) 

Axial bearing load components:  
F2a, F2r, M2r 

Equivalent axial bearing loads:  
Fe, Me 
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The programme output yields a spectrum of bearing loads for the entire working 
range of the excavator which consists of equivalent bearing loads for each position 
of the excavator kinematic chain and for each given direction in which the digging 
resistance acts. By comparing the spectrum of the equivalent bearing loads 
obtained through analysis with the permitted bearing loads provided in the bearing 
loading capacity diagrams, the reliably necessary size of the bearing is selected. 

5 Results and Discussion 

By using the developed software, the analysis was conducted for the axial bearing 
load of a slewing platform drive in a hydraulic excavator with the mass of 100000 
kg and the power of 400 kW with a backhoe and a shovel attachment. 

The kinematic chain of the selected size of the excavator with a backhoe 
attachment can be equipped with: three different support and movement 
mechanisms L1,   Figure 2, three booms L3 and four sticks L4 of various lengths, 
and twelve backhoe attachments L5 of various volumes for the digging of 
materials of different characteristics in different working conditions 

The kinematic chain of the selected size of the excvator with a shovel attachment 
can be equipped with two different support and movement mechanisms L1 and six 
shovel attachments L5 of various volumes. As an example, the spectrum of axial 
bearing load of a slewing platform drive was determined for two possible variants 

A1 and A2 of the kinematic chain of the excavator with a backhoe attachment and 
for two possible variants B1 and B2 of the kinematic chain of the excavator with a 
shovel attachment. 

Variant A1 consists of a support and movement mechanism with the footprint 
length of L=4.64 m, Figure 2, track distance of B=3.6 m, boom with the length of 
s3=7.2 m, stick with the length of s4=2.9 m, and a backhoe attachment with the 
volume of V= 4.8 m3 for the digging of a material with the density of ρz = 2200 
kg/m3. 

Variant A2 consists of a support and movement mechanism with the footprint 
length of L=5.035 m, track distance of B=3.6 m, boom with the length of s3=10.5 
m, stick with the length of s4=5.8 m, and a backhoe attachment with the volume of 
V= 2.0 m3 for the digging of a material with the density of ρz = 1800 kg/m3. 

Variant B1 consists of a support and movement mechanism with the footprint 
length of L=4.64 m, track distance of B=3.6 m, boom with the length of s3=4.65 
m, stick with the length of s4=3.4 m, and a shovel attachment with the volume of 
V= 4.4 m3 for the digging of a material with the density of ρz = 2200 kg/m3.  

Variant B2 consists of a support and movement mechanism with the footprint 
length of L=5.035 m, track distance of B=3.6 m, boom with the length of s3=4.65 
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m, stick with the length of s4=3.4 m, and a shovel attachment with the volume of 
V= 6.5 m3  for the digging of a material with the density of ρz = 1650 kg/m3. 

The input file of the programme contains the parameters shown in Table 1 which 
are the same for all variants A1, A2, B1, and B2 of the kinematic chain of the 
excavator. 

Table 1 

Values of the input parameters of the programme 

Parameters pm po N3 N4 N5 Nw μp a b fs 

Values 
32 

MPa 
1.2 

MPa 
30 20 10 10 0.85 1 2.05 1.45 

The determination of the spectrum of bearing loads of variants A1 and A2 
includes the range of the change in the acting angle of a possible digging 
resistance between Ɵwp=30o and Ɵwk=150o. The determination of the spectrum of 
bearing loads of variants B1 and B2 includes the range of the change in the acting 
angle of a possible digging resistance between Ɵwp=200o and Ɵwk=300o . 

On the basis of the set input parameters, using the developed programme, the 
spectrum of axial bearing loads was determined for the slewing platform drive for 
variants A1,A2, B1 and B2 of the excavator kinematic chain. The programme 
output provided, among other things, the equivalent force and the equivalent 
bearing load moment for variants A1,A2, B1 and B2 of the excavator kinematic 
chain, determined for 6000 (N3xN4xN5) positions in the entire working range and 
in each position for 10 different directions in which potential digging resistances 
could act.  

The obtained values of the equivalent forces and moments are shown in the form 
of a diagram shown in Figure 4, Figure 5 as a spectrum of bearing loads for the 
longitudinal (x-x) and transverse (z-z) potential rollover lines for variants A1,A2, 
B1 and B2 of the excavator kinematic chain. All of the diagrams of the spectra of 
axial bearing loads for variants A1, A2, B1 and B2 of the excavator kinematic 
chain show diagrams of the permitted loading capacity of the five same bearing 
which differ in size are shown in Figure 4, curves I, II, III, IV, V) [16]. The 
diagram of the permitted loading capacity represents the dependency of the 
allowed axial bearing moment and force. The slewing platform drive corresponds 
to that size of the bearing whose permitted loading capacity is closest yet larger 
than the potential values of the spectrum of the equivalent bearing loads. 

For example, by comparing the spectra of the equivalent bearing loads for variant 
A1 of the excavator kinematic chain with the loading capacity diagrams it can be 
noticed that the potential longitudinal rollover line (x-x), Figure 4a corresponds to 
the bearing size V, while for variant A2 the transverse rollover line (z-z), Figure 
4b corresponds to the bearing size II.  
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As far as variant B1 of the excavator kinematic chain is concerned, the potential 
longitudinal rollover line (x-x), Figure 5c, corresponds to the bearing size IV, 
while for variant B2 the transverse rollover line (z-z), Figure 5d, corresponds to 
the bearing size II.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4 

 Spectrums of axial bearing load of a slewing platform drive of hydraulic excavators: a)  variant A1 - 
longitudinal rollover line x-x, b) variant A2 - transverse rollover line z-z 
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Figure 5 

 Spectrums of axial bearing load of a slewing platform drive of hydraulic excavators: c) variant  B1 - 
longitudinal rollover line  x-x, d) variant B2 - transverse rollover line z-z 
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Finally, on the basis of the obtained loading spectra and diagrams of  permitted 
bearing loading (Figs. 4, 5), the analyzed excavator variants A1, A2 and B1, B2 
correspond to the bearing size V which belongs to the KD 800 series of single-row 
roller slewing bearings with internal toothing manufactured by Rothe Erde [16]. 

Conclusions 

The synthesis procedure for the slewing platform drive of hydraulic excavators 
should, among other things, provide for the selection of the axial bearing size. It is 
characteristic for all sizes of hydraulic excavators that the same model of 
excavator can have different configurations of kinematic chains equipped with 
various working tools. Furthermore, an excavator with the same configuration of 
the kinematic chain has a number of different positions and working conditions 
during its operation in its working range. For these reasons, this paper defines a 
mathematical model upon which software was developed that enables a 
comprehensive analysis of equivalent axial bearing loads of an excavator slewing 
platform which allow for a reliable selection of the bearing size. The 
comprehensive analysis using the developed software includes the determination 
of the spectra of equivalent axial bearing loads for a slewing platform in each 
possible configuration of the excavator kinematic chain for a desired number of 
working positions in the entire working range and in every position for a desired 
number of different working manners and conditions. 
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Abstract: Water temperature control of biomass-fired boilers represents a process with 

extreme delay which makes it quite difficult to stabilize it using conventional PID controller 

tuned according to commonly used PID tuning rules. It is proposed here to use a controller 

based on Varela-Countinho second generation immune network which was shown to have 

very good anti-delay capabilities. Since there are currently no tuning rules for this type of 

controller, simulated annealing algorithm is used for optimizing the set of controller 

parameters to achieve good performance according to IAE criterion. The resulting 

controller is shown to offer stable performance even for such a long time-delay which is 

also robust for up to 30% variations in system time constant compared to a nominal case. 

Keywords: B-cells; antibody; temperature; optimization; controller 

1 Introduction 

An effective control of biomass combustion and biomass-fired boilers in general 
in regard to meeting ever stricter requirements on emission levels remains a 
challenging task [1], [2], [3]. In works [2] and [3] the aspects of biomass-fired 
boiler operation in terms of carbon monoxide and oxygen concentration 
relationship are analyzed. Despite the complexities of processes associated with 
biomass combustion, the commonest controller type applied to this task is still a 
conventional PID controller [4], [5], [6]. In work [5] the ways of improving the 
performance of current control techniques are inspected while in [6] Smith 
predictor is applied to compensate for the performance deterioration due to long 
time delay of a boiler. The prevalence of PID control can almost certainly be 
attributed not that much to PID’s satisfying performance in that task but more 
probably to its ease of use, multitudes of tuning rules and good comprehensibility. 
Nevertheless, ambitions for improving the performance of biomass-fired boiler 
control using more advanced techniques are still present, e.g. in works [5], [7], [8]. 
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The works [7] and [8] present a preliminary analysis of possible intelligent 
techniques applied to the control of biomass-fired boilers. In [6] a control design 
model for medium scale biomass-fired boiler was developed. Precisely, this kind 
of plant should be treated as multivariable system with several inputs and several 
outputs that are cross-linked. However, based on the measured data it was shown 
that water temperature control could be treated as single input single output 
(SISO) system with fuel feed as an input variable and water temperature as an 
output variable. An identified time-delay for this system is 480 s (for increasing 
fuel feed), which makes it difficult to be stabilized using standard tuning rules for 
PID controllers. A method of time-delay compensation using Smith predictor (e.g. 
[9]) is proposed – this, however, requires the model to be equivalent to the plant, 
which might not always be fulfiled in practice and this may lead to deterioration 
of controller’s performance. It is therefore proposed to use Varela immune 
controller which was shown [10], [11] to have very good anti-delay capabilities. 
Since there are no tuning rules for this kind of controller and the effect of its 
parameters on controller’s performance is less intuitive than in case of PID 
controller, it is also proposed to optimize its parameters using simulated 
annealing. It is shown that this combination provides a stable and robust 
performance even for a system with such long time-delay. 

2 Used Methods 

2.1 Improved Varela Immune Controller 

Varela immune controller belongs to the group of nonlinear controllers which 
make use of some of natural immune system paradigms. The theory of immune 
controllers was extensively studied by Chinese researchers [10], [11], [12]. Varela 
immune controller is based on the idea of second generation immune networks 
proposed by Varela and Countinho in [13]. This model takes into account the 
interactions between B-cells and antibodies present as free soluble molecules. The 
central idea lies in the relationship between B-cell maturation (only fully mature 
B-cell can produce antibodies) and proliferation probability and cumulative 
receptor occupancy (or sensitivity). This characteristic has the form of two 
mutually shifted bell functions from which the basic fact that B-cells are activated 

only at intermediate receptor occupancy can be observed (Fig. 1). 
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Figure 1 

Probability functions for B-cell maturation and proliferation in relation to network sensitivity 

The dynamics of second generation immune network can be described by two 
differential equations [13], [14]: 
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where k1 – antibody natural death rate, k2 – antibody interaction death rate, k3 – 
antibody production rate by fully matured B-cells, k4 – B-cell proliferation rate, k5 
– B-cell death rate, fi – free soluble antibody with i idiotype, bi – B-cell with i 

idiotype, Meta[i] – additional cells from the resting pool, Mat(i) – maturation 
probability function, Prol(i) – proliferation probability function. The symbol i is 
the sensitivity of network to i idiotype defined as: 
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where mij is affinity between i and j idiotype. 

It is clear from (1) and (2) that the dynamics of free antibodies as well as B-cells 
with specific idiotype are related to the network sensitivity to this idiotype (i.e. 
receptor occupancy). 

It is possible to construct a controller which uses the foundations of second 
generation immune networks on the condition that some special assumptions 
relevant to control theory are made. The theory of second generation immune 
networks describes the activity of immune system in the absence of antigens [10]. 
The adaptation of immune system theory to automatic control, however, uses the 
notion of antigen (as a foreign element that needs to be eliminated) to represent a 
control error. It is therefore necessary to incorporate the effects of antigen 
presence into the immune controller model. According to [15], the rate of antigens 
can be given by the following equation: 

iieiagi afkaka                                                                                 (4) 
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where kag – multiplication rate of antigens, ke – elimination rate of antigens, ai – 
antigen with i idiotype. Moreover, the Meta term in equation (2) might be 
modified in order to account for B-cells supplied from bone marrow modeled by 
constant kbm and B-cells proliferation due to antigen presence modeled by factor 
kbagai. The final model used for constructing Varela controller can be summarized 
as follows: 
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                                                    (5)   

The four equations (5) constitute the biological model of immune network 
dynamics according to Varela-Countinho with addition of antigen dynamics 
equation (first equation in (5)). This biological model has to be transformed into a 
model that would use control variables needed for its function as a controller. The 
interactions in (5) are shown in Fig. 2 (with + sign denoting stimulation effect and 
– sign denoting suppression effect) together with certain analogies between 
biological variables and control variables. 

 

Figure 2 

Interactions in biological model of Varela immune network with inclusion of antigen effect (left) and 

some analogies between biological and control model (right) 

According to [12], two assumptions are made in regard to the implementation of 
Varela controller when compared to its biological model shown in (5) –  

1) Antigen is capable of replication in human body, which is modeled by the first 
term in the first equation of biological model. As was mentioned above, antigen is 
treated as a control error in immune controllers but there is no analogy for its 
replication in control systems and thus it is not considered in the development of 
Varela immune controller. 
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2) Also, in contrast to B cell and antibody concentration, controller effort and 
control error can assume negative values. Maturation and proliferation functions 
were thus modified in the following way: 
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where 1, 2 – negative constants and 2 < 1, and kM, kP – positive constants. 
Also the network sensitivity was replaced with u in maturation function and 
with u in proliferation function. The shape of this function is depicted in Fig.3 for 

normalized values of respective variables. 

 

Figure 3 

Maturation and proliferation function in Varela immune controller 

Using the abovementioned assumptions and analogies shown in Fig. 2 we may 
rewrite the equations (5) to the following form: 
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where in the first equation the self-replication term of antigen (now control error) 
has been removed and the term (k1 + k2) has been replaced with kf. It can also be 
seen that the antibody concentration f has been preserved also in Varela immune 
controller model as there is no analogy for this variable in controller design 
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(actually f is one of the three state variables of Varela controller, other two being u 
and du/dt). In order to implement a practical controller, it was proposed in [11] to 
further modify equations in (7) by taking time derivative of the last equation, 
neglecting the second term in derivative of ))(()( 4 tuProlktu  and substituting the 

control error rate equation into this equation to get: 
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where kI  = kekbAg. This is the final model of Varela immune controller used for 
experimentation. 

2.2 Simulated Annealing 

Simulated annealing is an optimization technique based on the idea of annealing 
process in metalurgy. This process is described as a way of obtaining low energy 
state of a solid in heat bath [16]. First a solid is heated to a high temperature at 
which the atoms in lattice are arranged randomly and then it is cooled in a 
controlled manner so that a regular crystal lattice is formed – this state 
corresponds to a state with minimal energy. If the temperature is decreased to 
quickly, a state with higher than minimal energy (corresponding to a 
polycrystalline structure) is attained. Inventors of simulated annealing algorithm 
used an analogy of this process for optimization technique where the state of a 
solid corresponds to a problem solution, energy associated with a current state 
corresponds to a fitness function value and the temperature represents a control 
parameter. The points within the vicinity of current solution are generated using 
the following function [17]: 
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where Xc – n-dimensional current point vector, Tc – current temperature vector, 
y(x) – pseudorandom generator function, x – a number taken from the default 

random stream and 
2

. - 2-norm. In this implementation, the perturbation of 

current solution depends on current temperature (represented as a vector, i.e. can 
be different for every element of solution vector). The acceptance function decides 
whether the generated solution is accepted or not (if the new solution decreases 
the fitness function value it is certainly accepted while if it increases the fitness 
function value it can still be accepted with a probability given below): 
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where fn – cost function for a new point, fc – cost function for a current point, P(.) 
– probability function. 

The performance of simulated annealing is strongly dependent on the selection of 
cooling schedule which was chosen to be of exponential type. The schedule could 
be expressed in this form [17]: 

k
cn TT 95.0                                                                                      (11) 

where Tn – new temperature vector, k – annealing parameter vector. The 
implementation of simulated annealing algorithm had also capability of 
reannealing (repeated increase in temperature vector values according to the 
sensitivity of fitness function to the changes in respective parameters) expressed in 
the form of sensitivity function [17]: 
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where S – parameter sensitivity vector, R – parameter range vector, T0 – initial 
temperature vector and max(.) is maximum element in vector. 

2.3 Plant 

The model of plant used for experimentation was based on the identification 
carried out for a biomass-fired boiler in [6]. This boiler was a medium-power unit 
(1 MW) fed by various types of biomass fuels: woodchips, bark, wood waste, 
agricultural plants and straw. From the control point of view it is a process with 
very long time delay owing to the fact that it takes approximately 60 seconds to 
feed the fuel by feeder and some additional time to deliver the fuel by grate into 
the furnace. Thus, the overall time delay was found out to be around 7 to 8 
minutes [6]. The system itself was considered to be of single-input single-output 
type where the input variable was fuel feed [kg.h-1] and the output variable was 
water temperature [oC]. It was found out that the system responses to increase and 
decrease in fuel feed were qualitatively different and therefore two distinct linear 
transfer functions were identified – one for the case when the fuel feed rate was 
positive and other one for the case when it was negative (Fig. 4). These two 
transfer functions (GB+(s) and GB-(s)) had the following form: 
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Figure 4 

Nonlinear plant transfer function represented by two different linear transfer functions for increasing 

and decreasing fuel feed (i.e.input variable) (according to [6]) 

The main disturbances that can be considered for biomass-fired boilers are: 
thermal losses, fluctuations in heat demand and variable fuel capacity. Of these, 
the second one is considered also in the presented model. The fluctuations in heat 
demand will eventually be reflected in the changes of water temperature at the 
output of boiler. 

3 Results and Discussion 

3.1 Problem Description and Initialization 

From the control point of view, the water temperature control system of biomass-
fired boilers is specific especially due to its excessive time-delay which 
significantly obstructs the process of obtaining good performance. As was shown 
in [6], standardly it was difficult to stabilize the plant using the experience-based 
tuning of a controller. Thus, some kind of a controller that could not only stabilize 
the plant but possibly also achieve robust performance for this kind of plant was 
needed. 

In Fig. 5 the block diagram of water temperature control using simulated 
annealing optimized Varela immune controller is shown. The following 
nomenclature is used : w(t) – desired water temperature, e(t) – water temperature 
control error, u(t) – fuel feed (control action), v(t) – heat demand fluctuations 
(disturbance), y(t) – actual water temperature. The control action was upper 
limited with a value of 350 kg.h-1 (represented as saturation block at the controller 
output). According to equation 8, Varela immune controller contains several free 
parameters that affect its performance: 
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kf – combined parameter of antibody death rate (due to natural death of antibodies      
as well as due to their interaction) 

k3 – antibody production rate by mature B-cells 

k4  - B-cell proliferation rate 

k5 – B-cell death rate 

kI – combined parameter of antigen elimination rate and B-cell proliferation rate 
due to antigen presence. 

In addition to these parameters, another three parameters could also be taken into 
account: initial value of antibody concentration (represented as initial setting of 
antibody integrator) and scaling coefficients for proliferation and maturation 
function. These three parameters were not incorporated into optimization and were 
set in advance based on the trial-and-error results. Furthermore, it was found out 
that the best results were obtained when k5 parameter (i.e. B-cell death rate) was 
set to zero. Even though the number of modifiable parameters was thus reduced to 
four, it would have been difficult to achieve optimal settings using manual tuning 
as the interactions between parameters were quite complex. 

 

Figure 5 

Block diagram of water temperature control using Varela immune controller with simulated annealing 

optimization 

To achieve good Varela controller settings (good in the sense of near optimal 
solution to the optimization problem), simulated annealing algorithm was used. 
The fitness function for simulated annealing algorithm was in the form of integral 
absolute error criterion (IAE): 

                                               



n

k

krkS TTKIAE

1

                                         (14) 

where KS – scaling constant set to 0.001, Trk – reference temperature for k-th 
sample [oC], Tk – actual temperature for k-th sample [oC], n – number of samples. 
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Several parameters and functions of the simulated annealing algorithm needed to 
be set before the optimization. The main three functions (generation and 
acceptance functions and temperature schedule) forming the basis of the algorithm 
are expressed in equations (9)-(11). The main control parameters were initial 
temperature, reannealing interval and number of stall generations (stopping 
criterion) which were respectively set to the following values: T0 = 150, R = 100 
it and SG = 2000 it. 

3.2 Optimization and Control Test 

Since the transfer functions representing the system for increasing or decreasing 
fuel feed were quite different, it was necessary to optimize the controller for both 
situations separately (it would have been difficult to obtain satisfactory 
performance with only one set of controller parameter values). Nevertheless, the 
situations for which different gain values should have been used were considered 
easily discernible (increasing or decreasing fuel feed) and were not therefore 
viewed as obstruction to the use of Varela controller. Even when treated 
separately for increasing or decreasing fuel feed, the whole control system had to 
be considered nonlinear due to the Varela controller’s nature causing the system 
performance to be dependent also on excitation signal magnitude. Moreover, in 
order to avoid extreme immune response of the Varela controller it was necessary 
to optimize the performance for several consecutive steps of desired water 
temperature (using only one step would result in very fast yet undesirable 
response due to the controller’s insensitivity to future changes in reference water 
temperature). 

In Fig. 6 the reference temperature step pattern used for optimization is shown. 
This pattern consists of four consecutive steps in reference temperature change 
(denoted as Tr) in the range of 0-8 oC with the time duration of 15000 seconds 
for each step. The same step pattern was used for optimization of both increasing 
and decreasing fuel feed with using transfer functions given in (13). The results of 
both optimization runs are found in Table 1 with the graphs of best and current 
fitness values as a function of iteration count shown in Fig. 7. The results obtained 
using simulated annealing algorithm were improved using a local optimizer (LO). 

An exponential cooling schedule was preferred over logarithmic or linear due to 
being much faster than other two schedules. On the other hand, excessive speed of 
the temperature decrease might be detrimental to optimality of the obtained result. 
It was thus helpful to use reannealing interval after which the temperature was 
increased again so that a probability of accepting worse point was higher (and 
algorithm could jump out of a local minimum). The reannealing points can be 
seen as spikes in current function value on fitness-iteration graphs in Fig. 7. In 
both cases the results could be further improved using Nelder-Mead algorithm. 
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Figure 6 

Reference temperature step pattern used for optimization of Varella controller values 

Table 1 

The results of hybridized SA optimization for increasing and decreasing fuel feed 

 du/dt > 0 du/dt < 0 

SA Iterations 3375 5290 

SA Fitness Value 24.881 10.103 

Optimization Time 6400 9889 

SA Function Evaluations 3401 5335 

LO Iterations 104 80 

LO Fitness Value 21.588 7.971 

LO Function Evaluations 168 133 

As is obvious from Table 1 the results obtained for decreasing fuel feed (i.e. for 
controlling GB-) are much better compared to GB+. This can be naturally attributed 
to GB+ being a fourth-order system (compared to a second order system for GB-) 
with almost three times the time-delay of GB- which resulted in much faster 
responses. 

The optimization started at initial point that was determined based on previous 
trial-and-error experimentation. It was found out that in order to avoid the 
aforementioned “overimmunization” of the controller, it was necessary to use 
rather low values for kf and kI  (for given value of initial antibody concentration). 
The results obtained for both optimization runs are summarized in Table 2. The 
most important differences in resulting values can be observed for kf (combined 
antibody death rate) and k4 (B-cell proliferation rate), implying possible stronger 
correlation of these parameters to the performance related to system order and 
time-delay. 
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Table 2 

Initial and optimized Varela controller parameter values for increasing and decreasing fuel feed 

Bounds 110 7 
fk  110 7 

Ik  1010 3
7 

k  210 4
7 

k  

Initial values 0.001 0.0001 1.5 0.3 

Optimized 
values (du/dt 

> 0) 
4.682x10-4 2.44x10-6 0.023 0.235 

Optimized 
values (du/dt 

< 0) 
8.3x10-3 2.644x10-6 0.034 1.331 

 

Figure 7 

Current and best fitness vs. iteration graphs for both optimization runs (increasing and decreasing fuel 

feed) 

The performance of optimized Varela controller for water temperature control 
(increasing fuel feed) is shown in Fig. 8. The test was again carried out for four 
consecutive temperature steps but this time each with different magnitude 
(changes of 1, 2, 3 and 4 degree Celsius). As can be seen from the figure, Varela 
controller offers stable (even if a bit sluggish) performance with overshoots 
ranging from 10.8 to 13.4% (Table 3). It is notable that the settling times for all 
steps are relatively long (approx. 6900 s for every response) which can be 
attributed to modest responses of Varela controller to large changes in control 
error (caused by its specific interactions between antigen, B-cells and antibodies). 
This might be one of the strongest reasons for its good anti-delay capabilities. 
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Figure 8 

Control test for increasing fuel feed (four consecutive steps in desired temperature with different 

magnitude) 

Table 3 

Results of control test for increasing and decreasing fuel feed with parameters from Table 2 

 du/dt>0 du/dt<0 

Overshoot, MP 
MP1 = 13.1%, MP2 = 13.4% 

MP3 = 12.4%, MP4 = 10.8% 

MP1 = 17%, MP2 = 18.2% 

MP3 = 17.2%, MP4 = 15.3% 

Rise time(0-
100%), tr 

tr1 = 4619, tr2 = 4582 

tr3 = 4665, tr4 = 4815 

tr1 = 1692, tr2 = 1653 

tr3 = 1676, tr4 = 1724 

Settling time (5%), 
ts 

ts1 = 6876, ts2 = 6860 

ts3 = 6903, ts4 = 6955 

ts1 = 2575, ts2 = 2539 

ts3 = 2561, ts4 = 2604 

A similar test was carried out for decreasing fuel feed the results of which are 
shown in Fig. 9 (and also Table 3). In this case, the responses are much faster 
(around 2600 s) due to GB- being of second order and with shorter time delay. 
Overshoots for all the steps ranged from 15.3% to 18.2%, i.e. slightly greater than 
for previous case implying higher concentrations of B-cells (higher fuel feed rates) 
for given control sequence. Due to the integral action of Varela controller in 
response to invading antigen, in all cases the steady-state control error is zero. 
Summarizing the results shown in Table 3, it is readily observable that at 
optimized parameter values and in the range of ±10oC changes the controller 
offers stable performance with only small differences in performance indicator 
values. 
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Figure 9 

Control test for decreasing fuel feed (four consecutive steps in desired temperature with different 

magnitude) 

The controller was also tested for its load rejection capabilities and robustness 
with results shown in Fig. 10 and Fig. 11 respectively. As was mentioned before, a 
disturbance in the form of heat demand fluctuations represented as the drop in 
water temperature was simulated with two steps of 1 oC and 2 oC at t = 5000 s. 
The disturbance cause output to fall to disturbance magnitude with consequent 
correction (rise times for both steps: trv1 = 4641 s and trv2 = 4652). The responses 
settled to a range within ±5% around desired value in tsv1 = 6889 s and tsv2 = 6892 
s respectively, that is in almost the same time. This test was carried out for GB+ 
tranfer function as the disturbance was assumed to cause a drop in water 
temperature which was to be compensated by increase in fuel feed. 

 

Figure 10 

Load rejection test for two step disturbances representing fluctuations in heat demand (and causing the 

drop in water temperature) 



Acta Polytechnica Hungarica Vol. 12, No. 1, 2015 

 – 37 – 

The robustness test was carried out for ±5 oC steps in desired temperature for both 
GB+ and GB-. This value was chosen as a middle value of the considered range of 
temperature changes (±10 oC). The nominal time constants (TGB+ = 200 and TGB- = 
165) were increased three times by 10, 20 and 30% respectively with controller set 
to optimized parameter values for GB+ and GB-. As can be seen in Fig. 11, the 
controller is quite robust to the variations in system time constant as even 30% 
variations did not destabilize the system and only moderately increased overshoot 
(from 12.5% to 18.1% for GB+ and from 16.4% to 24.1%) and slowed the 
response. 

 

Figure 11 

Robustness of Varela controller for up to 30% variation in system time constant for GB+ and GB- 

Conclusion 

In this paper water temperature control for biomass-fired boiler with Varela 
immune controller was proposed. This process is quite difficult to control using 
conventional PID controller due to its excessive time-delay. Varela controller was 
shown to be able to stabilize the process and offered robust performance in terms 
of significant system parameter variations. Despite the fact that the controller was 
tested only in limited range of desired temperature changes, it could be seen that 
the optimized parameter values provided stable performance in spite of 
controller’s nonlinearity. The effect of particular parameters on controller’s 
performance is not as clear as in PID controllers and to achieve at least near-
optimal solution, some (nongradient) optimization method might be needed. Even 
though there is no guarantee for obtaining a global optimum with used method, 
simulated annealing algorithm was capable of finding solution of reasonable 
quality. One of the most striking features of Varella controller performance for 
water temperature control that might be considered for improvement is the speed 
of its response. It will be of interest to find out a way in which its response could 
be made faster without compromising its robust and good anti-delay capabilities 
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whether by using additional technical or biological paradigms. Moreover, 
additional research is needed on the effect of other, nonoptimized parameters 
(initial antibody concentration and maturation and proliferation scaling 
parameters) on the controller’s performance. 
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Stress-Strain Interaction Model of Plasticity 
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Abstract: The article firstly investigates a discrete numerical model of finite interaction 

between successive microstructural bond failures and remaining intact internal bonds in 

materials. Secondly, it reveals the general linear finite continuous cause and effect 

interaction concept. The interaction model is examined numerically, experimentally and 

analytically on an illustrative case of a parallel system of bonds. The general concept is 

applied to the macroscopic stress-strain interaction model of material plasticity. Examples 

of metallic materials are elaborated on reported theoretical and experimental strain data. 

Keywords: yielding; necking; plasticity; tensile test; metals; interaction 

1 Introduction 

This research is motivated by the stance that the curve fitting methods based on 
experimental data about plasticity in engineering of materials often do not have 
appropriate physical foundation and in some cases are not accurate enough for 
practical applications. The methods of thermodynamics, continuum mechanics 
and dislocation physics in materials sciences provide theoretical solutions for 
complicated problems in engineering plasticity. The article advocates that a 
comprehensive, more accurate and straightforward definition of non-linear 
material mechanical properties of plasticity might be of interest in practice, 
particularly for determination of the ultimate strength of engineering structures. 
The plasticity model in this article focuses on internal failures of microstructural 
bonds between discrete material particles rather than on crystallographic defects in 
shape regularities resulting in dislocation of particles. The article investigates the 
suitability of an empirical Cause-and-Effect Interaction concept (CEI) for 
definition of a Stress-and-Strain Interaction (SSI) macrostructural model of 
plasticity definable by propensity to and intensity of interaction. The applications 
of the numerical procedure of the analytic model of the SSI concept are illustrated 
by reported examples of experimental results of plasticity testings. 

mailto:kziha@fsb.hr
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2 The Linear CEI Concept of Plasticity 

The formulations of microstructural processes and applications of 
thermodynamics in material sciences, e.g. [1], and macroscopic continuum 
mechanics are in wide use for modelling of plasticity in engineering problems, e.g. 
[2] [3] [4] [5] [6] [7] [8]. Multilevel theories of irrecoverable deformations, where 
macro-strains are related to the processes occurring on the micro level of material, 
provide relatively simple stress-strain and strain-time formulae [9] [10] [11]. The 
rearrangements of the internal structures within which the particles are being 
collectively dislocated to new positions of internal equilibrium are frequently 
explicated in discrete dislocation physics as interactions, e.g. [12] [13] [14] [15] 
[16]. Simulation methods based on dislocation physics and using finite element 
analysis, e.g. [17] [18] [19], are important but time-consuming numerical tools. 
The linear CEI concept [20] [21] [22] in the article holds the internal failures of 
bonds among discrete particles in materials accountable for the defects on the 
microstructural level. The starting assumption in this model is that the 
macrostructural mechanical properties of materials under loading depend on great 
but finite total number CR of intact internal elastic bonds intrinsic to the basic 
material physical microstructure (Fig. 1). The primary effect E(C) induced by 
successive bond failures C is gradual reduction of strength until yielding of 
overloaded elastic bonds. The primary effect E (weakening, yielding, plasticity) 
under loading is linearly related to the cause C (elastic bond failures) as shown: 

( )E C p C          (1) 

Simultaneously the remaining number of intact elastic bonds (CR-C) preserves the 
residual load-carrying capacity (strength), which is the left-over resistance to 
deformation after C successive bond failures. From the initial assumption of 
linearity between the primal cause and effect (1), it follows that the durability 
R(C) also has to be linearly related to the remaining number of intact bonds: 

( ) ( )RR C r C C          (2) 

The hypothesis of the study is that the weakening E(C) is not just a simple cause-
and-effect relation CE or EC as in (1 and 2) with respect to the cause C but 
rather a more complex cause-and-effect interaction CE. The weakening E(C) 
with respect to the durability R(C) is the consequence of the redistribution of 
internal loads between the numbers of failed C and intact (CR-C) bonds (Table 1). 
The interaction rate expresses how the weakening E(C) (1) reduces the remaining 
durability R(C) (2). That in turn interactively accelerates the primary weakening 
E(C) by the amount of E(I) induced by a secondary cause I(C) due to interaction 
with the cause C (e.g. Fig. 2). Hence, the interaction rate is simply in proportion i 
to the ratio of numbers of failed C and intact (CR-C) bonds as shown next: 

  ( )
( )

( )
R

E C C
E I C i

R C C C
   


      (3) 
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The secondary weakening E(I) (3) by each successive failure of elastic bonds 
results in redistribution of load to remaining intact bonds, that is, the weakening of 
the elastic system of bonds until fracture. However, the overall secondary 
weakening E(I) by each successive failure of elastic bonds accumulates all the 
former effects induced by the interaction between the weakening E(C) and the 
durability of material R(C) that is expressed by the following summation: 

   
1

( ) ( )
RC

C

E I C E I C


        (4) 

The overall plasticity may be viewed as the consequence of the overall weakening 
E(C,I)=E(C)+E(I) resulting from the primary E(C) (1) and secondary E(I) (4) 
weakening (e.g. Table 1, Fig. 2). 

The two parameters p and i=p/r (1-4) represent the propensity to and the intensity 
of interaction between the weakening and the durability of material. The work 
done in weakening E(I) (4) (Fig. 1) is equivalent to the accumulated energy of 
interaction UE(I) attainable by integration of all successive secondary effects of 
failures of elastic bond commonly available from experiments, as shown below: 

   
1

( ) ( )
RC

C

U I C E I C


       (5) 

The exposed CEI concept (1-5) is not in contradiction with the rules in mechanics. 

 

Figure 1 

Internal elastic bond failures till fracture in parallel arrangement of bonds (CR=10) 
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Table 1 

CEI calculation for CR=10 initial intact internal bonds in material 

C E(C) CR-C Redistribution C/(CR-C) E(I) E(C,I) U(I) 

0 0 10 10/10=1+0/10 0,00 0,00 0.00 0.00 

1 1 9 10/9=1+1/9 0,11 0,11 1.11 0.11 

2 2 8 10/8=1+2/8 0,25 0,36 2.36 0.47 

3 3 7 10/7=1+3/7 0,43 0,79 3.79 1.26 

4 4 6 10/6=1+4/6 0,67 1,46 5.46 2.72 

5 5 5 10/5=1+5/5 1,00 2,46 7.46 5.18 

6 6 4 10/4=1+6/4 1,50 3,96 9.96 9.14 

7 7 3 10/3=1+7/3 2,33 16,2

9 
13.29 15.4

38 
8 8 2 10/2=1+8/2 4,00 10,3

9 
18.29 25.7

7 
9 9 1 10/1=1+9/1 9,00 19,3

9 
28.29 45.0

6 
10 10 0 10/0=1+10/0 ∞ ∞ ∞ ∞ 

3 Mathematical Formulation of the CEI Concept 

The direct application of infinitesimal calculus to the massive discrete systems of 
a great but finite number of micro-structural bonds decomposed into linear (1) and 
nonlinear (4) parts E(C,I)=E(C)+E(I) provides the following analytical 
formulation of the general CEI concept (1-5) [20] [21] [22] (Fig. 2) of continuous 
finite systems on the macroscopic level as shown: 
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2 2

d ( , ) 1
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
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d 1

E C I c
p i

C c
  


       (7) 

0

( ) d
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RE C p C C p c           (8) 

 
0

( ) d ln(1 )
c

R

R

C
E I i C i C c c

C C
       

     (9) 

  2 2

0

( ) ( )d / 2 (1 ) ln(1 )
c

RU I E I C i C c c c c                        (10) 
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The relation C(E) can be obtained from (9) by integration of the inverse derivative 
of (7), that is, the rate of change of the cause C with respect to the effect E as: 

 d 1
1/ d ( , ) / d

d ( , ) ( )

C c
E C I C

E C I p c i p


 

 
               (11) 

The interaction intensity parameter is attainable from the equivalence of the 
observable work W(I)=U(I) done on interactions and the interaction energy (10): 

  2 2( ) / / 2 (1 ) ln(1 )Ri W I C c c c c                       (12) 

In the mathematical formulation of the CEI concept (6-11) c=C/CR and e=E/CR are 
the dimensionless cause C and effect E relative to final value CR. 
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Figure 2 

Numeric and analytical example of the CEI concept for CR=10 bonds (Table 1) 
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In terms of the exposed CEI concept, the strain hardening in polycrystalline 
materials under excessive mechanical loadings may be viewed as the consequence 
of overloading of remaining intact bonds after some bonds have failed. The 
resulting load redistribution increases the internal stresses in microstructural grain 
boundaries that intensify the massive propagation of dislocations in material 
followed by observable macroscopic permanent deformations. 

4 Experimental Investigation of the CEI Concept 

The following experiments physically reproduce the CEI concept for CR=10 bonds 
simulated by ten elastic rubber bands bonds in parallel arrangement under constant 
load (Fig. 1). Rubber band bonds of lengths =4 cm, =6 cm and =12 cm are 
investigated in five independent tests each (Fig. 3). 
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Figure 3 

Tension experiments on CR=10 elastic rubber band bonds and CEI analytical results 
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Each experiment consists of measurements of elongations Δ after random one-
by-one removal of rubber bands. The elongations are used to find the propensity p 
and intensity i parameters of the CEI model (6-11). The propensity to interaction p 
is obtained by measurement of the elongation for a single band under the same 
load. The interaction intensity i is determined from the work done in 
stretching/extending of the remaining rubber bands obtained by numerical 
integration of the elongation curves by using the trapezium rule. The experiments 
confirm the relation between the CEI model and the measured values (Fig. 3). 

5 The Appliance of the CEI Concept on the SSI 

Model 

The power rule was proposed earlier for fitting of non-linear    stress-strain 

curves: n

o pK      [23],  / /
n

E K E      [24], n

pK    [25] 

( )n

oK      [26] [27]. The exponential rule was suggested as well 

(1 )m

o sat e
         [28]. The study considers the Stress-Strain Interaction 

(SSI) model of plasticity    apparent on the macrostructural level as the 

manifestation of the interactions between a massive number of failed and intact 
bonds on the microstructural level patterned after the CEI model (1-5). 

The application of the general CEI concept (6-11) to the total plastic strain 

( , ) ( ) ( )
p I I

         composed of the primary linear plastic strain ( )p   

induced by stress   and of the non-linear accumulation of secondary plastic 

strains ( )p I   resulting from the interactions of secondary stresses I  and 

plastic strains ( )p   provides the analytical terms for continuous material 

plasticity as follows: 

22
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p p I p p I R

p s i s s                               (15) 

   2 2 2( , ) ( ) ( ) / 2 / 2 (1 ) ln(1 )
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The interaction intensity can be obtained from the work W(I) done in 
experimentally defined plastic deformations and the theoretical energy in (16) as it 
is shown below: 

   2 2( ) / / 2 (1 ) ln(1 )
R

i W I s s s s                      (17) 

where s=/R in (13-17) is the stress σ relative to its reference value σR. 

The parameters p=1/P and i=1/I in (13-17) represent the propensity to and the 
intensity of plasticity respectively, and can be derived from experimental data. 
Parameters P and I represent the propensity and intensity module of linear and 
non–linear plasticity induced by interaction between stresses and strains. The 
parameters can be obtained directly (17) or numerically using least squares or 
general nonlinear optimization methods. 

The SSI assumption for necking is that the rate of the decrease of stresses induced 
by changes of the sectional geometry due to interaction between the progressing 
strains  and the residual strain capacity R- can be defined analogously to (14): 

d ( , )
'

d 1

n p pI

n

e
M N

e

  



   


                (18) 

The application of the CEI concept    to the decrease in stresses 

( , ) ( ) ( )
n p pI n p n pI

         due to necking consisting of a primary linear 

decrease ( )n p   induced by strain p  and of non-linear accumulation of a 

secondary decrease ( )n pI   resulting from the changes in strains pI  due to 

interactions with ( )n p   provides the expression for necking as follows: 

  ( , ) ( ) ( ) ln(1 )
n n p pI n p n pI R

M e N e e                    (19) 

where e=/R in (18, 19) is the strain ε relative to its asymptotic reference value εR. 

The parameters m=1/M and 1/n N  represent the propensity to and the 

intensity of necking and can be derived from experimental data. Parameters M and 
N represent the propensity and intensity module of necking, respectively. 

6 Examples 

The first example demonstrates the appropriateness of the SSI model with respect 
to tension test results of mild shipbuilding steel (Fig. 4). The propensity to 
yielding p=1/P=1/4000=0.00025 MPa

-1 is obtained by numerical derivation at the 
beginning of the yielding. The work done in plasticization is obtained by 
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numerical integration of the experimental σ- curve using the trapezium rule and 
amounts to U=24.2 MPa. The plasticization intensity (17) is obtained from the 
interaction energy (16) as i=1/I=1/4145=0.000241 MPa

-1. The SSI expression for 
plasticity (15) (Fig. 4) in this example is: 

  ( , ) 150 0,00025 0,000267 ln(1 )
p I

s s s                        (19) 

Ramberg-Osgood power law parameters obtained by the least squares method, 
K=11300 and n=2,36, do not match the stress-strain curves over the whole range 
of the - curve (Fig. 4). The propensity modulus to necking is M=0 MPa. The 
necking intensity modulus is N=760. The SSI expression for necking in this 
example (Fig. 4) is: 

 ( , ) 474 0,15 760 ln(1 )n p pI e e                                     (20) 

The example of mild shipbuilding steel tested in the Laboratory of Experimental 
Mechanics of the Faculty of Mechanical Engineering and Naval Architecture 
shows that the stress-strain curves obtained by the SSI model based on the CEI 
concept fit the whole range of tests results (Fig. 4). 
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Figure 4 

The SSI model of mild shipbuilding steel 

The second example applies the SSI model on three types of unclassified cast 
irons (spheroidal, compacted and flake). The differences between the irons are in 
the influence of graphite morphology on stress-strain curves that harden with 
plastic deformation. The example confirms the smooth elastic-plastic transition 
typical for brittle materials [29] (Fig. 5). 
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Figure 5 
The SSI model of three types of cast irons 

The third example compares the SSI model results with the Crystal Plasticity 
Finite Element (CPFE) [30] numerical study of the polyslip behaviour of single 
aluminium crystals of different initial crystallographic orientations (111, 112, 123, 
100) under tensile loading and with experiments [31] and [32] (Fig. 6). 
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Figure 6 
CPFE simulated and experimentally observed orientation-dependence of the stress-strain of single 

aluminium crystals during tensile loading 

The fourth example compares the SSI model results with experimental results [33] 
and with the CPFE simulation [30] using the assumption of statistically stored 
dislocations (SSDs) and geometrically necessary dislocation (GND) density 
addition [34] for different grain diameters (14, 33 and 220 µm) (Fig. 7). 
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Figure 7 

Stress-strain curves for average grain diameters of 14, 33 and 220 µm 

The fifth example compares the SSI model results with experimental results 
obtained by laser extensometer type W-80 from Fiedler Optoelektronik of stress 
and strain measurements on aluminium specimens in time [35] (Fig. 8). 
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Figure 8 

Stress and strain measurements on aluminium specimens in time 

Conclusions 

The application of the cause-and-effect interaction concept to the time 
independent stress-and-strain interaction model demonstrates in this paper how the 
material yielding and plasticity could be viewed as asymptotical growth processes 
analytically definable as logarithmic function over the whole range of plasticity 
rather than unlimited power growths in some segments of the stress-strain curves. 
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The rapid asymptotic growth of the sensitivity to failures may explain sudden and 
uncertain breaks in continuity of a material’s behaviour under increasing loadings 
due to structural and environmental imperfections and defects in the material. The 
experience of this study indicates that some time-variant material mechanical 
properties such as creeping could be investigated in the future as asymptotically 
propagating processes following the cause-and-effect interaction concept. 

The presented model is governed by two unique properties of a material, which 
are the propensity to and the intensity of interactions, both evident from 
experiments. The initial propensity represents the starting microstructural 
constellation of internal bonds between the constituent particles of a material and 
their consistency normally reflects the initial state of the strength of the material. 
The interaction intensity parameter stands for the average of massive progressions 
of internal bond failures relatable to the overall material durability on the 
macroscopic level. The two interaction parameters are straightforwardly available 
from standard tensile testing of material mechanical properties. For tensile tests 
performed in time the interaction parameters can be calibrated in the time scale. 

The interaction model of material yielding elaborated in the article is not another 
curve-fitting method based on experimental data points but rather an 
implementation of a more general physical concept to investigate the mechanical 
properties of materials. This physical concept uses the equivalence of theoretical 
energy of micro-structural interactions between the failed and intact bonds to the 
experimentally observable stress-strain energy on macro-structural level. The 
general cause-and-effect interaction concept describes a part of trans-temporal 
continuum that relates the past and a future time separated by limitation of 
human’s ability of perceptions beyond the instant of observation. The results in 
this study reveal how the empirical cause-and-effect interaction concept could be a 
rational approach to an alternative understanding of the non-linear material stress-
and-strain interaction model, sufficiently simple and accurate for practical 
engineering problems of non-linear strains, strain hardening, yielding and 
plasticity. 
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Abstract: Different tool geometries have been developed by leading companies in the tool 

industry to different aims of application. The fastest progress can be observed in the 

development of coatings, in spite of this it can be noticed that there are only few coating 

types, but they can be used in a wide range. For users it offers the great advantage to select 

appropriate tool easier. Coating types, developed specially to individual aim of application, 

offer much better solution, compared to the generally used coating types. Platit AG, dealing 

with the development of optimised coating types, has requested our specialised group to 

carry out tests on specialised coating types. Our present study is going to summarise the 

results of the tests, carried out with thread forming tools. 
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1 Characteristics of Thread Forming Operations 

Thread forming operation is a technological alternative to the thread drilling. Due 
to the developed coating types and tool materials, high-performance tools have 
appeared on the market, being able to achieve greater productivity under certain 
conditions: although higher forming speed values can be applied, the tool life has 
a multiple of the value, gained by thread drills [1, 2]. 

Compared to the thread drilling, the thread forming operation has the below listed 
advantages: 

- there is no chip development, causing several problems in case of thread 
drilling during the chip flow from the hole [3], 

- the same geometry can be used to blind and through holes, 

- due to the cold formation there is an increase in the strength of the thread 
(this fact has an increased importance especially in case of threads, 
having small diameter, see Figure 1)[4], 

mailto:tallai.peter@bgk.uni-obuda.hu
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- compared to the thread drilling operation, it is possible to carry out the 
thread forming operation with double forming speed values and at the 
same time with increased tool life, 

- the same clamping device can be used like in case of thread drilling 
(there are no special demands). 

 

Figure 1 

The difference between threads, machined with cutting and forming operation (on the left 

side of the picture: thread, machined with cutting operation) 

As disadvantage we must mention that tool producing companies do not suggest 
to carry out forming operations of plastic materials or materials, having high 
fracture strength (>1400 N/mm2) and low breaking extension (<5%). In case of 
steels, titanium and nickel alloys, having a fracture strength value higher than 
1200 N/mm2, it is recommended to apply emulsion lubrication of 10% instead of 
MQL (minimal quantity of lubrication). In case of thread forming it is necessary to 
make a core hole; however, the size of the necessary hole is different: for example, 
in case of a thread with size M6x1, the diameter of the core hole is 5 mm in case 
of thread drilling, while in case of thread forming it is Ø5.55 mm. Thread forming 
operation is more sensible to the diameter of the core hole and to the shape 
adherence (e.g. roundness error). If the core hole is smaller than the permissible 
size than there will be an increase in the torque demand and a decrease in the tool 
life. Knowing this fact we have to emphasise: a greater attention should be paid to 
the preparatory works in case of thread forming operation. 

2 Aims and Conditions of the Examination Process 

The examinations have been carried out on thread formers, having a size of M6x1 
6HX (HSSE) – the tools have been deposited with 5 different coating types. The 
types and the most important data of the coating types, deposited on the tools, are 
the following: 

- #1 original (deposited by the producing company) TiN-coating, with a 
thickness of 2-4 µm and hardness of 2300 HVM, 

- #2  CrTiN (monolayer) coating with thickness of 2.5 µm (hardness: 38 GPA), 
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- #3  Al0,6 Ti0,4N-coating with thickness of 2.5 µm (hardness: 42 GPa), 

- #4  Al0,5Cr0,5N-coating with thickness of 2.5 µm (hardness: 42 GPa), 

- #5  TiN coating with thickness of 2.5 µm (hardness: 38 GPa). 

The coating types, marked with #2 … #5, have been deposited by the subsidiary of 
Platit AG (Pivot s.r.o., Sumperk, Czech Republic) on bright, high-speed steel 
tools. Having studied the tool catalogue of the company, selling thread forming 
tools, this tool structure is recommended to constructional and carbon steels, 
alloyed and unalloyed aluminium and to unalloyed yellow brass. The allowable 
range of forming speed values is 12-25 m/min. The hole, to be formed, may be 
either through (> 1.5xd) or blind hole (> 2.5xd). 

With the execution of the examinations we wished to find answer to the following 
questions: 

- Where and what kind of wear types do develop on the forming tools? How is the 
deterioration of the tool affected by the coating type? 

- How is the behaviour of the forming tools affected by different forming speed 
values? 

- Which from the coating types will be the optimal solution under the test 
conditions, applied by us? 

- What kind of behaviour can be observed in case of thread forming operation of 
materials, having high fracture strength and in case of MQL?  

- In what way can the deterioration process of the forming tools be followed best? 

- What kind of changes can be observed in the torque development and in the 
machined surface if flood type of lubrication is applied instead of minimal 
quantity of lubrication? 

In order to evaluate the results in an objective way we have measured the torque 
demand of the tools by a rotating multicomponent dynamometer, produced by 
Kistler at every fifth thread and after every 5th-10th thread we have checked the 
wear process of the tools by a microscope. From the point of view of users, the 
behaviour of tools is not the only fact, being relevant, the quality of the machined 
threads has an important role as well; therefore the threads have been regularly 
checked by us with a gauge. 

The workpieces, prepared to the examinations, have been made from a pre-
tempered material grade 40CrMnMo7 (W. Nr. 1.2311), having a fracture strength 
of 945 N/mm2 and breaking extension of 7.75%. In the industry this tool steel is a 
widely used base material in case of injection moulding and pressure casting die.  

The thread forming operations have been carried out on through holes of 1.5xd. In 
case of a deeper hole it is recommended to use internal MQL, so the external 
lubrication, applied by us, will not be optimal anymore [5]. The MQL device 
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vaporizes vegetable based oil, type: TRIM TAP NC, with the help of compressed 
air, and it can be directly led to the forming tool through the nozzles. The desired 
oil quantity can be regulated with the valves of the device. According to the most 
literatures, the applied quantity is between 5...50 ml/h. (In case of application of 
the traditional, so-called flood type of lubrication the liquid flow may achieve or 
even exceed a value of 50 l/min.) On the applied machine (type: HCS250, 
produced by TKM (Germany)) the oil consumption can be measured with the help 
of an external electronic device, developed by us [3]. 

Every coating has been tested at three different forming speed values (14, 20 and 
25 m/min) so that the circumstances of the MQL should remain as it is. During the 
trials, the internal (operating) pressure of the MQL device had a value of 3 bar, 
while the external pressure, causing the pulverizing, was 0.6 bar. The trials have 
been carried out with these values, the delivered oil quantity was 21±0.5 ml/hour, 
according to our measurements. 

Table 1 

Test’s parameters 

Forming speeds, m/min 14 20 25 

Hole depth (trough hole), mm 1.5xd 

Pilot hole diameter, mm Ø5.55 

Workpiece 40CrMnMo7 (W. Nr. 1.2311) 

MQL unit parameters 

(TKM HCS250) 

internal pressure, bar 3 

external pressure, bar 0.6 

Measuring system KISTLER 9257A measuring unit+Dynoware 
software (Kistler AG) 

Machine tool Mazak Nexus 410A Vertical Center 

3 Tests’ Results in Case of Application of Minimal 

Quantity of Lubrication 

The suitability differences between the coating types have been reflected well by 
the results of the tests, carried out by us. Based on our experiences, the most 
evaluable results have been gained at forming speed value of 20 m/min. At the 
lowest forming speed value (14 m/min) the tools have worked with „too” long tool 
life, therefore (due to time and material saving) we have discontinued the 
execution of tests after having achieved a certain number of machined holes. The 
highest forming speed value (25 m/min) has been found too high in case of certain 
coatings: due to the very low number of machined holes these types could not be 
used under industrial circumstances.  
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Figure 2 shows the phases of thread forming operations, furthermore, the 
deterioration process of tool teeth and the development of vibrations. The left side 
of the picture shows the temporal development of forming operation parallel with 
the curve of torque development, registered by the torque measuring device 
where,  

 the 1st
 part is the so-called running-in phase when the roughing part of 

the thread forming tool enters the hole (it means a three-thread upgrade),  

 the 2nd
 part is the phase, belonging to the gradual development of thread. 

A small increase can be noticed in the torque demand as an increasing 
portion of the forming tool surface will ream the wall of the hole, 

 3
rd

 part is the phase of reversion. Reversion means a change in the 
rotation direction after that the forming tools unscrews from the hole, 
already machined. The change in the rotation direction results in negative 
values of torque, the amount of this value reflects how great friction is 
caused by the thread forming tool in the thread during the reversion. 

The development of torque can be seen on the right side of Figure 2, when the 
forming tool has already suffered a deterioration to a great extent and it has 
resulted in the development of vibrations.  

 

Figure 2 

The phases of torque curve, the development of vibrations due to the deterioration of the tool 

During the execution of the tests we have observed that every forming tool has 
started to work with a relatively great torque. The values, registered by us at the 
beginning, have decreased after having achieved 10-20 holes, after that – parallel 
with the increase of the tool deterioration – they have started to rise again. The 
drastic torque increase and the appearance of the vibrations have occured when the 
critical wear has developed on each forming row of the tools (Figure 3).  



P. Tállai et al. Thread Forming Tools with Optimised Coatings  

 – 60 – 

 

Figure 3 

Basic construction of the forming tool. The left side of picture: interpretation of forming rows 

(section). The right side of picture: forming row and forming wedges (view from above) 

 

Figure 4  

Maximum wear values, measured on the CrTiN-coated tool 

On Figure 4 the greatest wear values are shown, measured on the forming rows of 
CrTiN-coated tool, in function of the machined hole length at forming speed value 
of 20 m/min. In the majority of cases the wear has developed on every roughing 
forming wedge (i.e. on the first three pitches of the tool). Our experiences show 
that in case of M6 tool it is enough to pay attention to the greatest measurable 
wear value as it reflects the condition of the tool under test circumstances with the 
necessary accuracy. The thick line, marked on the diagram, shows the wear limit 
(1.5 mm): if this value is exceeded by the wear values, measured on every forming 
row, then the tool most likely will deteriorate during the formation of the next few 
holes.  

On Figure 5 the maximum torque values have been depicted in function of the 
summarised maximum wear values. The continuous graph has been drawn based 
on the measured values and it shows a correlation of 99 percent. Based on it we 
rightly suppose that there should be a tight and clear correlation between the 
torque demand and wear development, under such circumstances. This 
announcement can not be made universal for tools, having different construction 
and size: it would be necessary to carry out several check inspections to do this 
statement. As it can be seen well, there are no measured results between the two 
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last torque measurement values (in the zone, marked with a circle), it means we do 
not have information about the „behaviour” of this zone. In order to draw well-
founded conclusions it would be necessary to carry out further examinations on 
this zone.  

 

Figure 5  

The development of the maximum torque values, in function of the summarised wear 

The main aim of the examination process was to determine differences between 
the performance of different coating types. The number of machined holes is the 
most suitable character to do it. The maximum measured wear values have been 
shown on Figure 6, in function of the number of machined holes. The thick line, 
marked on the diagram, shows the maximum torque limit of 8.5 Nm: if this value 
is exceeded during the tests, then the tool most likely will deteriorate during the 
formation of the next few holes. Analysing the figure it seems to be clear that 
there can be even a fourfold difference between the number of machined holes 
(due to the coating layer type).  

 

Figure 6 

Maximum torque values at a forming speed value of 20 m/min 
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Figure 7  

Wear intensities at a forming speed value of 20 m/min 

The differences between the coating types can be defined numerically with the 
below formula: 

Wear intensity,
μm
mm

=
Cumulated wear size of rows, μm
summarised machined length, mm

 (1)
 

The wear intensity has been indicated on Figure 7, in function of the formed 
length. The AlTiN-coated tool excels with its considerable and oscillating wear 
intensity. Other coating types have worked with (approx. 60 percent) lower and 
almost steady wear intensity. This is an important information from the point of 
view of predictable deterioration process and condition monitoring of tools.  

4 Comparison of Cases with MQL and Flood Type of 

Lubricaton 

The flood type and the minimal quantity lubrication can be seen in Figure 8.  

Tests were made at a forming speed value of 18 m/min. The core holes were made 
with different diameters (Ø7.3; Ø7.4; Ø7.5; Ø7.6 mm), because we wanted to get 
a clear picture about the effect of the change in the core hole.  
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a.) minimal quantity lubrication 

(15-20 ml/hour) 

b.) flood lubrication 

(35 l/min) 

Figure 8 

Two types of cooling and lubrication 

10 holes have been made in case of both types of lubricating methods. Tool wear 
has not been measured during the trials, the same tool was used for the tests in 
case of both lubrication methods. The Table 2 shows the values recommended by 
the manufacturers.  

Table 2 

The measured and the real size of the core holes 

Size of pilot drill, mm Ø7.3 Ø7.4  Ø7.5 Ø7.6 

Measured size (average), 
mm 

7.36±0.01 7.41±0.01 7.58±0.01 7.63±0.01 

Recommended hole diameters, mm: 7.41-7.48 mm [6] 

The registered and measured torque values can be seen in Figure 9. Based on the 
measured results, it can be observed that minimal quantity lubrication required 
less torque in every case. If we increase the core hole diameter, the difference 
between the two lubrication methods will be smaller and smaller. This 
phenomenon can be explained by the fact that by the increase of the core hole 
diameter, the forming part of the tool touches the workpiece material on a smaller 
and smaller surface. On this surface the adhesion reducing effect of the lubricating 
oil film is lower.  

It can be seen, that the difference between the two types of lubrication methods is 
19 percent in case of the recommended core hole size.  
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Figure 9 

Average torque versus pilot hole size in case of different types of lubrication 

From these results the conclusion can be drawn that the friction between the tool 
and the workpiece is significantly reduced by minimal quantity lubrication under 
the circumstances, applied by us – and parallel with it, less energy is needed for 
the forming operation. Our experiences and the negligible costs of the MQL unit 
should be considered when calculating operating costs. The difference between 
the two lubrication methods point to the fact that minimal quantity lubrication is 
less „sensitive” to the changing of core hole size. If there is a decrease in the core 
hole diameter (due to the deterioration of the drill) or, on the contrary, there is an 
increase therein, then minimal quantity lubrication can be used with greater 
certainty. Of course, several tests are necessary to verify this statement. We will 
have the opportunity to carry them out.  

The machined surface can be seen in Figure 10. A more favourable surface 
finishing effect of minimal quantity lubrication can be observed on the images. 
(The photos were made by stereomicroscope, with different magnification.) In 
case of cooling and lubrication by an emulsion, the machined surface is more 
„ragged”, cavities and droplets can be noticed. 

  

minimal quantity lubrication cooling and lubrication by emulsion 

Figure 10 

Pictures of the thread – pilot hole 7.41 (7x, 20x magnification) 
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Summary 

Some questions have been put by us during the description of the aims of the 
present examination process. The answers, given below, have been found: 

- From the analysis of the places, where wear has developed, it has become clear 
that primarily the roughing-forming wedges have suffered wear, it does not 
depend on the coating type, tested by us. Based on the measurements, carried out 
by us, it has been proved that in case of forming tools, having size of M6, the 
maximum wear can be determined with the length of wear arch, it is 1.5 mm: if 
this value is exceeded by the wear values, measured on every forming row, then 
the tool will achieve its performance limit soon. 

- It has become clear that the performance of the original tool, coated by the 
producing company, has been overmatched by the tools, coated by Platit (it has 
become clearly visible at the lowest forming speed value). 

- Under the present test circumstances, the increase of the forming speed values 
drastically decreases the number of machinable holes, therefore the forming speed 
value of 25 m/min is too high. 

- The wear condition of the forming tools can be followed by the torque 
measurement very well. From the examination process, carried out by us, it has 
become clear that the upper torque limit is 8.5 Nm – if this value is exceeded, the 
tool deterioration is expected.  

- Our tests have clearly confirmed the following fact: with the use of an 
appropriate selected coating (i.e. optimised to the task) results can be achieved, 
being unapproachable by any universal („industrial”) coating. This conclusion, 
drawn by us, can be confirmed by the following fact: at a forming speed value of 
14 m/min the so-called „industrial” coating has „produced” only 15 holes, the 
AlTiN- and AlCrN-coating types more than 500 holes. 

- The value of the forming torque may be by 19 percent lower in case of MQL 
(with mostly recommended pilot hole), compared to the flood type of lubrication. 
According to the photos, taken by the electron microscope, the surface intactness 
and smoothness of the thread profile is much favourable if MQL is applied, 
compared to the flood type of lubrication. In this way the machined thread may be 
better not only from point of view of strength, but – probably - from the aspect of 
the corrosion resistance as well.  
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1 Introduction 

The Western Golden Age of economic growth that lasted from the end of the 
Second World War to the early 1970s consecrated the global hegemony of the 
United States [21]. Following two victories in the two World Wars without 
suffering any destruction within the nation’s territory, the United States’ role as a 
model of modern technologies and venture capital corporations became quite clear 
on the international scene [23]. Superior management abilities drove capitalistic 
professionalism, technological superiority, considerable growth rates, and a global 
upper hand [29, 26]. 

The macroeconomic environment of the early 1970s was not considered to be 
especially favorable to investment, according to venture capital experts [22]. A 
less careful approach may consider the 1974 oil price increase as the historical 
turning-point for a long-run downward trend. In spite of the sizable amount of 
America’s domestic oil production, challenges to the industry in the non-Arab 
world may be cited. However, the OPEC cartelization undertaken to increase oil 
prices was justified as a defense against the dollar depreciation, which eroded the 
value of oil exports from the Arab producers. The dollar depreciation was the 
direct consequence of the end of the Bretton Woods monetary system, bringing to 
an end the 1944 commitment to fixed exchange rates [18]. The extraordinary 
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military expenditures associated with the Vietnam War had led to a dollar glut and 
the need for the inconvertibility that was consecrated in the Bretton Woods 
system. 

From then until today Europe and America have faced several recoveries and 
recessions, along with other important global changes that occurred in the 1980s, 
owing to the breakup of the Soviet Union and the end of certain communist 
regimes around the world, including China [14]. The expansion of corporate 
enterprises into those new areas brought positive capitalism and business 
opportunities [17]. The unification of Germany fueled hopes for a stronger 
European Union. A common currency, the euro, intensified European cohesion at 
the turn of the millennium, which was also a hopeful aspect for Western economic 
growth in the 1990s. 

The new millennium ushered in fierce international rivalry among the largest 
international partners [13]. Capitalist Russia tends to control neighboring areas, 
threatening European tranquility. India became a talented front-runner in IT and 
service sectors, China welcomed large global corporations and began a rampant 
industrialization that floods all world markets with inexpensive convenience 
goods. Other Asian partners became small tigers with modern and fashionable 
competitive economies (Taiwan, South Korea, Indonesia, and Singapore) [7]. 
They all have been able to cultivate the ranks of engineers, statisticians, computer 
experts, chemists, and other qualified professionals that are required in modern 
economies and societies [27]. Thanks to generous educational programs and 
government policies, Asia is favoring tertiary enrollment. Nothing comparable is 
occuring in Africa [2]. 

In the 2007 crisis, the Nobel laureate Robert Fogel made the forecast that in 2040 
the existence of democracy will not depend on the usual world democratic 
bastions, the EU, the U.S., and Japan, but will depend rather on the new global 
hegemony of Asian partners [15]. The aim of this paper is not to discuss 
democracy, an issue that is better left to political science and political economy, 
but to observe the convergence process, using Multi-Dimensional Scaling (MDS) 
methodologies, to chart the path of these partners throughout the last four decades 
of Western decline (1972-2012). 

Four decisive World Bank social-economic indicators were selected to examine 
the comparative evolution of a dozen countries’ processes, and describe them until 
2012 (as no data are yet available for 2013). Data and methodology are discussed 
in Section 2. We divide the period into two twenty-year groups, and also look at 
the whole forty-year process. Section 3 discusses the results obtained on economic 
convergence, and includes many more countries [25, 20]. Section 4 summarizes 
the main conclusions. 

By increasing “the ultimate potential of the economy”, convergence may lead to 
global prosperity (Current World Bank calculations say that “the number of 
people living below the $1.25 a day line plunges from 1.2bn people in the 
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developing world to fewer than 600m”) [16]. However, it may also bring 
“potential warfare economic strategies”, because war may compensate victors 
with greater territory and more resources, thereby increasing their production 
possibilities frontiers [23]. 

Our conclusions may not be altogether surprising, but they demonstrate that the 
world economic system is following a path of convergence on which the Asian 
partners still have a way to run, while Russia is looking very much more like the 
most developed countries. 

2 Methodology and Data 

Economic growth means new and better conditions of life at per capita levels, 
diversified consumption that is reflected in foreign trade openness (increasing 
imports and exports), as well as increasing population longevity, translated into 
higher life expectancy, while youth education becomes a driver for equal social 
opportunities. As education endogenously provides the human capital that is 
required in more and more sophisticated technological systems, this is a decisive 
long-run indicator for the ultimate potential of a national economy (for life 
expectancy see [1]). A stock variable such as schooling years for citizens above 25 
(or 15) years of age may be the most representative, as it is more revealing about 
labor markets and production efficiency, but flow variables on education are 
longer and more complete. 

Data were collected from the World Bank national development indicators 
covering the period from 1972 to the present (2012), sourced in [3]. The series are 
homogeneous, and the tertiary education level is the variable that most relates 
human capital with technological achievement throughout the period analyzed. To 
discuss the similarities among the 12 countries, the potential economic growth, 
and global hegemony of the main world powers, the selected indicators are GDP 
per capita, the weight of international trade in GDP, life expectancy at birth, and 
tertiary enrollment. Moreover, the human development index concept, based on 
indicators for human development, also recommends these same indicators [24]. 

The 12 selected countries (representing all continents with the exception of 
Africa) are {BRA, CHN, DEU, FRA, GBR, HUN, IND, ITA, JPN, PRT, RUS, 
USA} ≡ {Brazil, China, Germany, France, UK, Hungary, India, Italy, Japan, 
Portugal, Russian Federation, US}. 

Here is the complete description of the four indicators: 

 GDP per capita, comes from NY.GNP.PCAP.KD. It is the GNI per capita 
(constant 2000 USD$). The preference for per capita values has to do 
with the need to observe countries with very different economic 
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dimensions. Partners such as China, Russia, and India are much larger 
economies in which larger populations contribute to the GDP. The per 
capita indicator makes comparisons more plausible, in spite of the many 
differences that international comparisons always involve (e.g. climate, 
culture, natural resources, politics). GNI per capita is gross national 
income divided by midyear population. GNI (formerly GNP) is the sum 
of value added by all resident producers plus any product taxes (less 
subsidies) not included in the valuation of output plus net receipts of 
primary income (compensation of employees and property income) from 
abroad. Data are in constant 2000 U.S. dollars. 

 Annual exports of goods and services (percent of GDP), from 
NE.EXP.GNFS.ZS.  Exports of goods and services represent the value of 
all goods and other market services provided to the rest of the world. 
They include the value of merchandise, freight, insurance, transport, 
travel, royalties, license fees, and other services, such as communication, 
construction, financial, information, business, personal, and government 
services. They exclude compensation of employees and investment 
income (formerly called factor services) and transfer payments. It is a 
weighted average. Data are expressed as a percentage of GDP. 

 Life expectancy comes from SP.DYN.LE00.IN. Life expectancy at birth 
indicates the number of years a newborn infant would live if prevailing 
patterns of mortality at the time of its birth were to stay the same 
throughout its life. 

 School enrollment, tertiary (gross percent) comes from SE.TER.ENRR. 
Gross enrollment ratio is the ratio of total enrollment, regardless of age, 
to the population of the age group that officially corresponds to the level 
of education shown. Tertiary education, whether or not to an advanced 
research qualification, normally requires, as a minimum condition of 
admission, the successful completion of education at the secondary level. 
Data are expressed as a percentage [4]. 

The time series for tertiary enrollment is the least dense, but missing observations 
occur in all available education time series. Barro & Lee’s (2012) database for 
1950-2010 is an excellent source for education, but the information is only given 
for every five years [12]. The UNESCO education database has yearly 
information, but covers only 1970-1997, with missing points. 

MDS is a statistical, computational visualization methodology that examines 
similarity between objects through distance estimations, by means of graphical 
relatedness representation [10]. Similarity means the “likeness” between the 
objects in a mathematical degree [19]. 

Any MDS representation of n objects departs from estimating a nn  symmetrical 

matrix R for cross correlation measures between all objects. In the MDS map 
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objects are points and they represent the data vectors that describe the selected 
variables of the exercise. If the correlation between two objects is one, this means 
that the distance between them is zero. A zero correlation means an infinite 
distance, and the corresponding MDS points are graphically very far apart. If two 
points almost coincide there is a large correlation, while if they are located far 
away in the MDS plot, the correlation between the corresponding data vectors is 
small [8]. 

In order to estimate the coordinates of the points in an m-dimensional plot, the 
MDS numerically optimizes the estimation of the distance between all pairs of 
objects, according to matrix R of correlations [9]. The use of m = 2 or m = 3 is 
very frequent, because it represents a direct graphical visualization of the MDS 
map in 2 or 3 dimensions, respectively. 

In this paper the country economies are objects characterized by 4 variables 
performing during 40 years. The main diagonal of the R symmetric matrix 
R = [rij] is composed of ones/zeros for correlation/distances, while the other 
elements of the matrix must be described as 10  ijr , 0ijr , i,j = 1,..., n. MDS 

maps are not sensitive to translations or rotations because the method uses relative 
measurements. Axes have only the meaning and units (if any) of the measuring 
index. Objects are rearranged so that the map obtained can best approximate the 
similarities that exist. For example, study [28] applies it to genomic datasets. The 
accuracy of the MDS solution is measured using the raw stress. The smaller its 
value, the more accurate is the fit. If stress is plotted versus the m dimensions of 
the MDS map, a monotonic decreasing chart is obtained. Users may choose the 
best dimension as a trade-off between lower stress levels and the dimensions for 
the map representation. 

Some literature refers to MDS as a statistical tool, while other authors mention it 
as a computer representation scheme. The important thing is that it can provide a 
means of visualizing items without a priori restrictions or any additional 
constraints. Of course different indices produce different maps, because MDS 
maps reflect the measures for similarity. The great value of MDS plots is the 
direct visualization of results they provide. 

Time dynamics analysis may require the explicit division of the total time period 
into several sub-periods of width h to be considered by MDS as independent 
objects. For a total time period T, p = T/h samples are produced and the number of 
MDS points increases proportionally in the plots. The time samples to be adopted 
are a compromise between the possibility of understanding fast dynamics (with 
small values of h, meaning many sub-periods), and the advantage of plotting a 
limited number of MDS points (which requires large values of h). As time series 
cover a period T = 40 years (1972-2012), two cases are developed, namely a 
comparison based on the whole period of time, that is h = 40 (p = 1) and a division 
into two sub-periods of 20 years each h = 20 (p = 2) for 1972-1992 and 1992-
2012. We obtain n = nc × p objects to be analyzed in the MDS of h years length 
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each. Therefore, the two cases consist of p = 2, h = 20, n = 40, and p = 1, h = 20, 
n = 20. Points labeled as “USA1” mean USA during the first twenty-year period 
(1972-1992), and JPN2 means Japan during the second twenty-year period (1992-
2012). Of course l = 4 economic variables {GDP per capita, openness, life 
expectancy, tertiary education enrollment} are adopted for each country economy, 
having identical weights. 

The data set of the 4 economic variables had missing values. Some countries had 
some years without data values, which had to be estimated by means of linear 
interpolation between adjacent years (in particular the Russian Federation, for all 
variables). Germany had many missing values for the tertiary education 
enrollment. An iterative procedure was adopted to avoid anomalous values: (i) all 
variables’ time series were plotted, for the whole set of countries (ii) a non-linear 
individual trend line was estimated for each country, (iii) the values emerging 
from a given trend line were compared with the succeeding values (in order to test 
the consistency with the real values) and with the values of the remaining 
countries (to test the relative positions), and (iv) the trend line was accepted or 
replaced by another one, depending on whether the visual comparison did or did 
not confirm. This was a time-consuming procedure, but it prevented the 
acceptance of misleading values. The practical implementation of this careful 
approach proved to be faster than expected because of the smooth path of the 
variables, which tend to evolve similarly. Different trend lines have produced 
values relatively close and, therefore, the estimation error is not significant. 

Two methods can be used to construct the matrix R = [rij], the cosine correlation 
and the Euclidean distance, defined as: 
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where xi and xj denote economic variables for the i-th and j-th objects, t and k are 
two dummy indices for time and type of economic variable, h is the sampling 
period, and n is the total number of objects. Equation (1), which measures the 
angle between two vectors, is often called the cosine coefficient because it denotes 
an angular metric, and is a normalized inner product [11]. Equation (2) describes 
the Euclidean distance over the time period. Note that expression (1) is not 
sensitive to the amplitude of the vectors, while expression (2) captures differences 
between vectors, on both amplitude and direction. 



Acta Polytechnica Hungarica  

 – 73 – 

The two-decade approach for describing the relative similarities among countries 
seems to be successful. The use of shorter periods would allow for more time 
detail, but plots would contain many more points, and reading would become 
increasingly difficult. The twenty-year visualization also may have a special 
economic meaning in capturing any Kondratief business-cycle influence for the 
behavior of the countries’ economies. Expressions (1) and (2) have an implicit 
embedded description of the time evolution. As a result, the next plots of cases a) 
and b) differ according to equations (1) and (2), because they reflect time 
dynamics more or less explicitly. 

3 Discussing the Estimations 

Looking at the cosine correlation maps (Fig. 1a), one can follow countries’ 
evolution along distance vectors, revealing the path of the comparison among the 
12 sampled countries during the two twenty-year periods (1972-2012). China, 
India, and Russia occupy different positions according to the four socio-economic 
indicators selected, in a three-dimensional view. In spite of their common policies 
of promoting high economic growth rates, they still remain far from the most 
developed countries of the world economic system, which are so similar that a real 
cloud is formed by the Western World set of European countries, and the USA 
[5]. 

The Euclidian-distance plot (Fig. 1b) shows how China and Russia could perform 
well in becoming more similar (closer) to Japan and the most developed partners. 
India also converged, in spite of the social turmoil resulting from the prevailing 
caste system, “which divides the population into a hereditary hierarchy that 
determines economic and social opportunities” [15]. This handicap has relaxed 
somewhat as a result of government policies: “The government has sought to 
offset the discrimination against lower castes with educational subsidies” [15]. 
Nevertheless, the caste system remains rigid in rural areas. 

The MDS method also allows for a projection in two dimensions (Fig. 2), which 
confirms that Asian partners still have a long way to go in to become “similar” to 
the Western partners. Russia and Brazil are the two partners that moved to 
positions closer to the large cluster of developed countries in the last 20 years. 
Brazil shows the success of the government policies implemented, as well as the 
discovery of oil in the Brazilian offshore Atlantic. Russia also followed a move 
from its 2002 position until now (2012 data), reflecting its openness, as well as oil 
and gas exports. How to qualify this move? 

Using the Euclidean distance instead of the cosine correlation pattern for distance 
measuring, the same messages can be seen in this different representation. In 
becoming more similar to the large cluster of developed countries, Russia also 
converged to a position closer to the Japanese (and Chinese) profile. 
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a) 

 

b) 

Figure 1 

Three-dimensional MDS representation with m = 20 for the 12 countries and two 20-year periods, 

based on the 4 selected variables). Using: a): Cosine correlation (1), b) Euclidean distance (2) 
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a) 

 

b) 

Figure 2 

Two-dimensional MDS representation with m = 20 for the 12 countries and two 20-year periods, based 

on the selected variables). Using a) Cosine-correlation (1), b) Euclidean distance (2) 
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a) 

 

b) 

Figure 3 

Hierarchical clustering tree representation with m = 20 for the 12 countries and two 20-year periods, 

based on the selected variables). Using a) Cosine correlation (1), b) Euclidian distance (2) 
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The robustness of the MDS representations and related conclusions were always 
checked through Sheppard tests and stress tests, which indicated good results. 

Alternative ways of plotting the countries’ relative positions are given now, using 
hierarchical clustering tree representations. Hierarchical clustering is a common 
statistical technique for data analysis. The goal is to build a hierarchy of clusters, 
in such a way that objects in the same cluster are, in some sense, similar to each 
other. Clusters are combined or, alternatively, split, based on a measure of their 
dissimilarity. This is achieved by adopting an appropriate metric, quantifying the 
distance between pairs of objects, and a linkage criterion, defining the 
dissimilarity between clusters. They are, perhaps, the most suggestive 
representations for visualizing results. 

In the tree of Fig. 3 the United States and the European partners in general remain 
in top positions on the world scene. The Asian dissimilarity is confirmed, and 
Fogel’s forecasts may have been too pessimistic. 

For a better sum-up of the 40-year process (1972-2012), the following 3-
dimensional MDS maps (Fig. 4) help to visualize the distances that separate the 
partners in the sample, in considering the four selected socio-economic indicators. 

The use of a 2-dimensional plot (Fig. 5), or hierarchical clustering tree 
representations (Fig. 6), may be also useful. 

The most notable similarities occur among the Europeans, the two American 
countries (USA and Brazil), and Russia. The Asian partners will need some time 
to reach the current degree of similarity seen in the most developed world. Using 
Euclidean distances the proximity of Russia to small European partners stands out. 
If some worries exist in terms of possible military aggression, invasion, or 
hegemony, these relative positions tell us something about the current peaceful 
global balance. 

The same robustness tests were carried out to assure confidence and trust in the 
results obtained. All tests give credibility and robustness to the plots and their 
respective conclusions. 

Conclusions 

There is considerable convergence in progress among the world’s leading 
countries, and data for 12 partners including European, American, and Asian 
nations, leads to estimations for comparative views among them, using the MDS 
methodology. 

For economists the problem seems to be more difficult for Europe, where 
unemployment undermines social stability and reinforces the stagnant local 
demography. As it is mainly affecting the European youth, it postpones marriage 
and hinders fertility and birth rates, leading to a precarious social stability. This 
crisis may be a cyclical problem, as in long-run MDS views trends go favorable to 
European countries' economic growth [6]. 
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a) 

 

b) 

Figure 4 

Three-dimensional MDS map with m = 40 for the 12 countries and one 40-year period, based on the 

selected variables). Using a) Cosine correlation (1), b) Euclidean distance (2) 
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a) 

 

b) 

Figure 5 

Two-dimensional MDS map with m = 40 for the 12 countries and one 40-year period, based on the 

selected variables). Using a) Cosine correlation (1), b) Euclidean distance (2) 
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a) 

 

b) 

Figure 6 

Hierarchical clustering tree representation with m = 40 for the 12 countries and one 40-year period, 

based on the 4 selected variables. Using a) Cosine correlation (1), b) Euclidean distance (2) 

Based on data for four socio-economic indicators throughout the last 40 years, it is 
possible to conclude that Asian partners still need some more decades before 
similarities can be comparable to the those that exist among the most developed 
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partners. Russia, however, presents a convergence path, particularly in the last 20 
years, that deserves to be emphasized. Strategists, military experts, and politicians 
can learn a lot from the observation of these estimations. European difficulties, 
even resulting from a business-cycle context, may witness a noticeably negative 
influence, if economic warfare takes place, because they may reduce the 
Milward’s ultimate potential of the European partners’ economies. 
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Abstract: This article is aimed at the creation of a secure, virtualized system sandbox 

environment at the level of the respective applications. The proposed sandbox model allows 

us to generate a secure environment for various untrusted applications and resolve 

potential security incidents, such as zero day vulnerabilities. The resulting work is a 

functional sandbox within the MS Windows operating system, which protects the system 

against potentially hazardous applications. The sandbox has a minimal impact on the 

semantics and the time of the executed program and provides an efficient sandbox 

configuration interface. 

Keywords: system sandbox; operating system security; virtualization; security policy 

1 Introduction 

Security threats are closely related to the overall level of software security in 
computer systems. When writing applications, various errors occur; these are then 
eliminated by testing and real-life usage. Insufficiently tested applications cause a 
number of problems, especially operating system infections, caused by various 
kinds of malware. These errors are often found only post-mortem. The attacker 
managed to abuse the fault. Subsequently, the system vendor creates a patch and 
updates the application. However, the attack has already happened and the system 
may have remained infected. Another problem is that the end user must react 
immediately to the various security measures, since (s)he has a direct interest in 
the operating system security policy or the application itself. There is a significant 
amount of malware on the Internet – claiming to be useful and necessary, but 
containing adware, viruses or other malicious code. Antivirus solutions are not 
capable of detecting these programs on time and reliably at all times. 

The method of using system sandboxes is based on the idea of preferring 
prevention instead of detection in case of security. In general, there are multiple 
categories of sandboxes and system containers – each of these has its own specific 
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use. The most widely used are virtual systems isolating the individual 
applications, including the operating system itself. This type of – full – 
virtualization degrades the system in terms of performance and it has a significant 
administration overhead too. In this article, we describe a lightweight application 
container, which would resolve the above security threats and have minimal 
impact on the system. 

2 Sandboxes and Virtualization 

The system sandbox comprises a number of programs. The specific definition 
depends on the solution type. Hoopes defined the sandbox universally as software 
providing a monitored and controlled environment, in which no unknown program 
may cause any damage to the system it is running in [1]. 

A more specific definition states that a sandbox allows applications to be executed 
so that these applications are not allowed to read or write the data beyond the 
specified path, i.e. beyond the sandbox. In a broader sense, one has to add the 
control and allocation of operating system resources to this definition, such as 
network services, hardware management, low-level access, etc. 

The concept of controlled execution was first time introduced by R. Wahbe et al. 
in the context of software bug protection [2]. The term coined for this technique – 
sandboxing – stands for a method of isolating untrusted modules executed in the 
same address space as the trusted modules, with a minimal impact on execution 
time. 

Security in general, system security and the field of system sandboxes are all 
closely related to virtualization. Virtualization is a set of procedures and 
techniques, which allow the separation of the available system resources into 
multiple environments. The virtualized environment may be tailored to the needs 
of the users, it is easier to use or to hide the details (such as the physical location 
of the hardware resources) from the users. Virtualization is performed by a virtual 
machine (VM). A virtual machine represents an independent environment and/or a 
software implementation of a machine executing programs, similarly to a physical 
computer [3]. 

Virtualization is possible at various levels: from the whole computer down to its 
individual hardware components, or even a certain specific software environment. 
The various virtualization types may differ in the level of isolation, the resource 
requirements, the execution costs, scalability and flexibility. In general, the 
“closer” the virtualization level is to hardware, the more the virtual machines are 
isolated and separated from the host computer; however, those require also more 
resources and are less flexible. The "farther" the virtualization level is from the 
hardware, the more powerful and scalable these virtual machines are. 
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When used correctly, virtualization has a number of advantages – Hoopes 
summarized these as follows: consolidation, reliability and security [1]. 
Consolidation includes a more efficient use of computers, simplifies migration to 
newer versions of various systems, significantly shortens time needed for 
development and testing and allows a single physical platform to host various 
operating systems. Reliability has become a priority of many IT companies, more 
than ever. A system error in the virtual machine does not affect the other parts of 
the system on the same hardware platform – this ensures the reliability and the 
consistency of the system as a whole. Technology providing protection against 
application faults provides isolation from security faults. If the security of a 
specific part of the virtual machine is compromised, it may be terminated at any 
time. 

In accordance with the characteristics of the respective virtualization methods, the 
system sandbox is a specific virtual machine. Similarly to virtualization excluding 
consolidation, reliability and security are the basic motives of the creation of 
system sandboxes. A sandbox and/or its virtualization layer may be created at 
various levels. Isolation of multiple virtual machines or the virtual machine and 
the host environment makes virtual machines an efficient platform to execute 
potentially error-prone and untrusted applications. While using virtual machine 
technology, it is a common requirement to execute potentially dangerous 
operations in the created VM, which is an instance of the operating system (OS) 
host environment. This can be achieved by using a virtual machine at hardware 
level. However – as it was stated above – this is not too efficient, because virtual 
machines are fully isolated from each other and each of these has a separate OS 
running in it. The initialization of such a machine has a high overhead in terms of 
resources and has a start-up delay too. Considering the distance of the 
virtualization layer from hardware, in most cases software designated as a sandbox 
is implemented as a layer between the operating system and the individual 
processes. In this solution, we focus on the isolated environments implemented at 
operating system level, depending on the OS virtualization model, in accordance 
with the scheme depicted in Figure 1. 

 

 

Figure 1 

The position of the sandbox virtualization layer within the OS 
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3 Implementing the Security Policy using a System 

Sandbox 

Access to the individual system resources is implemented by means of a unified 
interface provided by the operating system. Therefore, the system sandbox must 
provide access control of the individual OS components within this security 
implementation. The most important OS components are: 

 files 

 the registry  

 network interfaces 

 the CPU 

 I/O 

 locks 

 processes 

 other 

Seen from the aspect of the proposed solution of secure sandboxes in MS 
Windows, determined by the architecture of the OS itself, the key system 
resources are the following: 

 Files: files contain all user and operating system data. Changes in the file 
system without the knowledge of the user could be fatal. Removed or 
modified system files would directly compromise OS security. Therefore, 
controlling file access is a must in case of any application container. 

 The registry: the registry contains the configuration data of the operating 
system and the respective applications. Malware should never access or 
alter the important data stored in the registry. In spite of the registry 
being stored in files, access to it occurs by means of a separate interface. 
Therefore the registry, as a specific component of the OS must be 
adequately secured. 

 Network interface: computer worms often contact remote servers, which 
coordinate their activities within the system. They try to steal confidential 
data and infect further computers. Controlling network access is therefore 
an equally significant factor in these cases. 

 System resources: The ability to strictly limit the number of active 
processes, the usage of operating memory or the processor load may fully 
eliminate malware execution, or, eventually, minimize the damages and 
prevent the OS from being inaccessible. Controlled access to these 
system resources shall thus increase the isolation of processes in the 
sandbox. 
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3.1 File Access 

The architecture used as a starting point of the proposed solution is the sandbox 
core created as a layer between the MS Windows operating system and the 
respective applications. Our concept of supporting virtualization at OS level is 
based on file virtualization and/or redirecting and constraining file access requests 
from the virtual machine to the local, root partition of the host OS. E.g. if a 
process in the V1 virtual machine tries to access a file with the path C:\foo\bar, the 
virtualization level may redirect the request to the file C:\V1\foo\bar. If a process 
in another environment (e.g. V2) wants to access C:\foo\bar, the path may be 
diverted to the file C:\V2\foo\bar, different from file \foo\bar in V1. This mapping 
is done transparently in the virtualization layer. The process accessing the file 
C:\foo\bar cannot tell it is in fact accessing a different file. 

The targets of the file system access requests may be mapped to the directory 
containing the file system root, which will contain an equivalent tree structure, or 
a file container. This container will appear to the host system as a single file. A 
sandbox knowing the specification of the container may access all elements within 
the container and control the file access requests for the virtualized process 
transparently. As to the implementation, the file container may be a simple archive 
(e.g. a ZIP file), or it may contain a full and separate file system and make use of 
the existing file formats as VHD, VMDK, etc. specifications [17]. 

A relevant aspect of file virtualization is whether the application in the virtual 
machine "sees" the other files and disk volumes in the host environment. There are 
two different access types in this aspect: 

 the process does not know the content of the host file system; 

 the process may read arbitrary files in the host system, as part of the 
specified security policy. 

In the first case the root directory changes fully, similarly to the chroot tool of 
Unix systems. This approach has advantages: absolute file isolation and a 
decreased performance overhead. On the other hand, all libraries and files required 
for the problem-free execution of the applications in the sandbox must be present 
in the virtual root directory. This may be a problem in the MS Windows systems, 
because it is not easy to find out and resolve all DLL dependencies. A further 
problem is loading duplicates of DLL libraries into the operating memory and 
wasting disk space. The other solution allows the virtualized process to read 
arbitrary processes in the host system. The redirected requests result in the 
following: each file accessed by the process is copied into the redirected directory. 
However, resource duplication has a cost in terms of performance, it requires 
space in the primary memory and also increases the overhead related to the 
initialization and removal of the sandbox. Therefore, the virtual machine shares 
the majority of its resources with the host and creates private copies of files in the 
virtualized directory only if it is necessary – upon file write or modification 
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operations. This approach is known as the copy-on-write mechanism [18]. When 
using the copy-on-write approach, we have to pay attention to an important fact. 
Files will be located at two places: in the host environment and in the sandbox 
environment. When a process running in the VM requests to read the content of a 
specific directory, the resulting data should contain the unification of the two 
locations, omitting the duplicate entries in the host directory. 

Removing or renaming files initiated by the process running in the sandbox should 
not affect the host environment. Thus, if the sandboxed application tries to 
remove/rename a file located beyond the sandbox, the virtualization layer shall not 
remove the file. The process running in the sandbox shall not know that the file 
was not really removed. Upon a request of the same process of the specific 
sandbox to access the removed file, the virtualization layer shall report to the 
process that the file doesn't exist. 

In the proposed solution we copy the file upon opening it with the write flag set. 
Unlike the copy-on-write approach, the process accessing the existing file is not 
diverted to a private directory until the first request to open a file with the write 
flag set appears. This approach has advantages: the virtualization layer overhead is 
low, which means also a simpler implementation. The disadvantage is wasting 
storage space and time required to perform a copy when opening the file. The 
request target does not use a file container but rather a separate directory, the 
content of which shall mirror the tree structure of the file system. 

3.2 Registry Access 

Malware, except for modifying files, usually accesses the Windows system 
registry too [19]. The registry is a hierarchic database containing system 
information and program settings. In addition to other things, the registry contains 
the configuration data of the operating system, including the keys required for 
automatic program execution [20]. Most programs write to the registry at least 
during installation. Due to all of these reasons, the registry is a critical part of the 
system, accesses to it must be controlled. Therefore, the sandbox catches the 
system calls to the registry and modifies the requested keys and values. The 
principle is the same as with file access, slightly altered, with a lower overhead, 
when the whole key and value tree is moved to the sandbox [9]. 

In the proposed solution, registry filtering is based on copying keys on write 
operations and/or when altering the values. It is analogous to the copy-on-write 
method. The key or value is created in the sandbox only upon creating the keys 
and their values or upon their change. The scheme of accessing files is depicted in 
Figure 2. 
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Figure 2 

File and registry access 

3.3 Network Isolation 

Network isolation – in a broader sense – is the creation of an independent 
environment for an arbitrary process communicating on the local network and the 
Internet [21]. Any such process gets a unique virtual IP address within the system. 
The support for this kind of isolation is not widely used in system sandboxes. 
Most often it appears in solutions providing full virtualization implementations at 
OS-level, where it is not desirable to have the virtual machines appear under the 
same IP address and interfere with the network operation of each other. Another 
approach, emulating a separate network subsystem in the operating system for 
each process is a very good way to analyze malware behavior. The 
implementation of such a mechanism is a complex and tedious job, therefore it 
appears primarily in hardware virtualization, when a separate operating system is 
running in the virtual machine. 

Network isolation – in the more specific sense – means controlling and limiting 
access during communication on the local network and the Internet. The sandbox 
should block Internet access and prevent sending out confidential information, 
especially when the program has access to the host files. The proposed solution 
blocks network access by means of the firewall integrated into the Windows 
operating system. 

3.4 Controlling System Resources 

The control of system resources provides a means of protection from overloading 
and losing access to the system resources. The sandbox may control the use of the 
file system, the registry, the operating memory and the CPU load. Depending on 
the settings it then applies the limitations. 
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Moreover, in addition to resource management and as part of the privilege system, 
the sandbox may also contain a policy to modify the system settings (icons, fonts, 
screen settings, power management, etc.), logging out, system restart and 
shutdown. The sandbox contains an implementation of controlling resources and 
system settings by means of Windows Job objects. This technology allows the 
individual processes to be assigned to the respective containers and apply the 
requested properties. Job objects allow the processes to be handled as uniform 
units. The set of constraints may be specified within a single object, which forces 
the use of the constraint on each process in the process file. An overview of the 
methods used in network isolation and system resource and setting control is 
depicted in Figure 3. 

 

Figure 3 

Network isolation, system resource and setting control 

4 Sandbox Architecture 

The proposed sandbox consists of three independent parts. The core of the 
sandbox is executed at the OS kernel level. The main module consists of a 
software driver. It filters file, registry and process operations. A Windows service 
loads the driver into the system and implements network isolation. The 
communication with the user occurs using a third, separate program. The user 
controls the sandbox by means of a graphical interface, which communicates with 
the driver and the service. The basic architecture of the sandbox is depicted in 
Figure 4. 

The article contains a detailed description of the sandbox driver architecture. This 
component is the core of the sandbox. 
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Figure 4 

Basic sandbox architecture 

4.1 Minifilters 

With the advent of Windows XP SP2, Microsoft created a model to ease the 
creation of file system filters as an alternative to the previously used legacy filter 
model. In this the drivers – minifilters – are managed by the filter manager (FM). 
Most system calls issued by the applications, sent to the drivers are in I/O request 
packet (IRP) format. In the minifilters, the IRP requests are first processed by the 
FM. The minifilter registers the callbacks of the requested operations, which are 
then called by the FM. The FM encapsulates the IRP into a structure called 
CallbackData and sends the structure gradually to the individual minifilter 
instances, just as it was in the case of the legacy filters. A minifilter instance is an 
abstraction of the minifilter at the specific disk partition.  

An important part of the filter architecture is context support. The context is a 
structure defined by the minifilter to store arbitrary data associated with the filter 
manager objects. The context may be associated to minifilter instances, files, file 
objects, open file streams, disk partitions and transactions. 

4.2 Files 

The elementary mechanism providing the file name modification is based on 
setting the reparse status flag (STATUS_REPARSE) of the corresponding IRP 
operation in the pre-operation. This indicates that the I/O manager discards the 
current IRP and initiates a new IRP with the file object containing the file location 
in the sandbox domain. In addition to altering the path and the state of the IRP 
operation the kernel must finish the current operation to make sure that the IRP 
structure does not access the file system. This is achieved by returning the 
appropriate state from the pre-operation to the filter manager. An important 
problem arises with this redirection operation: How does the filter know, which 
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request has been redirected and which has not. With the advent of Windows Vista, 
each creation operation may contain a reference to an ECP (Extra Create 
Parameter) context. This context is retained even after finishing the IRP, when the 
I/O manager adds a reference to the context to the new IRP structure. The kernel 
uses the ECP context to mark the redirected operation in the pre-operation phase 
and to mark the creation operation initiated by the sandbox in the redirection 
between disk partitions in the whole driver. The ECP context is only available in 
the creation pre-operation and post-operation phases. For a simple identification of 
the request and further required data, the ECP context is transformed to a context 
associated with an open file stream (SHC) in the creation post-operation phase, 
where the file object already exists (unlike the pre-operation phase), therefore this 
context may be associated with it. The kernel associates the SHC only with the file 
object representing a file in the sandbox and it is available only to our minifilter, 
unlike the ECP context available for all drivers taking part in the creation 
operation. 

4.2.1 Opening Files 

When opening/creating a file, each application tells the OS how to behave if the 
file exists/does not exist. Windows knows six different dispositions, as stated in 
Table 1. 

Table 1  
File opening dispositions 

 

Disposition The file exists The file doesn't exist 

CREATE failure created 

OPEN_IF open created 

OPEN open failure 

OVERWRITE open and overwritten failure 

SUPERSEDE replaced created 

OVERWRITE_IF open and overwritten created 

 

The program also specifies the requested file access: read, write, erasable, etc.. 
The disposition and access specifications are the main elements in selecting when 
the kernel should redirect the request, copy the file to the sandbox domain or 
ignore the request. The situations, which may arise in conjunction with the 
specified disposition and the selected flag are depicted in Figure 5.  
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Figure 5 

Request flow upon opening a file 

4.2.2 Removed Files 

The sandbox core registers the information setting operation 
(IRP_MJ_SET_INFORMATION) and selects the disposition structure. Then, the 
whole path to the file is stored in the table of removed files. If the file comes from 
the sandbox, further execution is left over to the I/O manager. If the file comes 
from the host environment, the core initiates its own information setting operation 
with the file removal disposition flag unset. Depending on the result of the 
initiated operation, the kernel will apply the final state and finish the original 
information setting operation. 

The kernel manages a separate table with the list of removed files for each logical 
sandbox. To keep the state of the sandbox even after operating system shutdown 
and restart, the table contents are stored in a file and read into the memory upon 
the creation of the logical sandbox. 

The table implementation influenced the decision process in the redirection 
specified above. If the file is being opened, the first step is to check the existence 
of the file path in the table. If the file is in the table, the request is denied, the 
operation is finished. Otherwise, the above process is executed. 
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4.2.3 Renamed Files and Hard Links 

The sandbox controls file renaming and hard link creation. The kernel is primarily 
interested in the first three phases of these operations. Opening a file to rename; 
opening the target file with the new name; and catching the IRP called 
IRP_MJ_SET_INFORMATION associated with the file object of the first 
operation. The first phase is executed in the sandbox kernel in accordance with the 
file opening algorithm. The second phase is a little different from the standard 
opening algorithm, because the target file does not exist. Actually, the request 
contains the flag indicating that the calling process tries to open the target of the 
renaming operation or to create a hard link. The sandbox kernel receives the flag 
and forwards the target to the sandbox domain without further analyzing the 
request. The third phase is different, depending on whether the operation is aimed 
at renaming a file or creating a hard link. 

When renaming a file, the filter retrieves source file information in the third phase. 
If the source file comes from the sandbox domain, the kernel is sure that the host 
cannot be modified and the rest of the operation is left over the I/O manager. If the 
source file is with the host, the kernel retrieves information of the target file, 
copies the source file from the host to the sandbox domain under a new name, 
adds the source file to the table of removed files, stops further execution and 
indicates success. Renaming within disk partitions is not possible due to the 
principle of file system independence; such operations are performed internally as 
copy and deletion operations. 

4.2.4 Directory Enumeration 

The result of the enumeration is a set of files and directories from the queried 
directory. Since the proposed sandbox uses the copy-on-write technique, the files 
may be at two locations. If the isolated process requests information on the items 
residing in a specific directory, the result must contain a unification of both 
locations, omitting the duplicate entries and the entries listed in the table of 
deleted files. Duplicate entries represent files and directories located both in the 
sandbox domain and the host domain. The result shall not contain the entries from 
the host domain in these cases. 

4.3 Registry 

The registry filter is a driver filtering the registry calls. The configuration manager 
(CM) implementing the registry allows filtering any process call related to the 
registers. Similarly to files, the register filter receives pre-notifications and post-
notifications. The driver catches all notifications. If the given notification is 
irrelevant to the manager, it must at least return the execution to the configuration 
manager. If the operation is filtered during the pre-notification phase, the 
requested processing may be done and one of the three status types is returned: 
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• success (STATUS_SUCCESS) – the CM processes the registry operation 

and then initiates a post-notification containing the required data and the 

resulting status of the operation; 

• failure – the operation is rejected and the process error status is returned 

immediately, without calling the post notification and the assistance of 

the CM; 

• bypass (STATUS_CALLBACK_BYPASS) – all processing must be done 

by the driver and the registry operation terminates with success and 

without initiating post-notification and CM assistance. 

As with minifilters, registry filters have contexts too. The context may be 
associated with registry filters, registry notifications and registry objects 
representing open keys. Figure 6 shows the principle of filtering pre-notifications 
in the registry filter, including specific notification types. 

 

Figure 6 

The principle of filtering pre-notifications of registers in the sandbox  

4.4 Processes 

The driver, the minifilter, the registry filter or other components catch all system 
calls by default. The aim of the solution is to filter specific programs. The sandbox 
kernel must determine the context of the currently executed thread for all 
callbacks and associate them with the processes. Each process in the operating 
system has a unique numerical identifier, the PID. Windows allows each driver to 
register a callback initiated upon process creation and termination. The client part 
of process execution sends the PID to the sandbox, which stores it in the global 
process table. The callback contains not only the PID of the process being created, 
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but also the PID of the parent process, which created the process. If the isolated 
process creates another process, the sandbox core identifies the new process using 
the parent PID and adds it to the process table. 

5 Evaluation of the Solution 

To evaluate the solution, we have performed a functionality test of the proposed 
secure sandbox. For creating snapshots of the file system and the registry database 
we used System Explorer and OS Forensics software. The sandbox was tested in a 
virtual machine with an updated 32-bit Windows 7 OS without antivirus software. 
The tests could be performed on the MS Windows XP and MS Windows Vista 
too. We have purposefully downloaded and executed 11 malicious applications in 
the proposed sandbox using Internet Explorer. We have selected malware 
according to its current popularity. According to the statistics of the company G 
Data Software AG, the most widespread are various forms of adware. Trojans, 
spyware and worms are the largest threats, therefore we have included them in the 
test, in spite of the fact that these are less widespread globally.  

We have tested the following threats (the names come from the virus database of 
the company ESET): 

1. ZeroAccess (called Trojan-Dropper.Win32.Smiscer.hf in the Kaspersky 
database) is one of the most widespread and most dangerous rootkits. 
This malware is part of various key generators and cracks. When 
executed in a 32-bit OS, ZeroAccess overwrites the existing driver and 
loads itself into kernel space. The rootkit usually hides in a hidden 
partition. In a 64-bit OS, ZeroAccess does not contain code executed in 
kernel space. In this case it hides in the Global Assembly Cache (GAC) 
of the .NET framework. 

Result: The rootkit could not be executed in the proposed sandbox. The 
system was not infected. 

2. Win32/Injector.AAKO – carrier of various kinds of malware, trojans 
catching passwords and other confidential information from the infected 
computer. This specific variant named AAKO does also copy the payload 
to the C:\Windows\InstallDir directory and creates a value in the registry 
database, in the HKLM\Software\Microsoft 
\Windows\CurrentVersion\Run\HKLM key.  

Result: The program was executed in the sandbox. The registry and file 
sandbox caught all executed changes. After terminating the sandbox, all 
malicious processes were terminated. The system was not infected. 
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3. Win32/TrojanDropper.VB.OJG – changes the Internet connection 
settings in the registry and attempts to switch off the firewall. Further, it 
also copies an executable with a random name to the TEMP directory, 
executes it and writes malicious data in the GDIPFONTCACHEV1.DAT 
file, normally used as a font cache. In addition to this, it copies an 
svchost.exe executable file into the C:\ProgramData directory, pretending 
to be a service of the operating system. 

Result: The sandbox successfully caught all executed changes and processes, 
without infecting the OS. 

4. MSIL/Injector.CUXtrojan – behaves similarly to the previous program, 
but pretends to be a Java update in the registry. 

Result: The sandbox successfully caught the executed changes and processes. 

5. Adware.Relevant.CC – currently the most widespread adware currently, 
part of many freeware programs. It analyzes user activity on the 
computer (including Internet surfing), it adds an exception to the firewall 
and from time to time it opens a window to fill in the user data. 

Result: unsuccessful installation in the sandbox. 

6. Win32/Spy.Zbot.YW – a trojan stealing passwords and other confidential 
information. It also serves as a backdoor, it may be controlled remotely. 

Result: This trojan was not execute in the sandbox. Upon start, the program 
terminated with an error, so the system was not infected. 

7. Win32/Kryptik.BFCO – Ransomware, encrypting the file system and 
offering unencryption for money. In addition to this, it switches off 
Windows Firewall, Windows updates, Windows Defender and other 
antivirus software. It is automatically started by means of registry values 
and it was copies itself to various places. 

Result: This malware was successfully executed and started encrypting the 
files. However, the original files remained untouched; all changes remained 
limited in the sandbox. The sandbox contained a number of encrypted files. 
The host system (files and the registry) remained uninfected and the OS 
settings remained unchanged. During the test it was not possible to execute 
the task manager and terminate the processes manually. After terminating the 
sandbox, the file encryption processes were terminated and the task manager 
could be switched on again. 

8. Win32/Spy.Hesperbot – the known banking trojan spreading by email as 
an attachment named zasilka.pdf.exe, most active in Turkey and the 
Czech Republic. Win32/Spy.Hesperbot records keystrokes, creates 
screenshots, records video using the web camera of the computer and 
creates a remote proxy. 
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Result: This malware started successfully, it stored system information in an 
encrypted file and copied its code into the newly created attrib.exe and 
explorer.exe files, then terminated. The active network isolation prevented it 
from communicating with the server. The host system was not modified. 
After terminating the sandbox, both infected processes were terminated. 

9. Win32/Dorkbot.B – a very widespread computer worm spreading 
through Skype, Facebook Chat, Twitter messages, etc. This worm steals 
passwords and contains a backdoor. 

Result: None of the tested variants of this worm could be started in the 
sandbox. 

10. Win32/LockScreen.ALY – another example of ransomware. 

Result: Without administrator privileges it was not possible to execute the 
malware in the sandbox. With administrator privileges and active limitations 
the sandbox caught the changes. 

The chart in Figure 7 shows the results. The chart shows a total of 11 experiments, 
since the behavior of malware no. 10 was significantly dependent on the method 
of testing. 

 

Figure 7 

Security test results 

Malicious code did not manage to infect the host system in any of the cases. Some 
code did not even start in the sandbox. If the malware started, in some cases it was 
capable of performing its malicious activities; however, after terminating the 
sandbox, it was terminated successfully. Network access constraints and mainly 
the restrictions in the number of active processes and system settings play a 
significant role in sandbox efficiency. 

To evaluate the additional computing costs of the solution, we have measured both 
the initial and repeated program start-ups. We have tested the start-up of the 
Firefox 28 Internet browser, WinRAR 5 compression software, Foxit Reader 6 
PDF reader and Emule 0.5 file transfer software. When measuring the initial start-
up, we have restarted the OS after each attempt. The measurement results are in 
Figure 8. The average initial start-up overhead was 8%, subsequent start-up 
overhead amounted to 17%. The smaller percentage of the initial startup is related 
to the increased time of loading the libraries from the hard drive. 
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Figure 8 

Initial and subsequent startup times of the programs in the sandbox 

Standard usage of programs degrades the execution time of programs minimally. 
Increased time costs are presented in case of programs which are heavy on I/O 
operations. All other system calls are executed natively, which is an advantage in 
comparison with hardware-level virtual machines. The whole performance penalty 
depends on the application in use; it may range from 5% to 20%. 

Conclusion 

The goal of this work was to design a system sandbox in the MS Windows 
system, providing security in case of the executed applications. The proposed 
architecture was implemented using standard methods offered by the Windows 
operating system. The behavior of the sandbox was primarily based on the copy-
on-write model, which creates a redundant isolated OS environment. This article 
presents the design of the sandbox and the main parts of the implementation in the 
MS Windows OS. The execution of the respective applications is not functionally 
limited in the sandbox. The applied copy-on-write approach at the level of OS 
virtualization has a smaller performance penalty than full virtualization; therefore 
the applications are executed without greater latency in the sandbox. The 
performed security test showed the functionality of the proposed sandbox model 
in solving current security problems, where the user is forced to react to various 
security issues. A drawback of the solution is the possible waste of storage space. 
In future, the virtualization of inter-process communication should be improved 
and the network isolation with deeper integration. 
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Abstract: Developments in data storage technologies and image acquisition methods have 

led to the assemblage of large data banks. Management of these large chunks of data in an 

efficient manner is a challenge. Content-based Image Retrieval (CBIR) has emerged as a 

solution to tackle this problem. CBIR extracts images that match the query image from 

large image databases, based on the content. In this paper, a novel approach of comparing 

the convex hull geometry of the query image to that of the database image in terms of a 

relative metric which is denoted as the Convex Hull Area Ratio (CHAR) is used. The metric 

CHAR is the ratio of the area of the intersection of the two convex hulls to the area of their 

union. Convex hull shape polygon is extracted from the database images and the 

coordinate values are stored in the feature library. When a query image is given, the 

convex hull values are extracted in the same fashion. Ratio of the intersected area to union 

area of the two convex hulls (CHAR) are found and stored in an array. Subsequently, 

similarity measurement is performed and the maximum value of the CHAR indicates the 

closest match. Thus, the database images that are relevant to the given query image are 

retrieved. Scale and translational invariance have been preserved by a suitable co-ordinate 

transformation. The proposed CBIR technique is evaluated by querying different images 

and the retrieval efficiency is evaluated by determining precision-recall values for the 

retrieval results.   

Keywords: Image Retrieval; Shape Signature; Image Segmentation; Edge detection; 

Convex hull; Area ratio 

1 Introduction 

Content-based Image Retrieval system is an information processing system that 
makes use of the image content in the retrieval process. Design and development 
of an automated retrieval system is quite difficult, considering the complex objects 
and information present in the image. An image retrieval system can be defined as 
a computer system for browsing, searching and retrieving images from a 
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large database of digital images. Some of the most important characteristics that 
are used to extract information from the images are Color, Shape and Texture.  

Color histograms are commonly used in Content-based image retrieval. Though 
Color and texture contain important information, it is possible that two images 
with similar color histograms may actually represent very different images. 
Hence, shape describing features play a vital role in effectively retrieving images 
by making use of a CBIR system. Though much research is going on in shape 
based representation and retrieval techniques, there is no direct solution as to 
which kind of shape features are to be considered for best performance [18].  

In this paper, a novel approach of comparing the two convex hulls of the 
prominent edges in the query image to that of the database image by computing 
the Convex Hull Area Ratio (CHAR) is made use of. The proposed CBIR system 
effectively retrieves the images relevant to the query image when compared to the 
other CBIR system. The remaining part of the paper is organized as follows: 
Section 2 discusses some of the related works. Section 3 briefs the Content-based 
image retrieval with proposed shape signature extraction, feature calculation and 
image retrieval process. Results and analysis of the proposed technique are 
discussed in Section 4. Finally, concluding remarks are provided at the end. 

2 Background of the Research Work 

Tools that effectively browse, search and retrieve images are needed by users from 
different domains. Remote sensing, Fashion, Crime prevention, Publishing, 
Medicine, Architecture, etc. are some of them. Image retrieval has been in the 
thick of research for the past many decades.  Database management and Computer 
vision are the two major research groups who have been contributing to this field. 
These groups study image retrieval from different perspectives. Text based 
approach is adopted by the former, while the latter follows content-based 
approach. High level features like keywords and text descriptors are normally 
used by humans to interpret images and measure their similarity. But the low level 
features automatically extracted using computer vision methods are normally of 
low level in nature [1] [2]. Early techniques of image retrieval were based on the 
manual textual annotation, a difficult and laborious task. Texts alone are not 
sufficient because the interpretation of what we see is hard to characterize by mere 
words. This led to the contents in an image, like color, shape, and texture, gaining 
more importance and in turn in the birth of CBIR [3].    

Shape is considered to be one of the most important low level image features in 
content-based image retrieval. Region-based and Contour-based are the two 
common approaches used by shape-based systems [4]. Region-based systems 
normally use Geometrical moments, Zernike moments, Legendre moments and 
such moment descriptors [5] [6]. Contour-based systems use the boundary of the 
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objects. We usually get better results for images that are distinguishable by their 
contours. Literature discusses various shape representation and retrieval 
techniques. FD (Fourier Descriptors), PA (Polygonal Approximation), IM 
(Invariant Moments), CSS (Curvature Scale Space) etc. are some of them [7]. 
Shape is a major component used for describing digital image along with other 
features such as color and texture. Contour-based shape descriptors, such as 
Fourier descriptors, are not appropriate for describing shapes consisting of several 
disjoint regions. Region based shape descriptors, such as moments, are used when 
shapes have complex boundaries [8].  

Experiments on CBIR systems show that, on many occasions, low level contents 
fail to describe the high level semantic concepts. Ying Liu et al. [9] provided a 
comprehensive survey of the recent technical achievements in high-level semantic 
based image retrieval. Their research covered different aspects, including low 
level image feature extraction, similarity measurement, and deriving high level 
semantic features.  

Manual textual annotation of images was made use for the earlier image retrieval 
systems. This was a very difficult and time consuming task. It is very difficult to 
describe what we see and interpret purely using text. This led to the contents in an 
image like color, shape, and texture gaining more importance. Amit Jain et al. [3] 
proposed an algorithm for retrieving images with respect to a database consisting 
of engineering/computer aided design (CAD) models. Retrieval of objects has 
been done using a similarity measure that combines shape and the depth 
information. They combined the shape obtained from the contour with the 3D 
embedding of the depth information at each point on the contour, to identify a 
feature set. Trademark Image Retrieval (TIR) was developed to check and prevent 
the repetition of the large number of trade mark images that are stored in the 
trademark registration system. Chia -Hung Wei et al. [6] derived a Content-based 
trademark retrieval system with a set of feature descriptors that could represent 
global shapes and local features of the trademarks.  

Many retrieval systems use norm based distances on the extracted feature set as a 
similarity function. H. B. Kekre et al. [10] suggested that complex Walsh 
transform sectors of the images could be used to generate the feature vectors for 
the purpose of image search and retrieval. Xiang-Yang Wang et al. [7] proposed a 
color image retrieval scheme by combining color, texture and shape information. 
Robustness with respect to the image scale, Illumination and Noise are some of 
the important aspects to be considered in developing image matching systems. 
Shao-Hu Peng et al. [11] proposed a visual shape descriptor based on the sectors 
and shape context of contour lines. 

From the discussion so far, it is quite clear that shape is one of the primary visual 
features in CBIR. Our work focuses on developing a CBIR system based on 
shape. Shape descriptors are normally classified as contour based and region 
based. Contour-based shape descriptors primarily use the boundary information 
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and neglect the local contents within the shape. But region-based shape 
descriptors make use of the contents within the shape [20]. Works on CBIR 
systems based on moment descriptors are in progress [12]. Fuzzy techniques are 
also being employed in retrieval and recognition [21]. 

The Precision and Recall (PR) levels of the existing CBIR systems based on 
Shape have not been very good, when minimal feature sets were used. Extensive 
feature sets have had a negative impact on the retrieval time. Our work aims at 
identifying a minimal feature set with high PR levels. A computationally efficient 
algorithm for getting a first level match is of utmost importance. Computationally 
expensive refinement can then be used, if required, on this trimmed dataset to get 
better matches. Considering this situation, we have first used the color and texture 
properties to extract the objects from the image through segmentation. The shape 
is extracted from the edges identified using Canny algorithm [13] and from the 
convex hull containing the prominent edges in the image. A novel similarity 
measure based on convex hull geometry (Convex Hull Area Ratio – CHAR) is 
proposed, to retrieve the exact match. 

3 Content-based Image Retrieval Based on Convex 

Hull Geometry 

Though Convex hull is a good shape representation and description technique, it 
has not been effectively utilized in CBIR. There has only been very few 
applications of Convex hull in image retrieval. Lancaster et al [16], used the 
Convex hull of the brain image in a medical application [17]. The Convex hull 
derived from the brain’s surface was identified as the basis for automating and 
standardizing global spatial normalization. Their idea was to match the position, 
orientation and dimensions of the brain to that of a standard atlas brain.  

The proposed Content-based Image Retrieval system comprises of the pre-
processing steps of image segmentation, smoothing, feature extraction and image 
retrieval based on the query image [19]. The proposed CBIR is based on the shape 
signature extracted by employing color based segmentation, edge detection and 
extraction of the convex hull. When an image is queried, the system determines 
the shape signature for the image and then computes the similarity measure 
between the signatures of the query image and the existing database based on the 
convex hull area ratio (CHAR) comparison and retrieves a specified number of the 
best matches. The proposed method is detailed below. 

In our work, we make use of the K-means clustering algorithm for image 
segmentation for further processing with k = 4. K-means clustering identifies 
partitions in such a way that objects within each cluster are as close to each other 
as possible, and as far from objects in other clusters as possible. The number of 
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clusters to be partitioned and a distance metric for quantifying the distance 
between two objects are necessary for K-means clustering. Prior to the application 
of K-means clustering, the image, which is in the form of a 2D matrix, is rescaled 
to a 1D vector. Subsequently, the K- means algorithm is applied, to cluster the 
image, with k set as 4. After the K- Means Algorithm Is Applied, The 1D Vector 
Is converted back to 2D matrix and then the Canny algorithm is used for the 
detection of edges present in all the clustered sets of the image. The Canny edge 
detection operator detects a good range of edges in images. The canny algorithm 
consists of five steps, which are smoothing, finding gradients, non-maximum 
suppression, double thresholding and edge tracking by hysteresis [13] [14]. 

Canny edge detection process gives the different edges that are present in the 
image and then the indices of the shaped content are extracted by employing 
convex hull method. The convex hull of a set of points is the smallest bounding 
convex polygon that will contain the set. The convex hull is used for extracting the 
shape of the image. The approach is that the shape is represented by a single 
convex hull. The convex hull H of a region is its smallest convex region including 
it. In order to decrease the effect of noise, we first smooth a boundary prior to 
partitioning. The representation of the shape is obtained by storing the coordinate 
values of the convex hull. In a similar manner, the features of the rest of the 
images in the database are also extracted and stored in a feature library. For 
preserving scale invariance the convex hull extracted is normalized to unit area by 
performing a scaling of the co-ordinate system before storing for further analysis. 
Similarly for preserving translational invariance the co-ordinate system origin is 
fixed at the centroid of the extracted convex hull. 

3.1 Retrieval Process 

The Image retrieval process takes place after the Image Indexing process. The 
query image is matched to the images in the DB (database) for image retrieval. Let 

Q  be the query image. We perform the shape extraction for the query image Q  

and extract the convex hull of the detected shapes. The Q polygon and DB 
Polygon (of convex hull) are compared by finding ratio of intersected area to 
union area (CHAR) as explained in Fig. 1. The CHAR values are computed for 
each image in the DB and stored in an array. The maximum value of this ratio is 
the closest match. Accordingly, a specified number of images with best match are 
retrieved from the database. The retrieval process is further explained in detail 
using Figure 1. 
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Figure 1 

CHAR Computation (i) Convex hull A (ii) Convex Hull B  

(iii) Area of union (blue) (iv) Area of intersection (green) 

As shown in Figure 1, CHAR is maximum at a value of 1 when the query and 
database convex hulls are exactly identical. When there is no overlap between the 
two convex hulls the CHAR value reduces to a minimum value of 0. The CHAR 
is a measure of the overlap among the query and retrieved convex hulls. 

The convex hull can be obtained by HMT (Hit or Miss Transform) with four 
structuring elements. Consider A to be a binary image set. Let Bi, i = 1, 2, 3, 4, 
represent four structuring elements as given below in Figure 2. 

 

 
 

Figure 2 
Structuring elements 

 

where the symbol ✕ denotes don’t care. Bi is a structuring element where i vary 

from 1 to 4. These structuring elements are called B1, B2, B3 and B4.  
 
Let the initial step be Xi

0 = A. The iterative process is conducted as in the kth step      
 
Xi 

k = (X  Bi ) ⋃ A, i = 1,2,3,4 and k = 1,2,3,…                                                 (1) 
 
If Xi

k = X
i
k-1, then it converges. That is, in two subsequent iterations, if the output 

does not change, the algorithm converges.  

Let Di= Xi
conv.   
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Finally, the convex hull of A is 

 
             4 

C(A) = ⋃ Di                                                                                                           (2)  
             i=1 
Since there are four different structuring elements, four different point sets are 
obtained at the end of convergence. The union of these four different point sets 
gives the convex hull of the given image A. 

Similarly, we find the convex hull of the image  B. C(A)⋃C(B) and C(A)∩C(B) 
are further calculated.  

The metric CHAR is given by  

 

C(A)∩C(B) / C(A)⋃C(B)                                                                                      (3) 

4 Results and Discussion 

This CBIR system has been implemented using MATLAB (version 7.10), has 
been tested with various query images and appropriate matching images have been 
recovered from the image database. Test images were taken from the database 
generated by Wang containing many images stored in the JPEG format [15]. 
When an image is queried, the system establishes a shape feature for the image 
and then computes the similarity measure between the shape feature of the query 
image and the shape features of all images existing in the database, so that, a 
specified number of database images similar to the query image are retrieved. 

To retrieve the image from the image database, the query image is preprocessed to 
normalize the intensity levels of the input image.  The output objects extracted 
from the input query image after the preprocessing stage is given in Row 2 of 
Figure 3. To extract the shape feature from the image, initially, the image in RGB 
color space is converted to gray scale image. Since, the mean filter can act on only 
one color channel. The mean filter is especially useful for reducing speckle noise 
and salt and pepper noise. The image is converted into gray scale using Craig’s 
formula. After converting the RGB image into gray scale image, K-means 
clustering algorithm (k = 4) is used for the image segmentation for the further 
process. Before applying the K-means clustering, the image, which is in the form 
of 2D vector, is rescaled to a 1D. In this K means clustering process the image 
pixels are grouped under the color. The output image of the clustering process is 
shown in the Row 3 of Figure 3. After the clustering process using K-Means 
algorithm, the 1D image is again converted into 2D image format. Then canny 
algorithm is used for the detection of different edges present in all the clustered 
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sets of the image. The canny algorithm comprises of five steps, they are 
smoothing, finding gradients, non-maximum suppression, double thresholding and 
edge tracking by hysteresis. The image after detecting the edge is shown in the 
Row 4 of Figure 3. 

After applying canny algorithm to determine the edges of the segmented image, 
the edges are tracked and then smoothed to remove the number of connected 
components. Then we get the prominent shapes that are present in the image and 
then the x, y values of the extracted convex hull polygon of the detected edges are 
stored. 

 
 

              Figure 3 

                   Row 1 – Original images, Row 2 – Objects extracted from the original images, 

                  Row 3 – Clustered gray scale images, Row 4 – Edges detected by Canny algorithm 

 

Retrieval is performed based on the proposed Convex Hull Area Ratio (CHAR) 
method, as explained by Figure 1 and Figure 4. 
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Figure 4 
Union and Intersection areas of the query image and a matched image. Ratio of Intersection to Union 

will be close to 1 for a good match and low for dissimilar ones. 

 

During the computation of the convex hull, the scale invariance is preserved by 
normalizing the area of each convex hull to unity. This assures that only the 
relative spread of the shape features are compared and similar shapes give a better 
CHAR. Translational invariance is preserved by setting the origin to the centroid 
of the convex hull polygon. 

Retrieved images that correspond to the input query image are shown in Figure 5 
and Figure 6. 

 
 

Figure 5 
Sample Output – Query Image and Retrieved images 

 



S. P. Mathew et al. A Content-based Image Retrieval System Based on Convex Hull Geometry 

 – 112 – 

 
 

Figure 6 
Sample Output - Query Image and Retrieved images 

 
 
 
 
 

4.1   Comparative Analysis 

The performance can be identified by using precision and recall. Precision is the 
fraction of retrieved images that are relevant to the query image, while recall is the 
fraction of relevant images that are retrieved from the database. Precision 
indicates the accuracy and Recall indicates the relevance of retrieval.  

 

  retrieved images ofcount  Total 

imagequery    theorelevant t images retrieved ofCount 
  precision   (4)         

 

 database in the imagesrelevant  ofcount  Total

imagequery   theorelevant t images retrieved ofCount 
  recall                        (5)     

         

Using Equation (4) and Equation (5), the precision and recall values for the query 
image are calculated for the proposed method. The values obtained from the 
calculation are given in Table 1. The precision values are also compared with 
some of the existing methods and plotted in Figure 7. 
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Figure 7 
 Comparison of Precision 

Table 1 

Precision (P) and Recall (R) Statistics for the proposed CHAR (Convex Hull Area Ratio)  Method on 

the best 15, 20 and 40 retrieved images 

Query N = 15 N = 20 N = 40 

P R P R P R 

1 1 0.30 1 0.40 0.9 0.72 

2 1 0.42 1 0.58 0.65 0.74 

3 1 0.30 0.95 0.38 0.98 0.78 

4 1 0.30 1 0.40 0.9 0.72 

5 1 0.30 1 0.40 0.9 0.72 

6 0.93 0.28 1 0.40 0.93 0.74 

7 0.93 0.28 0.9 0.36 0.88 0.70 

8 1 0.30 0.95 0.38 0.88 0.70 

9 0.93 0.28 0.9 0.36 0.8 0.64 

10 0.86 0.26 0.9 0.36 0.83 0.66 
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Figure 7 shows the graph for the comparative analysis between the proposed 
Convex Hull Area Ratio (CHAR) method and existing methods like CSS 
(Curvature Scale Space), ZMD (Zernike Moment Descriptor), GFD (Geometric 
Fourier Descriptor) and MSFD (Multiple Shape Feature Descriptor) on 5 queries 
for a set of best 20 images retrieved. The data for other methods is from [4] [7]. 

Based on Figure 7, the proposed method has effectively retrieved the images with 
high precision, in comparison with other existing methods. The retrieval is also 
quite fast since only the convex hull points are used in the matching process. The 
Precision - Recall table and the Precision comparison establish the superiority of 
the proposed CHAR-based Content-based Image Retrieval System. This work can 
further be improved by preserving rotation invariance. Feature set can also be 
extended to include inner shape features and texture dimensions by grouping the 
edge sets based on their color and texture properties. However this will increase 
the complexity of the CBIR system and can be justified only when the additional 
computation is mandated for specific applications to delineate color as well as 
texture. 

Conclusions 

In this paper, we have proposed a novel and efficient CBIR system based on 
Shape Signature to retrieve relevant images from image database for a given query 
image. In this method, when an image is queried, the system establishes shape 
feature for the image and then the ratio of the intersected area to union area of the 
convex hull polygons of the query and database images are found and stored in an 
array. Subsequently, similarity measure is performed and the maximum value of 
the ratio indicates the closest match. Here we first pre-process the image by using 
K-means clustering algorithm for image segmentation based on color. Edges are 
extracted using the Canny algorithm. We have proposed and implemented the 
CHAR method for efficient matching and retrieval. The implementation results 
illustrate that this novel image retrieval process effectively retrieves the images 
that are close to the query image from the database. 
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Abstract: In dynamic program slicing, program subsets are computed that represent the set 

of dependences that occur for specific program executions and can be associated with a 

program point of interest called the slicing criterion. Traditionally, dynamic dependence 

graphs are used as a preprocessing step before the actual slices are computed, but this 

approach is not scalable. We follow the approach of processing the execution trace and, 

using local definition-use information, follow the dependence chains “on the fly” without 
actually building the dynamic dependence graph, but we retain specialized data structures. 

Here, we present in detail the practical modifications of our global dynamic slicing 

algorithm, which are needed to apply it to programs written in the C language. 

Keywords: program slicing; dynamic slicing; program analysis; program dependence; C 

1 Introduction 

Program slicing [1, 2] is a program analysis technique that is used to help solve 
various software engineering problems. A slice of a program is the program’s 
subset which consists of only those statements that directly or indirectly affect the 
value of a variable occurrence (known as the slicing criterion). This form of 
slicing is referred to as backward slicing. In contrast, forward slicing involves 
looking for forward dependences; those statements that may be affected by a 
specific program point. If the dependence set is determined in such a way that it 
reflects the dependences for all possible executions, we call it a static slice. 
However, if only a specific program execution is investigated, it is called a 
dynamic slice. In our study we will focus on backward dynamic slicing. 

Dynamic program slicing [3] has a certain advantage in some applications; 
namely, the dynamic slices are significantly smaller than their static counterparts. 
For instance, when debugging we seek the possible cause(s) of an error that was 
observed at a specific program point and for a specific run. The more precisely 
this set of causes is defined, the more effective the debugging should be. 
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A common approach to dynamic slicing is based on computing the dynamic 

dependences among the program elements. The method by Agrawal and Horgan 
[3] uses a graph representation called the Dynamic Dependence Graph (DDG), 
which includes a distinct vertex for each occurrence of a statement in the 
execution history (the list of statements executed), and the edges correspond to the 
dynamically occurring dependences among them. Based on this graph, the 
computation of a dynamic slice means finding all the reachable vertices starting 
from the slicing criterion. The DDG-based method can be used to compute 
dynamic slices in a general way, since it performs a full preprocessing [4] before 
the actual slicing. When building the graph in advance, the user has the possibility 
of computing different slices starting from different program points (the criteria) 
and going in different directions (forwards or backwards). Since the computation 
and storage for such a graph is expensive more specialized approaches that take 
into account the desired slicing scenario should be considered. 

In previous studies [5, 6, 7], we devised new efficient dynamic slicing methods 
that were based on dynamic dependences, but did not require full preprocessing 
and the building of huge representations like the DDG graph. We also process the 
execution history and some elements of the complexity of our approach are related 
to the length of the execution as well; but other, more specialized data structures 
and algorithms are applied in order to improve the overall efficiency. One of the 
results is a backward slicing algorithm [6, 7] that computes all the possible 
dynamic slices globally, with only one pass through the execution history. This 
method significantly differs from the previously published slicing algorithms, and 
it is believed to be applicable for real-size programs and executions. We presented 
some details of the algorithm in different contexts; for C [6, 8] and for Java [9] 
programs, and for different applications [7, 10]. 

In this paper, we provide details on the implementation of the global algorithm for 
backward slicing for C programs. This makes its implementation possible in 
virtually any context and platform for C. 

2 Previous Results and Related Work 

Program slicing has a large literature and many different approaches have been 
devised. Surveys can be found at various places, e.g. [2, 11]. While the practical 
static slicing methods are mostly based on the PDG-based algorithm by Horwitz et 

al. [12], there are several, quite different approaches to dynamic slicing. One usual 
categorization of the dynamic slicing methods comes from asking whether the 
program subset produced (the slice) is an executable program or not. Executable 
slices are needed for certain applications, but they are less accurate. 
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Actual implementations of dynamic slicing algorithms were mentioned in very 
few publications, such as in [13, 14]. However, these implementations did not 
prove to be suitable for real-life applications. In a study, Venkatesh experimented 
with different algorithms and provided experimental data [14]. In this experiment, 
four kinds of slicing algorithms were implemented for the C language, including 
the dependence-based approach by Agrawal and Horgan [3] and the executable 
slicing method by Korel and Laski [15]. Unfortunately, no details were given on 
the design and functionality or the special features of the implementation for C. 

In the DDG-based method by Agrawal and Horgan [3], the size of the DDGs may 
be huge. In fact, it is not bounded by the program dimensions, but it correlates 
with the execution length. In their study, Agrawal and Horgan therefore proposed 
a reduced DDG method, where the size of the reduced graphs was bounded by the 
number of different dynamic slices. Alas, even this reduced DDG may be very 
large for some programs. In [16], Zhang et al. elaborate on the problems of 
existing dynamic slicing algorithms concerning their computation and space 
complexity. They claim that most accurate (they use the term “precise”) 
algorithms are significantly less efficient than the approximate methods, which in 
turn produce inaccurate dynamic slices. This inefficiency may be attributed to two 
factors: either the execution trace is completely processed before the actual slicing 
algorithm is performed (referred to as full preprocessing) or the slicing algorithm 
is invoked on demand, processing the trace from the start for each slicing request 
(referred to as no preprocessing). Our global and demand-driven algorithms [5] 
correspond to the first and second cases, respectively. In both approaches the 
authors gave their own implementations based on dependence graphs. To reduce 
the overheads of each approach they proposed a combined algorithm called 
limited preprocessing, where the execution trace is augmented with summary 
information to allow a faster traversal when the slice is computed. 

2.1 Our Global Dynamic Slicing Algorithm 

In a previous study [5], we investigated practical ways of computing the dynamic 
slices based on dynamic dependences, but without requiring costly global 
preprocessing. We proposed alternative methods based on the same dynamic 
dependences, but instead of DDG graphs specific data structures were used for 
each algorithm. These structures are different depending on the slicing scenario, 
and – having specific applications – some of the algorithms are more efficient in 
terms of storage, while others have improved runtime efficiency. The different 
slicing scenarios that we investigated are global vs. demand-driven slicing and 
computing backward vs. forward slices. One favorable property of these 
algorithms is that they are able to compute the same dynamic slices as the original 
DDG-based method. It turns out that the slices can be produced by traversing the 
execution history either in a forward or in a backward way, and that some 
processing directions fit better in one slicing scenario than in another. This gives 
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eight possibilities, some of which give useful algorithms, while others prove 
unfeasible. In our paper, we elaborate the topic by providing details on handling 
real C language constructs for the global algorithm. 

Our approach for computing dynamic slices differs significantly from the previous 
methods. We designed the slicing algorithms so that they can be effectively 
implemented and used in practice. Hence, we tried to minimize the amount of 
information that must be computed and stored during the computations [5, 6, 7]. 
In our algorithms, we track the data and control dependences among the program 
instructions that arise dynamically during execution. The algorithm works on the 
trace of the execution, which is produced using a statically instrumented version 
of the program. The trace includes all the necessary information about the runtime 
behaviour of the program.1 For producing the required slicing results, the 
algorithm relies on statically computed information from the code as well. The 
global algorithm (also referred to as the forward algorithm) starts at the beginning 
of the trace with the first executed instruction and propagates the dynamic 
dependences in parallel with the execution, and eventually provides the required 
slices for all the possible dynamic criteria (for all the variables). Evidently, this 
approach has its benefits and drawbacks, but the other algorithms presented in [5] 
provide feasible alternatives. For details of the conceptual algorithm with 
examples, please see the articles cited above. 

3 Global Dynamic Slicing for C Programs 

In other studies [5, 6, 7], we presented conceptual algorithms for dynamic slicing. 
The concepts were introduced for programs in which only scalar variables were 
used and without interprocedurality. The application of the conceptual algorithm 
to C programs gives rise to several problems. In our study, the handling of various 
language constructs were addressed in the following way: 

1) All computations are performed on memory locations instead of handling 
scalar variables, pointers and other more complex objects differently. This 
approach enables an easy and uniform handling of pointers, pointer 
dereferences, arrays and structures by transforming them to the actual 
memory locations. In our approach, the dependences for a pointer 
dereference will include the dependences of the pointer itself and the 
dereferenced memory location as well. Also, accesses to union members 
and C bitfields are treated as dependences for the whole data structure 
(struct and array members are handled individually). Slicing on memory 

                                                           
1
  Execution tracing is used in other areas of software engineering as well; it has 

recently been proposed to extend software product quality frameworks [18]. 
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locations is a feasible approach since all the dynamic information on the 
actual storage of objects is available. 

2) Since each C statement (and expression with side-effects) may imply the 
definition of more than one object, a definition-use list is defined for each 
executable instruction, rather than a single definition-use pair as we have 
with the conceptual algorithm [5, 6, 7] (a definition-use pair or def-use pair 
consists of a variable name that is defined at the instruction and a set of 
variables that is used in the instruction for computing the value of the 
defined variable). This list is essentially a sequence of def-use pairs that all 
occur in an instruction (see below for a complete definition). 

3) All slicing criteria and slicing results are given for line numbers in the 
original source file. However, since the computations are made on memory 
locations and for (possibly multiple) objects defined for one statement, the 
necessary mappings must be made. 

4) Interprocedural dependences that arise across function calls can be handled 
relatively easily by adopting the memory slicing approach, since each 
memory address can be viewed as a “global variable.” The execution 
history will contain each realized function call, and the order of the 
instructions executed will also be known. We only have to handle the 
actual arguments as special local variables and the return value as a special 
variable defined at the call site. 

5) Local variables are also handled by using their addresses on the actual call 
stack frame. We only need to track the block scopes dynamically for 
lookup purposes. The handling of globals is also simple due to using their 
addresses for computation (which are fixed for the whole execution of the 
program). 

6) The unstructured control transfers (goto and other jump statements) are 
handled by adding all the possible control dependences to the def-use 
representation (for a block-based language as in our conceptual description, 
the control dependences are determined by the syntax). As this way some 
statements may be dependent on multiple predicates, the handling of 
predicate variables in the presence of jumps needs to be slightly extended 
(the details are given below). Currently, C “long jump” constructs are not 
handled, but they could be treated in the same way. 

7) The conceptual algorithm uses the concept of execution history to record 
the instruction numbers executed. To be able to slice a C program, 
however, some other information is also needed that is generated upon 
executing the program, and which is used by the slicing algorithms. This 
includes the addresses of variables, function calls and block scope 
information. We will call this extended execution history the trace. 
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8) Declaration lines will  be added to the slices whenever the definition of the 
declared variable is added to the slices. Also, the eventual initializations 
will be added to the def-use representation. 

9) Since programs generally rely on standard library code as well, we must 
handle interprocedural dependences arising from the parameters, side 
effects and return values of calls to library code. Since the source code of 
library functions is often unavailable, we will rely on the semantics of such 
functions and prepare, in advance, a def-use representation of each 
standard library  function based on the specifications. 

10) Real programs usually consist of multiple source files composed of header 
files (.h) and implementation files (.c), which produce translation units 

after preprocessing. Our slicing algorithm works on preprocessed units, 
which makes it possible to compute slices for the whole program. What is 
needed to achieve this is a global numbering of statements over all the 
source files of the program, and solving name identification for definitions 
coming from common header files and placed into multiple translation 
units, as we do with a linker. 

Based on these considerations, the implementation of our dynamic slicing 
approach consists of four phases. During a static analysis, the def-use 
representation of the program is produced and stored on the disk, and the source 
code is instrumented.2 Next, the instrumented code is built to produce an 
executable program, which is executed in the next phase. During this operation a 
trace of the program is produced with the help of the instrumentation code. Lastly, 
the slicing algorithm is executed, where the trace is used to drive the propagation 
of the dependences, in the global algorithm starting from the beginning of the 
trace. The slicing algorithm relies on the def-use representation produced in the 
first phase. Below, we will describe these phases and specific features of the 
implementation for C. 

3.1 Static Analysis 

Static analysis has two goals: to produce the def-use representation (Section 3.2) 
and to instrument the code (Section 3.3). Another task here is to create a mapping 
between the physical source code lines and the internal identifiers given to 
program elements by the analyzer. Our static analysis front end works on the 
preprocessed code, and it performs lexical and syntactic analysis, producing an 
annotated Abstract Syntax Tree as the result for each unit. The AST contains 

                                                           
2
  In this study, we used source code-level instrumentation, but other ways exist as well 

such as binary-level and virtual machine-level solutions. It should be added that 
source code-level instrumentation has the highest risk of changing program behavior, 
but when experimenting with our prototype we did not encounter any such problems. 
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sufficient information to compute the def-use representation and perform code 
instrumentation. 

3.2 Def-Use Representation for C 

In our implementation for the C language, an extended def-use representation is 
created and stored in a file, which will be used later by the algorithms. In the 
conceptual algorithm [5, 6, 7], the def-use representation  was defined as i. d: U 
for each program instruction number i. For real C programs, this representation 
(also called the D/U representation below) will be extended so that it contains a 
sequence of d: U items for each instruction i in the program: 

. We will use the notation DU
C
(i) for the 

D/U sequence of the i-th instruction. 

This extension is needed because in a C instruction (i.e. an executable expression 
with side-effects), several l-values may be assigned new values. Note that the 
sequence order is important, since the d values of a previous D/U item can be used 
by the subsequent U sets. This sequence order is determined by the “execution-
order” (evaluation) of the corresponding subexpressions. The order of the 
evaluation of subexpressions in C is not always defined by the language, hence 
there might be complications arising from the use of different compilers and 
compilation options. In our current implementation, we will rely on the parsing 
sequence determined by the context-free grammar of C, which proved to be 
sufficient in our prototype. In a production tool, however, care should be taken to 
handle the various possibilities. 

The other modification needed for the D/U representation for C is that the 
variables (including artificially created ones) in it are not only simple scalar or 
predicate variables, but they can also take several different meanings as follows: 

1) Scalar variables. These are the “regular” global or local variables (with 
static storage, they have a constant address for the actual call stack frame). 
The formal parameters of functions are also represented as if they were 
local variables in the function’s scope. Note that dynamic variables used 
with dynamically allocated memory on the heap do not need special 
treatment as they will be treated as pointers and the corresponding allocator 
functions as library code (see above). 

2) Predicate variables. Denoted by pn, where n is the serial number of the 
predicate instruction, the predicate variables are artificial variables with the 
same semantics as those described in the conceptual algorithm. In the case 
of the C language, all iteration and selection statements will induce 
predicate variables. An additional, special form of predicate variables will 
be introduced, one for each function and will be denoted by entry(f), to 
generalize the representation of control dependences. Such an “entry-
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predicate” is defined upon entering the function f and is used by all 
statements outside any other predicates in the function. 

3) Output variables. Denoted by on, the output variables are artificial 
variables that are generated at the places where a set U is used, but no other 
variable takes any value from U. These include function calls with their 
return values ignored, single expression-statements with no side-effects, 
jump statements, and some output statements in C such as printf. 

4) Dereference variables. The notion of the (artificial) dereference variables 
is employed where a memory address is used in any possible way or where 
it gets a value through a pointer (or an array or structure member). They are 
denoted by dn, where n is a global counter for each dereference occurrence. 
Dereference variables will  be created for the following code constructs: 
*expr, object.member, ptr->member and array[index]. Note 

that in an implementation, some of these could be handled uniformly as a 
base pointer+offset, but source code instrumentation requires a different 
treatment. Dereference variables will be used in such a way that their 
dependences will be noted in the D/U representation only symbolically, 
while the actual dependences will be computed for the associated addresses 
written to the trace. Note that the order in which the dereference variables 
are stored in the use sets must be the same as the order in which they will 
be evaluated. 

5) Function call argument variables. These are artificial variables denoted by 
arg(f,n), where f is a function name and n is the function argument 
(parameter) number. An argument variable is defined at the function call 
site and used at the entry point of the function (by defining the formal 
parameter). 

6) Function call return variables. Denoted by ret(f), where f is a function 
name, the artificial return variables are defined at the exit point of the 
function and used at the function caller after returning. 

In the extended D/U representation, regardless of the type of variable, all 
dependences are treated equally. For instance, a pointer dereference may be 
dependent on a predicate variable if the dereference subexpression is control-
dependent on a predicate. This uniform handling allows a very concise capturing 
of the interdependences of the program, and a straightforward implementation of 
the algorithms. In the following, we will describe how the dependences in the D/U  
representation are built up and relate to special features of the C language. 

Computation of the data dependences. Generally speaking, the structure of the 
D/U representation is such that it captures the definition-use relationships locally 
for each statement. This means that we do not need to deal with the classical 
problems of computing data dependences in the static case, as is required with the 
dependence graphs [12]; in our case only the names of the dependent variables 
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(and not the corresponding definition) need be stored. Thus, our representation for 
C can be constructed in a simple syntax-directed manner following the semantics 
of each C expression construct. 

Function calls. Function calls and parameter passing are handled in the D/U 
representation using the artificial variables arg and ret (see above). Whenever a 
function call expression is found in a C instruction, a corresponding D/U item is 
created with the arg variable as the defined one and the appropriate use set. Next, 
in each function a D/U item is constructed for all its formal parameters in which 
the parameter is the defined variable (the parameter is later treated as a local 
variable) and the corresponding arg variable constitutes the use set. Furthermore, 
for each return statement in the functions a D/U item is created with the ret 
variable defined and the corresponding use sets. Lastly, at the call site these ret 
variables are used in the corresponding use sets for the expressions containing the 
function call. The order of elements in the D/U lists is important as this is required 
for the synchronization with the trace. 

Structured control dependences. The predicate variables will be used in the D/U 
representation to capture the control dependences among the program instructions. 
In the case of structured control transfers (the if selection and the three types of C 
loops), for each predicate corresponding to the respective decision statement a 
predicate variable will be created and the dependences will be based on the 
nesting structure of the program; the directly nested statements of if branches or a 
loop will be dependent on the corresponding container predicate. To make the 
algorithm more general, for each function an additional predicate called the entry-

predicate will be defined as well. The instructions that are not nested within 
another predicate statement will be dependent on the entry-predicate. (The entry-
predicates are implicitly defined at the function beginning and their use sets are 
empty.) Note that shortcut logical expressions do not influence this operation. 

Handling of goto and other unstructured jumps. While the direct control 
dependences can be readily determined for structured programs, goto-s and other 
arbitrary control transfers (switch, continue and break) must be handled in a more 
elaborate way. We will compute control dependences in the static analysis phase 
based on the traditional approach using postdominance relations [17], and then 
build the extended D/U representation based on this information. Namely, if an 
instruction i is found to be control dependent on some other instruction (which is 
then a predicate), we extend the use set of i with the corresponding predicate 
variable. Since in a program with arbitrary control flow an instruction may be 
control dependent on more than one instruction, our use sets may also contain 
several predicate variables. In one specific execution only one of them will be 
responsible for the actually realized control dependence, which we will call the 
active predicate. When propagating the dependences through the current 
instruction’s use set, we must select just one predicate variable to continue with. If  
there are more predicate variables in the use set, our approach is to choose the one 
that has been defined most recently. In other words, for ij

. d: U, we will choose 



Á. Beszédes Global Dynamic Slicing for the C Language 

 – 126 – 

predicate p for which LD(p) = max{LD(r) | r ∈ U and r is a predicate variable}, 
where LD(v) is the last definition of variable v, i.e. the execution step at which v 
was defined just before the j-th step where i was executed. (In the following, we 
will refer to execution history elements as actions with the notation ij, where i is 
the serial number of the instruction executed at the j-th step or position.) 

Complex l-values. A side effect of certain C expressions is that the sub-expression 
on the left hand side of the operator takes the value of the right hand side (this 
includes the assignment operators as the most common ones). These operators 
require that their left hand side be an l-value (meaning that it is modifiable). Quite 
frequently, the l-value is a simple variable occurrence, but these sub-expressions 
can be arbitrarily complex. In such cases, the D/U representation needs to be 
constructed carefully to include all the defined and used variables appropriately. 
One important issue is the handling of pointer dereference expressions of the form 
*p. Strictly speaking, the data pointed to by a pointer is not dependent on the 

address itself. However, we will apply a conservative approach and include such 
pointers as well (this approach is also used by some other algorithms). In Figure 1, 
we list some other cases and the way we treat them in our representation 
(following the principles for dereference variables introduced above). 

a[i] = r; //  d1:{r,i,a} 
*(p+x) = r; //  d2:{r,p,x} 
m.a = r; //  d3:{r} 
p->a  = r; //  d4:{r,p} 

Figure 1 

Handling of field accesses 

Clearly, this is a conservative approach as, for example, the array name a and the 
index variable i both appear in the use-set of the first statement; however from a 
computational point of view only the data at the address pointed to depends on r. 

Although debatable, here we shall choose this approach to be able to compute a 
conservative-type of dependence which can be used, for instance, to assist impact 
analysis. 

Pointers, pointer dereferences, address-of and arrays. Our algorithm computes 
the dependences on memory locations, which makes the handling of pointers and 
related structures straightforward, but there are several special features worth 
mentioning. As we said previously, in the case of pointer dereferences both the 
pointer and the dereferenced object will be included. Using the address-of 
operator does not induce a new dependence because the address itself can be 
viewed as a constant  value. All the other operations with pointers are treated in 
the same way as in the case of regular variables. Arrays can be handled in a 
similar way as pointers since they can be interpreted as pointers with appropriate 
offsets corresponding to the index. The only extension is that the variable(s) used 
in the index operators are also treated as used variables. Multiple pointers and 
indirections can be handled in the same way as well. 
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The handling of function pointers does not require major modifications to the 
presented algorithms, but we omitted these details from the formal algorithm (in 
the next section) to aid readability, and we describe them more fully here. 
Statically, we cannot determine the called function, so in the D/U representation 
we cannot use arg(f,n) and ret(f) variables either. Instead, we use their special 
form in which the actual names are not given, just some symbolic names of the 
form arg(?,n) and ret(?). These temporary variables will be resolved upon the 
execution of the slicing algorithms as soon as the called functions become known. 

Structs and unions. C language unions and bitfields can be handled in a 
conservative way. Namely, we will treat unions and bitfields as scalar variables 
because when we define a field we virtually define all the others as well. Bitfields 
can introduce multiple dependences due to overlaps in memory regions, which 
will be handled in a similar way to that with type-casts, described later on. In the 
case of structs, however, we want to preserve the individual tracking of the 
dependences of the fields as in the case with arrays. For this, we follow a similar 
approach to the handling of arrays because the structs can also be interpreted as 
memory regions with a fixed base address and offsets corresponding to the fields. 
That is, for each field access we create a distinct dereference variable, which we 
can use separately in the D/U sets. 

The handling of the individual struct variables as parts of expressions is more 
complicated because the expression operations in this case will correspond to all 
the fields together (struct copying). In this case, we model the dependences for 
each field access combination (which may be recursive). The struct variable itself 
will not be part of the D/U sets, but all the references to it will be transformed to 
the actual field accesses for all the fields. Figure 2 provides examples for handling 
structs, members and dereferences (in the commented lines below line 2, we can 
see how the fields are modelled). 

   struct S s,t,*p,*q; 
   t.a = ... 
   t.b = ... 
1. q = &t;   //  q : {} 
2. s  = *q;   //  : {} 
// s.a = q->a; // d2:{q,d1} 
// s.b = q->b; // d4:{q,d3} 
// ... 
3. x = s.a;  //  x : {d5} 
4. p = &s;   // p : {} 
5. y = p->b; // y : {p,d6} 

Figure 2 

Handling of struct variables 

For instance, during a slice computation, the runtime addresses of d5 and d2 will 
be the same, which will result in correct dependences between s.a and t.a. 
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Type casts. Type casts can cause a problem for our slicing algorithms in cases 
where the sizes of the original type and the new type are different. The basic 
methods discussed above will lose any dependences among overlapping memory 
regions of the objects (e.g. structure members). The problems related to type casts 
can be handled only by maintaining the length of the referenced memory 
addresses as well as their starting address. We did not include this in the formal 
description of the algorithms for the sake of clarity, but we will overview the basic 
method here. The D/U representation does not include any specific extensions, but  
in the execution trace we will output the dereference addresses and the sizes of the 
variables in question, which will form regions instead of single addresses 
(sizeof can be used in the instrumented code for this purpose). The slicing 

algorithm will then take into account each byte of the referenced memory region, 
which will result in not losing any dependences; and this will be suitable for all 
kinds of type casts, including casts between scalars and pointers. 

3.3 Instrumentation and the Trace File 

The purpose of code instrumentation is to produce a semantically equivalent code 
that, upon execution, produces a trace of the execution. The trace records the 
executed ij actions and other information required by the slicing algorithm. It is a 
linear sequence of elements with various meanings, which is, upon execution, 
stored in a file for later processing. The sequence can be described with a context 
free grammar shown in Figure 3. 

 

Figure 3 

Formal description of the trace 

The order of elements in the trace is determined by the execution of the 
instrumented program. First the data for all of the global variables are dumped 
(mark G with the variable name and its actual address). Then the execution is 
traced starting with the main function. On entering a function, a function-begin 
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mark with the function name (FB) is generated, and on exiting it a function-end 
mark (FE) is generated. During the execution of a function body, three kinds of 
events can occur: the data for a local variable (D) is generated in a similar way to 
that for the globals, or a nested block (corresponding to a syntactic block in a C 
program) is generated with the delimiting marks (BB with a unique block serial 
number and BE with the identifier of an outer block), or an executable instruction 
(action) is traced. The delimiting marks are not generated only for the blocks 
according to the syntax with { and }, but for each jump instruction into or out of 

some blocks and single statement sub-instructions as well. The block identifier 
that comes with BE is the number of the block in which the next executable 
instruction is located. Usually, it is the block containing the current one, but in the 
case of unstructured jumps it may be any block in the current function. 

An action is generated for each C instruction (expression) and it consists of two 
parts. The main part (E) designates the executed instruction number i and the 
execution step j. In addition, an optional list of information (the action suffix) 
related to the current instruction may be generated. Here, there are two types of 
action suffixes. If a function call is a part of the expression of the current action, 
the trace for the whole function will be dumped as a suffix for the current action. 
This can clearly result in a large amount of recursive data structures being 
generated, which may be similar at different instances if the invocation is similar. 
This could be optimized in an implementation by applying some kind of a 
compression; however, here we do not implement such a feature. The other kind 
of action suffixes will be generated whenever a pointer dereference is encountered 
in the expression of the current action. The accessed memory address is dumped 
into the trace using P. For each action, the additional dereferences will correspond 
to the relevant dereference variables in the D/U. Note that the order in which the P 
marks will be generated is the same as the way they are executed, and this order 
must also be the same as the corresponding dereference variables are listed in the 
D/U representation. This property will be exploited by the slicing algorithm. 

To get the required contents of the trace file, the source code needs to be 
instrumented at several locations. At each relevant point, a call to an 
instrumenting function is generated, which will place the necessary marks into the 
trace file. We chose the instrumented code to be C++ rather than C for practical 
reasons.3 For example, some instrumentor functions are easier to implement as 
template functions, and we can also put the calls to the instrumentor functions 
before the variable declarations. The instrumentor functions are provided in 
additional source and header files, which need to be included in the linking phase 
when the program is built. To implement the instrumentation for each trace 
element, several practical solutions had to be elaborated, for instance: block and 
function delimiting marks had to be placed at various places due to possible 

                                                           
3
  Note, that this solution might be problematic when certain language features are used 

in the original C program that are incompatible with the selected C++ compiler. 
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jumps; local and global variables are dumped using the address-of operator; action 
marks are generated for each expression using the comma-operator; dereference 
marks are generated by a C++ template function that returns the pointer to a type 
passed in the template parameter, etc. Figure 4 shows an excerpt from the C 
program bzip, its instrumented version and a part from the generated trace file. 

Since the instruction numbers are generated incrementally, we need to maintain a 
data structure to map the instruction numbers to the physical file line numbers 
(line numbers will be essential in presenting the actual results of slicing). The 
method of mapping line numbers to instruction numbers depends on the actual 
implementation of the static phase. In our toolset, we used the information taken 
from our static analyzer for this purpose, which takes into account both the fully 
qualified file names and the absolute line numbers. Here, we can use line 
information got from both the preprocessed file and the original file locations. 

Int32 nb, na, mid; 
nb = 0; 
na = 256; 
do { 
   mid = (nb + na) >> 1; 
   if (indx >= cftab[mid]) nb = mid; else na = mid; 
} 

D_VA(&nb,"nb"); 
D_VA(&na,"na"); 
D_VA(&mid,"mid"); 
D_EH( 1259,D__ec++); D_EB() ,(nb = 0); 
D_EH( 1260,D__ec++); D_EB() ,(na = 256); 
do 
{ /*BlockGuard*/ 
{ 
D_SB(243); 
D_EH( 1262,D__ec++); D_EB() ,(mid = (nb+na)>>1); 
D_EH( 1263,D__ec++); if ( D_EB() ,(indx>=(*D_P(&cftab[(mid)]))) ) 
{ /*BlockGuard*/ 
D_EH( 1264,D__ec++); D_EB() ,(nb = mid) 
;} /*BlockGuard*/ 
else 
{ /*BlockGuard*/ 
D_EH( 1265,D__ec++); D_EB() ,(na = mid) 
;} /*BlockGuard*/ 
; 
D_SC(242); 
} 
;} /*BlockGuard*/ 

D nb 0x0012F018 
D na 0x0012F010 
D mid 0x0012F014 
E 1259 9578 
EB  
E 1260 9579 
EB  
SB 243 

E 1262 9580 
EB  
E 1263 9581 
EB  
P 0x0012F3C0  
E 1265 9582 
EB  
SC 242 

Figure 4 

Instrumentation and trace file example 
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3.4 Global Algorithm for C 

The extended global algorithm for slicing C programs with the solutions to the 
problems elaborated on earlier can be seen in Figures 5 and 6. Here, the notation 
TR >> tr is used to denote the reading of the next trace element tr from the trace 
TR, which is viewed as a stream of elements, as described in Section 3.3. Other 
formalisms are self-explanatory. Note that for the sake of clarity we omitted such 
supporting activities as error handling and synchronization support between the 
trace and the algorithm. 

The algorithm begins with the program GlobalAlgorithmForC, which has two 
input parameters; namely, program P that is to be sliced and input x for which the 

dynamic slices will be computed globally. First the trace is produced (in a file), 
which is read sequentially (lines 1-2). The algorithm is driven by the elements 
found in the trace, but its structure must be in sync with the static D/U 
representation (see, for example, function calls and dereference marks). The 
function calls are captured in the trace recursively, so they are also handled by the 
algorithm by recursively calling the function ProcessFunction when such a call is 
found. The main program of the algorithm (after storing the addresses of global 
variables on the scope stack written in lines 3-6) starts by processing the main 

function in line 7. 

During processing, a helping structure is maintained for the local and global scalar 
variables. This structure (sc) is a stack of scopes that are entered dynamically 
upon execution. The scope stack is maintained in the function ProcessFunction, as 
dictated by the trace. Namely, a new function scope is created on the top when 
entering a function (FB) in lines 12-13. As we saw earlier, the block beginning 
(BB) and ending marks (BE) are found in the trace in the case of structured control 
flow and for unstructured jumps as well (lines 14-17). Therefore, a new scope for 
a block is created only if it has not already been created for the current function. 
Otherwise, the current scope pointer is simply set to this block. Since jumps into 
blocks are possible, they cannot be deleted upon exiting (only the current scope 
pointer is set), but the whole function scope is deleted when exiting (FE). 

The other two activities performed in ProcessFunction are the storing of the 
addresses of local variables in the stack (D, lines 10-11) and the processing of the 
execution actions (E, lines 18-19) by the function ProcessAction. ProcessAction 
takes an action i

j, computes the corresponding dynamic dependence sets of the 
defined memory addresses and variables and outputs the corresponding slices. The 
DU

C items are processed for the statement i starting with the first one and the so-
called dynamic D/U item i. d’k: U’k is computed for each step (for loop in lines 24-
39). Then, the usual operations for computing the dynamic dependence sets are 
performed [5, 6, 7] (here, DynDep stores the actual dependences, while LS and LD 
denote the last defining statement number and execution step, respectively). First 
the used variables are processed (lines 26-33), then the dependence set for the 
defined variable is computed and output in lines 34-39. 
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Figure 5 

Global algorithm for C 

Each static D/U variable is resolved with the help of the Resolve function (lines 
30, 34). Resolving means finding the memory addresses which the scalar and 
dereference variables point to at the j-th step. Addresses of scalars are looked up 
in the scope stack by using the usual lookup rules for the function at the top of the 
stack (lines 41-42 of the Resolve function). The actual addresses of memory 
dereferences are taken from the trace (P), taking into account the fact that the 
order in which the addresses are dumped into the trace must be the same as the 
order the static D/U lists the dereference artificial variables (lines 43-45). All other 
variables (e.g. predicates) will be the same after resolution (lines 46-47). 
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Figure 6 

Global algorithm for C (continued) 

The other modification for processing one action is that the control dependences 
are handled in the way described in Section 3.2. Namely, we determine the active 
predicate by choosing the one from the set Uk that was the most recently defined 
in line 33 (PR contains all static predicate dependences, from which the one with 
maximal LD is taken. ProcessAction also implements the handling of function 
calls by invoking ProcessFunction recursively, if a function call return variable 
(ret) is found in the D/U. In this case, the trace is processed until the function 
returns (lines 27-29). 
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3.5 Implementation and Measurements 

We implemented the presented algorithm in a prototype tool and performed 
experiments about the feasibility of the approach on real-world programs. We 
used five small to medium size C programs from the open source domain, whose 
main parameters can be observed in Table 1. 

 

Program Lines of 

Code 

Statements Static 

variables 

Scalar 

variables 

Predicate 

variables 

Dereference 

variables 

bcdd 442 78 179 31% 24% 2% 

unzoo 2,900 932 1,896 26% 34% 5% 

bzip 4,495 2,270 4,184 25% 30% 5% 

bc 11,554 3,441 6,898 19% 34% 6% 

less 21,488 5,373 10,605 18% 41% 4% 

Table 1 

Basic program properties 

The number of variables found in the program and their types are relevant to the 
performance of the algorithm. The last four columns of the table overview the 
total number of static variables in the programs and how their types are 
distributed. However, the actual computation complexity of the slicing algorithm 
is mostly determined by the dynamic properties of program elements, which we 
present in Table 2. The first two columns show the number of test cases we used 
in our experiments and the average length of the corresponding execution 
histories, respectively. The next two columns show the average number of 
dynamic variables (such as memory locations used) and the sizes of the use sets 
occuring in each step during execution. These two properties are primarily 
responsible for the actual dependence set sizes and ultimately the space and time 
costs of the algorithm. The resulting dependence set sizes (the dynamic slices) are 
shown in the last column in percentage relative to the program size. 

 

Program Test 

cases 

Avg. 

actions 

Avg. dynamic 

variables 

Avg. use 

set size 

Avg. dependence set 

size (wrt. program size) 

bcdd 5 623.4 34 5.4 18.27% 

unzoo 13 169,557.3 1,173 8.9 5.17% 

bzip 18 14,245.7 985 8.1 4.35% 

bc 49 5,807.3 634 12.6 3.37% 

less 14 101,178.5 2,117 6.9 4.80% 

Table 2 

Dynamic properties of the programs and the slicing algorithm 
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The length of the execution naturally influences the expected number of dynamic 
variables. However, the use set sizes and dependence set sizes typically do not 
depend on this property, but on the logical structure of the program and its 
computations. Hence, we may conclude that the performance of the algorithm in 
each step will not be dependent on the length of the execution, which is one of the 
primary benefits of the method compared to previous approaches. 

Conclusions 

The dynamic slicing approach presented above does not require a complete 
dependence graph to be built as a preprocessing step, but instead our algorithm 
makes use of customized data structures. This has obvious advantages in practical 
situations and will presumably make the approach scalable and feasible as well. 
However, other technical issues remain to be solved (for instance, handling the C 
“long jump” construct) and an optimized version should be developed before 
making the algorithm available as a prototype tool to other researchers. 

Other possible ways of improving the basic algorithms include the idea of trace 
block summaries [16]. This could be exploited in the implementation for 
debugging applications; and this is what we plan to investigate in the near future. 
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Abstract: This paper proposes a data-driven Iterative Reference Input Tuning (IRIT) 

algorithm that solves a reference trajectory tracking problem viewed as an optimization 

problem subjected to control signal saturation constraints and to control signal rate 

constraints. The IRIT algorithm incorporates an experiment-based stochastic search 

algorithm formulated in an Iterative Learning Control (ILC) framework in order to 

combine the advantages of model-free data-driven control and of ILC. The reference input 

vector’s dimensionality is reduced by a linear parameterization. Two neural networks 

(NNs) trained in an ILC framework are employed to ensure a small number of experiments 

in the gradient estimation. The IRIT algorithm is validated by two case studies concerning 

the position control of a nonlinear aerodynamic system. The results prove that the IRIT 

algorithm offers the significant control system performance improvement by few iterations 

and experiments conducted on the real-world process. The paper successfully merges the 

use of ILC in both model-free reference input tuning and NN training. 

Keywords: constraints; Iterative Reference Input Tuning algorithm; linear 

parameterization; mechatronics; neural networks 

1 Introduction 

The reference trajectory tracking problem can be considered as a reference input 
design of an initial Control System (CS) with a priori tuned feedback controllers 
for stability and disturbance rejection. Therefore, the reference trajectory tracking 
is defined as an open-loop optimal control problem. The data-driven solving of 
this Optimization Problem (OP) can be carried out in the Iterative Learning 
Control (ILC) framework, where the sequence of reference input signal samples is 
updated at each iteration. In this setting, the reference input tuning is regarded as 
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the optimization variable and the solution to the OP is based on a gradient search 
algorithm. The gradient information is obtained experimentally without using any 
knowledge on the process. 

In the context of the above features, the proposed approach ensures the data-
driven model-free iterative tuning. Hence, our approach shares some similarities 
with other related approaches to iterative and adaptive model-free control, with 
several advantages versus the model-based controller tuning [1, 2]. 

This paper applies ILC to both reference input tuning and neural network (NN) 
training. The ILC-based solving of optimal control problems is formulated in [3] 
and [4], time and frequency domain convergence analyses are conducted in [5], 
the stochastic approximation is treated in [6], and the output tracking is discussed 
in [7]. The affine constraints are handled in [8] by the transformation of ILC 
problems with quadratic objective functions (o.f.s) into convex quadratic 
programs. The system impulse response is estimated in [9] using input/output 
measurements from previous iterations and next used in a norm-optimal ILC 
structure that accounts for actuator limitations by means of linear inequality 
constraints. A learning approach that gives the parameters of motion primitives for 
achieving flips for quadrocopters is proposed in [10], but it makes use of 
approximate simple models of the process. Similar formulations with 
reinforcement learning for policy search using approximate models and signed 
derivative are given in [11]. NNs applied to ILC in a model-based approach are 
also reported in [12]. 

Our recent results given in [13] and [14] are focused on an experiment-based 
approach to the reference trajectory tracking that takes into account control signal 
saturation constraints, it employs an Interior Point Barrier (IPB) algorithm, and 
both simulated and experimental case studies are included. We have applied ILC 
in [15] to the reference input tuning subject to control signal saturation constraints 
and control signal rate constraints using max-type quadratic penalty functions, and 
the results have been validated on a simulated case study related to a nonlinear 
aerodynamic system. The ILC-based training of NNs has been proposed in [16] in 
order to reduce the number of experiments of IFT with operational constraints for 
nonlinear systems, and tested by means of an experimental case study. The IFT 
with operational constraints applied to data-driven controllers tuned for a reduced 
sensitivity has been suggested in [17]; an NN identification mechanism has 
provided the gradient information used in the search algorithm, a perturbation-
based approach has been involved in the estimation of second-order derivatives, 
and the results have been validated by a simulated case study and compared with 
SPSA and with the Broyden-Fletcher-Goldfarb-Shanno (BFGS) update algorithm. 

This paper is built upon these results, and the main contribution with respect to the 
state-of-the-art is an experiment-based Iterative Reference Input Tuning (IRIT) 
algorithm that solves the constrained reference trajectory tracking. This is 
advantageous because: the dimensionality of the reference input vector is reduced 
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by a linear parameterization that enables cost-effective controller designs and 
implementations, the NN-based identification mechanism applied to the nonlinear 
CS leads to a simple, effective and general IRIT algorithm with a reduced number 
of experiments, the involvement of ILC in IRIT and NN training makes our 
approach a special case of supervised learning according to the relationships 
discussed in [14]. This strong involvement determines our IRIT-based CSs to 
benefit of the advantages of ILC highlighted in a mechatronics application. The 
proposed solution is model-free as opposed to the model-based solutions for 
constrained ILC presented in [8], [18], [19]. 

The paper is organized as follows. The next section presents the formulation of the 
problem that concerns the reference trajectory tracking problem solved in the data-
driven optimal ILC framework. Section 3 deals with the model-free estimation of 
o.f.’s gradient. Section 4 proposes the model-free constrained optimal control 
problem and gives the formulation of the IRIT algorithm. Section 5 motivates the 
use of the NN-based approach in gradient estimation. Section 6 validates the IRIT 
algorithm by two simulated case studies that deal with the angular position control 
of a nonlinear aerodynamic system. The results and their discussion convincingly 
validate the new IRIT algorithm. The conclusions are highlighted in Section 7. 

2 Data-driven Approach to Reference Trajectory 

Tracking 

2.1 Problem Formulation 

The CS is characterized by the discrete time Linear Time-Invariant (LTI) Single 
Input-Single Output (SISO) model 

)(),()(),(),,( 11
kvqSkrqTkry

  ρρρ , (1) 

where k is the discrete time argument, )(ky  is the process output sequence, )(kr  is 

the reference input sequence, )(kv  is the zero-mean stationary and bounded 

stochastic disturbance input sequence acting on the process output and accounting 
for various types of load or measurement disturbances, ),( 1

qS ρ  is the sensitivity 

function, ),( 1
qT ρ  is the complementary sensitivity function 

),,(1),()],,()(1/[1),( 11111   qSqTqCqPqS ρρρρ  (2) 

)( 1
qP  is the process transfer function (t.f.), ),( 1

qC ρ  is the controller t.f., which 

is parameterized by the parameter vector ρ  that contains the tuning parameters of 

the controller, and 1
q  is the one step delay operator. The parameter vector ρ  will 

be omitted as follows in certain equations for the sake of simplicity. 
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An ILC framework to describe the reference trajectory tracking problem is 
introduced using the lifted form (or super vector) representation. For a relative 
degree n of the closed-loop CS t.f. ),( 1

qT ρ , the lifted form representation for an 

N samples experiment length and the matrices in the deterministic case are 
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where R is the reference input vector that contains the reference input sequence 
over the time interval 10  nNk , Y is the controlled output vector, 

it  is the 
th

i  impulse response coefficient of ),( 1
qT ρ , T is a lower-triangular Toeplitz 

matrix, 
0Y  is the free response of the CS due to nonzero initial conditions and 

trial-repetitive disturbances, and T indicates matrix transposition. Zero initial 
conditions are assumed without loss of generality, and the tracking error vector E 

dd YRTYYE   , (4) 

where dY  is the desired reference trajectory vector generated from the desired 
process output )(ky

d . Equation (4) shows that knowledge on T would provide the 

optimal solution which makes the tracking error zero, i.e., dYTR 1 . However, T 
can be ill-conditioned, and this matrix is always subject to measurement errors; 
therefore, 1T  cannot be used. A solution to the iterative estimation of T in an ILC 
framework is given in [9]. 

The control objective is expressed as the following OP that involves the expected 
normalized norm of the tracking error: 

 )}, 2  (
1

{)} () (
1

{)(

s,constraint loperationa  some   toand (1)  dynamics  system  subject to

}||)(||
1

{)(minarg 2
2

*





RqRQRYRTYRTR

RERR

M

R

TdTd

N
E

N
EJ

N
EJ

 (5) 

the deterministic formulation of the o.f. )(RJ  is quadratic with respect to R, 

where TTQ T  is a positive semi-definite matrix, TMq  T , and MMT  . A 

gradient descent approach to iteratively solve (5) is 
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where the subscript j is the iteration or trial index, }{
j

J
est

RRR 
  is the estimate of 

the gradient of the o.f. with respect to the reference input vector samples, 1~ 
RH  is 

a Gauss-Newton approximation of the Hessian of the o.f., typically given by a 
BFGS update algorithm, and 

j  is the step size of the update law (6). When no 

model information is used for the choice of 
j  in order to guarantee the 

convergence of the search algorithm [3-9], a small enough value of the step size 
will usually ensure the convergence. This renders our approach a truly model-free 
one. 

The stochastic convergence of ILC algorithms treated in [5, 6] is related to two 
imposed stochastic convergence conditions: the estimated o.f.’s gradient is 
unbiased, and the step size sequence 

0}{  jj
 converges to zero but not too fast. 

Constant values of the step size can be set in practical experiments, where the 
theoretical convergence is not targeted and few iterations are aimed. The 
deterministic formulation of the OP (5) will be employed in the next sections. 

2.2 Reducing the Dimensionality of the Reference Input 

Vector 

Using the reference input vector tuning as in [13, 14], the dimension of the search 
space is usually high, of about hundreds of samples of the reference input signal to 
be optimized. A linear transformation is considered in order to reduce the 
reference input vector dimension. A common linear parameterization can be a 
polynomial fit of a certain order, a Fourier fit or a Gaussian fit, all of them linear 
in the parameters. For an 

rh  degree polynomial for which 
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the reference input vector is expressed according to the linear transformation 
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The OP given in (5) is also quadratic in θ  by the virtue of the linear 

transformation. 

This reduction of the OP dimension may be useful for several reasons. The 
convergence to a local minimum of the o.f. can be accelerated; in addition, the ill-
conditioning of the BFGS update algorithm can be avoided. The idea of reducing 
the dimension of the learning space in an ILC formulation is also treated in several 
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approaches in [20-23]. These approaches range from decomposing the reference 
signal using different types of basis functions, to down sampling the reference 
signals. However, this problem handling is considered in a model-based context 
and not in a model-free one as in our case. 

3 Model-free Estimation of the Gradient 

Using (8) in (5), the o.f. will be quadratic with respect to θ . Hence 

) 2  (
1

)(  ΓθqΓθQΓθθ TT

N
J . (9) 

A gradient search is performed to find the minimum of this function. The analytic 
solution is not desired because it depends on the matrices Q and q that depend on 
the unknown T. The gradient search using a Gauss-Newton approximation of the 
Hessian of the new o.f. )(θJ  is 
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Hθθ



 


 1

1

~ . (10) 

A model-free approach to the gradient estimation is given in [15] and 
reformulated here. From (9), using the matrix derivation rules and the fact that 

ΓQΓ  T  is symmetric by the virtue of TTQ T  being symmetric, the gradient of 

)(θJ  with respect to the parameter vector θ  will be 

) ( 
2

)  (
2

MΓθTTΓMTΓΓθTTΓ
θ

T

θθ







TTTTT

NN

J

j

. (11) 

But EMΓθT  , and the gradient of )(θJ  in the deterministic case at each 

iteration j is finally expressed as 

j

TT

N

J

j

ETΓ
θ θθ

2







. (12) 

In (12), 
j

T

N
ET

2  is actually the gradient of )(RJ  from (5) with respect to R. 

Therefore, using (8) 

R

RΓ
R

R

θ
θR

θ
θR


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











 )(2)()(2))(( J

N

J

N

J T . (13) 

Equation (13) can be interpreted as the chain derivation rule of the function 

))(( θRJ  with respect to θ , and it will be used later in the paper. Equation (12) 

suggests that the gradient information can be obtained either by an experimentally 
measured T or by using a special gradient experiment at each iteration.             
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The second approach is preferred in our case and it is next presented. Different 
solutions to the feed-forward optimal control design problem using finite-
differences approximations of the gradient by experiments with perturbed 
parameters are presented in [24, 25]. 

The successive updates (10) for the parameterized reference input trajectory are 
performed in the vicinity of the current iteration reference input trajectory. The 
linearity assumption and operation can therefore be justified in this case. As we 
see from (12), the gradient vector is obtained experimentally driving the closed-
loop CS in non-nominal operating regimes because the current iteration error 

jE  

is used as a reference input in the gradient estimation scheme according to [15]. 
For a linear system this does not affect the quality of the gradient information 
although it may affect the nominal operation of the CS. In order to allow for near-
nominal experimenting regimes to be used with linear systems and to further 
extend the applicability of the IRIT algorithm to nonlinear systems a perturbation-
based approach is proposed to obtain the gradient information near the nominal 
trajectory. This idea stems from [26], and it is a modified version of the algorithm 
used in [15]. The model-free gradient estimation algorithm consists of the 
following steps: 

Step A. Record the tracking error at the current iteration in the vector 
jE . 

Step B. Define the reversed vector )( jrev E  

.10),()()(

,])0(...)1([)])1(...)0(([)(





nNkknyknyke

enNenNeerevrev

d

j

T

jj

T

jjjE
 (14) 

Step C. Apply )( jj rev EθΓ   as a reference input to the CS and obtain the 

output vector ))( ( jjG rev EθΓTY   where the subscript G stands for 

“gradient”. The scalar coefficient   is chosen such that the perturbed term 

)( jrev E  represents only a small deviation around the nominal reference input 

trajectory 
jj ΓθR  . 

Step D. Since 
jj θΓTY     is known from the nominal experiment, obtain 

j

TT ETΓ  

as 

)(
1

jG

T

j

TT
rev YYΓETΓ 


 , (15) 

and use (15) in (12) to get the gradient 

j

J

θθθ 
 . 

The choice of the parameter   can be done automatically such that the nominal 

reference input is not perturbed too much in amplitude. 
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4 Dealing with Control Signal Saturation and 

Control Signal Rate Constraints 

The operational constraints regarding the saturation of actuators, the saturation of 
the control signal rate or the bounds on the state variables of the process are very 
important in many real-world CS applications. Different numerical algorithms can 
be employed in model-based approaches to solve the OP (5) for such systems. 
However, a model-free approach is presented as follows. 

The lifted form representations allow the expression of a particular form of the OP 
that can be of interest. Assuming the deterministic case, let )()( mNmN

ur

S  be 

the lifted map that corresponds to the t.f. )()()( 111   qSqCqSur
, where   is the 

set of real numbers. Using the notation m for the relative degree of )( 1
qSur

, 

nm  , the lifted form representations are [15] 
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 (16) 

where 1)(  mNR  is a vector of greater length than in (3), for which 1)(  nNR . 
Therefore, a truncation of 

urS  corresponding to the leading principal minor of size 

nN   is considered such that )()( nNnN

ur

S  because we need the same R of 

size nN   to be tuned, and this in turn will allow only nN   (out of mN  ) 
constraints imposed to U, and the affine constraints 

maxmin )( URUU   and 

maxmin )( URUU   are imposed to R. 

The OP, which ensures the reference trajectory tracking with control signal 
constraints and with control signal rate constraints is expressed as 
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A solver for this type of problems in the deterministic case is the IPB algorithm 
[8, 14]. As we have shown in [14] for inequality constraints concerning only the 
control signal saturation, the constrained OP is transformed into an unconstrained 
OP by the use of the penalty functions. The logarithmic barrier penalty function 
grows unbounded as the constraints are close to being violated and in the 
stochastic framework this is always the case. A solution to overcome this problem 
is given in [27, 28], but with quadratic penalty functions. We propose the 
following augmented o.f. that accounts for inequality constraints concerning the 
control signal saturation and the control signal rate: 
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(18) 

where the positive and strictly increasing sequence of penalty parameters 
0}{ jjp , 

jp , guarantees that the minimum of the sequence of augmented o.f.s 

0)}(
~

{ jp j
J θ  will converge to the solution to the constrained OP (17), h, ch ...1 , is 

the constraint index, 0)( θhq  is th
h  constraint, 

hu~  is th
h  element of U

~
, and T

hs~  is 

th
h  row of S

~
. The OP (17) is solved using a stochastic approximation algorithm 

that makes use of the experimentally obtained gradient of )(
~ θ

jpJ . For practical 

applications, where stochastic convergence is not targeted and a few number of 
iterations is desired, the penalty parameters can be chosen as const pp j

. 

The quadratic penalty functions )(θ  and )(θ  in (18) corresponding to the 

control saturation and control rate constraints use the max function, which in this 
case is non-differentiable only at zero. Given that )(θ  and )(θ  are Lipschitz 

and non-differentiable at a set of points of zero Lebesgue measure, the algorithm 
visits the zero-measure set with probability zero when a normal distribution for 
the noise is assumed [27]. Therefore 

.
)(

)(
)}(,0max{2

)(

)}](,0[max{ 2

ir

q
q

ir

q h
h

h






 θθθ  (19) 
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Using the gradient of )(R  with respect to R given in [15], the linear 

transformation (8) and the chain derivation rule with respect to vectors lead to the 
expression of the gradient of )(θ  with respect to θ : 

).(
)( θζSΓ

θ
ΓθR T

ur

T

  (20) 

The gradient of )( ΓθR   in (18) with respect to the nN   elements of R (from 

0 to 1nN ) is given in [15], and the linear transformation (8), next the chain 

derivation rule with respect to vectors lead to the expression of the gradient of 

)(θ  with respect to θ : 

)()(
)(

21 θζMMΓ
θ
θ



 T . (21) 

Using (19), (20) and (21), the expression of the gradient of the o.f. (18) at the 
current iteration j is 
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 (22) 

where 1)1(  hθ , )( jθζ  is considered in [15] as )(θζ  is seen as a function of θ  

via the transformation (8), )( jθζ  is considered in [16] as )(θζ  is seen as a 

function of θ  via the transformation (8), and )( jθζ  is a one step ahead vector of 

dimension nN  : 

.]0),(...)2,([)( T

j nN  θζθζθζ  (23) 

As shown in [16], the matrix term in the expression of 
R

R


 )(  and the structure 

of the matrices justifies the use of a single gradient experiment, with 

))(()( jrevrev θψζζζ   injected as the reference input to the CS, taking 

advantage of the dimensionality of the map T

urS . The same approach will be used 

as in the gradient estimation algorithm given in Section 3 in order to constrain the 
evolution of the dynamic system in the vicinity of the nominal trajectory. 

The feasibility is not preserved during the tuning since the constraints are 
weighted in the o.f. only when they are violated. The feasibility is not a problem 
because our approach allows the initialization of a solution that is not initially 
feasible. But this causes the nonlinear behaviour when the constraints are active 
and therefore it is not recommended. However, in the long-term run, as the 
sequence 

0}{ jjp  increases, the gradient due to the constraints that are violated is 

decisive, and the reference trajectory tracking objective is neglected with the 
expense of fulfilling OP’s constraints. The constraints are active and they vary 
only subjected to the random effects of the noise affecting the closed-loop system. 
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For non-minimum-phase systems, the iterative reference input update (6) or (10) 
may lead to unbounded growth of the reference input’s amplitude because this 
update will try to compensate for the non-minimum-phase character of the system 
response. In terms of the analytical solution to the reference trajectory tracking 
problem dYTR 1 , this corresponds to filtering dY  through the inverse of an 
unstable map T. We propose three solutions to this problem, briefly outlined as 
follows. The first solution requires that the desired trajectory should have a non-
minimum-phase character. The second solution uses a regularization factor in the 
definition of the original o.f. given in (5), for example as the weighted norm of the 
reference input 2

2|||| R , where 0  is a scalar weight. This will balance the o.f. 

and the growth of the amplitude of the reference input will be limited. The third 
solution is based on the fact that the introduction of constraints on the control 
signal and on the control signal rate will indirectly limit the amplitude of the 
reference input as an unbounded reference input will generate an unbounded 
control input signal. Therefore, out approach indirectly solves the reference 
trajectory tracking problem for non-minimum-phase systems by taking into 
account the control signal constraints. 

Our IRIT algorithm consists of the following steps: 

Step S1. Start with the initial guess of R. Calculate the regressor , perform data 
normalization on the regressor, and fit the initial  using a least squares algorithm. 
Choose the upper and lower bounds for the control signal, the upper and lower 
bounds for the control signal rate and generate the desired reference trajectory 

vector dY . Choose the tolerances 
Ntol  for stopping the stochastic search 

algorithm. Choose the sequence 
0}{ jjp  and 

0 . Set the iteration index for  and 

0}{ jjp  to 0j . 

Step S2. Conduct the normal experiment with the current 
jθ . Evaluate the o.f. 

)(
~

jJ θ  with θθ j
 in (17), record the current tracking error 

jE , and compute the 

vector variables ζζζ  ,,  as shown in [15]. 

Step S3. Conduct the first gradient experiment according to the approach given in 
Section 3 to find the first term in the gradient of the augmented o.f. given in (22), 

namely 
j

T

N
ETΓT 

2 . 

Step S4. Conduct the second gradient experiment in the same way as descried in 
Section 3. The reversed vector )( jθψ  is used as the reference input applied to the 

real-world CS to find the second term in the gradient of the augmented o.f. given 
in (22), namely )( j

T

ur θψS , after which the expression )}({ j

T

ur

T

jp θψSΓ  is obtained 

in a straightforward manner because  is known. 
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Step S5. Estimate the gradient using (22), and calculate the next reference input 
sequence using 

}.
~

{1

j

J
estjjj

θθ
θ

θθ


 


  (24) 

Step S6. If the gradient search has converged in terms of the gradient of the 

augmented o.f. less then a constant, 
Ntol

J
est

j







}
~

{
θθ

θ
, stop the algorithm. 

Otherwise, calculate 
11    jj θΓR , set 1 jj , and next jump to step S2. 

5 Neural Network-based Gradient Estimation 

Mechanism 

Each iteration in the algorithm given in the previous section requires a normal 
experiment with the current parameterized reference input. After the normal 
experiment, the gradient experiments require running perturbed trajectories in the 
vicinity of the nominal trajectories. These perturbed trajectories are obtained for 
perturbed reference inputs with small amplitude signals according to the previous 
sections and to [13-17]. In order to avoid conducting gradient experiments on the 
real-world CS, a simulation-based mechanism can be used, with identified models 
instead of the real-world CS. These models are only valid in the vicinity of the 
current iteration nominal trajectories. No additional experiments are required to 
collect data in a wide operating range for identification purposes so these models 
have scope only within the current iteration. 

In order to extend the applicability of this approach to smooth nonlinear systems 
that can be well approximated by linear systems near some operating points, NN-
based models can be used for the identification purposes. Our approach has two 
advantages. First, the closed-loop CS behaviour is usually of low-pass type; 
therefore, the models usually have simple dynamics. Second, the numerical 
differentiation issues which occur in noisy environments will be mitigated by our 
approach. Linear models could have been used as well for gradient estimation 
since they can be considered as particular cases of nonlinear ones. 

Let the nonlinear dynamic maps from the reference input to the controlled output 

ryM  and from the reference input to the control input 
ruM  are supposed to be 

characterized by the following nonlinear autoregressive exogenous (NARX) 
models [16, 17]: 
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A more compact representation that takes advantage of the supervector notation is 

)(RY ryM  and )(RU ruM . The current iteration trajectories },,{ jjj YUR  from 

the normal experiment are used to identify 
ryM  and 

ruM , respectively. Using (15) 

from the model-free gradient estimation algorithm (given in Section 3) in (22), an 
estimate of the gradient of the augmented o.f. is expressed as 
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 (26) 

where )( jθψ  is defined in (22), and 
UY  ,  are scaling factors chosen such that 

the perturbations are of small amplitude with respect to the current iteration 
reference input. The superposition principle invoked here is expected to work for 
small amplitude perturbations of the nominal trajectories at the current iteration. 

We are using a feed-forward NN architecture that consists of one hidden layer 
with a hyperbolic tangent activation function and a single linear neuron. The 
input-output map is [16, 17] 

))(),(()()1(ˆ kkkky
T xVσW , (27) 

where 1
10 ]...[  HT

Hwww RW  is the vector of output layer weights, 

])(...)(1[ 11 xVxVσ T

HH

TT   is the vector of hidden layer neurons outputs, 

with the hyperbolic activation tangent activation functions 

Hmxxm ...1 ),tanh()(  , the first term in σ  corresponds to the bias of the output 

neuron, and each hidden layer neuron is parameterized by its vector of weights 
110 ]...[)(  nunu

mmm

Tm
vvv RV , Hm ...1 , which multiplies the input vector 

]...[ 10 nu

T
xxxx . 

Treating the NN as a nonlinear multi input-multi output dynamical system 
considered in the iteration domain [16, 17]: 
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 (28) 

where j is the iteration index, the dynamical system (28) is transformed into a 
static map from the inputs to the outputs, and the batch training of the NN can be 



M.-B. Radac et al. Constrained Data-Driven Model-Free ILC-based Reference Input Tuning Algorithm 

 – 150 – 

regarded as a supervised learning approach, that aims the minimization of the 
tracking error d

jj YYE   referred to also as training error. 

As shown in [16, 17], the input at each iteration is derived in the framework of 
norm-optimal ILC as the solution to an OP, is next transformed into another OP 
by a Taylor series expansion. The optimal vector solution to this OP consists of 
the increments of the NN weights, expressed as update laws, which actually 
represent our ILC-based training scheme for NNs. The norm-optimal ILC 
formulation is more general since the o.f. also includes the regularization term on 
the weights update, and it offers a degree of freedom in learning. 

6 Case Studies and Discussion of the Results 

The case studies apply our IRIT algorithm to the controller tuning for a 
representative mechatronics application, namely the angular positioning of the 
vertical motion of a twin-rotor aero-dynamical system experimental setup [16]. A 
rigid beam supports at one end a horizontal rotor which produces vertical motion 
and at the other end a vertical rotor causing horizontal motion. The horizontal 
position is considered fixed in this case study. The nonlinear equations that 
describe the vertical motion are [16] 

),()(
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],sincos)[()(
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MUMI

CBAgkFlJ












 (29) 

where uUv (%)  is the control signal represented by the PWM duty-cycle 

corresponding to the input voltage range of the DC motor, V 24V 24  u , 

)/( sradv  is the angular speed of the rotor, yradv  )(  is the process output 

corresponding to the pitch angle of the beam which supports the main and the tail 
rotor, )/( sradv  is the angular velocity of the beam. The expressions of the other 

parameters and variables related to (29) are given in [16], and the parameter 
values are also given in [16] as 

. 0936.0, 2.0, 05.0

,/  0127.0,  105.4,  02421.0 2252

mkgradCmlmkgradAB

smkgkmkgImkgJ

m

vvv


 

 (30) 

The nonlinear model (50) is not used in the reference input tuning process except 
for obtaining an initial feedback controller, which can also be obtained by model-
free approaches. A discrete-time linear PID controller with the following t.f. is 
considered: 

).1/()001.0012.0()( 111   qqqH  (31) 
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The reference trajectory is prescribed in terms of the unit step response of a 
second-order normalized reference model with the t.f. )2/( 222

nnn ss   and 

the parameters rad/s 5.0n
 and 7.0 . The sampling period is s 1.0sT  and 

the length of experiments is of 400N  samples. The relative degree of )( 1
qT  

is 1n  and the relative degree of )( 1
qSur

 is 0m . 

The initial reference input is chosen such that to obtain a CS response that is very 
different from the targeted reference trajectory. Therefore, the initial reference 
input is set as a squared signal of amplitude 0.1, and this motion corresponds to a 
“take-off” manoeuvre followed by a “landing” manoeuvre. The coefficients of the 
initial polynomial fit obtained via a least squares algorithm of dimension 81rh  

are grouped in the parameter vector 

.]97.86  342.52  465.59  307.68  101.36  15.62  0.93  0.05[0
Tθ  (32) 

The NN architecture used in the identification and subsequently in the gradient 
estimation consists of one hidden layer with six neurons and one output layer with 
one neuron. As shown in Section 5, hyperbolic tangent activation functions are 
employed in the hidden layer, and a linear function is employed as the output 
neuron activation function. This NN architecture uses the last two outputs and the 
last two inputs in order to obtain the output prediction. The same simple 
architecture is used for both 

ryM  and 
ruM . The inputs of the two NNs are 

selected as 

.for    )]1(  )(  )1(  )(  1[)(

,for    )]1(  )(  )1(  )(  1[)(

ru

T

ru

ry

T

ry

Mkrkrkukuk

Mkrkrkykyk





x

x  (33) 

The outputs of the NNs are the closed-loop output and the control signal, 
respectively. 

The training of the two NN architectures is carried out in our ILC framework. 
Each neuron in the hidden layer has five parameters, i.e., four weights and one 
bias. The output layer has seven weights including the bias. We trained the weight 
vectors 17RW  and 6...1 ,15  

ii RV . The initial values of the hidden neurons 

parameters are chosen from a normal distribution centred at zero with variance 1. 

The NN-based identification is carried out on the nominal trajectories of the 
closed-loop for the initial controller parameters presented in the sequel. Only the 
results concerning the identified map 

ryM  are presented here. For the norm-

optimal ILC problem, the weighting matrices were chosen as 
400IR   and 

370001.0 IQ  , where 
I  is the general notation for th  order identity matrix. The 

evolutions of the training error throughout the iterations and of the simulated 
trajectory before and after training are shown in Figure 1. 
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Figure 1 

NN training error versus iteration number and controlled output response before and after training 

Two simulated case studies are next considered. The first simulated case study 
deals with the unconstrained optimization, where only the reference input signal is 
tuned according using our approach in order to ensure the output tracking 
improvement. A BFGS update was used for the Hessian estimate and the step size 
was chosen constant equal to 0.12. The final parameter vector that describes the 
reference input is 

.]97.86  342.52  465.59  307.69  101.35  15.66  0.88  0.04[22
Tθ  (34) 

Figure 2 gives the initial and final reference input after optimization and the o.f. 
decrease over the iterations. Only the first five parameters of the parameter vector 
are changed significantly. The control signal and the final controlled output before 
and after the optimization are shown in Figure 3 and in Figure 4, respectively. The 
rise of the reference input on the first 15 s with respect to the initial value and the 
decrease of the final reference input after 20 s compared to the initial reference 
input have to be correlated with the output response. This indicates that the 
reference input is tuned such as to anticipate the low bandwidth of the CS. As an 
effect, the final controlled output is rising faster under the take-off manoeuvre, 
and also tracks the reference input more accurately for the landing manoeuvre. 
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Figure 2 

Simulations results expressed as reference input versus time and as o.f. in (5) versus iteration number. 

The initial reference is dotted and the final reference input is black solid 

The second simulated case study corresponding to the optimization with control 
signal saturation and control signal rate constraints is presented as follows. The 
two inequality constraints are 12.0)(05.0  ku  and 015.0)(01.0  ku . 
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Figure 3 

Simulation results for the unconstrained case: control signal responses: initial (dotted) and final (solid) 

The algorithm is applied as in the deterministic case as follows. The sequence of 
penalty parameters in (18) was set to a constant value 9jp . Two constant 

values of the step-scaling parameter were used for the gradient descent. When no 
constraints are violated the step size was set to 1.0 ; otherwise, it was set to 

12.0 . 400 samples of the reference input are subject to optimization and a total 

of 796 constraints were used: 798 for control signal saturation and 798 for control 
signal rate saturation. The final parameter vector that describes the reference input 
is 

.]97.86  342.52  465.59  307.69  101.35  15.64  0.91  0.04[32
Tθ  (35) 
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Figure 4 

Simulation results for the unconstrained case expressed as position response: initial (black dotted), 

final response after optimization (black solid) and reference trajectory (black dashed) 

The evolution of the reference input during the learning process is presented in 
Figure 5. The final reference input parameterized by 

32θ  has higher amplitude for 

the first 20 sec and forces the take-off motion to respond faster but with higher 
overshoot. On the other hand, after 20 s, the final reference input drops below the 
initial reference input trajectory in order to compensate for the slow response in 
the landing manoeuvre and also to correct the steady-state error. 

Figure 5 also shows the sum of penalty functions )()( θθ   that contributes to 

the augmented o.f. )(
~ θ

jpJ  in (18) to be optimized. Since the constraints are 

violated more, they weight more in the o.f., and they eventually provide a more 
significant contribution to the gradient of the o.f., thus driving the optimization in 
the direction of bringing the trajectories within the feasible boundaries. This has a 
negative impact on the reference tracking criterion. Even with the double 
approximation involved in the linearity assumption and in the NN-based gradient 
estimation, the o.f. decreases as shown in Figure 5 and the performance 
improvements are evident. 

The results given in Figure 5 have to be correlated with the control signal 
responses illustrated in Figure 6. There are several control signal trajectories 
during the learning process that violate the constraints more heavily. But, our IRIT 
algorithm brings the trajectories as much as possible close to the boundaries of the 
feasible region in such situations. 

The output trajectory evolution during the learning is presented in Figure 7, where 
the final output trajectory is closer to the reference trajectory when compared with 
the initial response. The corresponding final reference input overcomes the 
difficulty of both the take-off manoeuvre and the landing manoeuvre by 
anticipating the slow responses. 
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Figure 5 

Simulation results expressed as reference input versus time as the learning converges, augmented o.f. 

(18) versus iteration number and sum of penalty functions. The initial reference is dotted and the final 

reference input is black solid 
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Figure 6 

Simulation results for the constrained case expressed as control signal responses: initial (dotted) and 

final (solid). The constraints are dashed 

The advantage of the proposed approach is even more obvious because it can 
force the controlled output in the vicinity of the reference trajectory; the parameter 
tuning of the controller can next be carried out using similar model-free iterative 
techniques in linear or nonlinear formulations such as IFT [17]. Our approach 
prevents the optimization to get stuck in local minima that are far from the global 
minimum. Proceeding this way the windsurfing approach is actually solved using 
our algorithm in a two-degrees-of-freedom tuning setting. Therefore, the CS can 
be optimized in order to exhibit highly complex manoeuvres. 
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Figure 7 

Simulation results for the constrained case expressed as position response: initial (black dotted), final 

response after optimization (black solid) and reference trajectory (black dashed) and intermediate 

trajectories (grey) 

The optimization of the reference input sequence in the parameterized form leads 
to less spectacular results then in the case when the non-parameterized reference 
input is subjected to optimization [13-17]. However, the parameterization effect is 
that it reduces the many local minima specific to the case when no 
parameterization is used. It seems that the polynomial approximation employed 
for the reduction of the reference input dimension has limited potential and other 
basis functions may be exploited for this purpose such as radial basis functions. 

The convergence speed to the solution within few experiments on the real-world 
process depends on how many constraints are violated at each iteration. This 
depends on the interplay between the penalty parameter 

jp  and the step size of the 

search algorithm. 

The discussion presented in this section can be extended because different results 
will be obtained for other o.f.s and other constraints in the OPs. This depends on 
the performance specifications and objectives [29-34] for various CS applications 
[35-40]. 

The training approach using the ILC framework described in the paper can be 
extended to other NN architectures. Moreover, it can be employed for the same 
architecture that is used in this paper, with more than one hidden layer. 

Conclusions 

This paper has proposed a data-driven algorithm, which solves an optimal control 
problem in order to ensure the constrained reference trajectory tracking by few 
experiments conducted on the real-world CS. The new IRIT algorithm has three 
advantages. First, the closed-loop CS stability is not affected while solving the 
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trajectory tracking problem. Starting with a given closed-loop controller, the 
stability is maintained along the iterations of the IRIT algorithm and no additional 
tests are needed. The change in the controller parameters specific to other tuning 
techniques including IFT, which usually require attention in order to achieve the 
bumpless transfer between controllers, is mitigated by our approach. Second, cost-
effective controller designs and implementations are achieved because of the 
linear parameterization that ensures the reduced dimensionality of the reference 
input vector. Third, our IRIT algorithm is advantageous as it works for smooth 
nonlinear systems around some operating points 

The proposed algorithm can be generalized by considering other data-driven 
optimization approaches to controller tuning combined with ILC to optimize the 
reference input sequence. These techniques can yield automated tools for 
controller design and tuning, with benefits for the CS designers. 
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Abstract: Accuracy of colour reproduction and colourfastness are the most significant 

parameters of the quality of printed fabrics in the textile industry. The aim of this paper is 

to gain deeper insights into the colour difference of textiles printed by ink jet method before 

and after light exposure. In order to accomplish this, 60 samples were printed, using four 

process colours (CMYK) on three textile materials with different characteristics (fabric 

weight and thread count). Additionally, number of ink layers varied (from 1 to 5 layers). 

Afterwards, printed samples were exposed to the light. The colour of the samples was 

measured using spectrophotometer before and after exposition to the light, colour 

difference was calculated and afterwards analysed. Colour difference analysis has shown 

the significant difference of colour fastness within samples that were printed with different 

number of ink layers and also between different textile materials. 

Keywords: ink jet printing; light exposure; colour difference 

1 Introduction 

Textile printing can be defined as the process of transferring ink to the textile 
substrate by using specific printing technique. The fact is that printing processes 
are changing rapidly and intensively [1]. That affects the textile printing industry, 
causing decrease of textile screen printing market share from 90% in 2000 [2] by 
introduction of digital ink jet textile printing that offers higher printing speed of 
short runs, flexibility, creativity and environment safety [3, 4]. It is important to 
note that using digital printing technique enables better visual effects, as well as 
no limitation of print formats. Besides that, it is easier to get unified print quality 
during the production runs [5, 6]. Another advantage of digital ink jet is ability of 
printing on the great number of different substrates. One of the most often used 
fabric for digital printing is polyester based, especially for the manufacturing of 
the flags. Thermal stability, excellent behaviour during exploitation and uniform 
quality are characteristics that make polyester so applicable [7]. 
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2 Colour Dyeing and Printing of Textiles 

The quality of the produced image should be comparable to the quality of the 
printed images that are produced by the means of rotary screen printing or other 
printing technologies used for textile printing. The final print quality in digital textile 
printing depends on:  

-Ink and ink system (used dyes, binders, monomers, or oligomers).  
-Print head (resolution, jet straightness and nozzle reliability).  
-Substrate: Depending on the type of fabric, different approaches are needed. 
-Surface properties affect penetration of the inks, surface pre- and post-treatment 
could improve image quality, and for example dirt could cause printing artefacts.  
- Fabric fixing mechanism: Motion of the fabric affects registration between  dots 
and cause artefacts, like banding or stitching lines. 
- Image processing. [8] 

The choice of textile substrate influences image quality (i.e., inter-color bleed, dot 
quality, color, visual perception, etc.), ink drying time, and fastness (light, wet, 
gas, etc.). Fabric substrates are three-dimensional structures, and low viscosity 
inks can wick into macro-capillaries between yarns and fibers. Inks can also 
diffuse into the micro-capillaries in fibers.The wicking and diffusion rates are 
controlled by the surface tension of ink, ink viscosity, yarn and fabric structures, 
and the polymer morphology of the fiber. Ultimately, dye molecules in the ink 
droplets must be fixed on or near the surface of the textile fiber substrate for sharp 
and brilliant color images. The fixing mechanism depends on the dye/fiber 
combination [9]. Different dyes are used for the coloration of different fibers. 
Colour durability, such as wet-fastness and light-fastness, differs for each 
combination of dye and substrate. An overview of these combination is given in 
[10]. Several thesis investigated the structual and optical characteristics of printed 
textiles on the the colour reproduction [11] as well the technological improvement 
of digital ink jet printing regarding the aformentioned influencing factors [12] and 
the possibility of using novelty materials in post treatment of digital prints of 
textile materials for better print quality [13]. In another paper by [14] the 
influences of exposure of a four-layer stack of woven polyester fabrics to 
atmospheric pressure air plasma treatment was investigated regarding 
colourfastness. The research of anti bleeding property and colourstrength revealed 
that the atmospheric pressure plasma could substantially penetrate two layers of 
polyester fabrics to observably improve their ink jet printing effect.This effect also 
contributed to the deeper and more vivid colour and better anti-bleeding 
performance. 

2.1 Light Exposure of Printed Textile Samples 

Textile materials used for flag printing are exposed to different environment 
influences such as heat, UV radiation, moisture, washing, etc. during exploitation. 
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One of the factors that has an impact on the product quality, is ability to retain 
colour while exposed to light over long time. This represents a great issue because 
final appearance of the product cannot be predicted [15]. Light exposure of printed 
samples causes colour differences, although structural modification of material is 
also possible [16]. Researchers trying to improve the lightfastness of the printed 
colors on the textile material deploy two possible solutions:either they can choose 
dyes with better lightfastness, and/or to use a UV absorber. In a paper [17] it was 
stated that by using UV absorbers, both water insoluble and soluble the 
lightfastness of inkjet printed cotton fabrics with reactive inks could improve. The 
water soluble UV absorber had better lightfastness improvement than the water 
insoluble UV absorber based on the conditions examined. Exposure of printed 
samples to light can be done according to standards: ISO105 – B02, ISO105-B01-
1999, ISO105-B03 -1997, ISO105-B04-1997, ISO105-B05-1996, ISO105-B06-
1999, ISO105-B07:2009, ISO105-B08:1999. Majority of researchers use ISO105 
– B02 standard [18, 19, 20, 21, 22]. The difference between samples, exposed and 
unexposed to light, is usually determined visually, using the blue wool reference. 
However, visual judgment can not provide information accurate enough in all 
circumstances. The more objective way to measure colour difference changes for 
different colourfastness test (light,wash, rub) is a spectrophotometric method 
which was used by several researchers [23, 24, 25]. 

3 Materials and Methods 

This paper researches the influence of light on colour prints made on three textile 
substrates. The experiment demanded step-by-step procedure and measurement 
and gathering of relevant data for detailed analysis of how light influences on 
printed samples. Samples were printed using digital ink jet printing technique 
(Mimaki JV22-160 printing system with J-Eco Subly Nano inks). The used ink are 
dispersed dye digital ink for direct ink jet material printing and they have good 
fastness properties, which makes them suitable for outdoor products printing. The 
interaction of the polyester and the dye is hydrophobic with solid state 
mechanism. The fixation is by heat when the dyes go to gaseous state and are 
absorbed by the printed polyester fabric and when the dyes are cooled down it 
enables good bonding to the polyester fibre as they can get inbetween the tightly 
paded polymer chains. 

The colour values of samples before and after light exposure were specified by 
spectrophotometric measurement according to which the colour differences were 
calculated. As flags three types of polyester fabrics were used, mostly because of 
their specific characteristics including superior strength and resistance [26]. For all 
samples material characteristics were determined according to standards: fabric 
weight using standard ISO 3801, thread count (ISO 7211-2) and material 
composition (ISO 1833). Characteristics of used materials are shown in Table 1.  
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Table 1 

Characteristics of textile materials used in the experiment  

Tested samples 
Material 

composition (%) 
Fabric weight 

(g/m2) 

Thread count (p/10 cm) 

Warp Weft 

Material 1 Polyester 100 % 110,6 170 120 

Material 2 Polyester 100 % 101,5 160 100 

Material 3 Polyester 100 % 141,3 260 120 

Examination 
method 

ISO 1833 ISO 3801 ISO 7211-2 

In order to analyse influence of light and heat a test card was prepared. 
Dimensions of test card were150 x 10 cm and consisted of 4 patches of colour, 
size 35 x 10 cm. Colour values of patches were: patch 1 – 100% cyan, patch 2 – 
100% magenta, patch 3 – 100% yellow, patch 4 – 100% black. Since printing 
system Mimaki JV 22 – 160 is able to make variations in number of printed ink 
layers, print test card was used in five variations, from one to five ink layers. It 
was assumed that increase of ink layers will improve colour fastness during 
exploitation and longer exposure to various influences. To measure colorimetric 
properties of samples the spherical spectrophotometer Datacolor Spectraflash SF 
600® PLUS - CT was used. This spectrophotometer features D65 standard light 
and standard observer 10°, with measuring aperture of 16 mm. During 
spectrophotometric measurement, all textile samples were folded three times and 
set on mat white background with L* > 92 and C* <3 (standard ISO13655). Every 
sample was measured 10 times and average value was calculated accordingly. 
Before starting measurement procedure spectrophotometer was tested in terms of 
preciseness and accuracy according to standard ASTM E2214-08 (2008) and 
obtained results were in tolerable extent specified by device specification. Light 
exposure of samples was conducted according to ISO 105-B02 standard (method 
2), Xenon test chamber Alpha by manufacturer Atlas was used to simulate 
influence of light. Samples were exposed according to predefined conditions 
(temperature, exposure time, relative moisture). After exposing the samples, 
spectrophotometric measurements were made in order to determine colour 
fastness of textile samples. In order to determine statistically how material 
characteristic and number of ink layer influence the colour differences (CIE LCH 
colour space) caused by light exposure ANOVA and T tests were used. All these 
analyses gave guidance how to create model for simulation of light influences on 
specific colour that is printed on specific textile sample. 

4 Results and Discussion 

After printing process the colour coordinates CIE L (lightness), a, b, C (chroma) 
and H (hue) colour coordinates (CIE Lab and LCH colour spaces) were 
determined for printed sample with variations of numerous ink layers. Results in 
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Table 2 represent comparison of samples printed with five ink layers and other 
samples to using colour difference ΔE76 formula.  

Table 2 

Spectrophotometer measurement results 

Sample L a b C h ΔE 

Pearson 
correlat
ion  

(L and 
ink 
layer 
number

Pearson 
correlation 
(C and ink 
layer 
number) 

1-1C 48.29 -7.29 -31.13 31.97 256.82 16.7
4 

-0.99 -0.97 

1-2C 43.78 -6.09 -27.7 28.36 257.6 11.1 
1-3C 39.94 -5.82 -25.95 26.6 257.36 6.9 
1-4C 36.15 -5.29 -24.75 25.31 257.94 2.89 
1-5C 33.5 -4.72 -23.74 24.2 258.77 / 
1-1M 46.74 48.71 0.88 48.72 1.03 16.3

8 

-0.98 -0.98 

1-2M 41.34 44.94 2.95 45.03 3.76 9.56 
1-3M 39.24 41.96 2.59 42.04 3.53 6.2 
1-4M 36.54 40.27 3.45 40.42 4.9 2.91 
1-5M 34.37 38.54 4.33 38.78 6.41 / 
1-1Y 78.28 -2.73 65.72 65.77 92.38 16.5

7 

-0.99 0.94 

1-2Y 74.64 1.78 68.71 68.73 88.52 10.1
2 1-3Y 72.02 4.39 70.92 71.05 86.46 6.03 

1-4Y 69.81 6.78 71.71 72.03 84.6 2.73 
1-5Y 68.03 8.84 71.67 72.22 82.97 / 
1-1K 36.04 -0.33 -1.18 1.23 254.56 13.8

9 

-0.96 -0.91 

1-2K 30.01 -0.65 -0.91 1.12 234.55 7.85 
1-3K 25.68 -0.4 -1.02 1.1 248.63 3.52 
1-4K 23.35 -0.58 -0.95 1.11 238.68 1.19 
1-5K 22.16 -0.51 -0.88 1.02 239.54 / 
2-1C 44.21 -4.32 -31.74 32.03 262.25 18.9

9 

-0.97 -0.95 

2-2C 37.11 -2.44 -27.27 27.38 264.88 10.4 
2-3C 34.42 -0.02 -24.02 24.02 269.95 6.3 
2-4C 30.73 -1.23 -23.17 23.2 266.96 2.74 
2-5C 28.62 -0.46 -21.6 21.6 268.79 / 
2-1M 43.07 49.59 1.55 49.62 1.79 18.7

8 

-0.95 -0.96 

2-2M 36.49 42.8 3.12 42.92 4.17 9.29 
2-3M 32.81 38.87 5.51 39.26 8.06 4.55 
2-4M 32.79 38.66 5.12 39 7.55 4.21 
2-5M 29 32.36 5.28 32.79 9.26 / 
2-1Y 77.17 4.82 75.02 75.18 86.32 20.8

6 

-0.99 

 -0.96 

2-2Y 71.77 4.82 75.02 75.18 86.32 15.0
2 2-3Y 67.91 6.93 72.02 72.36 84.5 10.0
3 2-4Y 64.85 8.49 68.91 69.43 82.98 5.77 

2-5Y 62.31 8.95 65.05 65.66 82.17 / 
2-1K 27.28 -0.3 -0.14 0.33 205.02 6.4 

-0.93 -0.77 2-2K 23.81 -0.43 -0.14 0.45 198.29 2.96 
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2-3K 22.23 -0.18 -0.19 0.26 227 1.36 
2-4K 21.52 -0.1 -0.09 0.14 222.64 0.66 
2-5K 20.97 0.07 -0.18 0.19 293.04 / 
3-1C 52.3 -0.53 -32.08 32.09 269.06 17.9

8 

-0.93 -0.99 

3-2C 42.67 -0.31 -31.27 31.27 269.43 8.67 
3-3C 38.89 0.73 -30.16 30.17 271.38 4.65 
3-4C 36.69 2.45 -28.95 29.05 274.84 2.14 
3-5C 34.95 1.75 -27.91 27.97 273.59 / 
3-1M 51.34 38.48 -8.58 39.43 352.19 21.1

2 

-0.90 -0.87 

3-2M 39.15 41.25 -3.06 41.36 355.75 11.6
5 3-3M 36.62 33.33 -4.57 33.64 352.19 5.09 

3-4M 34.49 31.06 -4.06 31.33 352.56 2.91 
3-5M 32.28 31.87 -2.35 31.96 355.78 / 
3-1Y 79.74 -3.25 68.35 68.42 92.72 16.5

3 

-0.99 -0.83 

3-2Y 75.14 2.06 68.87 68.9 88.29 10.0
2 3-3Y 72.56 3.81 68.68 68.78 86.83 7.13 

3-4Y 69.69 6.53 66.88 67.2 84.42 2.88 
3-5Y 67.68 7.59 65.12 65.56 83.35 / 
3-1K 35.17 3.42 0.85 3.52 13.89 12.8

6 

-0.90 -0.72 

3-2K 26.84 1.64 -0.3 1.67 349.55 4.33 
3-3K 26.03 1.58 -0.27 1.6 350.32 3.53 
3-4K 24.15 1.53 -0.17 1.54 353.8 1.67 
3-5K 22.52 1.55 -0.51 1.63 341.99 / 

Note: Labels in the Sample column are structured so that the first number represents textile 
material; the second number represents number of ink layers while the letter represents colour 

that the sample was printed in. 

Results presented in table 2 show that increasing number of ink layers during print 
leads to decreasing of lightness and saturation at all four process colours. Changes 
of lightness and saturation have linear tendency with a high value of correlation 
coefficient. Therefore, colour difference value will rise with change of ink layer 
number.The lowest values of ΔE were calculated for black colour for all materials, 
while samples printed by cyan, magenta and yellow showed higher values of ΔE, 
similar across all materials. Colour difference values where mostly greater than 5, 
ΔE>5, except in comparison with samples printed with four and five ink layers. 
Based on linear tendency of lightness and saturation changes it can be assumed 
that further increase in number of ink layer number will increase value ΔE also. 

4.1 Spectrophotometric Measurement after Light Exposure 

After printed samples had been exposed to light according to ISO105-B02 
standard (method 2) (temperature, lightness, moisture) the spectrophotometric 
measurements were conducted in order to determine how the exposure to light 
influenced changes in sample colour. The earlier researches regarding similar 
subject [22] proved that increased number of ink layers is increasing light fastness, 
although limited to visual assessment of colour changes. It was expected that 
spectrophotometric measurements confirm results gained by visual analysis. This 
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practically means that samples assessed with higher grade of colour fastness 
would have lower colour difference values after light exposure. The table 3 
represents resulting differences of colour coordinates ΔL, Δa, Δb, ΔC and Δh of 
samples. 

Table 3 

Differences of colour coordinates before and after light exposure  

Sample ΔL Δa Δb ΔC Δh 
1-1C 0.87 2.58 2.78 3.24 4.76 
1-2C 1.53 2.28 2.73 3.15 4.48 
1-3C 0.79 2.15 2.84 3.23 4.37 
1-4C 1.2 2.38 2.23 2.65 5.71 
1-5C 0.69 1.83 2.47 2.78 4.06 
1-1M 1.59 1.07 0.57 1.11 0.6 
1-2M 1.2 1.46 0.45 1.49 0.44 
1-3M 0.85 1.28 0.52 1.31 0.51 
1-4M 1.42 0.53 -0.11 0.52 -0.16 
1-5M 0.88 0.66 0.38 0.68 0.36 
1-1Y 1 -0.43 -2.25 2.27 0.3 
1-2Y 1.39 -0.74 -1.76 1.78 0.82 
1-3Y 2.02 0.15 1.19 1.2 0.01 
1-4Y 1.39 -0.29 -0.52 0.55 0.24 
1-5Y 1.37 -0.21 0.06 0.04 0.21 
1-1K 4.02 1.8 -0.57 1.84 - 
1-2K 3.33 1.63 -0.78 1.8 - 
1-3K 3 1.78 -0.18 1.61 - 
1-4K 2.17 2.07 0.05 1.74 - 
1-5K 1.74 2.35 0.43 1.77 - 
2-1C 2.14 1.36 -0.32 0.11 3.91 
2-2C 1.53 1.92 0.03 0.31 4.82 
2-3C 0.39 1.99 0.27 0.62 4.17 
2-4C 0.52 1.23 -0.53 0.37 3.84 
2-5C 1.12 0.76 -0.32 0.22 2.5 
2-1M 0.73 4.13 0.28 4.14 -0.16 
2-2M 2.48 2.83 0.08 2.83 -0.23 
2-3M 2.76 0.79 0 0.78 -0.07 
2-4M 1.58 2.18 0.23 2.19 0 
2-5M 0.81 2.15 -0.22 2.13 -0.35 
2-1Y 4.4 -1.22 6.42 6.26 1.74 
2-2Y 3.92 -1.55 4.73 4.6 1.78 
2-3Y 3.84 -0.66 4.56 4.43 1.22 
2-4Y 3.09 -1.33 2.76 2.7 1.39 
2-5Y 1.81 -0.92 -0.21 0.21 0.92 
2-1K 2.64 0.71 0.01 0.69 - 
2-2K 2.19 1.07 0.21 1.02 - 
2-3K 1.9 1.35 -0.04 1.34 - 
2-4K 1.92 1.26 0.14 1.18 - 
2-5K 1.82 1.12 0.43 1.01 - 
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3-1C 2.72 0.64 0.4 0.46 1.69 
3-2C 2.01 0.89 1.19 1.32 1.8 
3-3C 2.17 0.41 0.92 0.96 0.81 
3-4C 1.7 0.84 1.04 1.13 1.85 
3-5C 2.16 -0.07 -0.09 0.1 -0.17 
3-1M 2.74 4.77 0.97 4.81 0.82 
3-2M 1.74 4.76 1.07 4.81 0.98 
3-3M 2.24 4.03 0.45 4.05 0.37 
3-4M 1.55 3.76 0.67 3.8 0.55 
3-5M 2.06 2.43 0.07 2.43 0.15 
3-1Y 4.24 -0.86 4.07 3.96 1.2 
3-2Y 3.71 -0.73 1.75 1.7 0.83 
3-3Y 3.15 -0.18 2.26 2.23 0.38 
3-4Y 2.62 -1.03 1.17 1.13 1.09 
3-5Y 1.78 -0.35 -1.9 1.9 0.41 
3-1K 5.49 1.99 -0.22 1.89 - 
3-2K 5.07 2.58 0.13 2.56 - 
3-3K 4.63 2.2 0.96 2.35 - 
3-4K 4.76 2.09 0.24 2.09 - 
3-5K 1.69 2.27 0.54 2.26 - 

Note: Labels in the Sample column are structured so the first number represents 
textile material; the second number represents number of ink layers while the letter 
represents colour that the sample was printed in. The value of hue change Δh was 
not calculated for black colour because of its achromacy. 

Values of ΔE are grouped according to colour and presented on Figure 2. 

a)  b)  

c)  d)  

Figure 2 

Value ΔE between unexposed and light exposed samples – all textiles printed by: a) cyan, b) magenta, 

c) yellow d) black colour 
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Figure 2 indicates that increased number of ink layers during printing cause better 
light fastness compared to samples printed with lower number of ink layers, as it 
was concluded by preliminary researches [22]. This can be concluded since the 
highest value of ΔE was recorded after light exposure of the sample that was 
printed in one ink layer, while the lowest value of ΔE was marked after light 
exposure of the sample printed in five ink layers.  

In order to determine how ink layers, material characteristics (fabric weight and 
thread count) and type of ink influenced colour difference (ΔE), ANOVA analysis 
was conducted followed by Tukey tests. Although ANOVA test, as all parameter 
tests, has assumption about normal distribution of sample group, it is very robust 
and in case of bigger samples it does not cause any significant problems [27]. The 
two-way ANOVA with material characteristics and ink layer number as between 
subject factors showed no interactive effect of the two factors, Using one-way 
ANOVA statistically significant colour difference was determined depending on 
type of textile material, F(2,57) =4.130, p=0.021. Post-hoc tests showed that 
statistical difference existed between material 3 (M= 3.97, SD= 1.36) and material 
1 (M= 2.71, SD= 0.99), while material 2 (M= 3.22, SD= 1.73) did not differ 
significantly from other samples. Furthermore, statistically significant difference 
in change of lightness was determined depending on number of ink layers, F(4,55) 
=3.552, p=0.012. Post-hoc tests showed that there was significant difference 
between samples with one (M= 4.20, SD= 1.81) and with five ink layers (M= 
2.29, SD= 0.7), while the group of samples with two (M= 3.71, SD= 1.44), three 
(M= 3.37, SD= 1.36) and four layers (M= 2.90, SD= 1.21) did not differ from one 
to another and did not differ from samples with one and with five ink layer. 

Figure 3 represents graphs of colour difference that are grouped by influence 
factors: a) textile and b) number of ink layers.  

a) b)  

Figure 3 

Colour difference graphs grouped by factors: a) material, b) number of ink layers  

The Pearson correlation coefficients between values of lightness and chroma 
before and after light exposure including all 60 samples were both high -0.998, 
with corresponding coefficient of determination of 0,995 pointing to possibility of 
creating simulation model for colour appearance after light exposure. This is an 
important result since it means that according colour fastness behaviour of just 
one sample, the lightness and chroma changes of any sample can be predicted. 
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The graphics of these linear correlations with equations are show on Figure 4. 
From obtained results can be deducted that significant difference in colour change 
after light exposure, ΔE, is caused by different colour values of samples before 
light exposure on samples with different thread count and printed with different 
ink layer number. 

a) b)  

Figure 4 

Correlation of values before and after light exposure for: a) lightness, b) chroma 

Conclusion 

Researching the light influence on printed materials has been a field of concern to 
many researches in textile dying and printing. The aim of these researcher were to 
prolong the use of the printed or dyed product with intact colour deviations. The 
use of digital ink jet printers enable multi passs printing with different number of 
layers. This reasearch focused on spectrophotometric measurement assessment of 
the influence of multiple printed layers. Exposure to light of printed samples 
showed that increased number of ink layers increases colour fastness, 
spectrophotometric measurement showed lower colour difference. The highest 
values of ΔE were calculated for samples made by only one ink layer, while the 
lowest values were marked on light exposed samples with five ink layers. This can 
be explained by a greater number of ink particles on the surface. Moreover, colour 
differences between samples printed with five ink layers and all other samples 
were calculated. The greatest colour difference was noted between samples with 
one and five ink layers (ΔE> 6), and the smallest one was between samples made 
of four and five ink layers (ΔE< 6). 

Also, characteristics of substrate have been proven to be important influential 
factor for light fastness and therefore cannot be ignored. 

According to results of the research, it is recommended to take into consideration 
number of ink layers when choosing digital printing techniques in order to achieve 
high quality. If extended colourfastness is needed additional layers of the ink can 
be applied to the substrate. The other point is that spectrophotometric 
measurement can be better solution then visual assessments, since it provides 
more accurate results. Numerical values gathered from instrumental measurements 
are more suitable for quantification of values and colour management and are 
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more easily controlabble by digital ink jet printer than in classic textil dying. 
Regardless of the results, the importance of visual assessment cannot be disputed 
since the end user is a human. 
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Abstract: Increasing energy security can be found in the principal objectives of all 

countries. There is a competition in the research of long-term available renewable energy 

sources and their high efficiency utilization, and also in time. From the renewable energy 

sources the biomass, as an inexhaustible commodity was used in the experiments. Digestion 

was chosen from the several methods to explore green energy from waste and then to 

produce valuable biogas. However, the experiments related to anaerobic fermentation of 

organic materials take a long time, up to several months, so the results gained from these 

carefully prepared and accurately conducted experiments are definitely valuable. By 

optimizing the fermentation equipment it was possible to increase the time-efficiency of the 

measurements. The results are given in this paper. 

Keywords: renewable energy; biogas; biogas reactor block 

1 Introduction 

Due to its natural features and agricultural and livestock past for centuries, 
Hungary is rich in biomass. This organic material is worth taking into 
consideration when selecting a method to produce biogas, which has not been 
used significantly in the country, so far. Experiments related to anaerobic 
fermentation of organic materials take a long time, so the results gained from 
these carefully prepared and accurately conducted experiments are definitely 
valuable. The fermentation block, the technological equipment used to conduct 
experiments, was optimized in order to increase the time-efficiency of the 
measurements. Some prototypes of the construction under development were 
tested several times, and finally a proprietary biogas unit was developed and 
installed, which is introduced below.  
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2 Pursuit of Energy Security 

The word “security” comes from the Latin phrase "sercus", which also has worry-
free, careless meanings. According to Barry Buzan, the famous English political 
scientist, security is the possibility and ability to survive and subsist against the 
threats of existence. Buzan divided the phrase security into five sectors: military, 
political, economic, social and environmental. The Military Science Encyclopedia 
adds the humanitarian, environmental and disaster recovery sectors to them. [1] 

One of the basic pillars of economic security is energy, without which the 
Member States of the European Union, among them Hungary, would not exist. 
Everyday life of individuals and states would be impossible without energy. 
Consequently, the pursuit aiming ensure of energy supply, is also involved in 
energy security. The excessive energy demand of the world influences everyday 
life of developed societies. The largest consumers are affected the most by the 
lurch of energy security. More than half of energy consumption of the European 
Union is imported. 53.8% of energy consumption of the 27 member states has 
come from external sources. Net exporter during this period has only been 
Denmark. [2] 

 

Figure 1 

Energy balance of Hungary 

The lack of coverage of domestic energy consumption derives especially from the 
increased consumption of oil and natural gas. Due to the gas program, that started 
at the beginning of the early 1990s, both the institutions and the population 
switched to gas consumption, significantly. As a result the gas dependence has 
increased by an additional 20% from 1995. 

The increased demand for raw materials has brought a large amount of gas 
imports, which made our country even more dependent to unpredictable foreign 
relations in the region. On the basis of the energy balance in 2011, it can be 
concluded that 66% of the country’s energy consumption is imported. [3] 
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The growth of renewable energies in electricity production has been observed 
since 2003. Although it increased from 1% to 8.1% by 2010, Hungary is still 
among the last ones from the EU member states. 

 

Figure 2 

 The proportion of renewable energy sources in electricity production 

From the renewable energy sources the biogas has been used only from 2001 with 
a small amount of 6 TJ. This number was multiplied by 2010 to 1516 TJ, but still 
not close to the value inherent in the domestic biogas potential. 

For comparison, in Sweden about 50% of the heat energy is produced from biogas 
today. [4] 

Environmental considerations also encourage constructions of biogas power plants 
all over the world. 

Methane, which is 21 times more damaging greenhouse gas than carbon dioxide, 
contributes with a ca. 20% to the anthropogenic greenhouse effect. More than 
50% of methane originates from animal husbandry. Its average degradation time 
in the atmosphere (8 years) is much shorter than that of carbon dioxide (50-200 
years). [5] A solution to the efforts to reduce or prevent its free access to the 
atmosphere can be the controlled fermentation of crop and livestock by-products. 
The methane, generated in power plants, will not enter the atmosphere, and what 
is more, it is the perfect raw-material for energy production. 

3  Conditions of Organic Material Fermentation 

Despite the fact that the application and utilization of anaerobic degradation of 
organic materials is not new, the research of biogas is its infancy both in Hungary 
and in the world. The chemical-biological process is simple, since the 
fermentation of organic material can take place anywhere, where the conditions of 
anaerobic rotting are given. 
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The degradation of complex organic materials takes place in several steps. First, 
the compound - sugar-chain polymer is broken up using exoenzymes of bacteria 
involved in the hydrolysis. The volatile organic acids obtained as the product of 
degradation are transformed further to acetate and hydrogen by acetogenic 
microorganisms. Approximately 70% of the final obtained methane is converted 
from acetate. The final step takes place strictly in anaerobic conditions, during 
which the methanogen microorganisms use up the ready-made volatile acids and 
produce methane and carbon-dioxide. The acetogens and methanogens exist in 
close symbiosis. The acetogenic bacteria prepare the nutrients for methanogens, 
which consume also the hydrogen. However, the presence of hydrogen affects 
unfavourably the operation of acetogens, so during their degradation methanogens 
stimulate the functioning of tribes located in front of them in the food chain. 
Consequently, the back and forth dependence between the different groups of 
microorganisms can be considered as syntrophic relationship, i.e. they not only 
help each other but they are interdependent in their diet. 

In the process of biogas formation it is very important to provide parameters that 
stimulate degradation.  
 
Biological conditions: 

1. organic material 
2. presence of acidogenic and methanogenic bacteria, including appropriate 

living conditions for them. [6] 

The necessary living conditions: 
1. anaerobic environment, 
2. appropriate solid content of raw material (2-9% in the case of wet 

process), 
3. constant, balanced fermentation temperature, (anaerobic biodegradation 

takes place either on mesophilic (30-35 ° C) or thermophilic temperatures 
(50-55 ° C) in a biogas unit that includes the fermenters),  

4. continuous agitation to avoid a gas barrier film, local acidification and 
temperature difference, as well as to prevent foaming, 

5. sufficiently chopped and mixed raw material( for better gas yield), 
6. slightly alkaline pH, sufficient C / N ratio of the base material. 

The aim of the research was to produce biogas in laboratory conditions.  

During the experiments the effect of another factor, the stirring was also 
investigated. Altough it is not a condition of anaerobic degradation, digesters 
using organic materials should be stirred. The main effects of stirring in the case 
of biogas fermenters are that it prevents solids from settling in the fluid, 
homogenize the medium and makes biological processes more intensive. Thus, the 
surface available for bacteria responsible for gas production will increase and the 
volume of biogas produced will also increase. However, the energy demand of 
stirring is high, so its application is uneconomic. Laboratory experiments carried 
out in Germany proved that there was not significant difference in biogas yields 
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during anaerobic batch fermentation of corn silage when the stirring was 
intermittent and continuous. However, with intermittent stirring - 10 min stirring 
230 minutes break - 29% energy saving was achieved in relation to the 
continuously stirred technology. [7] 

In Denmark, a similar study was conducted with cow manure degradation. In this 
case, the volume of the generated methane was 12.5% higher when intermittent 
stirring was applied, compared with continuous stirring. [8] 

On the basis of the above listed results and our own experiments the intermittent 
stirring was chosen, which is optimal in terms of biogas yield and energy use, too. 

Conditions, discussed above had to be ensured for proper degradation. The system 
has operated more and more optimal, little by little, and was modified according to 
the results of the previous test case. 

4 Implementation of the Experiment 

Conditions needed to the optimal degradation process, mentioned above, are 
provided by a fermenter. In biogas plants this task is carried out by a huge 
concrete tank, in which the biogas is generated in temperature controlled, 
hermetically sealed and stirred conditions, usually with continuous input/output of 
the base material. 

Model 1 

In our laboratory it was an anaerobically sealed, heat-resistant glass vessel of 1 
litre that served as a fermenter (1), in which we could measure the temperature 
and the pH continuously (3). There was a gas collecting bag (8), silicone tubes (4), 
a 3-way valve (6) and also a sampling cap (7) necessary to sampling gas. At the 
beginning we could not solve stirring (2), and we could not afford buying a gas 
meter (5). 

The gas sampling component functioned properly, which was confirmed by the 
gas chromatographic analysis. It was a good choice to use the commercially 
available bags for collecting the gas, because it can be recycled, avoiding 
environment pollution. The hermetically sealed vessel, the pH-meter, the silicone 
and connected fittings also operated properly.  

The primary issue raised by putting the basic concept into practice was the 
measuring the quantity of the gas generated. We could not afford buying a gas 
mater suitable for detecting low flow, laboratory quantity gas, because of their 
high prices. It was also a problem that the fermentation liquid has not been heated 
yet, and so it could not provide the optimal mesophilic (37 0C) degradation 
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temperature. Furthermore, it appeared urgent to solve the stirring, to provide a 
homogeneous degradation process.  

 

Figure 3 

Model 1 [9] [10] [11] 

Model 2 

Model 2 was designed to eliminate the shortcomings and problems arose during 
operating Model 1. To provide insulation and heating combined with stirring the 
construct shown below was developed (Figure 4). 

 

Figure 4 

Model 2 

The installed heating magnetic stirrer appeared to be a good choice for heating; 
however it was not suitable to provide the sufficient homogeneity of the substrate. 
The generally resulting 7-8% dry matter content was too high, so it was necessary 
to find a new solution for stirring the raw material. The polyfoam insulation was 
acceptable for experiment, but we have not been able to find a good solution to 
measure the quantity of the generated gas in that phase of the research. 
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Model 3 

The main difference compared to the first two variants is a construction suitable 
for measuring the volume of the generated gas and for keeping the constant 
temperature of 37°C. The homogeneous and constant temperature was achieved 
by placing the fermenter into a dryer which was used as an incubator cabinet 
(Figure 5). The dryer ensured the constant 37 °C +/-1°C, required to the 
measurements, perfectly. 

 

Figure 5 

Model 3 

To determine the volume of gas produced, the volume displacement method was 
used, which is very easy to implement and its accuracy is in accordance with 
standard recommendations. 

The volume of the generated gas equals to the volume of liquid displaced, and its 
pressure without compression is 101325 Pa. The apparatus consisted of a 
graduated cylinder of 1000 ml, and placed inside the „ squealer”, an open ended 
glass cylinder with a smaller cross-sectioned, tight nozzle. The gas flowed from 
the fermenter into the „squealer” from the silicone tube, which was led out of the 
dryer. As a result, the volume of the supersaturated NaCl solution, which was 
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originally at the same level in the graduated cylinder, has changed. The biogas 
flow generated by fermentation pumped a volume equal to its own volume from 
the “squealer” to the graduated cylinder. The volume of the gas produced was 
measured with an accuracy of 10 ml. 

 

Figure 6 

The dryer with the fermenter inside 

Model 3 could perfectly provide the constant experimental temperature and also 
the measurement of the volume of gas generated. 

However, during testing Model 3 it was found that to ensure homogeneity of the 
sewage sludge and preventing foaming, stirring must be provided. Earlier it was 
replaced by shaking the vessels in the same intervals. 

5  Implementation of a New Construction 

Significant changes were made in the construction of the new model. Our main 
objective was to make a device that complies with measuring procedures in the 
fermentation standard (VDI 4630). According to the standard the degradation 
process has to take place in several glass vessels simultaneously. We planned to 
build 8 fermenter blocks, but the dryer appeared to be too small for them, and so a 
plastic crate filled with water was used for controlling the temperature of the 
fermenter. The number of the openings of fermenter glasses was also changed. 4 
openings with threaded silicone caps were needed for the stirring, input, output 
and gas outlet.  
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Figure 7 

The complete construction 

It was also a significant change compared to the previous constructions that the 
stirring was solved in the 8 fermentation glasses. The 8 stirrers  were built into the 
largest, center pipe, worked simultaneously, driven by a wiper motor. The 
required number of rotation was provided by a drive unit consisting of 8 gears.  

 

Figure 8 

The gear box and the gas-tight connector plug 

The shaft coming out of the reduction gearbox was connected to the stirrers by 
Bowden cables with form-locking connection and with gas-tight connector plugs, 
built in the caps. The other connectors of the glass vessels were fitted with quick 
coupling, which ensured adequate gas barrier. 
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Figure 9 

The glass fermenter 

Although we kept the principle of positive displacement flow, the „squealer" 
construction was no longer used for the gas flow measurements. From each 
fermenter (1) placed in a water bath a silicone tube (2) led the generated gas (3) 
out. This tube was led to the top of another glass bottle which contained 
supersaturated NaCl solution (4). There was another tube (5) from the bottom of 
that bottle, through which the gas pumped the solution to the graduated cylinder 
(6). This way, it was possible to measure the volume of the generated gas 
accurately, on a daily basis, according to the standard specifications.  

 

Figure 10 

Gas volume meter 
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To keep the temperature of the water bath constant in the plastic crate a heating 
element, a thermostat and circulating vanes were used. When the temperature of 
the wate fell below the settled value of 37 °C, the sensor switched on the heating 
and circulating at the same time. 

 

Figure 11 

Insulation and water circulating 

To increase the inertia of the temperature and to prevent the fermenters floating up 
in the water, a polyfoam board (with holes cut for the bottles) was fitted on the 
bottom of the crate. 

6  Test Experiment with the Newly Developed Biogas 

Fermenter Block 

The experiment was performed by using four fermenters of net one liter each, 
which were placed into water bath. Sludge taken from waste water channels in 
Budapest was used as seeding sludge, and chopped then wheat straw, fractionated 
by sieves, was used as substrate.  

The inoculum of 2,55% dry matter and  64.63% organic dry matter content 
ensured the microorganism medium which was to help the degradation.  

The wheat straw had 95.78% dry matter and 93.41% organic dry matter content. 
Each fermenter was examined at net volume of 700 ml.  

Fermenters 1 and 2: with wheat straw of 0,125-2 mm particle size and sludge, 
without mixing. 
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Fermenters 3 and 4: with wheat straw of 0,125-2 mm particle size and sludge, 
with 2 min stirring 60 minutes break. 

 

Figure 12 

The four fermenters filled with sludge 

The middle threaded orifices of bottles 1 and 2 were closed by silicone sealing 
sheets. In bottles 3 and 4 there were stirrers that were hanged in as far as 1/3 of the 
bottle height from the bottom and they were to make the digested substrate 
homogeneous.  

The fermenters with wheat straw-seeding sludge substrates were placed into a 
temperature controlled bath of 370C.  

The produced gas from the four fermenters was led into four additional collector 
bottles where because of the increased pressure of the gas the liquid was 
displaced. The displaced liquid was collected in measuring cups, so the volume of 
the produced gas could be read with an accuracy of 1 ml.      

During the experiment the continouosly generated gas was collected in a special 
gas storage bag by using a three-way pipe. In the course of the repeated 24-day 
experiment samples were taken from the daily „fresh” gas. 

It can be concluded that due to the stirring, that made the substrate more 
homogenous, the efficiency of digestion increased.  

The gas yield increased from 180 ml/goTS to 223 ml/goTS. This value 
corresponds to the value recorded in the literature for average biogas yield of 
wheat straw. [12] 
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Figure 13 

Gas yield and methane yield with (1 and 2) and without (3 and 4) stirring 

Fermenters 1 and 2 showed a minimum variance in respect of both the biogas and 
methane yields. At the end of the 24-day parallel measurements a 3.2 ml/goTS 
biogas and a 2.5 ml/goTS methane yield deviation was experienced.  

A more significant deviation was recorded in respect of the biogas and methane 
yields in the case of fermenters 3 and 4. The total variance of the cumulative gas 
yield value reached 22.1 ml/goTS, which was 9.9% of the generated total value of 
223 ml/goTS biogas. In the case of methane content the cumulative variance was 
11.4 ml/goTS, which was 10.6% of the generated total value of 107.9 ml/goTS. 

Summary 

The results of the experiment proved that the operation of fermenters 1 and 2 
without stirring was stable and gas-tight. Fermenters 3 and 4, which were 
equipped with stirring vanes, and which produced approximately 10% variation in 
both, biogas and methane yields, require further constructional modification.  

At the end of the developing process the final, automatic and discontinuous biogas 
reactor block was achieved. The developing process was performed according to 
Guideline VDI 4630 (Fermentation of organic materials, Characterisation of the 
substrate, sampling, collection of material data, fermentation tests) [13].The 
realization was performed in several stages, which were considered as milestones. 
In order to make our research work even more effective and representative our 
further objective is to make the operation of the biogas fermenter block more 
reliable, regarding gas-tightness stability.  
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Abstract: Video materials contain huge amount of information. Their storage in databases 

and analysis by various algorithms is a constantly developing area. This paper presents the 

process of basketball game analysis by AdaBoost algorithm. This algorithm is mainly used 

for face and body parts recognition, and was not tested on player detection in basketball. It 

consists of a linear combination of weak classifiers. In this paper, we used stumps, i.e. 

decision trees with only one level as such classifiers. The aim of this research is to assess 

the accuracy of this algorithm when applied in player detection during basketball games. 

We examined the capabilities of AdaBoost algorithm on a video footage obtained from the 

single moving camera, without any previous processing. First training was performed 

using images of a basketball player’s entire body (head, legs, arms and torso), while the 

second training was performed using images of a head and torso. By applying the 

algorithm to the given set of images that include head and torso, the algorithm obtained an 

accuracy of 70.5%. Training on the set of entire body images was not successful due to the 

large amount of background that goes into the training, and which represents noise in 

training process. This research concluded that AdaBoost could not be applied to object 

detection in sports events. We also concluded that this algorithm gives much better results 

when applied on simpler objects (like face recognition) and that its application could be in 

detection of players’ body parts or as a first step in object detection in order to eliminate as 

much area as possible. Its application in detecting players' upper body or entire players 

gives large number of false positive, which makes algorithm inapplicable in real situations.  

Keywords: AdaBoost; Object detection; Basketball 

1 Introduction 

With the advance of information technology, the amount of created, transmitted 
and stored multimedia content constantly increases. As a result, the multimedia 
content is widely used in many applications. Therefore, there arises the need for 
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its organization and analysis, both from commercial and academic aspects. 
Computer vision represents a technology that can be applied in order to achieve 
effective search and analysis of video content.  

Computer vision represents a process that consists of several phases [1]. First 
phase is initialization, which is a process of removing background and extracting 
objects of interest by creating their models using markers, images or predefined 
shapes. Next phase is tracking, which is a process of object recognition in 
successive frames. This phase lasts until the object leaves observed area, or until 
the tracking is terminated. Third phase is pose estimation, which in process of 
human recognition and represents analysis of the arms, legs, torso and head, 
according to which the object is classified into one of the previously defined 
poses. The final phase is recognition. Recognition can be achieved by recognizing 
person’s face or some other characteristic feature. Computer vision, therefore, 
consists of four phases (initialization, tracking, pose estimation and recognition), 
but the subject of this study is the first phase, e.g. initialization, which represents 
the model creation.  

The model is created by players’ images, which are obtained using specially 
developed software. This software stores one frame from video material in every 
0.5 seconds on provided location in computer. From those frames, we cut 
rectangles that contain basketball players. These rectangles will be used in training 
process. Training is done with AdaBoost algorithm, which represents an often-
used algorithm in the shape recognition. It is primarily used for face and body 
parts recognition. The aim of this study is to assess its capabilities in order to 
detect players in basketball games. Images of basketball players are objects with 
high degree of diversity, depending on whether the player has the ball, plays 
defense, shoots on the basket, jumps for the ball etc. Therefore, the training set has 
many variations, and the goal of this research is to assess whether AdaBoost can 
be successfully applied in such training process. Its main feature is execution 
speed, which is especially important when analyzing basketball games. Coaches 
often want to have complete analysis of the game as soon as possible, in order to 
make some changes in their team play. For that reason, the use of this algorithm in 
the process of basketball game analysis would be useful. AdaBoost requires a 
large training set. Therefore, six thousand positive examples (images of basketball 
players) and six thousand negative examples (images that do not contain any 
basketball player) were used. We have combined positive and negative images in 
testing process (images of basketball players are “glued” over negative examples). 
Images combined in this way are used in order to assess the performance of 
AdaBoost algorithm.  

The second chapter in this paper provides an overview of application of data 
mining in sports, as well as research related to computer vision. Basketball player 
recognition belongs to the broader group of analysis in computer vision that is 
called human motion capture. The third chapter explains AdaBoost algorithm and 
its variations in order to achieve better performance. The fourth chapter contains 
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the procedure for training AdaBoost algorithm, which consists of creating training 
set, marking positive and negative examples, training and testing. The fifth section 
contains conclusion remarks and further stages of computer vision that can be 
applied in order to create solution that can be applicable in practice. 

2 Data Mining in Sport 

Data mining in sport is experiencing rapid growth in recent years and is gradually 
attracting the attention of largest sports associations. Baseball team Boston Red 
Sox and football club AC Milan were among the first organizations that started to 
apply the benefits of data mining in the sports. Special merits for the introduction 
of data mining in the sport belong to Dean Oliver, who introduced this 
methodology in basketball [2], and Bill James, who did the same in baseball [3]. 

Before the implementation of data mining, sports organizations have relied almost 
exclusively on human factor. They believed that experts in a given field (coaches, 
managers, scouts) could successfully convert collected data into practical 
knowledge. As the amount of collected information increased, these organizations 
started looking for methods that are more practical. Appropriate usage of large 
amounts of data available to sports organizations led from engaging additional 
statisticians to adopting techniques of data mining. Application of data mining can 
lead to better overall team performance, by analyzing the behavior of players in 
certain situations, determining their individual impact, revealing the opponent's 
tactics and pointing possible weaknesses in play. 

According to Schumaker et al. [4] in the next few years, the application of data 
mining in sports will face several challenges and obstacles. The biggest obstacle 
will be to overcome opposition to new technologies that is present in some sports 
organizations.  

While the use of statistics in decision-making is certainly an improvement over 
the use of instinct of coaches, managers and scouts, statistics alone can go in the 
wrong direction without knowledge of the problem domain. The first part of the 
problem is to determine the performance metrics. A large number of existing sport 
metrics can easily be used inappropriately. Ballard [5] has presented a typical 
example of inaccuracy in data collection in basketball. He gives an example of a 
jump in defense, which represents the number of times a player catches the ball in 
defense after opponent’s unsuccessful shot. In order to record the jump in defense, 
teammates have to block opponent players and keep them away from the basket, 
but only the player who catches the ball is awarded with the rebound. The second 
part of the problem is to find interesting patterns in data. These patterns may 
display movement and intentions of opponent players, reveal the beginning of 
injury during training or predict outcome of observed game. A practical method in 
finding those patterns could be application of neural networks [6] [7]. 
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With the development of technology, sports events have become available in 
digital form as part of multimedia databases. Search of video and multimedia 
content is becoming more common in sports due to large number of available 
tools. Automated methods of detection are used for parsing video content, and 
translating it into a form that can be searched [4] [8]. 

Traditional sports statistics has quickly become insufficient in comparison to the 
advantages of multimedia technology [9]. In recent years the usage of videos for 
recording certain events for later analysis, has become a common place. For 
example, baseball players in American professional league visit a team 
multimedia room and study different ways in which the pitcher sends the ball, in 
order to prepare for new game or to play correctly during the match [10]. Another 
technology that allowed faster analysis and transfer of video materials and 
knowledge obtained by their analysis is the internet [11] [12]. Due to these 
technologies, videos are almost immediately available to players, coaches and 
scouts. 

Multimedia analysis of sports events is presented in menu scientific papers. 
Among them, there are almost no papers about application of AdaBoost in 
basketball games. Lehuger et al. have applied AdaBoost in soccer [13], while 
Zahid et al have applied AdaBoost in baseball [14].  

Our goal is to develop system that would automatically gather knowledge from 
footages of basketball games. In order to achieve this, the first step is to recognize 
players on the court. Next steps would involve court detection, ball and basket 
detection and analysis of ball trajectory.  

3 Adaboost Algorithm 

Boosting takes its origin from the theoretical framework for studying machine 
learning called "PAC" (Probably Approximately Correct) developed by Kearns 
and Valiant [15]. They were the first who questioned whether "weak" learning 
algorithm, which behaves slightly better than random guessing, could be a 
building block for general accurate "strong" learning algorithm. 

AdaBoost, short for Adaptive Boosting, is a machine-learning algorithm first 
formulated by Freund and Schapire [16]. It is adaptive in the sense that classifiers 
that come in next for execution are adjusted according to those instances that were 
wrongly classified width the previous classifiers. It is sensitive to noisy data and 
information that does not belong to the required set. However, in some situations, 
this algorithm may be less susceptible to memory input set in comparison to many 
other algorithms. AdaBoost calls the weak classifiers repeatedly, performing a 
series of Tt ,...,1  classifiers. In each execution, "weight" calculated by 

incorrectly classified examples increases (or, alternatively, weights of each 
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correctly classified examples decreases). New classifiers are constrained to focus 
on those examples that were incorrectly classified by previous classifiers. This is a 
meta-algorithm that can be used together width a number of other algorithms in 
order to improve performance. Pseudo-code for AdaBoost is given in Listing 1.  

Listing 1. Pseudo code for AdaBoost algorithm. 
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Where Zt is a normalization factor (t is chosen so that  Dt+1 will be a 

distribution). The output is the final hypothesis: 
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The algorithm receives as input some training set ),(),...,,( 11 mm yxyx  where each xi 

belongs to a particular domain or instance space X, and each label yi is in label 
space Y. In most cases, it is assumed that }1,1{ Y , except when looking at 

extending of AdaBoost with more classes. AdaBoost calls "weak" learning 
algorithm repeatedly in Tt ,...,1  execution steps. One of the basic ideas of the 

algorithm is to maintain a distribution or set of weights over the training set. 
Weighting distribution in training example i in step t is denoted by Dt(i). At the 
beginning, all the weights are placed on the same value, but at each step, the 
weights of incorrectly classified examples are increased and the weak learning 
algorithm is forced to focus on more difficult examples in training set.  
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The task of the weak learning algorithm is to find a weak hypothesis 
}1,1{: Xht , which corresponds to the distribution Dt . The accuracy of the 

weak hypothesis is measured by its error: 






iit

t

yxhi

tiitDit iDyxh

)(:

~ )(])([Pr                               (1) 

The previous expression shows that the error is measured in accordance to the 
distribution Dt over which the weak learning algorithm was trained. In practice, 
the weak learning algorithm can be any algorithm that uses weights Dt from the 
training set. 

Looking at the example of recognizing players in basketball games, xi represents a 
player (standing motionless on the court, shooting to the basket, jumping for the 
ball, playing defense, attempting dribbling penetration, etc.), while labels yi show 
whether a given detection represents a basketball player or something else in the 
frame. Weak hypothesis is presumption that certain objects are players, and sub 
collections examined by that hypothesis are selected according to the distribution 
Dt. 

When it comes to the hypotheses ht, AdaBoost determines parameter t . 

Intuitively, t measures importance assigned to the hypothesis ht. Listing 1 shows 

that 0t   if  
2

1t , and that t  increases its value for error t  becomes smaller.  

Next step is to update distributions Dt by using rules shown in Listing 1. The 
effect of this rule is to increase the weight of examples that are misclassified by 
the hypothesis ht, and to reduce weights of well-classified examples. Thus, the 
weights are trying to concentrate on "harder" examples. 

The final hypothesis H is weighted majority of votes of T weak hypotheses, where 

t represents weight assigned to hypothesis ht. 

In practice, AdaBoost has many advantages. It is fast, simple and easy to program. 
AdaBoost does not have any parameters that have to be adjusted separately 
(except for the number of steps T). On the other hand, actual performances of 
boosting in a particular problem are largely dependent on data and weak learning 
algorithm. In accordance with theory, boosting can give wrong results when there 
is not enough data for training, when weak hypothesis are very complex, or when 
weak hypothesis are too weak. 

In 2001, Viola and Jones [17] presented their work that was a milestone in the 
implementation of AdaBoost algorithm. Their work had three important 
contributions in fast and accurate image analysis: 

 Appliance of integral images 

 Learning classification functions 

 Cascade creation 
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3.1 Stump 

In this paper, we used stump as a weak learning algorithm. Stump is a machine-
learning model that consists of a decision tree width one level. In other words, it is 
a decision tree width one internal node (root node) that is directly related to end-
nodes. Stump gives a prediction based on the value of a single input. It is 
sometimes called 1-rule. An example of stump is shown in Fig. 1.  

Depending on the type of input characteristic, there are several variations. For 
nominal characteristics, a stump can be created that contains a leaf for each 
possible characteristic value, or stump width only two leafs where first leaf 
corresponds to one category of results and second leaf corresponds to all other 
categories. For binary characteristic, these two approaches are the same.  

 

Figure 1 

Functional structure of the system that analyzes the movements of the human body 

4 Creating Model of Basketball Players 

In order to create a model of basketball players, AdaBoost algorithm is applied 
over the training set, without any previous processing. During the process of 
training a new classifier, it is necessary to go through several stages:  

 
1. Image acquisition 

2. Example creation 

3. Training 

4. Testing 

4.1 Image Acquisition 

Different sources can be used in image acquisition process. Since the aim of this 
paper is player detection in basketball games, the training process uses videos 
broadcasted by television stations. These videos are stored in multimedia 
database. In order to apply AdaBoost algorithm we use additional software. The 
purpose of this software is to capture one frame from the video material in every 
0.5 seconds and store it in predefined location on user’s hard disk. We used 

Interior node 

Leaf node Leaf node 
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SampleCreator software, which is implemented in C# programming language and 
.NET 4.0 framework. Frames were captured and stored using DirectShow 
technology. A game in NBA league lasts 48 minutes (four quarters of 12 minutes). 
In addition to this playtime, there are number of interruptions (fouls, time outs, 
breaks between periods). Including those, we can assess empirical value of the 
average game duration around 100 minutes. By applying this method of storing 
frames from single game, we get 100 * 60 * 2 = 12.000 frames. This provides a 
sufficient amount of data to train AdaBoost algorithm. This algorithm works 
width black and white pictures so color of shirt itself is not a major problem and 
an already trained algorithm can be applied on large number of games. 

By using DirectShow technology, we obtain images that will mainly serve as 
positive examples (images that contain objects of interest). However, during the 
game we have frames that do not contain any player. These frames can be used as 
negative examples. In addition, negative examples could be found in other 
sources. It can be any picture without basketball players. Fig. 2 shows positive and 

negative examples obtained from a basketball game. 

  

Figure 2 

Positive and negative example obtained from the basketball game 

Besides positive and negative examples, some frames may not fall into any of the 
above categories. In most cases, those frames contain basketball players with the 
poor display quality. Their use in the training process could direct AdaBoost 
algorithm in the wrong direction, because the algorithm is sensitive to the noise 
data. Those frames should be excluded from the training process.  

4.2 Example Creation 

Examples are objects of interest, which are used in the training process. 
Depending on the look of required objects, different authors have used different 
sizes of training sets: 5000 examples in face detection [18], 6000 examples in 
pedestrian detection [19]. Training set creation is performed by cutting objects 
from the frames of basketball game. SampleCreator software is used for this 
purpose. It allows marking objects, while maintaining the ratio between width and 
height. Fig. 3 shows the process of marking the whole basketball players that will 
be used in training, as well as the process of marking player’s upper body. 
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Different ratios of height and width were used in marking process. In marking the 
whole players, ratio of 2.2 was empirically determined (e.g. width 100 px, height 
220 px), while in marking the upper body, that ratio was 1.8 (e.g. width 100 px, 
height 180 px). The ratios were determined in order to optimally cover player on 
the observed frame. The ratio of player in one training set must be fixed, because 
all images in training process are scaled to same size. If ratio is not the same, 
some images are stretched while others are elongated.  

Figures show that not all players are marked as positive examples. The reason is 
that some objects may adversely affect the training if they are not shown clearly, if 
they are entering or leaving the frame, or if other objects obscure them. If we 
compare images on Fig. 3, it is evident that we have not marked the same players. 
Some players are not marked because of the background that would enter in the 
training process, which would adversely affect the AdaBoost algorithm. 
Unmarked players will not interfere in the training process because we crop 
positive examples from the picture and "glue" them on negative examples at pre-
defined locations. 

  

Figure 3 

Marking of whole body and upper body of basketball players by SampleCreator software 

4.3 Training Example Creation 

In order to put labeled examples into a training set, they should be “cut” from the 
observed images. In addition, example size can be changed, or we can apply 
function that will distort the image in certain limits. The program is not able to 
create more training examples based on one picture. It is therefore necessary to 
have a sufficient number of examples, which is in various applications ranging 
from 5000 to 7000. The marked areas, which will be used in the training process, 
are shown in Figs. 4~5.  
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Figure 4 

Images of whole basketball players' body that will be used in the training process 

From the previous image, it can be seen that background takes a large area in the 
training set. Size of this area is different depending to whether a player is close to 
the paint (the area on the ground painted a darker color), close to the audience (the 
audience is much darker than the floor), or whether there are other players in its 
vicinity. In addition, during the game, basketball player can be in different 
positions depending on whether he is running, having the ball, playing defense or 
taking a shoot. Depending on that, their limbs can be in different position, which 
makes a training process much harder. Because of this, training was performed 
width another set of examples that included basketball player’s upper body. In this 
training, limbs were excluded, which reduced dimensionality of the search 
problem. It also reduces the amount of background that is essentially a noise. 
Those examples are shown in Fig. 5.  

In our research we have used 6000 positive examples that contain players whole 
body and 6000 positive examples of players upper body in order to train 
algorithm.  
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Figure 5 

Images of basketball player upper body that will be used in the training process 

4.4 Testing Example Creation 

Testing set can be created by putting one positive example over a negative 
example. In testing process, we used a new set of 1000 positive examples. During 
this process, a positive image can be resized or distorted. In this way, the 
application knows the exact position of the positive examples, based on which it 
can provide assessment of whether the algorithm recognized the positive example 
on the observed image. Examples of test images are given in Fig. 6. 

  

Figure 6 

Testing examples width whole body and upper body of basketball player 

4.5 Training 

In training process, we apply AdaBoost algorithm over the previously marked 
examples. Regarding the size of examples in training set, Kuranov et al. [18] have 
shown that the best results are achieved when the dimensions of examples that 
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contain faces are reduced to 20x20 pixels. In the training process with images that 
contain whole basketball players, the ratio between the width and height cannot be 
1:1. Therefore images were reduced to 20x44 pixels in training with the entire 
basketball players (574,479 features), and 20x36 pixels for training with player’s 
upper body (392,394 features). 

The same authors have also suggested a 20-stages training. If as a training 
parameters we use degree of false positive of 0.5 and detection rate of 0.999, after 
the entire training we can expect degree of false positive of 0.520 ≈ 9.6e - 07, and 
the detection rate of . 0.99920 ≈ 0.98 

During AdaBoost training on the examples that have symmetry (human face), we 
can apply some type of optimization that significantly speeds up the processing. 
This is due to the fact that in these cases only one-half (left of right) of the Haar 
feature is used. However, although players are objects that have symmetry, when 
observed during the game and in all positions in which they could be found, the 
application of symmetry in the training would not lead to desired results. In order 
to achieve higher accuracy, we used the extended set of Haar features [20] 
(vertical features and features rotated by 45 degrees).  

GAB (Gentle AdaBoost) classifier is used in the training that puts less emphasis 
on outliers [21]. The main reason was the work of Kuranov et al. [18], in which 
they have proven that GAB algorithm achieves highest results in object detection. 
This classifier is also the fastest one considering the time required for training.  

During the training process, we used six thousand positive examples and six 
thousand negative examples. Training can be completed in several sub-stages 
when the minimal desired degree of search is fulfilled, or when the degree of false 
positive is reached, because the additional phases will certainly reduce this level 
(0.99 after current phase * 0.99 for next phase = 0.981 after next phase). A valid 
algorithm is the one that rejects all incorrect examples.  

During the training process over the set that included images of whole basketball 
players, the algorithm failed to reduce the level of false positive below 0.5. The 
algorithm continues training until the percentage of the original examples used in 
training falls to 0%, i.e. until all the examples are used. This would lead to 
interruption of the training without the wanted result. The reason is, primarily, a 
large degree of diversity that is encountered in the training set. This diversity is 
reflected in the position of players depending on whether they are standing, 
walking or running, and whether they have the ball, play an active defense or 
shooting on the basket. Another reason is a relatively large amount of background, 
which is located in the training examples, and which represents a noise. 

Training on the set that contains players’ upper body was successfully finished. 
This set does not include player arms and legs and is therefore much more 
balanced. In addition, the amount of background in these images is far lower, as 
well as the noise. 
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If the results of training are included in the application and executed on an 
arbitrary example taken from a basketball game, we get the result as shown in Fig. 
7. In figure we can see three images. First image is taken after twelve of twenty 
total stages in training process. After this step, all players are detected, but also 
very large number of false positive is detected (algorithm detects almost 
everything on the image). The second image is taken after eighteen steps in 
training process. After this stage, algorithm also detects all players, but there are 
almost twenty times more false positive detections. From the third image it can be 
seen that the algorithm correctly detects approximately two thirds of the players. 
In addition, the algorithm still gives a large number of false positive in the 
analysis of the audience (identified as basketball players). There are seven times 
more false positive then true positive detections. Among the identified objects are 
also some unexpected results, such as parquet parts shown in one color. The 
reason for such poor result is large number of diversity in training set.  
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Figure 7 

Result of algorithm application 

4.6 Testing 

In order to assess the performances of a trained classifier, a set of testing images 
was used. Those images have precise locations for each object of interest. The tool 
that is used to assess performance as input receives a collection of tagged images 
over which the classifier is applied. The performance of output is obtained by 
calculating number of found objects, number of objects that are not found and 
number of objects that are incorrectly classified as positive. 

In this paper, we measured performances of training over the set that contains 
upper body of basketball players, because training over the set that contains whole 
players was not possible. With the obtained results, a ROC (Receiver Operating 
Characteristic) curve was created. It graphically represents sensitivity, i.e. ratio of 
true positive versus false positive, for a binary classification system.  

The output of the testing tool shows the number of objects that are identified 
(Hits), the number of objects that are not identified and which represents false 
negative (Missed), and the number of objects that are classified as positive, but 
actually are not required objects (False). Looking at all images that were used in 
the training process, we get that the algorithm has successfully classified 705 
objects from total number of 1000 used objects (70.5%). Detection is classified as 
positive if it overlaps at least 60% with real area. Algorithm did not recognize the 
remaining 295 objects (29.5%). In addition, the algorithm has recognized 7600 
objects as requested objects, though they are not. This means that the algorithm, 
for each successfully recognized object, averagely has to recognize seven to eight 
points as positive. These results can be characterized as expected when compared 
with other researches that have used the AdaBoost algorithm. Baluja and Rowley 
have used the same algorithm, trying to recognize gender based on the images that 
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contain people faces [22]. The training gave an accuracy of 80%. This is 
somewhat higher accuracy, but the images used in testing used a face only, which 
implicates minor amount of noise. When the training sets contain images with 
variable background, the accuracy of training process is decreasing. Yuan et al. 
showed differences in accuracy in recognizing faces when the background 
changes [23]. When the images contained different amounts of light, the resulting 
accuracy was 68.4%. In recognition of computer-generated characters with a 
constant background, AdaBoost achieves an accuracy of 90.5% [24].  

When comparing our results to other papers that are also interested in player 
detection, our work is most similar to Lu et al. [25]. They recognize players from 
basketball games broadcasted via television stations by applying CRF 
(Conditional Random Fields algorithm) over DPM (Deformable Part Model). In 
their study they obtained an accuracy of 73% in player detection but much less 
number of false positive detection. Lehuger obtained an accuracy of 78.03% by 
applying AdaBoost algorithm, but algorithm was applied on soccer videos where 
the background is almost constant and player overlapping is much lower. Those 
results are shown in Table 1.  

The complete output obtained after testing can be presented using ROC curves as 
given in Fig. 8. This curve shows recognition we can expect when we allow a 
certain degree of false positives. Figure shows that when we allow seven or more 
false positive, the level of hits is about 70%. By reducing allowed number of false 
positive, the percent of true positive is reduced as well. This decrease is 
approximately linear up to the value 2 for false positives, where the percentage of 
correct hits is just below 55%. By further reducing the level of false positive, the 
level of true positive decreases exponentially and if we do not allow false positive, 
i.e. when this value approaches zero, we can expect only about 25% of successful 
recognition. 

Table 1 

Detection results of applying AdaBoost algorithm on different training sets 

Researcher(s) Training set Result 

Baluja and Rowley [22] Face recognition 80% 

Yuan et al. [23] Face recognition with changing background 68.4% 

Hoe et al. [24] Recognition of computer-generated characters 90.5% 

Lehuger et al. [13] Player recognition in soccer 78.03% 

Our work Player recognition in basketball 70.55 
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Figure 8 

Performance presented by ROC curve 

Conclusion 

Application of computer vision in analysis of sport events is quite a common 
practice, especially in recent years. Basketball, as one of the most popular sports, 
does not deviate from this trend. Unlike some other sports, it is played almost 
exclusively in halls, which simplifies the process of analysis due to constant 
lighting. Additional benefits in analysis of basketball games are the facts that all 
players in any team have jerseys of the same color, and that a large number of 
players are constantly in the camera view field. 

Three approaches can be applied in analyzing basketball games: an analysis using 
markers that are placed on basketball players, an analysis using multiple 
synchronized cameras that cover the whole court, and image analysis using single 
camera. This paper reports the third type of analysis, i.e. analysis of games using 
video broadcasted by TV stations. This type of analysis brings the greatest amount 
of assumptions and inaccuracies, because players are often obscured by other 
players, or are outside the current view field of active camera. Another drawback 
is the fact that in this type of analysis camera and objects of interest are both 
moving.  

In player detection process, we used Gentle AdaBoost algorithm, which is trained 
on two sets of examples. First set of images represents entire basketball players’ 
body (head, torso, arms and legs), while another set of images represents 
basketball players’ upper body (head and torso). AdaBoost failed to create a 
classifier based on images from the first training set. The reason is the large 
difference in training examples. The appearance of basketball players varies 
greatly depending on whether they walk, run, play defense, dribble the ball or 
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shoot on the basket. In addition, all these variations occur when a basketball 
player is turned in some direction (towards the camera, towards a basket ...). In 
contrast, another training set, which included only head and torso of basketball 
players, contained a much smaller degree of variation. This resulted in 
successfully finished training process by AdaBoost algorithm, which produced a 
classifier that can be applied in basketball player detection. Nevertheless, the 
algorithm still has a number of areas in the pictures marked as basketball players 
(false positive).  

This paper presented a degree of applicability of AdaBoost algorithm in the 
recognition of basketball players, without any prior processing. Obtained results 
are not applicable in real life situations because of low detection rate and very 
high rate of false positive detections. AdaBoost algorithm was applied for several 
reasons. The first is its speed, which is very important in players' recognition in 
order to get game knowledge as fast as possible. Another reason is very successful 
application of this algorithm in pedestrian detection on the CCTV footage. Our 
assumption was that the same algorithm could be successfully applied to players' 
recognition because that is also movement of people which is captured with the 
camera. However, the players move in different directions, they can be obscured 
by other players; a camera that captures them can pan and zoom in order enable 
viewers better perspective on the current action, and which is most important, 
their limbs (arms and legs) can be found in almost every position depending on 
whether they play offense, defense, jump for a ball etc.. When we take a look at 
pedestrian detection, we have pan, their hands are near the body and leg 
movements are the same. These are the reasons why AdaBoost did not give 
applicable results in the recognition of players in basketball games. 

In order to improve obtained performances, we could apply background 
subtraction techniques that would leave only the objects that are likely to represent 
basketball players, on which the algorithm would then be applied. Further 
improvement would be achieved by mapping areas of interest, i.e. play field in 
observed application. This would remove everything that is not on the play field, 
which would make the search faster and more accurate. Another possible 
improvement would be training of AdaBoost algorithm for body parts (head, legs, 
arms, torso), which can then be combined in order to identify players. 

AdaBoost primary characteristic is its speed. Some other algorithms achieve better 
results, if we observe number of identified objects, but their execution is much 
slower. Identifying players in basketball games is an activity that needs to be done 
in a short period, because coaches want to have analysis of both teams during the 
match, in order to make right decisions. Therefore, AdaBoost appears to be a 
proper solution. One possible solution to achieve better results and fewer false 
positive requires application of another algorithm that has better accuracy but 
worse execution time after classification by AdaBoost algorithm. This would not 
affect the overall performance, because most of the areas in the picture are already 
rejected by fast AdaBoost algorithm. 
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Abstract: Active stabilisation of the 2 and 3 degrees-of-freedom (DoF) aeroelastic wind sections

with structural nonlinearities led to various control solutions in the recent years. The paper

proposes a control design strategy to stabilise the 3 Dof aeroelastic model. It is assumed that

the aeroelastic model has uncertain parameters in the trailing edge dynamics and only one state

variable, the pitch angle is measurable, therefore, robust output feedback control solution is

derived based on the Tensor Product (TP) type convex representation of the aeroelastic model.

The control performance requirements include robust asymptotic stability and constraint on the

l2 norm of the control signal. The control performance requirements are formulated in terms of

Linear Matrix Inequalities (LMIs). As the first step of the proposed strategy, the TP type model

is obtained by executing TP transformation. As the second step, LMI based control design is

performed resulting in controller and observer solution defined with the same polytopic structure

as the TP type model. The validation and evaluation of the derived control solutions is based on

numerical simulations.

Keywords: aeroelastic wing, robust LMI-based multi-objetive control, TP model transformation,

qLPV systems

Nomenclature

The variables used in the paper are defined as below:

- a = non-dimensional distance from the mid-chord to the elastic axis

- b = semi-chord of the wing – m

- ch = the plunge structural damping coefficients – Nms/rad
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- clα = aerofoil coefficient of lift about the elastic axis

- clβ
= trailing-edge surface coefficient of lift about the elastic axis

- cmα ,e f f . = aerofoil moment coefficient about the elastic axis

- cmβ ,e f f . = trailing-edge moment coefficient about the elastic axis

- cα = the pitch structural damping coefficient – Nms/rad

- h = plunging displacement – m

- Iα = the mass moment of inertia – kgm2

- kh = the plunge structural spring constant

- kα(α) = non-linear stiffness contribution

- L = aerodynamic force – N

- M = aerodynamic moment – Nm

- m = the mass of the wing – kg

- U = free stream velocity – m/s

- xα = the non-dimensional distance between elastic axis and the center of mass

- α = pitching displacement – rad

- β = control surface deflection – rad

- ρ = air density – kg/m3

1 Introduction

Stabilisation of aeroelastic wing section is an actively investigated research area by
aerospace and control engineers with a general overview given in [1]. The Nonlinear
Aeroelastic Test Apparatus (NATA) model with 3 degrees-of-freedom (DoF) and un-
steady aerodynamics was designed in [2, 3] with several control solution approaches
found in [4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15] to name a few. These papers include
adaptive control, nonlinear backstepping adaptive control, neural network based ap-
proach, optimal infinite-horizon control law, full-state feedforward/feedback control
and other control design approaches. A mixed H∞/H2 scheduling control system
was presented in [16]. An improved 3 DoF NATA model with Linear Quadratic
Regulator (LQR) control solution was proposed in [17].

Tensor Product (TP) model transformation based approach was utilised with the ap-
plication of Linear Matrix Inequalities (LMIs) in several papers. Full state feedback
control for the 2 DoF NATA is proposed in [18], which was improved with output
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feedback control in [19]. The control performance was further improved by manip-
ulation of the convex hull of the polytopic model in [20]. The 2 DoF NATA was
modelled with nonlinear friction in [21], which was utilised for TP model based
control design in [22]. A TP model based output feedback control solution is given
in [23], which is based on the improved 3 DoF aeroelastic model presented in [17].

The aim of the paper is to propose a control design strategy to robustly stabilise the
NATA model given in [17] with uncertain parameters. Besides, the designed control
solution has to fulfil criteria of having bounded l2 norm of the control signal. It
is assumed that the only one state, pitch angle and the free-stream velocity are
measurable, therefore, output feedback control solution is utilised.

TP type convex polytopic representation of the quasi-Linear Parameter Varying
(qLPV) NATA model is obtained by TP model transformation, which is immedi-
ately applied for LMI-based control design. TP model transformation is capable of
determining various convex representations of the same qLPV model, as well as it
can allow the qLPV model to be defined by analytical equations, soft-computing
representation or given by numerical data sets. The control design and performance
criteria are formulated in terms of LMIs and the control solution results in controller
and observer defined by a common polytopic structure of the qLPV model.

The paper shows that defining the uncertainties of qLPV models with various struc-
tures has a large influence of the LMI feasibility tests resulting in different control
performance solutions.

The paper is structured as follows: the equations of motion and the qLPV represen-
tation of the 3 DoF NATA model are given in the following section. The proposed
control design methodology is introduced in Section 3 followed by the control de-
sign results in Section 4. Section 5 provides numerical simulations with evaluation
and the conclusions are provided at the end of the paper.

2 qLPV Model of the 3 DoF NATA Model

The present investigation utilises the NATA model introduced by [16, 17]. The model
has three degrees of freedom: plunge h, pitch α and trailing-edge surface deflection
β and the equations of motion are the following:





mh +mα +mβ maxab+mβ rβ +mβ xβ mβ rβ

maxab+mβ rβ +mβ xβ Îα + Îβ +mβ r2
β +2xβ mβ rβ Îβ + xβ mβ rβ

mβ rβ Îβ + xβ mβ rβ Îβ mxα b Iα









ḧ

α̈

β̈



+ (1)





ch 0 0
0 cα 0
0 0 cβservo









ḣ

α̇

β̇



+





kh 0 0
0 kα(α) 0
0 0 kβservo









h

α
β



=





−L

M

kβservo
βdes



 .
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Based on [17] kα(α) = 25.55−103.19α +543.24α2. The quasi-steady aerodynamic
force and moment is given as:

L = ρU2bClα

(

α +
ḣ

U
+

(
1
2
−a

)

b
α̇

U

)

+ρU2bclβ
β (2)

M = ρU2b2Cmα,e f f .

(

α +
ḣ

U
+

(
1
2
−a

)

b
α̇

U

)

+ρU2bCmβ ,e f f .
β .

L and M above are valid for the low-velocity regime. The trailing-edge servo-motor
dynamics based on [17] can be defined as:

Îβ β̈ + cβservo
β̇ + kβservo

β = kβservo
uβ . (3)

With the combination of equations (1), (3) and (2) one results in:





mh +mα +mβ maxab+mβ rβ +mβ xβ mβ rβ

maxab+mβ rβ +mβ xβ Îα + Îβ +mβ r2
β +2xβ mβ rβ Îβ + xβ mβ rβ

mβ rβ Îβ + xβ mβ rβ Îβ mxα b Iα





︸ ︷︷ ︸

Meom





ḧ

α̈

β̈



+ (4)

+





ch +ρbSClαU
(

1
2 −a

)
bρbSClαU 0

−ρb2SCmα,e f f
U cα −

(
1
2 −a

)
bρb2SCmα,e f f

U 0
0 0 cβservo





︸ ︷︷ ︸

Ceom





ḣ

α̇

β̇



+

+





kh ρbSClαU2 ρbSClβ
U2

0 kα(α)−ρb2SCmα,e f f
U2 −ρb2SCmβ ,e f f

U2

0 0 kβservo





︸ ︷︷ ︸

Keom





h

α
β



=





0
0

kβservo





︸ ︷︷ ︸

Feom

u.

where: Meom is the mass matrix of the equation of motion, Ceom is the damping
matrix of the equation of motion, Keom is the stiffness matrix of the equation of
motion, Feom is the forcing matrix of the equation of motion.

The equation above was converted into qLPV state space formulation as:

x(t) =











x1(t)
x2(t)
x3(t)
x4(t)
x5(t)
x6(t)











=











ḣ

α̇

β̇
h

α
β











and u(t) = uβ ,
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with the state and input matrices given as:

A(p(t)) =

(
−M−1

eomCeom(p(t)) −M−1
eomKeom(p(t))

−I 0

)

, B =

(
M−1

eomFeom

0

)

. (5)

In case x5(t) = α is the only measurable state the output and feed-through matrices
are the following:

C =
(
0 0 0 0 1 0

)
, D = 0. (6)

The system matrix can be constructed in the following way:

S(p(t)) =

(
A(p(t)) B

C D

)

(7)

The system parameters are taken from [17], and they are the following:

mh = 6.516 kg; mα = 6.7 kg; mβ = 0.537 kg; xα = 0.21; xβ = 0.233; rβ = 0 m;
a = −0.673 m; b = 0.1905 m; Îα = 0.126 kgm2; Îβ = 10−5; ch = 27.43 Nms/rad;
cα = 0.215 Nms/rad; cβservo

= 4.182×10−4 Nms/rad; kh = 2844; kβservo
= 7.6608×

10−3; ρ = 1.225 kg/m3; Clα = 6.757; Cmα,e f f
=−1.17; Clβ

= 3.774; Cmβ ,e f f
=−2.1;

S = 0.5945 m.

3 The Proposed Control Design Methodology

3.1 Reconstruction of the TP type polytopic model

TP model transformation with its mathematical background and application in LMI
based control design was introduced and elaborated in [24, 25, 26, 27, 23]. The
most important definitions corresponding to TP model transformation and TP type
polytopic representation are the following:

Definition 1 (Finite element TP type convex polytopic model - TP model): S(p(t)) in

(7) for any parameter is given as the parameter-varying convex combination of LTI

system matrices S ∈ R
O×I .

S(p(t)) =
I1

∑
i1=1

I2

∑
i2=1

..
IN

∑
iN=1

wn,in(pn(t))Si1,i2,..,iN = S
N

⊠
n=1

wn (pn (t)) , (8)

where p(t) ∈ Ω. The coefficient tensor S ∈ R
I1×I2×···×In×O×I has N +2 dimensions, it

is constructed from the LTI vertex systems Si1,i2,...,iN (8) and the row vector wn (pn (t))
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contains one variable and continuous weighting functions wn,in(pn(t)), in = 1 . . . IN . In

order to get convex representation the weighting functions satisfy the following criteria:

∀n, i, pn(t) : wn,i(pn(t)) ∈ [0,1]; (9)

∀n, pn(t) :
In

∑
i=1

wn,i(pn(t)) = 1. (10)

Definition 2 (NO/CNO, NOrmal type TP model): The TP model is NO (normal) type

model if its weighting functions are Normal, that is if it satisfies (9), (10), and the largest

value of all weighting functions is 1. The convex TP model is CNO (close to normal) if

it satisfies (9), (10) and the largest value of all weighting functions is 1 or close to 1.

TP model transformation is a numerical method allowing the transformation of qLPV
models given as (7) to TP type polytopic model defined in (8) enabling the immedi-
ate application of LMI based control design. TP model transformation is also capable
to find TP type approximations of the original model with arbitrary accuracy. qLPV
models can be given as analytical equations based on physical considerations, as the
result of soft-computing based identification techniques, or as an outcome of black-
box identification. The transformation can be executed within a reasonable amount
of time and can replace the analytical conversions by a tractable numerical operation
carried out in a routine-like fashion.

3.2 Uncertainty structure

Based on the derivation presented in [28] it is assumed that the uncertain model
takes the following structure:

ẋ(t) =(A(p(t))+Da(p(t))∆a(t)Ea(p(t)))x(t)

(B(p(t))+Db(p(t))∆b(t)Eb(p(t)))u(t),
(11)

where the uncertain blocks ∆a(t) and ∆b(t) satisfy

‖∆a(t)‖ ≤
1

γa

, ∆a(t) = ∆T
a (t), (12)

‖∆b(t)‖ ≤
1

γb

, ∆b(t) = ∆T
b (t) (13)

and Da(p(t)), Ea(p(t)), Db(p(t)) and Eb(p(t)) are known scaling matrices.
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3.3 Control structure

The implementation of full state feedback control is not always straightforward since
in many cases the measurement of all states can lead to high sensor cost or measure-
ment difficulties and in some cases the states do not correspond to physical values.
In the present case it is assumed that only the pitch angle α of the NATA system is
measured, therefore output feedback control structure is utilised. The observer has to
be designed in such a way that it satisfies x(t)− x̂(t)→ 0 as t → ∞, where x̂(t)
denotes the state-vector estimated by the observer. Since parameter vector p(t) does
not contain values from the estimated state-vector x̂(t), the control design strategy
presented in [29, 28] was utilised:

ˆ̇x(t) = A(p(t))x̂(t)+B(p(t))u(t)+K(p(t))(y(t)− ŷ(t))

ŷ(t) = C(p(t))x̂(t),

where u(t) =−F(p(t))x(t).

The current investigation applies a control design strategy that yields a controller
and an observer, which have share the same polytopic structure of the model itself
as:

ˆ̇x(t) = A
N

⊠
n=1

wn(pn(t))x̂(t)+B
N

⊠
n=1

wn(pn(t))u(t)+K
N

⊠
n=1

wn(pn(t))(y(t)− ŷ(t))

ŷ(t) = C
N

⊠
n=1

wn(pn(t))x̂(t)

u(t) =−

(

F
N

⊠
n=1

wn(pn(t))

)

x(t).

(14)

The control design aims in determining gains F and K that lead to stable output-
feedback control structure. The LTI feedback gains Fi1,i2,...,iN and LTI observer gains
Ki1,i2,...,iN are stored in tensor F and K , which are called vertex feedback and
observer gains.

3.4 Control performance specifications formulated in terms of LMIs

A large number LMIs guaranteeing various control performance specification has
been developed for polytopic systems, which can be readily applied to design vertex
controller and observer gains. The control performance objectives of the present
investigation are the following:
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• Asymptotically stable controller and observer;

• Robust stability of the controller for parameter uncertainties.

• Constrain on the control value.

LMI theorems derived in [28] are selected for the control design.

Theorem 1 (Globally and asymptotically stable controller for uncertain qLPV sys-

tems) A controller stabilising the uncertain qLPV system (11) can be obtained by solv-

ing the following LMIs for P > 0 and Mr (r = 1, . . . ,R)

Srr < 0,

Trs < 0,

where

Srr =









(
PAT

r +ArP−BrMr −MT
r BT

r

)
Dar Dbr PET

ar −MT
r ET

br

DT
ar −I 0 0 0

DT
br 0 −I 0 0

EarP 0 0 −γ2
a I 0

−EbrMr 0 0 0 −γ2
b I









,

and

Trs =













































PAT
r

+ArP

−BrMs

−MT
s BT

r

+PAT
s

+AsP

−BsMr

−MT
r BT

s















Dar Dbr Das Dbs PET
ar −MT

s ET
br PET

as −MT
r ET

bs

DT
ar −I 0 0 0 0 0 0 0

DT
br 0 −I 0 0 0 0 0 0

DT
as 0 0 −I 0 0 0 0 0

DT
bs 0 0 0 −I 0 0 0 0

EarP 0 0 0 0 −γ2
a I 0 0 0

−EbrMr 0 0 0 0 0 −γ2
b I 0 0

EasP 0 0 0 0 0 0 −γ2
a I 0

−EbsAr 0 0 0 0 0 0 0 −γ2
b I






























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for r < s ≤ R, except the pairs (r,s) such that ∀p(t) : wr(p(t))ws(p(t)) = 0 and where

Mr = FrP.

The feedback gains can be obtained from the solution of the above LMIs as Fr =MrP
−1.

Theorem 2 (Globally and asymptotically stable controller with constraint on the con-

trol value) The simultaneous solution of the LMIs of Theorem 1 and Theorem 2 in the

form of:

φ 2I ≤ P
(

P Mr
T

Mr µ2I

)

≥ 0

yields an asymptotically stable controller, where ‖u(t)‖2 ≤ µ is enforced at all time and

‖x(0)‖2 ≤ φ .

Theorem 3 (Globally and asymptotically stable observer) Assume the polytopic model

(8) and a control structure as given by (14). An asymptotically stable observer can be

obtained by solving the following LMIs for P > 0 and Nr (r = 1, . . . ,R):

AT
r P−CT

r NT
r +PAr −NrCr < 0,

AT
r P−CT

s NT
r +PAr −NrCs +AT

s P−CT
r NT

2 +PAs −NsCr < 0

for r < s ≤ R, except the pairs (r,s) such that ∀p(t) : wr(p(t))ws(p(t)) = 0, and where

Nr = PKr. The observer gains can derived from the solution of the above LMIs as

Kr = P−1Nr.

4 Control Design Results

4.1 TP model transformation of the NATA model

The first step of the control design is to obtain a polytopic form of the NATA model.
This step was achieved by the execution of TP model transformation on the state
matrix of the NATA model given by (5). Prior executing TP model transformation
the transformation space Ω and the discretization grid M has to be defined. Ω was
defined in the interval U ∈ [8,20](m/s) and α ∈ [−0.3,0.3](rad) and the discretiza-
tion grid is defined as M1 ×M2, where M1 = 137 and M2 = 137. The HOSVD-based
canonical form for the discretized tensor S D ∈ R

M1×M2×7×7 results in rank 2 in the
first dimension and rank 3 in the second dimension. The exact CNO type convex
representation of the NATA model can be given by 6 vertex LTI systems, the same
number as in the case of the HOSVD-based canonical form. The weighting functions
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w1,i(U), i = 1..2, and w2, j(α), j = 1..3 of the HOSVD-based canonical form and the
CNO type convex form are depicted in Figure 1.
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Figure 1
HOSVD-based canonical (left) and CNO type (right) weighting functions of the dimensions α and U .

4.2 LMI-based output feedback controller design

4.2.1 Defining the uncertainty in the trailing-edge servo-motor dynamics

The trailing-edge servo-motor was investigated in [17] resulting in dynamics as given
in (3) with parameters kβservo

and cβservo
. However, it can be assumed that the values

of these parameters have some uncertainty, therefore the aim of this section is to
define the uncertain structure of the trailing-edge servo-motor dynamics based on
(11) in order to design a control system, which can asymptotically stabilize the
uncertain qLPV system.

Parameter kβservo
appears in elements A16(p(t)), A26(p(t)) and A36(p(t)) of state

matrix A(p(t)) and in elements B11, B21 and B31 of input matrix B while parameter
cβservo

appears in elements A13, A23 and A33 of state matrix A(p(t)) based on which
the uncertain blocks ∆a(t) and ∆b(t) can be defined as:

∆a(t) =

(
∆kβservo

(t) 0
0 ∆cβservo

(t)

)

(15)

and

∆b(t) =
(

∆kβservo
(t)
)

, (16)

where functions ∆kβservo
(t) and ∆cβservo

(t) are bounded functions representing the
discrepancy between the actual and nominal values of parameters kβservo

and cβservo

respectively.

In order to match the uncertain parameters with the corresponding elements of the
system matrix S(p(t)) scaling matrices Da(p(t)), Ea(p(t)), Db(p(t)) and Eb(p(t))
have to be defined.
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Proposition 1 There are two basic possibilities in constructing the scaling matrices

which results in the same overall uncertain structure of (11), however, the different

structures can highly influence the LMI feasibility tests (see results in the following

section).

Uncertainty structure 1

Da =











−M−1
eom13

cβservo
−M−1

eom13
kβservo

−M−1
eom23

cβservo
−M−1

eom23
kβservo

−M−1
eom33

cβservo
−M−1

eom33
kβservo

0 0
0 0
0 0











, Ea =

(
0 0 1 0 0 0
0 0 0 0 0 1

)

(17)

and

DT
b =

(
M−1

eom13
kβservo

M−1
eom23

kβservo
M−1

eom33
kβservo

0 0 0
)
, Eb = 1. (18)

Uncertainty structure 2

Da =











−M−1
eom13

−M−1
eom13

−M−1
eom23

−M−1
eom23

−M−1
eom33

−M−1
eom33

0 0
0 0
0 0











, Ea =

(
0 0 cβservo

0 0 0
0 0 0 0 0 kβservo

)

(19)

and

DT
b =

(
M−1

eom13
M−1

eom23
M−1

eom33
0 0 0

)
, Eb = kβservo

. (20)

4.2.2 Control design results

The CNO type convex polytopic representation on the NATA model can be immedi-
ately applied for LMI-based control design. The following controllers and observers
were designed based on various control performance specifications for both Uncer-

tainty structure 1 and Uncertainty structure 2.
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Proposition 2 Defining the maximal allowable difference between the nominal and ac-

tual values of parameters kβservo
and cβservo

for a given control solution can be done in

the following way:

Recall that the uncertain blocks ∆a(t) and ∆b(t) were defined as

∆a(t) =

(
∆kβservo

(t) 0
0 ∆cβservo

(t)

)

, ∆b(t) =
(

∆kβservo
(t)
)

and they satisfy

‖∆a(t)‖ ≤
1

γa

, ‖∆b(t)‖ ≤
1

γb

.

Since ∆a(t) is a diagonal matrix it has a norm that equals the absolute value of its

largest element; ∆b(t) is a scalar value having a norm equal to its absolute value. Ma-

trix ∆a(t) contains ∆b(t), therefore γa can be set to equal γb. The maximal discrepancy

of the two parameters are given as

∆max
kβservo

=
1

γa

≥ |∆kβservo
(t)|;

∆max
cβservo

=
1

γa

≥ |∆cβservo
(t)|,

where superscript "max" stands for the maximal allowable difference.

In the following the differentiation for Control solution n.1 and n.2 stands for Un-
certainty structure 1 and 2 respectively.

Control solution 1.1 and 1.2

Control solutions 1.1 and 1.2 were designed with the aim to find the minimal value
for γa = γb allowing the maximal uncertainties in parameters kβservo

and cβservo
the

controller can asymptotically stabilize. The feedback gains were designed by ap-
plying the LMIs from Theorem 1 and the observer gains by applying LMIs from
Theorem 3.

Control solution 1.1 achieved γamin
= γbmin

= 1.44 while control solution 1.2 resulted
in γamin

= γbmin
= 1.77.

Control solution 2.1 and 2.2

The aim in designing Control solutions 2.1, 2.2, 3.1, 3.2, 4.1 and 4.2 was to find
a trade-off between the maximal allowable parameter discrepancy and keeping the
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control signal as low as possible. The feedback gains were derived by applying the
LMIs from Theorems 1 and 2 with the initial state condition bound set as φ = 0.002
for each design. The observer gains for each solution were derived by applying
LMIs from Theorem 3.

In case of Control solution 2.1 and 2.2 the maximal allowable discrepancy between
the nominal and actual parameter was set to 50% resulting in γamin

= γbmin
= 2.

The minimal values for the control constrain µ that leads to feasible controller was
µmin = 44 for Control solution 2.1 and µmin = 13286 for Control solution 2.2.

Control solution 3.1 and 3.2

γamin
= γbmin

= 5 was set for Control solution 3.1 and 3.2 yielding feasible solutions
with µmin = 26 for Control solution 3.1 and µmin = 3672 for Control solution 3.2.

Control solution 4.1 and 4.2

The minimal value of µmin = 22 for Control solution 4.1 and µmin = 3595 for Con-

trol solution 4.2 was achieved by setting γamin
= γbmin

= 10.

5 Simulation Results and Evaluation

5.1 Simulation

The responses of the control solutions were verified by numerical simulations. The
base free stream velocity is chosen to equal U = 14.1m/s for two reasons; first, it
belongs to the critical free stream velocity range where the NATA model exhibits
limit cycle oscillations, second, to be comparable with the results of several previ-
ous papers, which used the same speed in their measurements or simulations. The
controller was turned off for five seconds at each simulation to let the oscillations
develop, but the figures bellow show only that part of the responses where the
controller is turned on.

Each controller was tested in two simulation cases:

• Simulation case 1 represents the response without any perturbations. In or-
der to fully test the allowable uncertainty ranges, functions ∆kβservo

(t) and
∆cβservo

(t) were set as:

– ∆kβservo
(t) =

1

γamin

sin

(

6πt +
π

2

)

;

– ∆cβservo
(t) =

1

γamin

sin(10πt);
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where γamin
takes the minimal value corresponding to each control solution.

• Simulation case 2 represents system that has several perturbations that can
occur during physical implementation. Simualtion case 1 was extended with
the following perturbations:

– the computational delay is represented by 1 ms constant time delay;

– the control signal is saturated at ±2[rad/s];

– the sensor noise is represented by normally distributed random noise with
10% variance;

– the free stream velocity varies as U(t) = 14.1+5sin(2πt);

– input disturbance ud(t) =
30

180
π is added to the control signal 1 second

after the controller is turned on;

Figures 2 and 3 show the time response of the closed loop system for Control solu-
tion 2.1 and 2.2 for Simulation case 1, Control solution 2.1 and 2.2 for Simulation
case 2, Control solution 3.1 and 3.2 for Simulation case 1 and Control solution 3.1
and 3.2 for Simulation case 1 respectively.

5.2 Evaluation

Each control solution can asymptotically stabilise the NATA model, however, it is
important to note that the control solutions guarantee stability within the domain Ω.
The control performance of each control solution is evaluated based on the maximal
allowable parameter uncertainty, maximal control signal and settling time.

• Control solution 1.1 and 1.2 - maximal allowable parameter uncertainty (70%
for solution 1.1 and 56.5% for solution 1.2); very high control signal (umax

is in the order of magnitude of 105); settling time approximately 1s for Sim-
ulation case 1. Control solutions 1.1 and 1.2 were not able to stabilize the
NATA system as the high feedback gains lost stability due to the time delay
in Simulation case 2. Difficult for practical implementation due to high control

signals.

• Control solution 2.1 and 2.2 - high allowable parameter uncertainty (50%),
high control signal magnitude (umax = 150 for Control solution 2.1 and umax =
250 for Control solution 2.2); settling time approximately 1s for Simulation
case 1 and approximately 1.5s for Simulation case 2. High allowable parame-

ter uncertainty for acceptable control signal magnitude.

• Control solution 3.1 and 3.2 - acceptable allowable parameter uncertainty
(20%), low control signal magnitude (umax = 35 for Control solution 3.1 and
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Figure 2
Time response of Control solution 2.1 and 2.2 for Simulation case 1 (first row) and Simulation case 2

(second row).

umax = 7.8 for Control solution 3.2); settling time approximately 1s for Simu-
lation case 1 and approximately 1.5s for Simulation case 2. Low control signal

magnitude for acceptable parameter uncertainty.

• Control solution 4.1 and 4.2 - minimal allowable parameter uncertainty (10%),
smallest control signal (umax = 15 for Control solution 4.1 and umax = 7 for
Control solution 4.2); settling time approximately 1s for Simulation case 1 and
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Figure 3
Time response of Control solution 3.1 and 3.2 for Simulation case 1 (1. and 2. row) and Simulation case 2

(3. and 4. row).

approximately 1.5s for Simulation case 2. Further decrease in the allowable

uncertainty does not decrease the control signal significantly.

Generally, it can be concluded that maximising the allowable parameter uncertainties
without a constrain on the control value leads to unacceptably high control signals.
On the other hand, it is possible to find a trade-off between the maximal acceptable
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uncertainty and the limit of the control signal magnitude. In this term, Control
solution 3.2 achieved the best results in the simulations. Control solution 2.1 can
be a chosen in case higher uncertainty is a requiremed. Decreasing the allowable
uncertainty to very low levels however, does not results in significant decrease in the
control signal magnitude.

It can be noted that it is worth to test various uncertainty structures (Uncertainty
structure 1 and 2 in the present case), as it highly influences the LMI feasibility
results. Uncertainty structure 1 led to better control performance at higher allowable
uncertainties, while Uncertainty structure 2 was more favourable at lower parameter
uncertainties.

There is no significant difference in the settling time in any control solution.

The LMIs defining the constrain on the control signal lead to large differences
between the smallest control signal bounds in case of Uncertainty structure 1 and 2,
which imply high conservativity of bound µ , however, within the same uncertainty
structure it can indicate the control signal magnitude effectively.

The control performance of the derived solutions can be compared to results found in
other publications dealing with the same NATA model. LQR controller was designed
in [17] with somewhat longer settling time and lower control signals, however,
the model has nonlinearity only in the dimension of U and full state feedback is
utilised instead of output feedback. Similar control performance was achieved in
[23] and in [18], which was expected as the same control design methodology was
utilised. However, [18] designed controller for the 2 DoF NATA model, while there
is no robustness involved in the control design of [23]. LQR based output feedback
controller is designed in [30] with similar control performance as Simulation case 1
in the present investigation.

6 Conclusions

The proposed control design strategy based on Tensor Product model transforma-
tion can be executed systematically in a routine-like fashion and can include various
forms control performance specifications formulated in terms of Linear Matrix In-
equalities. The paper gives a robust stabilising output feedback control solution for
the three degrees-of-freedom Nonlinear Aeroelastic Test Apparatus that can involve
parameter uncertainties. Finding an acceptable trade-off between maximal allowable
uncertainties and the upper bound of the control signal value was straightforward
based on the systematic execution of the numerical control design. It was shown
that varying the structure of the same uncertainty of quasi-Linear Parameter Vary-
ing systems can highly influence the feasibility tests of Linear Matrix Inequalities
and thus the resulting control performance. Both, out of the two possible uncertainty
structures available, can lead to good control performance depending the actual spec-
ifications, meaning it is worthwhile to investigate both structures for the given task.
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1 Introduction 

The European Union has set the development towards the knowledge-based 
society as its central objective to achieve competitive advantage in global 
competition. The Western Balkan countries, including Serbia, have set the EU 
accession as their strategic goal, and in this regard they have adjusted their 
objectives to global EU strategy Europe 2020, which aspires to knowledge 
society.  

A great number of indicators for monitoring the model of competitiveness, i.e. 
competitiveness indices, have appeared to monitor the degree of achievement the 
objectives of these strategies, the level of market development, and the level of 
competitiveness of national and regional economies at the end of the 20th Century. 
However, while strategies define clear objectives, the basic problem is the 
selection of appropriate indicators, which should show the degree of achievement 
of the set strategies, as well as monitoring and controlling the set objectives. 

The fundamental objective of this article is to create a new model for evaluation of 
knowledge competitiveness of nations. It is particularly important to identify those 
indicators in the model functioning that contribute, as well as those that reduce the 
quality of monitoring in the area of knowledge. The position of selected countries 
has been analyzed, and it represents one of the main results of our research. The 
study also includes regional level, involving Vojvodina in the analyses. 

According to the analysis of the existing models for monitoring national 
competitiveness, the basic hypothesis of work is set: A new model of 
competitiveness, based on knowledge and predominantly quantitatively expressed 
parameters, provides a more realistic evaluation of the competitiveness of a 
country. The sub-hypothesis of the research is set as follows: We can identify 
certain groups of parameters (subindices) where the differences between the best 
and the worst ranked country are small, as well as those groups of parameters 
where these differences are significant. Testing each of the assumptions requires 
examination of the model structure, relations of individual parts and their 
functioning. Mathematical and statistical methods were used for quantitative 
relations within the model structure and in relations of model with other defined 
phenomena. 

2 Conceptual Background 

It could be argued that economic development has always been based on 
knowledge. However, the scope and the importance of knowledge for economic 
processes have fundamentally changed over the past few years [20]. What has 
changed in comparison to the old, traditional economics is that productivity 
growth, driven by technological and organizational innovation, has become a key 
source of economic growth. With concern about the environment, the restrictions 
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on the use of natural resources are becoming more obvious. The source that 
enables overcoming that is the knowledge and the creation and linking of 
knowledge that supports the development of new commercial products and 
services [16].  

"Knowledge society" as a term was first used by Drucker in 1969 [8], and its 
current meaning was accepted in the last decade of the 20th Century. Drucker 
describes the knowledge society as a society of mobility and considers it to be the 
most competitive society in the history of mankind [9]. The OECD (1996) defines 
a knowledge-based economy as one in which the production, distribution and use 
of knowledge are the main drivers of growth, wealth creation, and employment for 
all industries [22].  

The criteria of knowledge society are a high percentage of highly educated 
population, large government investments in education, science and research, 
encouragement of lifelong learning, high-quality and accessible information and 
communication infrastructure and services, propulsive and competitive economy, 
sustainable technological development, wide availability of information and easy 
access to them. Comparison of development of different national economies based 
on knowledge is made by evaluations of international organizations, state 
institutions, statistical departments and other institutions in collaboration with 
scientists [9]. Different authors and schools that have defined a number of indices 
related to competitiveness, which merged groups of various sets of criteria, 
emerged at the end of the 20th and beginning of the 21st Century. Organizations 
such as the World Economic Forum (WEF) and the Institute for Management 
Development publish rankings of national competitiveness among countries every 
year. These rankings are used as benchmarks for national policy makers and other 
interested parties in the evaluation of their countries in various fields [21]. There 
are several studies examining competitiveness indices including innovations, 
knowledge and technological progress [23, 22, 15, 20]. 

The number of indices that describe the competitiveness of knowledge today is 
considerably higher. We examined 23 composite indices, which define 
competitiveness of an economy, including the parameters of knowledge. It was 
noticed that they can be classified into the following four categories [17, 18]: 

 competitiveness indices  
 knowledge competitiveness indices  
 innovation competitiveness indices  
 information and communication technologies competitiveness indices  

In order to closely follow the progress of European countries in transition, i.e. 
degree of fulfilment of the objectives set in the strategy of development until 2020 
and on, it is necessary to set up a new, revised model, which will better indicate 
specific problems, the so-called bottlenecks in the development towards achieving 
the status of knowledge society. The key parameters of this new model are 
knowledge, innovation, R&D, education, the use of IT technology, the 
development of knowledge-intensive jobs and sustainable development. 
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3 Methodology 

This research used calculating the average values, processing of time series, 
regression and correlation analysis. Results of the research are presented in 
analytical tables and charts. Secondary data, mainly official statistical reports and 
publications of prominent institutions, were also used as inputs in this phase of the 
study. The model used in this article is based on the manual establishment of 
thematic indicators. Constructing the composite indicator includes several stages. 
This model consists of nine steps: 

1. Development of the conceptual framework; 

2. Selection of data (indicators) and the sample size; 

3. Transformation of irreversible data and replacing missing data; 

4. Classification of indicators by thematic groups; 

5. Standardization of individual indicators and assigning weight 
coefficients; 

6. Aggregation and formation of thematic indicators; 

7. Weighting of thematic indicators; 

8. Aggregation and formation of competitiveness index; 

9. Testing the competitiveness index. 

It is important to mention that this process should not necessarily be seen as a 
sequential, and in many cases these steps are simultaneously taken [4].  

4 Data and Results 

4.1  Development of the Conceptual Framework 

The framework for establishing a composite indicator as a summary of the 
phenomenon should provide a clear definition of what is to be measured and 
demonstrate which individual indicators should be sought and weighted [20]. The 
model presented and used in this article describes the state of an economy 
according to parameters of knowledge society in which general economic 
preconditions, the use of information and communication technologies, education, 
research and development, innovation and sustainable developmentare included. 
In [10] it is indicated that successful knowledge economies include factors such as 
long-term investments into education, sufficient innovation capacity, adequate 
information infrastructure and favourable economic surroundings.  
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4.2 Selection of Data (Indicators) and the Sample Size 

In the ideal case, variables should be selected on the basis of their analytical 
validity, measurability and relevance to the emergence of the indexation, rather 
than solely on the basis of data availability. In practice, the lack of necessary data 
is a frequent situation due to the fact that certain phenomena cannot be measured, 
or because no one has tried to measure them. Proxy measures can be used in this 
case, as a solution that should be adopted when there are problems of interstate 
comparability [16] However, using proxy measures means measuring something 
that is related to the phenomenon, but it is not the same as the phenomenon which 
is analysed. The selection of variables requires a balance between simplifying and 
complexity [4]. Scaling of variables with an adequate measure of size (e.g., 
population, income, land area, etc) is necessary in order to have an objective 
comparison between countries of different sizes. 

4.2.1 Selection of Indicators and Data Sources 

The model presented in the article contains 65 indicators which may be considered 
to represent the standards of knowledge-based society. It includes information 
about the state of the economy, the use of information and communication 
technologies, education, R&D, innovativeness and sustainable development. 
Three out of 65 selected indicators represent mixed indicators (already measured 
composite indicators), the remaining are quantitative. By analyzing the existing 
models, it was found that the choice of larger number of parameters with the use 
of quantitative indicators makes composite index more objective. Qualitative 
parameters are subject to manipulation because they depend on assessors’ 
subjective opinions. For this reason they are not included in the model developed 
in the article. However, a great deal of potentially very impactful parameters are 
not used because of this limitation. 

1. Political stability and absence of violence is a composite indicator measuring 
probability that the government will be destabilized or overthrown, in an 
unconstitutional or violent way, including politically motivated violence and 
terrorism. Source: World Bank, The Worldwide Governance Indicators, 
(http://info.worldbank.org/governance/wgi/index.asp, 2012); 

2. GDP per capita is gross domestic product divided by the number of 
inhabitants of middle age, in $ 1000. Source: World Bank, (http://data. 
worldbank.org/indicator/NY.BDP.PCAP.CD?display=default, 2012); 

3. Time required to start a business is the average duration in days required to 
complete all the procedures with a minimum subsequent additional obligations 
and payments. Source: World Bank, (www.doingbusiness.org, 2012); 

4. Time needed for export is the period in days required to complete all the 
necessary procedures for export of product. Source: World Bank, 
(www.doingbusiness.org, 2012); 
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5. Time needed for import is the period in days required to complete all the 
necessary procedures for import of product. Source: World Bank, 
(www.doingbusiness.org, 2012); 

6. Percentage of households that use the internet. Source: Eurostat survey on 
ICT use by households or individuals, (http://epp.eurostat.ec.europa.eu/cache 
/ITY_SDDS/FR/isoc_bde15c_esms.htm, 2012), ITU, UN specialized agency 
for ICT, (www.itu.int/ITU-D/ict/statistics/, 2012); 

7. Percentage of population that use the internet;  

8. Percentage of households with high speed internet (with a flow rate not less 
than 100 Mb/s); 

9. Percentage of population with high speed internet. Source for 6, 7, 8, and 9: 
Eurostat survey on ICT use by households or individuals, 
(http://epp.eurostat.ec.europa.eu/cache/ITY_SDDS/FR/isoc_bde15c_esms.htm 
ITU, UN specialized agency for ICT, www.itu.int/ITU-D/ict/statistics/, 2012); 

10. Percentage of population that uses internet every day; 

11. Percentage of population that uses internet once a week. Source for 10 and 
11: Eurostat survey on ICT use by households or individuals, 
(http://epp.eurostat.ec.europa.eu/cache/ITY_SDDS/FR/isoc_bde15c_esms.htm
); 

12. The use of Facebook, as the number of users as percentage of population;  

13. The use of Facebook as the number of users as on-line users is measured 
by the Socialbakers Company, (Source for 12. and 13: 
http://www.socialbakers.com/facebook-statistics/); 

14. Video uploads on YouTube – number of video clips on YouTube measured 
for a population of 15 to 69 years of age. Source: Global Innovation Index, 
2012; 

15. Wikipedia, monthly editing on 100 internet users is measured on 100 
Internet users.  Source: Wikimedia Analysis on Information Flow, 
(stats.wikimedia.org, 2012); 

16. The number of mobile telephony subscribers in relation to the population – 
the number of subscriptions to a public mobile telephone service, which 
provides access to a public fixed network (PSTN) using mobile technology. 
Source: ITU, UN specialized agency for ICT, (www.itu.int/ITU-
D/ict/statistics/, 2012); 

17. Sophistication of service – citizens;  

18. Sophistication of service – companies – online sophistication is a measure of 
the level of development of government services. Source: European 
Commission, Digitizing of public services in Europe, 9 benchmark 
measurement 2009, European Commission, 2010; 
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19. Active mobile broadband internet users per 100 inhabitants. Source: ITU, 
UN specialized agency for ICT, (www.itu.int/ITU-D/ict/statistics/, 2012); 

20. Wikipedia – the percentage of share in total monthly postedcontent. 
Source: Wikimedia Traffic Analysis Report, (stats.wikimedia.org, 2012); 

21. E-government – the percentage of citizens aged from 16 to 74 who use public 
services available online – the percentage of citizens who use e-government 
services (within last three months); 

22. E-government – the percentage of companies who use public services 
available online. Source: Eurostat survey on the use of ICT and e-commerce in 
companies, Eurostat, 2010; 

23. E-commerce  –  the percentage of population that orders goods or services via 
the Internet, Source: Eurostat survey on the use of ICT by households and 
individuals, (http://epp.eurostat.ec.europa.eu/cache/ITY_SDDS/FR/isoc_bde 
15c_esms.htm); 

24. Mobile phone services – the average cost per minute of different types of 
mobile calls (in PPP $) are measured; 

25. Rates for fast internet – the payment of monthly subscriptions for fixed 
broadband Internet service is measured (PPP (Purchasing Power Parity) in $). 
Source for 24 and 25: United Nations specialized agency for ICT, 
(http://www.itu.int/ITU-D/IKT/statistics/, 2012); 

26. Percentage of highly educated population (30-34). Source: European 
Commission, Innovative List, Innovation Union Scoreboard, UNU-MERIT, 
2010; 

27. No. of students per 100 000 inhabitants, ISCED Classification 5 and 6;  

28. Percentage of graduate students in engineering, manufacturing and 

construction, in relation to total no. of graduate students. Source for 27 and 
28: UNESCO Institute, within online statistical report, 
(www.stats.uis.unesco.org, 2012); 

29. Faculty enrolment, percentage of the total number of secondary school 
graduates – ISCED Classification 5 and 6. Source: World Bank, World 
Development Indicators Online, (http://data.worldbank.org/indicator 
/SE.TER.ENRR, 2012); 

30. Percentage of students who study abroad; 

31. Percentage of enrolled PhD students within the total number of enrolled 
students, ISCED Classification, 6. Source for 30 and 31: UNESCO Institute, 
statistical report,(www.stats.uis.unesco.org, 2012); 

32. Percentage of employees with ICT skills. Source: Eurostat Labour Force 
Survey, Eurostat, 2011a; 
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33. No. of researchers on 1000 inhabitants – total., Source: UNESCO, 
(www.stats.uis.unesco.org, 2012); 

34. PISA scale – reading; 

35. PISA scale – mathematics; 

36. PISA scale – science is based on generally accepted PISA testing programs of 
elementary school students. Source: OECD, (http://www.oecd.org/pisa/, 
2012); 

37. Percentage of rural population, Source: World Bank, (http://data. 
worldbank.org/indicator/SP.RUR.TOTL.ZS/countries, 2012); 

38. Number of doctorates on 1000 inhabitants aged from 25 to 34, source: 
European Commission, Innovative List, Innovation Union Scoreboard, UNU-
MERIT, 2010; 

39. Implementation phase of the first and second cycle of Bologna is an 
indicator of educational development in European countries; 

40. Phase of external quality system – the qualification framework has been 
introduced in the Bologna agenda between 2001 and the 2003; 

41. Implementation phase of te ECTS system – the European Credit Transfer 
System (ECTS) is student credit system, which is a measure of required 
students' work necessary to achieve certain outcomes;  

42. Implementation phase of the diploma supplement. Source for 39, 40, 41, 
42: Eurostat, The European Higher Education Area in 2012: Bologna Process 
Implementation Report, (Eurostat, 2012); 

43. Participation of the ICT sector (manufacturing and services) in GDP; 

44. Participation of the ICT sector (manufacturing and services) in total 

employment. Source: Eurostat evaluation based on Structural Business 
Statistics and national accounts statistics (http://epp.eurostat.ec.europa.eu, 
2012); 

45. ICT export services (percentage of total exports services). Source: 
International Monetary Fund, The Statistical Yearbook of Balance of 
Payments and Data Files, published by the World Bank, 
(http://data.worldbank.org/indicator/BX.GSR.CCIS.ZS/countries, 2012); 

46. ICT export of products (percentage of total export of products). Source: 
UNCTAD database of the UN Conference on Trade and Development, 
published by the World Bank. (http://data.worldbank.org/indicator/ 
TX.VAL.IKTGODINEZS.UN?cid=GPD_31, 2012); 

47. Percentage of employees with university education, aged from 15 to 64 
years, compared to the total number of employees. Source: Eurostat, Labour 
market statistics, Eurostat, 2011a; 
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48. Investment in research and development - percentage of GDP. Source: 
UNESCO Institute, www.stats.uis.unesco.org, 2012; 

49. Export of knowledge - intensive services (percentage of total export of 
services). Source: UN Statistics Division, unstats.un.org, 2012; 

50. Spending on tertiary (higher) education per student, percentage of GDP. 
Source: UNESCO Institute, regular online statistical report, 
(www.stats.uis.unesco.org, 2012); 

51. Spending on education, as a percentage of GDP, Source for 49 and 50: 
UNESCO Institute, regular online statistical report, (www.stats.uis.unesco.org, 
2012); 

52. Percentage of creativity export of total percentage of services – sum of 
credits in  EBOPS (classification of the extended payment balance services). 
Source: UNCTAD, Creative Economy Report, 2010; 

53. Percentage of creativity export of total percentage of goods measures the 
technological competitiveness of the EU, i.e. ability to commercialize the 
results of research and development and innovation in the international 
markets. It also reflects the specialization of production by countries. Source 
for 51 and 52: UNCTAD, Creative Economy Report, 2010; 

54. Percentage of export of services related to computers (percentage of 
commercial services). Source: The International Monetary Fund, Statistical 
Yearbook of Payment Balance and Data Files, World Bank, 
http://data.worldbank.org/indicator/TX.VAL.OTHR.ZS.WT, 2012); 

55. High technology export (percentage of total export of goods). Source: World 
Bank (http://data.worldbank.org/indicator/TX.VAL.TECH.MF.ZS/countries 
?display=default, 2012); 

56. Employment in knowledge-intensive professions. Source: Eurostat, Labour 
Market Statistics, 2011; 

57. Number of scientific publications per million inhabitants - SCI list. 
Source: Thomson Reuters (Scientific) Inc. Web of Science, Science Citation 
Index Expanded; 

58. Number of academic and professional articles in journals;  

59. Number of academic and professional articles in per million inhabitants. 
Source: The National Science Foundation, Science and Engineering Indicators, 
World Bank, (http://data.worldbank.org/indicator/IP.JRN.ARTC.SC/ 
countries?display=default, 2012); 

60. Number of patent applications per million inhabitants. Source: World 
Intellectual Property Organization, World Intellectual Property Indicators, 
WIPO, 2011; 
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61. The use of pure and nuclear energy in total consumption in percentages, 
Source: World Bank, (http://data.worldbank.org/indicator/EG.USE. 
COMM.CL.ZS, 2012); 

62. The price of electricity – households  e/100kWh;  

63. The price of electricity - industry e/100kWh. Source: Eurostat, Indicators of 
Energy, Transport and Environment (Eurostat, 2011b);. 

64. Greenhouse gas emissions in CO2 per capita, measured by the Information 
Centre Analysis of Carbon Dioxide, the Department of Ecological Sciences, 
Oak Ridge National Laboratory, Tennessee, USA, World Bank  
(http://data.worldbank.org/indicator/EN.ATM.CO2E.PC?display=default); 

65. Energy consumption in 1000 kWh per capita, measured by The 
International Energy Agency and Eurostat, Indicators of energy, transport and 
environment (Eurostat, 2011b). 

4.2.2 Selection, Size and Construction of the Sample 

Sampling in this article was conducted according to the data of statistical 
yearbooks of the analysed countries, the database of Eurostat, the European 
Commission, the World Bank, the ITU, the UNECO, as well as on the basis of 
other relevant studies dealing with the measurement of competitiveness. Research 
and data analysis was performed for the calendar year 2010. The new model of 
Competitiveness Index of the Knowledge Based Society has been created and 
applied to the Republic of Serbia, the other Western Balkan countries and selected 
countries in Europe. The Autonomous Province Vojvodina of the Republic of 
Serbia is listed in the comparison on the regional level. The selected territorial 
units are: Sweden (SE), Finland (FI), Switzerland (CH), Denmark (DK), Norway 
(NO), Germany (DE), Austria (AT), Slovenia (SI), Montenegro (MN), Hungary 
(HU), Croatia (HR), Romania (RO), Bulgaria (BG), Macedonia (MK), Albania 
(AL), Bosnia and Herzegovina (BA), Serbia (RS) and Vojvodina (VO). 

This choice was made in order to test the index for countries with different levels 
of development and status in the EU (member states, accessing  countries, 
candidate countries, potential candidate countries for EU membership, the 
member states of the European Economic Community), and all of them should fit 
into the future knowledge-based society of Europe. 

4.2.3 Transformation of Irreversible Data and Replacing of Missing Data 

For indicators of irreversible character (3, 4, 24, 25, 37 62, 63 and 64), in the 
sense that lower value indicates a higher level of development, it is necessary to 
make a transformation:  

Xtrans = 2 * (Xmax – Xmin) - Xi                                           (1) 

One of the fundamental problems in the selection of variables was lack of 
available and comparable data. In this article, we used the nearest neighbour 
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method, on which basis values are complement according to estimate in respect of 
the most similar case. 

4.2.4 Classification of Indicators into Thematic Groups 

The 65 selected indicators are classified into six thematic subindices: General 
Preconditions, Using Advanced Technologies,  Education, Research and 
Development, Innovation and Sustainable Development. 

The General Preconditions subindex represents a conditional element of the 
knowledge-based society is the economic impact, consisting of items 1 to 5 from 
the list of indicators.  

The Use of Advanced Technologies subindex. Effective communication, 
distribution, assimilation and development of ideas and knowledge are facilitated 
by providing a modern and adequate infrastructure. ICT are essential factor of the 
knowledge-based society. This subindex consists of items No. 6 through 25 form 
the list of indicators.  

The Education subindex. Human capital refers to the well-educated and skilled 
workforce [19, 5, 2]. This subindex consists of indicators listed under numbers 26 
to 42.  

The Research and Development subindex refers to the development of an 
effective innovation system in firms, research centres and other relevant 
organizations and institutions, which results in new goods, new processes and new 
knowledge. This subindex encompasses indices from 43 to 56. 

The Innovation subindex consists of indices 57 to 60. 

The Sustainable Development subindex consists of indices 61 to 65. 

4.3 Standardization of Individual Indicators and Weighting 

In order to avoid problems of mixing different measuring units they should be 
normalized or standardized. Different techniques can be used in this way, and 
each has its advantages and disadvantages and can produce different results [20]. 

To obtain average equal to 100 for all variables, the following conversion was 
applied: 

ij

ij

j

x
s 100

x

                    (2) 

where:  

ij
x is value of the j-th indicator of indicator of the i-th state; 

ij
s is standardized value of the j-th indicator of  indicator i-th of state; and 

j
x is1 average value of the j-th indicator. 



A. Katić et al. Modelling the Composite Competitiveness Index of the Knowledge-based Society 

 – 240 – 

Variables that are used for construction of the competitiveness index must be 
weighted to reflect the importance, reliability and other characteristics of the basic 
data. A way to identify the appropriate weights is through empirical analysis, 
especially using methods based on correlations among the used variables (e.g. 
regional analysis, principal component analysis, factor analysis, etc.) [23]. 
However, it is not certain that the correlations will correspond to real connections 
between the measured phenomena [15]. Alternatively, the weights can be set up in 
cooperation with various interested parties (e.g., experts, creator of policies, etc.), 
on condition that they understand the strengths, weaknesses and peculiarities of 
data within a given theoretical framework or the weights can be assigned 
according to the quality and availability of data. Since different weighting 
techniques can produce quite different results, no weighting approach is safe tool 
of obtaining credible results. For this reason, in [3] it is argued that the same 
weighting should be the norm. In [4] this attitude is accepted on the basis of 
simplicity, in terms of composite construction and interpretation [20]. 

Compression of standard values using weights with the total sum of 1 was used to 
form corresponding subindices. Composite subindices were further weighted to 
form a common composite index. The structure of the composite index with 
weighting factors of its subindices is shown in Figure 1. This approach is different 
from [1, 4], because authors assigned different weight values based on their 
contribution. The highest weights were given to Using Advanced Technologies 
(25%) and Education (25%) because authors believe that these are groups of 
parameters that have the greatest influence on the development of the knowledge 
society and also these subindices contain the largest number of individual 
parametres. The General Precondition subindex consists of 5 indicators, and is 
weighted 20%. The Political Stability parameter is weighted 30%, while the 
remaining 3 got the value of weighting factor of 10%.  

 

Figure 1 

Competitiveness Index of Knowledge-Based Society 

Table 1 shows the cumulative standardized and weighted values of parameters 
summarized in composite subindices. Assigning weight coefficients to subindices, 
as well as aggregation, i.e. adding the values of the composite subindices and the 
formation of the final composite index and ranking of countries and regions were 
carried out in the Table 2.  
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Table 1 

Composite subindices – standardized and weighted values and the composite index 

Composi

te 

subindic

es 

General 

Precondi

tions 

(GP) 

Using 

Advanced 

Technologi

es (AT) 

Educat

ion 

(ED) 

Research and 

Development 

(RD) 

Innovation 

(IN) 

Sustainable 

Development 

(SD) 

SE 149.5 140.9 136.6 150.7 189.5 153.2 

DE 129.3 119.9 114.3 124.1 365.4 75.0 

FI 145.7 139.3 145.5 146.7 173.0 124.1 

AT 142.1 120.7 105.1 107.0 131.0 106.2 

CH 176.5 116.6 125.5 128.8 216.0 101.3 

DK 160.9 142.1 126.9 134.6 170.9 88.1 

NO 206.1 144.8 128.0 116.2 153.8 181.4 

SI 95.2 114.0 102.2 94.1 107.3 88.3 

ME 68.8 72.9 88.0 60.7 6.1 87.1 

HU 78.8 99.5 92.7 136.3 52.5 81.7 

HR 77.5 86.9 85.1 80.3 44.7 85.0 

RO 67.1 67.5 89.7 101.3 24.5 98.6 

BG 56.9 78.5 91.8 83.9 22.6 88.0 

MK 52.4 78.1 69.9 66.4 36.4 85.3 

AL 48.9 62.3 69.8 41.1 17.4 113.1 

RS 52.1 78.6 80.7 93.2 37.6 88.6 

VO 51.8 80.4 88.0 91.8 45.0 78.3 

BA 40.4 57.1 60.1 43.0 6.3 76.8 

Sum: 1800.0 1800.0 1800.0 1800.0 1800.0 1800.0 
 

Table 2 

Composite index – assigning weight coefficients to subindices and aggregation and formation of the 

competitiveness index 

Composite 

subindices 
GP AT ED RD IN SD 

COMPO-

SITE 

INDEX 

RANK 

Weight 0.2 0.25 0.25 0.1 0.1 0.1 

SE 29.9 35.2 34.2 15.1 18.9 15.3 148.6 2 

DE 25.9 30.0 28.6 12.4 36.5 7.5 140.9 4 

FI 29.1 34.8 36.4 14.7 17.3 12.4 144.7 3 

AT 28.4 30.2 26.3 10.7 13.1 10.6 119.3 7 

CH 35.3 29.1 31.4 12.9 21.6 10.1 140.4 5 

DK 32.2 35.5 31.7 13.5 17.1 8.8 138.8 6 

NO 41.2 36.2 32.0 11.6 15.4 18.1 154.6 1 

SI 19.0 28.5 25.6 9.4 10.7 8.8 102.1 8 

ME 13.8 18.2 22.0 6.1 0.6 8.7 69.4 15 

HU 15.8 24.9 23.2 13.6 5.2 8.2 90.9 9 
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HR 15.5 21.7 21.3 8.0 4.5 8.5 79.5 10 

RO 13.4 16.9 22.4 10.1 2.4 9.9 75.2 11 

BG 11.4 19.6 22.9 8.4 2.3 8.8 73.4 13 

MK 10.5 19.5 17.5 6.6 3.6 8.5 66.3 16 

AL 9.8 15.6 17.4 4.1 1.7 11.3 59.9 17 

RS 10.4 19.7 20.2 9.3 3.8 8.9 72.2 14 

VO 10.4 20.1 22.0 9.2 4.5 7.8 73.9 12 

BA 8.1 14.3 15.0 4.3 0.6 7.7 50.0 18 

Sum: 360.0 450.0 450.0 180.0 180.0 180.0 1800.0  

According to the developed composite index of competitiveness of the 
knowledge-based society, Norway stands out as the first on the ranking list with 
153.2 index points. It is followed by Sweden (149.3), Germany (147.7), Finland 
(144.9), Switzerland (141.3) and Denmark (138.4). Although located on the 7th 
place, Austria has an above average number of points (117.7), while the eighth 
placed Slovenia represents an average ranking of countries with 95.5 index points. 
Hungary occupies the ninth place with 89.8 points. The Western Balkan countries 
(and the region of Vojvodina) have a similar number of scored points, and are 
ranked in the following order after Hungary: Croatia (78.6), Vojvodina (74.3), 
Romania (74.2), Serbia (72.9), Bulgaria (72.7) and Montenegro (69.3). Lower-
ranked countries in the Western Balkans are Macedonia (66.0), Albania (59.9) and 
Bosnia and Herzegovina (50.1). 

4.4 Testing the Composite Indicator 

As it has been already mentioned, there are several possibilities regarding the 
selection, standardization and aggregation of variables into one composite 
indicator. The results depend on the chosen approach. For this reason, sensitivity 
tests are conducted to analyse the impact of the inclusion or exclusion of different 
variables, change in weights, the use of different techniques of standardization, 
etc., on the results of the composite indicator. The combination of uncertainty and 
sensitivity analysis can be used to estimate the robustness of the composite 
indicator as well as for quality improvement. The uncertainty analysis examines 
how uncertainty is propagated within the input data through the structure of the 
composite indicator and affects its value, while sensitivity analysis evaluates the 
contribution of individual source of uncertainty to deviation of the final result. 
Composite indicators usually measure phenomena that are related to the well-
known and measurable concept (e.g. economic growth). These connections can be 
used for testing the strength of composite explanation. Common cross-plot method 
provides a good way to illustrate such connections. Correlation analysis is equally 
useful for testing, whereby high correlation indicates a composite indicator of high 
quality [20]. This article uses the methods of correlation, regression and variance. 
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4.4.1 Regression Analysis Based on the Indicators of Economic Dynamism  

The indicator of economic dynamism shows how GDP per capita affects the final 
result. The indicator is obtained in such a way that standardization of values of the 
composite index using the "minimum-maximum method" is first performed. This 
method transforms real values to values between zero (minimum value) and one 
(leader of the maximum value). This gives a picture of the distance of some 
country from the best and worst ranked state, i.e. common composite index 
compared to the difference between maximum and minimum.  

The common composite index compared to the difference between maximum and 
minimum (yi) is calculated according to the formula:  

yi = (Xi – Xmin) / (Xmax – Xmin)                                          (3) 

where yi is the standardized value, Xi is the actual value, Xmax is the maximum 
value and Xmin is the minimum value.  

Standardization as a method does not affect the ranking of countries for individual 
indicators. Indicators of economic dynamism (ECi) are: 

(ECi) = GDPi (1 + yi)                                  (4) 

where yi is a common composite index in relation to the difference between 
maximum and minimum, and GDPi per capita in USD thousands. 

The obtained Indicator of Economic Dynamism is shown in Table 3 together with 
the Competitiveness Index of the Knowledge-Based Society. Ranks are assigned 
to the countries/regions in both situations. Rank type I refers to the classification 
of economies according to the Competitiveness Index of the Knowledge-Based 
Society and Rank type II on the results of Indicator of Economic Dynamism. 

Table 3 

Composite Competitiveness Index of the Knowledge-Based Society and indicator of Economic 
Dynamism – ranking of countries 

COUN

TRY 

The common 

Composite 

Competitive

ness Index of 

the 

Knowledge-

Based 

Society 

RANK 

type I 

The common 

Composite 

competitiveness 

index in relation to 

the difference 

between maximum 

and minimum 

Gross 

domestic 

product 

per capita 

in USD 

thousands 

Indicator 

of 

Economic 

Dynamism 

RANK 

type II 

SE 149.3 2 0.9623 48.9 96.0 4 

DE 147.7 3 0.9468 40.2 78.2 6 

FI 144.9 4 0.9197 45.1 86.5 5 

AT 117.7 7 0.6558 45.2 74.8 7 

CH 141.3 5 0.8849 67.5 127.2 2 

DK 138.4 6 0.8561 55.9 103.7 3 

NO 153.2 1 1.0000 84.5 169.1 1 

SI 99.5 8 0.4786 22.9 33.8 8 
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ME 69.3 15 0.1861 6.5 7.7 12 

HU 89.8 9 0.3849 12.9 17.8 9 

HR 78.6 10 0.2765 13.8 17.6 10 

RO 74.2 12 0.2340 7.5 9.3 11 

BG 72.7 14 0.2189 6.3 7.7 13 

MK 66.0 16 0.1539 4.5 5.1 16 

AL 59.9 17 0.0948 3.7 4.0 18 

RS 72.9 13 0.2208 5.3 6.4 14 

VO 74.3 11 0.2345 5.0 6.2 15 

BA 50.1 18 0.0000 4.4 4.4 17 

Sum: 1800.0  8.7087    

4.4.2 Analysis of the Range of Variation and Variance  

This analysis shows how big are differences between the top-ranked and lowest-
ranked economy according to composite subindices. The standard deviation 
represents the average deviation from the average value. The coefficient of 
variation represents the quotient of the standard deviation and average value. 
Analysis results are presented in Table 4. Some groups of parameters have a 
greater range of variations, and other less. The difference between the Innovation 
and Education subindices is particularly significant. Namely, the difference 
between the best and worst ranked countries of 359.2 points within the subindex 
Innovation is measured. This result can be explained by conspicuous differences 
between Western countries and the Western Balkan countries in terms of the 
parameters that make this subindex. However, the analysis showed that these 
differences are not so significant within the Education and Using Advanced 
Technologies subindices. More than four times lower difference than within the 
Innovation subindex is measured within Education subindex, amounting to 85.4 
points. Similar is with the Using Advanced Technologies subindex, for which this 
difference is 92 index points. The analysis of the coefficient of variance shows 
similar results. The coefficient of variation of 96.5%, which expresses great 
differences within the analyzed countries in terms of this subindex measured 
within the  Innovation subindex. On the other hand, the coefficient of variation of 
24.65% was measured within the Education subindex, which shows significantly 
smaller differences between countries when it comes to this subindex. There is a 
long tradition in education in the Western Balkans territory, and this is the reason 
why these differences are less pronounced compared to Western European 
countries.  

Table 4 

Analysis of the range of variation and variance 

Composite subindex GP AT ED RD IN SD 

max 40.36 57.73 60.10 41.14 6.12 75.03 

min 206.13 147.29 145.48 150.67 365.37 181.37 

range of variation 165.78 89.56 85.38 109.53 359.24 106.34 
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variance 2701.58 1064.48 601.11 1112.18 9326.86 1080.04 

standard deviation 51.98 32.63 24.52 33.35 96.58 32.86 

average value 100.00 100.00 100.00 100.00 100.00 100.00 

coefficient of variation 51.98% 32.63% 24.52% 33.35% 96.58% 32.86% 

4.4.3 Correlation Matrix of Composite Indicators  

The matrix (Table 5) shows the correlation of economic dynamism (ECD) with 
other subindices.  

Table 5 

Correlation matrix of composite indicators 

 ECD GP AT ED RD IN SD 

ECD 1.000 0.986 0.872 0.855 0.686 0.752 0.685 
GP 0.986 1.000 0.898 0.895 0.741 0.764 0.647 
AT 0.872 0.898 1.000 0.921 0.843 0.892 0.489 
ED 0.855 0.895 0.921 1.000 0.880 0.758 0.575 
RD 0.686 0.741 0.843 0.880 1.000 0.700 0.369 
IN 0.752 0.764 0.892 0.758 0.700 1.000 0.251 
SD 

0.685 0.647 0.489 0.575 0.369 0.251 1.000 

All relations that have a value above 0.7 are significant. According to the 
overview in Table 5, it can be concluded that the economic dynamism is 
associated with all the subindices except the Research and Development and 
Sustainable Development subindices, with which it is least consistent. The 
analysis of correlation is equally useful for testing, where high correlation 
indicates a composite indicator of high quality [20]. 

5 Dilemmas and Reflections 

The Index of Competitiveness of the Knowledge-Based Society was calculated 
for 17 countries and one region, through standardization, weighting and 
aggregation. This choice was made in order to test the index for countries with 
different levels of development and status in the EU. Results showed that Serbia 
and Vojvodina are rated at about 75% of the average of the selected countries, 
and at the level of neighbouring EU countries and Croatia (which joined the EU 
in July 2013). 

Testing of the composite index was conducted through the indicators of 
economic dynamism that show how Competitiveness Index of the Knowledge-
Based Society depends on the parameters of GDP per capita. It was found that 
the differences between countries of Western Europe and the Western Balkans 
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are dramatically higher when they are reflected through the GDP, as a 
representative indicator of economic development, than when this difference is 
measured in the parameters of knowledge.  

The range of variations of different parameters is various. The difference between 
the Innovation and Education subindices is particularly significant. This result can 
be explained by prominent differences between Western countries and the 
Western Balkan countries in terms of scientific achievements which are reflected 
in the number highly qualified articles and in the patent applications. On the other 
hand, the difference within the Education subindex is measured more than four 
times lower compared to the subindex Innovation which amounts 85.4 points. It 
shows significantly smaller differences between countries when it comes to this 
subindex. Obtained results can be explained by the existence of a long tradition of 
education in the Western Balkan countries, and this is the reason why these 
differences are less pronounced compared to Western European countries. The 
sub-hypotheses of the article was accepted in this manner: Certain groups of 

subindices can be distinguished, where in some cases the difference between 

the best and worst ranked countries is small, as well as those groups of 

subindices where these differences are significant.  

The authors of this article were in dilemma, that is, how to substitute for the 
missing data. They have chosen not to use qualitative data, but at the expense that 
there are some non-described fields due to lack of data. For that reason, some 
proxy data are used. Although a large number of quantitative data was used, as 
many as 65, the dilemma was whether it was enough, that is, whether using more 
data it would provide even better results. The authors have chosen this number for 
practical reasons, i.e. availability of data. This dilemma leads to the appointment 
of a hypothesis for future research: with improved data availability, it is possible 
to describe knowledge-based society.  

It is also very important to follow the trends of knowledge-based society and 
constantly adapt methodologies in this direction, by creating new and rejecting 
unnecessary parameters that describe the knowledge-based society. So, it would 
be suitable, for example, to include into future research the indicator of Percentage 
population who uses smartphones or the indicator Percentage of smart TVs in 
households. Besides, it is always necessary to analyze the importance of each and 
every group of parameters (subindices), in order to perform an adequate allocation 
of weighting factors. Also, during the standardization and transformation of data, 
it is possible to apply several methods, and it is necessary to consider whether the 
selected one is appropriate.  

Conclusion 

The main goal of this article was to create a new model for estimating the 
national knowledge competitiveness, whose implementation would help to 
achieve improvement the quality of monitoring in this area. It was found that 
Serbia and other countries in transition are not analysed adequately when in 
terms of the competitiveness of knowledge, that the existing indices analysing 
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Serbia do not provide enough information about the state of development of 
knowledge in Serbia, and that Serbia is at the very bottom when compared to 
European and countries worldwide. It was also noticed that the existing models 
of knowledge contain a large number of qualitative indicators, which are subject 
to manipulative influences of experts, while models based on quantitative 
indicators consists of a small number of parameters. This is why it was 
concluded that the existing models of competitiveness that contain parameters of 
knowledge are not suitable for countries in transition like Serbia. 

The results of this paper can be used primarily for adjustment of existing and 
development of new strategies, which accompany the European, national and 
regional documents. The results are also applicable for the identification of 
negative trends in regional development and its balancing. Paper also contributes 
to easier control of the set goals, discover reasons continuous low ranking of 
Serbia, and draw conclusions for strategic development planning. 

It was suggested that a new, revised model should be set for successful 
monitoring of progress and the degree of achieving the goals set in strategies of 
development of European countries and Serbia until 2020. The basic hypothesis 
of the work is accepted: The new competitiveness model based on knowledge 

and predominantly expressed quantitative parameters gives a more realistic 

evaluation of competitiveness of a country.  

Developing models of competitiveness often entails various difficulties. In the 
efforts to include as many indicators that describe the desired phenomenon, many 
authors face the problems of data collection and the lack of data for individual 
countries and regions. In that case, some authors try to insert qualitative indicators 
or assessments, which could lead to manipulation with the results by subjective 
evaluations.  

Hopefully this paper has special importance for scientific and research workers 
studying fields related to knowledge and knowledge competitiveness. The range 
of this article can be expanded in further research. Taking a sample that would 
include all the European countries, more relevant comparison and ranking of 
economies could be made. Besides, future multi-annual monitoring of the 
competitiveness, according to the model developed in the article, would allow 
tracking of progress and growth rate of overall results and the individual 
parameters and groups of parameters for selected countries. The possibility that 
also occurs for future researchers is calculation of the Competitiveness Index of 
the Knowledge-Based Society for European regions. Significant results could also 
be obtained by sensitivity analysis of individual parameters and groups of 
parameters on the overall index result, which would contribute to making 
adequate conclusions and guidelines from the research.  

References 

[1] Babbie E. (1995), The Practice of Social Research. Wadsworth, Belmont 

[2] Barro, R., Sala-i-Martin, X. (1995), Economic Growth. McGraw-Hill, New 



A. Katić et al. Modelling the Composite Competitiveness Index of the Knowledge-based Society 

 – 248 – 

York. Chs. 1-4 

[3] Baylis J., Smith S., The Globalization of World Politics, An Introduction to 
International Relations (New York: Oxford University Press, 1999), p. 15 

[4] Booysen F. (2002), An Overview and Evaluation of Composite Indices of 
Development. Soc Indic Res 59:115-115 

[5] Brunetti A. (1997), Political Variables in Cross-Country Growth Analysis. J 
of Econ Surv 11(2):163-190 

[6] Chen D. H. C., Dahlman C.J. (2005), The Knowledge Economy, the KAM 
Methodology and World Bank Operations. World Bank Institute Working 
Paper no. 37256 

[7] Daugėlienė R. (2006), Towards Knowledge-Based Economy: Modelling 
Knowledge Expression Assessment. European Union Enlargement of 2004 
and Beyond: Responding to the Political, Legal and Socio-Economic 
Challenges, 451-469 

[8] Drucker P. (1969), The Age of Discontinuity. Guidelines to Our Changing 
Society. Harper and Row: New York 

[9] Drucker P. (2006), My View of Management - Ideas that Have Improved 
Management. Novi Sad: Adizes (In Serbian) 

[10] European Commission (2010), Digitizing Public Services in Europe: 
Putting Ambition into Action, 9th Benchmark Measurement, Capgemini, 
IDC, Rand Europe, Sogeti and DTi, European Commission, Directorate 
General for Information Society and Media 

[11] Eurostat (2010), Internet Use in Households and by Individuals in 2010, 
Eurostat 

[12] Eurostat (2011 b), Energy, Transport and Environment Indicators, Eurostat 

[13] Eurostat (2011a), European Union Labour Force Survey, Eurostat 

[14] Eurostat (2012), The European Higher Education Area in 2012: Bologna 
Process Implementation Report, ISBN 978-92-9201-256-4, Eurostat 

[15] Freudenberg M. (2003), Composite Indicators of Country Performance: a 
Critical Assessment. OECD Science, Technology and Industry Working 
Papers, 2003/26, OECD Publishing, Paris 

[16] Huggins R. and Izushi H. (2007), Competing for Knowledge, Creating, 
Connecting, and Growing, Routledge, New York 

[17] Katić A., Ćosić I., Anđelić G., Raletić S. (2012), Review of 
Competitiveness Indices that Use Knowledge as a Criterion, Acta 
Polytechnica Hungarica 9(5):25-45, ISSN 1785-8860 

[18] Mankiw N., Romer D., Weil D. (1992), A Contribution to the Empirics of 
Economic Growth. Q J Econ 107(2):407-437 



Acta Polytechnica Hungarica Vol. 12, No. 1, 2015 

 – 249 – 

[19] Nardo M., Saisana M., Saltelli A., Tarantola S., Hoffman A., Giovannini E. 
(2005), Handbook on Constructing Composite Indicators: Methodology and 
User Guide. OECD Statistics Working Paper CTD/DOC(2005)3, OECD, 
Paris 

[20] Nijkamp P., Siedschlag I. (2011), Innovation, Growth and Competitiveness, 
Dynamic Regions in the Knowledge-Based World Economy, Springer 
Heidelberg Dordrecht London New York 

[21] Önsela S., Ülengina F., Ulusoyb G., Aktaşc E., Kabakc O., Topcuc Y. 
(2008), A new Perspective on the Competitiveness of Nations. Socio-
Economic Planning Sciences. 42(4): 221-246 

[22] Organisation for Economic Cooperation and Development (OECD). 
(1996), The Knowledge-Based Economy. Paris: OECD 

[23] Porter M., Stern S. (1999), The New Challenge to America’s Prosperity: 
Findings from the Innovation Index. Council of Competitiveness, 
Washington DC 

[24] Saisana M. et al. (2005), State of the Art Report on Composite Indicators 
for the Knowledge-Based Economy. Deliverable 5.1 of the WP5 of the KEI 
project 

[25] UNU-MERIT (2010) Innovation Union Scoreboard, The Innovation 
Union's Performance Scoreboard for Research and Innovation, Maastricht 
Economic and Social Research and Training Centre on Innovation and 
Technology (UNU-MERIT). www.proinno-europe.eu/metrics 

[26] www.itu.int (2012), International Telecommunication Union 

[27] www.oecd.org/pisa/ (2012) OECD Programme for International Student 
Assessment (PISA) 

[28] www.sr.wikipedia.org (2012), Wikipedia 

[29] www.stats.uis.unesco.org (2012), UNESCO Institute for Statistics 

[30] www.stats.wikimedia.org (2012), Wikimedia Statistics 

[31] www.tempus.ac.rs (2012), Kancelarija Tempus fondacije 

[32] www.theatlantic.com (2012), Magazine Atlantic 

[33] www.unstats.un.org (2012) United Nations Statistics Division 

http://www.itu.int/
http://www.oecd.org/pisa/
http://sr.wikipedia.org/
http://www.stats.uis.unesco.org/
http://stats.wikimedia.org/
http://www.tempus.ac.rs/
http://www.theatlantic.com/

