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Abstract: In these days, the key elements for the reliability and the safe operation of 
technical devices are the following: surface of the tools, the surface quality and the 
roughness of the connecting elements. The present work is going to introduce the idea that 
different machining methods that create microgeometries that are very much different from 
each other and of diverse roughness parameter proportions. It will be shown that the wear 
and the change of the tool edge(s) ‒ resulting from the deterioration process of the tools, 
used during production ‒ cause significant arithmetical, average and form deviations. The 
uncertainties of the roughness measuring technique, arising during the evaluation of the 
real and filtered surface profiles, will be shown via samples. 
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1 Introduction 

Production, quality and operations — terms, being inseparable, depending on each 
other and mutually determinant of each other. Each specification and problem, 
arising during the production process of connecting components, may have a 
significant influence on the operation. 

This research work has been oriented to examine surface microgeometry by a 
skidless stylus method, to the modernization and extension of the evaluation 
possibilities of the surface profiles and topographies, gained from measurements 
at Bánki Donát Faculty of Óbuda University, for more than three decades [1-4]. 

The research and development works started in 1975, with a surface roughness 
measuring device, type “Kalibr 201”; the first evaluation programs in FOKAL 
programming language run on TPA computers. The set of devices of the research 
work has now been significantly updated. We have workshop machines, works 
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manager “pocket” devices (Perthen, Taylor-Hobson), surface roughness 
measuring instruments to carry out quality works of higher level (Perthen, 
Mitutoyo); furthermore, to the execution of up-to-date examinations there is 
research equipment (type: Perthometer Concept): its outgoing digital signals can 
be directly processed by a computer. The education and research works are 
supported by the wide range of ancillaries and a whole assortment of styluses. 
Measurements, carried out on outer or inner arcs or on holes, having a diameter of 
1.5 mm or measurements of edge roughness and edge rounding off, performed on 
cutting tools (Figure 1) are just few from the measuring applications yet to be 
mentioned. 

 

Figure 1 

Edge roughness and rounding off in case of cutting insert 

2 Roughness of Surfaces as Machined with Different 

Methods 

In the 21st Century it is needed to have technical specialists to meet the quality 
requirements of the manufacturing technology industry, at a high level, to identify 
surface roughness, not only with roughness parameters Ra or Rz, but to identify 
the possibilities for improvement for the products using more sensitive quality 
characterizations on the connecting surfaces. Parallel with the dynamic 
development of the machining technology and surface finishing processes, the 
machines currently are characterized by new technical surfaces, being different in 
their character and quality and having been consciously planned and produced, 
when techniques that were well-proven earlier, are losing in their importance or 
they require more careful consideration. In industrial practice, the change in this 
way of thinking has evolved very slowly (Figure 2) [5]. 
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Figure 2 

The roughness parameters, measured/applied in the industrial practice [5] 

In the manufacturing technology of our globalized world, we can notice that the 
arithmetic parameters (Ra, Rz, Rt, Rp) are dominant and other attributes, 
describing the working behavior in a better way, are still pushed into the 
background. The drawings, prepared for components, usually contain only one 
parameter, therefore, the following questions arise: Can we reconvert one 
parameter into another with certainty? Is there a correlation, for example, between 
Ra and Rz that may be used for machining and described by a formula? 

The formulas “Rz=4×Ra” or “Rz=4.5×Ra” have been used in professional training 
and in the practice of manufacturing technology for at least 6 or 7 decades. 
Occasionally, there are publications, revising and trying to modify this way of 
thinking [6, 7, 8], but until now, they were not able to achieve a real breakthrough 
in this question. If we analyze the roughness of surfaces, machined with different 
methods, the values, shown in Table 1, are gained. It can be seen that there are 
significant differences in the ratio of Rz/Ra as the measured values scatter in the 
range of 5.36 and 9.2. 

Table 1 

Roughness of surfaces, formed with different machining methods 

Milled groove surface Ground milling cutter shaft Super finished shaft  

Ra Rz Rz/Ra Ra Rz Rz/Ra Ra Rz Rz/Ra 

0.39 2.09 5.36 0.15 1.3 8.67 0.05 0.46 9.2 

0.31 1.72 5.55 0.15 1.29 8.6 0.07 0.53 7.57 

0.29 1.69 5.83 0.15 1.25 8.33 0.07 0.53 7.57 

Having analyzed the values, it can be noticed that the tool edges, the cutting data, 
the machining system and its surroundings may 'produce' surfaces that have very 
different micro-geometric characteristics. The micro-geometric profiles of 
surfaces, have nearly the same average surface roughness Ra and are machined by 
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different processes such as milling, spark erosion machining, grinding and super 
finishing operations. These are shown in Figure 3. Every profile has well 
determined characteristics, and this means that there are surfaces with 
significantly different formal features with obviously different Rz/Ra ratios and 
they have different behavior during the operation as well. 

 

Figure 3 

Surface roughness profiles in case of different machining methods 

(Ra=0.36…0.43 μm; Rz/Ra=5.8…9.5) 

Several cutting processes (turning, planing, drilling, peripheral milling, grinding, 
super finishing, spark-machining, etc.) were examined in order to discover the 
micro-geometric characteristics, the relationships among the roughness parameters 
of each machining method and to observe the variance of the features on the 
surfaces [9]. 

The measurements were carried out on a roughness measuring device, type Mahr-
Perthometer and the values were evaluated by MarSurf XCR-20 software. On each 
workpiece, formed with the same machining operation, 25 standardized profile 
measurements were carried out on different places on the material. The roughness 
(R) and unfiltered (P) parameters of measurements, performed in the earlier 
described way, were evaluated; and the data, such as maximum and minimum 
values of the range, variance of the values, average values and range/minimum 
values and were collected in a form of a table. Only part of the test results are 
presented in this paper. The roughness parameters of a steel surface, machined 
with a coated carbide tool, are shown in Table 2. 

Although the surface is supposed to have the same roughness parameters, from the 
measured data it can be seen that there are significant differences in the parameter 
values and their ratios, as well as, in different moments of the machining operation 
(it depends on the contact between the tool and the workpiece). According to the 
data, indicated in Table 2, the deviation is 27% in case of Ra, average roughness, 
being generally known and the most often used parameter on the machine 
drawing, 46% in case Rz (height of unevenness) and it is nearly 200% in the case 
of Rt parameter [10]. A significant variance was observed in case of skewness 
index number Rsk as well. 
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Table 2 

Turning operation with sharp tool, vc= 250 m/min; a=1.5 mm, f= 0.05 mm 

Roughness Max. Min. Range, R Dispersion, s Average  R/Min. 

Filtered R-profile 

Ra 0.254 0.201 0.054 0.018 0.229 27% 

Rz 1.983 1.358 0.625 0.150 1.577 46% 

Rt 4.794 1.621 3.173 0.651 2.229 196% 

RSm 65.458 31.730 33.728 8.337 42.299 106% 

Rsk 4.412 -0.698 5.110 0.966 -0.089  

Rdq 0.091 0.059 0.032 0.008 0.077 54% 

Unfiltered P-profile 

Pa 0.425 0.229 0.197 0.048 0.342 86% 

Pz 2.697 2.024 0.672 0.191 2.353 33% 

Pt 5.015 2.229 2.786 0.574 2.905 125% 

PSm 197.729 45.856 151.873 42.587 109.784 331% 

Psk 3.197 -0.271 3.468 0.652 0.211  

Pdq 0.091 0.058 0.033 0.008 0.077 57% 

The component surfaces, having (fitting, moving away or frictional) connection 
with each other, are in touch with each other not along the filtered R-profile, but 
along the unfiltered P-profile. The evaluation is made even more difficult, if the 
parameters of P profile is examined as well and they are compared to the values of 
the filtered profile. The deviations are significantly greater, compared to the R 
profile: for example, in case of Pa parameter it is 86%, while the difference 
between the Pt parameters is greater than 100%. It can be seen as well that the 
change in the increase of the arithmetical parameters of the P profile is 
significantly greater, compared to the R profile, as it is nearly 50% (in case of Pa 
and Pz). Parallel with roughness parameters, the earlier described changes are 
extremely well demonstrated by the surface profiles, taken in the same 
magnification (Figure 4). 

 

Figure 4 

R and P surface profiles during turning operation in case of new and worn out tool 
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The same can be observed in case of machining operations carried out with an 
irregular edge geometry, or with grains, having a geometrically nondescribable 
shape, i.e. in the case of grinding. For this machining type, a typical stochastic 
surface structure develops (see Figure 5), being significantly different from the 
periodicity of the surface development, arising during machining with tools of 
regular edge geometry (turning, milling operation etc.). The surface, machined 
with grinding operations contains numerous cutting scratches of irregular shape 
and different depth size and results in a great diversity of surface profiles. 

 

Figure 5 

Minimal and maximal roughness values of R profile of surfaces, gained with grinding operation 

As it can be seen well in Table 3, there is a variance of 63% in the average 
roughness value Ra and height of unevenness Rz, while in case of Rmax and Rt 
values the difference is 70-80%. The negative value of Rsk refers to a good load 
bearing capacity of the surface. The coefficient of formula, used in practice to 
convert the values Rz and Ra, has an increasing tendency in this type of 
machining and it achieves a value of Rz≈7Ra on average. 

Table 3 

Parameters of steel surface, machined with grinding operations, cooling and spark-out; vc= 50 m/s 

Roughness Maximum Minimum Range, R Dispersion, s Average R/min. 

R profile 

Ra 0.76 0.47 0.29 0.077 0.574 63% 

Rz 5.14 3.16 1.98 0.469 3.994 63% 

Rt 6.90 3.77 3.13 0.804 5.030 83% 

RSm 106.00 41.95 64.05 15.693 61.694 153% 

Rsk 0.02 -0.63 0.65 0.173 -0.335  

Rdq 0.20 0.17 0.04 0.011 0.181 123% 

P profile 

Pa 1.15 0.55 0.59 0.166 0.762 107% 

Pz 7.91 4.08 3.83 1.007 5.415 94% 
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Pt 9.08 4.26 4.83 1.170 6.246 113% 

PSm 216.20 54.61 161.59 49.746 110.257 296% 

Psk -0.04 -0.84 0.80 0.203 -0.337  

Pdq 0.21 0.17 0.04 0.010 0.181 124% 

The variance between the maximal and minimal values of unfiltered P-parameters, 
indicated in Table 3 is above 100%. The parameter values of Pa, Pt and Pdq 
oscillate in the range of 105-125% and they can cause serious work in production 
in order to keep the prescribed surface roughness values in the prescibed range 
[11]. 

3 The Change in the Characteristics of a Turned 

Surface during Machining 

When analyzing a turned surface, at an appropriate magnification, the geometric 
marks developed during machining can be observed. These are peaks, tool marks, 
outstanding peaks (built-up edges) and cavities (extracts), their sizes, shapes and 
distance from each other are quite different (Figure 6). The micro-geometric 
shape, developed on the surface, is determined by the kinematics of the machining 
process, the direct and indirect effects of the chip detachment, the geometric 
features of tool and by the physical-mechanical characteristics of the workpiece, to 
be machined. To these elements amounts the effect of further several important 
factors, such as cutting speed, the condition of the cutting edge of tool, the 
presence of cooling and lubricating, the dynamic behavior of machine - device - 
workpiece - tool system, the features of the surroundings and process, they mainly 
determine the irregularity of the part microgeometry, to be developed on the 
surface, and the waviness. Significant differences may be caused by the change of 
these factors in the surface microgeometry during the machining process [1, 7, 9, 
11, 12]. In the case of serial production it means a serious challenge to 
continuously maintain the prescribed surface roughness measures. 

 
Figure 6 

The micro-geometric features of surface, machined with turning operation 
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As it can be seen, from the above-mentioned examples, the connection between 
microgeometry, developed on the surface and the machining operation is quite 
versatile and complicated. The effect of some factors are described by theoretical 
formulas, these are Bauer-formula (1) and Brammertz-formula (2): 
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Whereas: 

f  Applied feed, mm 

rε  Nose radius of the tool, mm 

hmin  Minimum detachable chip thickness, i.e. hmin  = f (vc, rn, etc.) = 3-8 µm 

rn  Rounding off radius of the tool edge (on average approx. 25 µm) 

Although formulas (1) and (2) do not include several factors, their application is 
widespread in technology planning practice, for example, when determining the 
feed limits. 

There is a great uncertainty in the common effect of all influencing factors and 
among them, the temporal change may have a significant role as well. Based on 
publications [13-15], prepared on turning examinations, the general conclusion 
can be drawn that a cutting operation, lasting for 15-20 minutes, results in an 
increase of Ra value by 1 μm. Only the trend and size of the change may be 
predicted by this information, and the changes in the micro-geometric shape on 
the surface, developing as a result of the tool deterioration process, may not be 
seen. The research carried out in this topic, focused on the analysis connected with 
the generally considered trend and on the on deeper changes that develop during 
the deterioration process. 

Several cutting tests were carried out on C50 (constructional) and Ko36 
(corrosion-resistant) steel, using CNMG120408 type, PVD-coated cutting inserts 
and applying the same machining data (a=1.5 mm; f= 0.2 mm). In order to 
determine the deterioration behavior of the tool, not only the wear and force 
values were measured (depicted on the time, spent in machining), but Ra and Rz 
surface roughness values as well. Parallel with the temporal increases of the wear 
values and in certain cases, serious changes were observed in the roughness 
parameters, while a general increasing tendency was registered in the majority of 
cases (Figure 7). 
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Figure 7 

The connection between flank wear-land and roughness in case of turning operation in C50 

steel (vc=315 m/min; coating: nACoX3) 

In case of turning operation with another PVD-coated tool, change in surface 
roughness, resulting from the wear process, was 100%, the degree of irregularity 
scattered in the range of 25-30%. As a result of it, there was obviously an 
oscillation in the ratio of Rz/Ra in the range of 5.3-7.2 (Figure 8). 

 

 

Figure 8 

The connection between roughness and corrected wear in case of turning operation in C50 steel 

(vc=315 m/min; coating: nACo3) 
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The same changes in the surface roughness were observed during the turning 
operation in the Ko36 material, tested in the second phase, but they occurred much 
faster than expected, due to the greater abrasive effect and adhering character 
effect of the corrosion-resistant material. 

Based on our experiences, it can be noticed that the diversity of the surface 

shapes is the consequence of the wear changes, developing on the flank wear-
land area of the tool, when the sectional profile of the wear mark on the flank 

wear-land area, changing continuously and being determining, is “copied” onto 

the surface of the workpiece (Figure 9). 

 

C50 steel; vc= 315 m/min; tc=22 min  

 

Ko36 steel; vc=160 m/min; tc=10 min 

Figure 9 

Photo about flank-land wear, taken by stereomicroscope (magnification: 45x) 

4 Connection between the Tool Edge and the 

Machined Surface 

An extra research series was carried out in material qualities, mentioned earlier, in 
order to examine the micro-geometric connection between the tool edge and the 
surface machined by it, in a deeper way. The dry turning operation was performed 
with DNMG150608R-K GC4025 (made by Sandvik) insert, the depth of cut was 1 
mm, the applied cutting speed values were in case of constructional steel vc=300 
m/min and 160 m/min in case of more difficult to machine corrosion-resistant 
steel, respectively. A feed value of f=0.1 was determined by us as in order to 
better observe the change in the wear marks on the micro-geometric profile 
diagrams. Every minute, stereomicroscopic pictures were taken of the flank wear-
land of the tool edge section, forming the surface microgeometry. At the same 
time, filtered (R profile) and unfiltered (P profile) profiles, together with the 
surface profile pictures were registered by MarSurf XCR-20 evaluation software 
on Mahr-Perthen surface roughness measuring instrument (in every minute). After 
having finished the tests, the surface forming insert and cutting tool were 
examined in details: 3D optical microscopic and electron microscopic pictures 
were taken, additionally, topographic measurements were performed with the help 
of surface roughness measuring instrument. 
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In Figure 10, the values of Ra and Rz parameters are shown as a function of the 
cutting time (tc) in the case of tests, carried out in C50 material. In regards to the 
Rz parameter, the degree of differences, resulting from the tool wear, is more than 
3X. It is typical for the change that it has a slightly increasing (cca. 0.3 µm/min) 
tendency in the first 20 minutes. During this period of time, the regular edge shape 
disappears and a typical transcriptional mechanisms develops [1]; after that a 
definite decrease can be observed (parallel with further deterioration of the edge 
shape, the formation of a “ironing” edge section can be observed). The temporal 
changes can be described by a three-degree polynomial, drawn on the change of 
the values, with adequate accuracy. Although the coefficient of determination (R2) 
values scattered in a range between 0.65 and 0.75, the correlation (R) had a value 
above 0.8. In technical practice, the variance of wear processes of cutting 
operations can be properly characterized by this last-mentioned value. 

 

 

Figure 10 

The development of Ra and Rz value in function of cutting time in case of turning operation in C50 

steel (vc=300 m/min; coating: CVD, type 4025) 

The development of surface microgeometry is well demonstrated by the roughness 
profile diagrams, shown on Figure 11; on these the interactions between the edge 
shape and the machined surface, described earlier, can be well seen. 



B. Palásti-Kovács et al. The Mysteries of the Surface 

 – 16 – 

 

Figure 11 

The development of roughness profile diagrams in function of cutting time in case of turning operation 

in C50 steel 

In Table 4 the development of the main surface micro-geometric parameters, 
observed during the time of examination, is summarized. A greater value than 
100% was achieved in differences among the measured minimum and maximum 
values in case of Ra average roughness, Rz height of unevenness, Rt maximum 
unevenness and Rdq mean square of average profile slopes. The greatest change 
was observed in the values of Rsk: the strong transformation of microgeometry, 
resulting from the tool wear, is demonstrated the best by it. The unfiltered 
parameters of the R profile were exceeded by the similar values of the P profile, 
the degree of differences is similar as earlier described. 

Table 4 

Surface, machined with turning operation, material: C50; vc=300 m/min; a=1 mm; f=0.1 mm; rε =0.8 

mm 

Roughness maximum minimum Range, R Dispersion, s Average R/min 

R profile 

Ra 2.08 0.83 1.25 0.35 1.36 151% 

Rz 12.2 5.13 7.07 1.84 8.76 138% 

Rt 16.8 7.12 9.68 3.25 10.71 136% 

RSm 149.3 98 51.3 11.27 112.70 52% 

Rsk 1.09 -0.13 1.22 0.35 0.64 -938% 

Rdq 0.279 0.106 0.173 0.04 0.20 163% 

P profile 

Pa 2.3 0.91 1.39 0.37 1.46 153% 

Pz 15.2 6.68 8.52 2.32 10.31 128% 

Pt 23.8 7.41 16.39 4.05 12.65 221% 
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PSm 216.5 101.7 114.8 20.76 121.86 113% 

Psk 1.97 -0.07 2.04 0.49 0.74 -2914% 

Pdq 0.28 0.115 0.165 0.04 0.20 143% 
 

In Figure 12, the values of the Ra, Rz parameters, as a function of cutting time, are 
shown from tests carried out with corrosion-resistant steel. The character and the 
generating reasons of the change are the same, the wear process takes place in a 
much more intensive way in case of more difficult to machine and inclined to burr 
formation steel assortments. In the first 6 minutes of machining, the surface 
roughness has an increasing tendency (approx. 1 µm/min), after that a definitive 
decrease can be observed. The differences, resulting from the tool wear, achieved 
treble value in case of Rz parameter treble value of differences. The temporal 
changes (especially in case of average roughness values) were described by a 
three-degree polynomial, drawn on the change of the values, with adequate 
accuracy. 

 

 

Figure 12 

The development of Ra and Rz values in function of cutting time in case of turning operation in Ko36 

steel (vc=160 m/min; coating: CVD, type 4025) 

In the roughness profile diagrams of Figure 13, presenting the changes in the 
surface microgeometry, the phenomena, described earlier in connection with 
Figure 11, can be recognized. As a result of “wandering” of the momentary 
cutting edge, the arithmetic parameters of surface roughness may achieve lower 
values, than those gained with a sharp tool. 
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Figure 13 

The development of roughness profile diagrams in function of cutting time in case of turning operation 

in Ko36 steel 

The change in the parameters that occurred during the examination time is shown 
in Table 5, for the case of a turned surface. Analyzing the data, it is clear that the 
change, resulting from the tool wear, is greater than 200% ‒ due to the bad 
machinability features of the corrosion-resistant material ‒ in case of Ra average 
roughness, Rz height of unevenness and Rt maximal unevenness; while in case of 
Rdq values, the change is greater than 100%. In regard to the Rsk values, the 
change is greater: the drastic transformation of microgeometry, resulting from the 
tool deterioration, is confirmed. The parameter values of R profile is obviously 
exceeded by the P profile parameter values, but the degree of change is smaller 
(lower than 200%). 

 

Table 5 

Surface, machined with turning operation, material: Ko36; vc= 160 m/min; a=1 mm; f=0.1 mm; rε  =0.8 

mm 

Roughness maximum minimum  Range, R Dispersion, s Average R/min 

R profile 

Ra 1.67 0.49 1.18 0.34 1.00 241% 
Rz 8.77 2.66 6.11 1.84 6.15 230% 

Rt 12.98 3.12 9.86 2.37 8.25 316% 

RSm 211.4 58.6 152.8 33.23 123.78 261% 

Rsk 1.72 -0.07 1.79 0.51 0.93 -2557% 

Rdq 0.143 0.063 0.08 0.03 0.10 127% 
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P profile 

Pa 1.67 0.6 1.07 0.34 1.07 178% 

Pz 9.58 4.43 5.15 1.85 7.39 116% 

Pt 13.23 5.9 7.33 1.95 9.23 124% 

PSm 195.2 75.5 119.7 31.25 138.21 159% 

Psk 2.61 0.5 2.11 0.52 1.25 422% 

Pdq 0.133 0.06 0.073 0.02 0.10 122% 
 

The wear marks, registered in the case of certain feed values, are shown in the 
stereomicroscopic pictures taken of the surface forming tool edge section and its 
flank wear-land using a 45X magnification (Figure 14). 

 

 

C50 tc=12 min 

 

Ko36 tc=8 min 

Figure 14 

Stereomicroscopic pictures, taken about the flank wear-land wear in case of the machined materials 

On these, the form and shape of the edge wear is well recognizable, but they are 
not able to carry out detailed analyses or even more to compare it with the 
microgeometry of the machined surface based on these pictures. 

In case of a turning operation in C50 constructional steel, devices, enabling greater 
resolution and registrations (2D roughness measurements, 3D topography and 
electron microscope) were invoked in order to compare the tool edge section and 
the microgeoemetry. 

The flank wear-land of the tool edge was scanned with stylus method, starting 
from the tool edge section in 10 μm steps, similar as in case of machined surface. 
The best correspondence between the edge shape and the machined surface was 
registered in the section, when the wear on the tool edge point achieved approx. 
0.12 mm (Figure 15), i.e. the momentary cutting edge stayed in this position after 
having machined 22 minutes. This statement can be made if the tool edge point is 
“traversed” by 180º (this is valid for further examination and analysis methods as 
well). 
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Figure 15 

The flank wear-land wear on the tool edge (VBc≈0,12 mm) and the micro-geometric section of the 

machined surface in case of turning operation in C50 material (tc=22 min) 

After having finished the cutting tests, there were further solutions to examine the 
inserts instrumentally. 3D topography was performed for the last section of the 
machined surface and for the flank wear-land of the tool edge on the Mahr-
Perthen measuring instrument (Figure 16). The wear marks, indicated by a dart on 
the flank wear-land, can be compared easily with the shape of micro-profile of 
turned surface. 

 

surface, machined with turning operation 
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working section of tool edge 

Figure 16 

The machined surface and the topographic picture of tool flank wear-land in case of turning operation 

in C50 material (tc=41 min) 

Further and more detailed comparisons were carried out on 3D optical microscope 
with high resolution, type: Alicona InfiniteFocus and on Hitachi 3400 scanning 
electron microscope, located in the laboratory for material analysis at Széchenyi 
István University. The pictures, taken for these examinations, are shown in 
Figures 17-18. 

 

Figure 17 

3D visualization of the flank wear-land of the tool edge 
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The picture, taken on Alicona, can be very well compared with the topographic 

pictures, made on Mahr-Perthen. On Figure 17 every typical wear mark can be 

well observed: the coating peel off, developed on the flank wear-land of the 

minor cutting edge and not influencing the tool in surface forming even as wear 

marks on the edges, forming the microgeometry of machined surface (for better 

visibility marked with a frame in the picture). 

  

Figure 18 

The machined surface and the picture, taken with electron microscope about the flank wear-land of the 

tool edge 

Figure 18 was taken with an electron microscope, it shows the flank wear-land of 
the tool edge, compared to the statements, made untill now, as the details of the 
worn-out flank wear-land are well illustrated: the adhesion splits [16] and the wear 
marks of abrasive character are changing continuously. 

Summary and Conclusions 

A surface, machined by any method, cannot be considered homogeneous; no 
matter in regard to measurement technique, production or especially the operation. 
A significant difference may be shown, in the micro-geometric parameters that 
characterize the surface, in extreme cases it may achieve a value of 70-100%. 

During production and quality control of a surface, consideration that surface 
formation takes place in the course of the deterioration process of the tool always 
needs to be noted. It means that the wear process of the tool and its temporal 
development intereacts with the surface as machined. This process can be traced 
back to the wear features of the flank wear-land of the tool edge: there is a change 
in the character of the micro-geometric profile, the generally known Ra and Rz 
roughness parameter values may even show a difference of 200-300%. 

The R parameters of surface roughness do not characterize the microgeometry of 
the working, connected surfaces, quite reliably in and of itself, since ‒ as a result 
of the filtering ‒ there may be significantly differences in the existing surface. 
Therefore, the parameters of P profile, were always registered during the tests. 
Based on the comparison of the R and P parameters it is worth consideration to 
use features of the unfiltered P profile as they express the contact, friction and 
contact relations between the contact surfaces in a better way. 
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Abstract: Our work focuses on studying gait symmetry with the use of bilateral angle-angle 
diagrams. The geometric characteristics of angle-angle diagrams can be used to 
characterize gait, as well as, identify and quantify the associated gait asymmetry. The 
angle-angle diagrams were created for ten patients with leg length inequality (LLI), to 
quantify gait symmetry before and after an application of the heel lift. In order to quantify 
the symmetry of human walking, we have invented and used the characteristics of an angle-
angle diagram, which represent the evolution of the two joint angles, i.e. left and right knee 
angles or left and right hip angles. The novel methods are based on the area of the convex 
hull of the hip-hip diagram or knee-knee diagram, and can be used as an additional method 
for the determination of gait symmetry of the bipedal walking of human subjects or robots. 
Our method is not limited to gait studies, it can also be used to study arm swing symmetry. 

Keywords: human walking; bipedal walking; convex hull; angle-angle diagram; length 
inequality 

1 Introduction 

Currently, several methods can be used in medical practice and in 
physiotherapeutic research to identify defects in bipedal walking. The most 
widely-used method for studying gait behavior in clinical practice is gait phase 
analysis by phase cycles of gait, [1] - [4]. Intensive research is now being done on 
studying leg movements by EMG signal measurements [5] - [7]. For the study of 
gait, we have used new methods based on the analysis of gait angles using angle-
angle diagrams (also called cyclograms). The first mention of the cyclogram [8] 
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argued that a cyclic process such as walking can be better understood if studied 
with a cyclic plot. The creation of cyclograms is based on gait angles that are 
objective, reliable and well suited for statistical study [9] - [14]. 

We will focus on the use of the cyclogram for the evaluation of gait symmetry. 
Symmetry is an important indicator of a healthy gait or proper walking technique. 
Human gait symmetry can be influenced by various factors, such as limb 
asymmetry, injury and other mobility-affecting diseases. Several methods can be 
used for identifying defects in bipedal walking. At present, algebraic indices and 
statistical parameters represent two major classes of gait symmetry quantifiers 
[15] - [19]. Algebraic indices include a symmetry index and a ratio index. 
Symmetry and ratio indices compare bilateral variables such as, step period, 
maximum joint angle or step length. In the case of the evaluation of maximum 
joint angles, the basic formula is as follows: 

Y

X
R , (1) 

where R is the ratio index related to the maximum angles (maximum right angle X 
and maximum left angle Y). Notwithstanding, their successful use depends on 
discrete variables and are unable to reflect asymmetry, as it evolves over a 
complete gait cycle. Statistical methods such as paired t-test and Principal 
Component Analysis (PCA), and parameters such as correlation coefficients, 
coefficient of variation and variance ratio have also been used to measure gait 
asymmetry [14], [20]. Statistical parameters do not usually suffer from the 
limitations of the algebraic indices, however, their computation is more complex 
and interpretation is less transparent. Despite the broad agreement in the 
fundamentals of what constitutes symmetry, there is no appropriate measure of 
gait symmetry (reflecting asymmetry as it evolves over a complete gait cycle) 
[14], [15]. In paper [14], a technique was introduced based on the geometric 
properties of symmetric angle-angle diagrams. This technique is rooted in 
geometry and the symmetry measures are intuitively understandable. Depending 
on the cyclicity of the gait, cyclograms are closed trajectories generated by 
simultaneously plotting two (or more) joint quantities. In order to quantify the 
symmetry of bipedal walking, a cyclogram was obtained in the study [14], 
representing the same joint and two sides of the body, i.e. the evolution of the two 
(left and right) joint angles. The presented approach is based on the symmetry of 
joint angle evolution and comparison of the evolution of a single joint with that of 
its contra-lateral counterpart, [14], [21]. The papers also mentioned basic 
characteristics of the bilateral cyclogram, which can be used to evaluate 
symmetry. The area within the cyclogram, its orientation and its minimum 
moment are geometric parameters used to evaluate the symmetry, [14], [22], [23]. 
For the perfectly (i.e. absolutely) symmetrical gait, there is a zero area within the 
curve, its orientation is 45 degrees and the magnitude of its minimum geometric 
moment is zero [14]. However, angle-angle diagrams have never been used for 
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studying patients with Leg Length Inequality (LLI), hence the new shape 
characteristics of angle-angle diagrams can be very useful. Therefore, the main 
object of our study was to test and verify the application of the method based on 
the area of convex hull of angle-angle diagram to analyze the gait symmetry of 
bipedal walking of patients with LLI. 

2 Methods and Materials 

2.1 Participants and Test Procedure 

The set of data to create and study angle-angle diagrams was measured on a 
sample of 10 volunteers/adult patients (age of 50 (SD 14.8) years) with leg length 
inequality (leg-length inequality of 0.85 (SD 0.32) mm) recruited from patients of 
the Rehabilitation Center Kladruby (Kladruby u Vlasimi, the Czech Republic). 
The subjects were asked to walk properly on a treadmill. A human walking speed 
of 2.3 km/h was selected for studying the proposed method. A constant speed was 
chosen because it directly affects the range of joint angles, [24], [25]. If we want 
to evaluate and compare shape characteristics of the angle-angle diagram, it is 
appropriate to measure the joint angles at a constant walking speed. We assume 
that improvement or deterioration of gait symmetry is not primarily influenced by 
walking speed. 

First, patients were asked to walk without shoes and any support devices, while 
their joint angles (left/right knee angles and left/right hip angles) were measured. 
After that, the physician recommended appropriate shoes with a heel lift under the 
short leg side to stabilize and level the pelvis. Patients were asked to walk 
immediately after the application of the heel lift, and the joint angles were 
measured again. 

2.2 Motion Capture Equipment 

To create and study angle-angle diagrams, we used a model of the human body 
created in MatLab Simulink and SimMechanic software, [26]. The movement of 
the model of a body is controlled by data measured by the motion capture system 
(MoCap), which identifies the position of body segments in the Cartesian 
coordinate system. As a MoCap system, we used a very accurate Lukotronic AS 
200 system (Lutz Mechatronic Technology declares, according to the EU 
Directive 93/42/EEC, that the system can be used in hospitals) with IR active 
markers placed on the following anatomical points on the person being measured: 
fifth metatarsophalangeal joint, malleolus lateralis, epicondylus lateralis, 
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trochanter major and spina iliaca anterior superior, Fig. 1, [16], [27]. The markers 
fastened with small adhesive double-sided tape were placed in accordance with 
the recommendation of the manufacturer of the MoCap system. Using this 
method, we were able to record and study the movement in 3D space, though we 
primarily studied the movement in a 2D sagittal plane. Maximum joint angles are 
small in the frontal plane and thus, one of the basic tools to study the gait is the 
analysis of the joint angles in the sagittal plane, [28], [29]. The MoCap system 
was calibrated accurately before the experiments, and the origin of the world 
coordinate system was set up so that the first axis is along the track of the 
treadmill and the other two axes are perpendicular to the track of the treadmill. 

After obtaining the measured data, we identified joint angles and created the 
cyclograms in MatLab (The MathWorks Inc.) software. If we have information on 
the movement of anatomical points/markers in space, and the points characterizing 
the parts of human body, then we can use these to define the vectors of the 
positions and orientations of body segments. The difference in coordinates of two 
points in space defines a vector. The angles between each two segments are 
calculated by assuming the segments to be idealized rigid bodies. The angles are 
given by formula described in detail by Kutilek et al. [22]. 

 

Figure 1 

Placement of IR markers and angles measured during the examination, [22] 

2.3 Gait Evaluation Methods 

After the measurement and data processing, we used the method based on 
synchronization of two angle plots [14] to obtain bilateral knee-knee and hip-hip 
cyclograms. A prominent gait event such as the heel-touchdown was used to 
synchronize the two plots representing angles at the left and right joint. For a 
symmetric gait, properly synchronized twin trajectories from corresponding joints 
should be identical and a bilateral cyclogram should lie on a symmetry line, [14]. 
The symmetry line is a straight line passing through the origin inclined at an angle 
45 degrees, see Fig. 2. We can mathematically measure cyclogram deviation from 
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the symmetry line to obtain a quantification of gait symmetry. We can also use the 
area within the cyclogram and its orientation to evaluate the symmetry, [14]. 

A bilateral cyclogram is not continuous curve, but it´s a polyline contour (i.e. 
irregular polygon), see Fig. 2. The smoothness of the contour is a function of the 
amount of noise in the measured data. We found that in some cases, the evaluation 
of the cyclogram using the area within the cyclogram and its orientation is 
incorrect. The cyclograms may consist of self-intersecting loops or they have a 
complex shape. Although the cyclogram may be complex and asymmetrical, its 
surface may also be very small. For example, a crescent shape can lead to a small 
area, although it is an asymmetrical gait, see Fig. 2. 

 

Figure 2 

Example of a right hip vs. left hip bilateral cyclogram for measured patient with LLI, deliberately 

unfiltered, with symmetry line 

For the above mentioned reason, we use the convex hull to calculate the area 
which represents the shape of the cyclogram. The convex hull of a cyclogram is 
more appropriate to describe the area which represents the gait asymmetry. A 
convex hull completely encloses a set of points with the fewest number of 
perimeter nodes. In our case, the set of points consists of all points on the 
cyclogram. The area of convex hull is usually larger than the area within the 
cyclogram if the cyclogram is asymmetric and with loops, see Fig. 3a. The second 
way to avoid improper evaluation of the area is based on the calculation of the 
area of the region enclosed by the curve of the cyclogram, the 45° straight line 
(symmetry line) and the lines perpendicular to the symmetry line, see Fig. 3b. The 
region is represented by the area above and below the symmetry line and is 
bounded by the outer curves of the cyclogram and lines perpendicular to the 
symmetry line. The positions of perpendicular lines are defined by the points of 
intersection on the symmetry line. The points are identified by projection of the 
points of the bounding curve of the cyclogram on the symmetry line, and are the 
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nearest and the furthest points of the projection of the cyclogram above/below the 
symmetry line from the origin of the symmetry line, Fig. 3b. We can also use the 
convex hull and/or the region enclosed by the curve of the cyclogram and 
symmetry line to calculate the second moment of area to describe the property of a 
two-dimensional plane shape of the cyclogram. Therefore, we can determine the 
second moment of area about the symmetry line. 

The orientation of the planar geometric entity, i.e. convex hull and/or the region 
enclosed by the curve of the cyclogram and symmetry line, can be defined as the 
angle (bounded by +/-90°) between the symmetry line and the principal axis of the 
planar geometric entity, [14]. We can also use linear regression to determine the 
orientation of the planar geometric entity. Simple linear regression fits a straight 
line (axis) through the set of the points on the cyclogram, or only through the set 
of the points of bounding curve. Hence, the orientation can be defined as the angle 
between the regression principal axis and the symmetry line, [27]. 

 

Figure 3 

a) Example of the convex hull of the bilateral cyclogram (see Fig. 1); b) Example of the area of the 

region enclosed by the curve of the cyclogram (see Fig. 1) with symmetry line 

The described symmetry quantification technique, based on convex hull and/or the 
region enclosed by the curve of the cyclogram, is sensitive to the precision of 
synchronization of the two signals. The area of the convex hull and/or the region 
enclosed by the curve of the cyclogram dramatically increases from zero for even 
a small time-shift, i.e. poor synchronization of the of two angle plots. In the next 
section, we describe the application of the method based on the area of convex 
hull. This method is easier and computationally faster than other 
methods/algorithms. The technique is also intuitively understandable. 

We used convhull (i.e. MatLab function) to create convex hull of each bilateral 
cyclogram. The convhull, [30], returns the 2-D convex hull [31], of the points 
defined by coordinates (x, y), where x and y are values of the left joint angle and 
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right joint angle. The convhull function is based on Quick Hull method. This 
method computes the convex hull of a finite set of points in the plane. It uses a 
“divide and conquer” approach similar to that of a QuickSort sorting algorithm. 
We also used MatLab to calculate the area of the convex hull of each bilateral 
cyclogram. 

The symmetry index (SI) was used as a comparative method to compare and 
quantify the symmetry of bipedal walking, [32]. The SI is a measure of the 
relationship between the discrete values obtained from the left and right sides. We 
used the “average” symmetry index: 

%100
2

SI average 




YX

YX  (2) 

The symmetry index is related to the maximum angles (maximum right angle X 
and maximum left angle Y) formed when the right-side value is plotted and the 
left-side value is plotted. After the measurements, the area of convex hulls of 
cyclograms and the symmetry indexes were calculated. We assume that the 
decrease of the area of the convex hull indicates the improvement in symmetry of 
bipedal walking and the as well as the decrease of the symmetry index indicates 
the improvement in symmetry of bipedal walking, [33]. 

3 Results 

The calculated areas of convex hulls and symmetry indexes are summarized in 
Table 1 and Table 2. The tables compare the area of convex hulls and symmetry 
indexes before the application of the heel lift and after the application of the heel 
lift. Table 1 represents the area of the convex hull and symmetry index of the right 
knee angle and left knee angle, and Table 2 represents the area of the convex hull 
and symmetry index of the right hip angle and left hip angle before and after the 
application of heel lift.  

We used the measured data (Table 1 and Table 2) to test the proposed method and 
illustrate the relationship between the area of convex hull of the bilateral 
cyclogram and the symmetry index. The following plots (Fig. 4 and Fig. 5) 
display the minimum, maximum, median, first quartile (Q1), third first quartile 
(Q3), mean and standard deviation (SD) for the area of the convex hull of knee-
angle cyclograms and hip-angle cyclograms before and after the application of 
heel lift, and the SI of knee angles and hip angles before and after the application 
of heel lift. 

The data measured before and after the application of the heel lift indicates a 
decrease of the area of the convex hull of the knee-knee cyclogram in only three 
cases. The data also indicates a slight increase of the mean for the area of the 
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convex hulls, Tab. 3, Fig. 4. The gait symmetry index related to the maximum left 
and right knee angles decreased in five cases. The data indicate a slight increase of 
the mean for the SI, Tab. 4, Fig. 5. Improvements in the two characteristics, which 
describe the gait symmetry, are overlapping only in one case (i.e. 10%), Table 1. 

Table 1 

Area of the convex hull and symmetry index of the right knee angle and left knee angle before and 

after the application of the heel lift 

patient with 
LLI 

Area of convex hull [deg2] Symmetry index [%] 

before 
application 

after 
application 

before 
application 

after 
application 

1. 884 733 13.4 14.3 

2. 335 581 16.8 16.4 

3. 567 526 18.6 28.7 

4. 326 457 26.3 22.3 

5. 841 610 57.7 55.3 

6. 409 621 1.6 10.3 

7. 696 785 1.4 3.3 

8. 723 1098 29.7 22.9 

9. 510 630 46.4 56.7 

10. 386 553 38.6 24.9 

Table 2 

Area of the convex hull and symmetry index of the right hip angle and left hip angle before and after 

the application of heel lift 

patient with 
LLI 

Area of convex hull [deg2] Symmetry index [%] 

before 
application 

after 
application 

before 
application 

after 
application 

1. 168 163 8.1 5.6 

2. 123 135 5.3 2.1 

3. 143 160 25.2 55.6 

4. 142 171 0.5 1.3 

5. 397 343 50.6 23.0 

6. 235 348 16.5 6.7 

7. 210 154 68.0 53.9 

8. 154 271 4.5 12.8 

9. 225 212 20.7 0.1 

10. 223 201 13.0 1.4 

The data measured before and after the application of the heel lift indicate a 
decrease of the area of the convex hull of the hip-hip cyclogram in five cases. The 
data indicate a slight increase of the mean of the area of the convex hulls, Tab. 3, 
Fig. 4. The gait symmetry index related to the maximum left and right hip angles 
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decreased in seven cases. The data indicate a decrease of the mean of the SI, Tab. 
4, Fig. 5. Improvements in the two characteristics, which describe the gait 
symmetry, are overlapping in five cases (i.e. 50%), Table 2. 

Table 3 

Comparison of the area of the convex hull of knee-angle cyclograms and hip-angle cyclograms before 

and after the application of the heel lift 

 
Area (hip angles, 
before treatment) 

[deg2] 

Area (hip angles, 
after treatment) 

[deg2] 

Area (knee 
angles, before 

treatment) [deg2] 

Area (knee 
angles, after 

treatment) [deg2] 

Mean 202.00 215.80 567.70 659.40 

SD 79.53 78.31 208.01 180.91 

Median 189.00 186.00 538.50 615.50 

Q1 145.75 160.75 391.75 560.00 

Q3 224.50 256.25 716.25 707.25 

 

 

Figure 4 

Comparison of the area of the convex hull of knee-angle cyclograms and hip-angle cyclograms before 

and after the application of the heel lift 

The results of the comparison indicate that the methods show slightly different 
results. The evaluation method based on the area of convex hull shows 
improvement of the gait symmetry in fewer cases than the method based on the 
gait symmetry index. The reason is that the symmetry index depends on discrete 
variables and is thus unable to reflect the asymmetry, as it evolves over a complete 
gait cycle. The area of the convex hull depends on the complete gait cycle, i.e. 
relations and evolutions of joint angles over time, Fig. 6, which shows the bilateral 
cyclogram with large area of the convex hull and low SI. The SI is low because 
the maximum measured left and right hip angles are almost the same. However, 
we can see different sizes of the joint angles during specific phases of the gait 
cycle and the irregular curve of the bilateral cyclogram. 
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Table 4 

Comparison of the SI of knee angles and hip angles before and after the application of the heel lift 

 
SI (hip angles, 

before treatment) 
[%] 

SI (hip angles, 
after treatment) 

[%] 

SI (knee angles, 
before treatment) 

[%] 

SI (knee angles, 
after treatment) 

[%] 

Mean 21.24 16.25 25.05 25.51 

SD 21.84 21.43 18.51 17.71 

Median 14.75 6.15 22.45 22.60 

Q1 6.00 1.58 14.25 14.83 

Q3 24.08 20.45 36.38 27.75 

 

Figure 5 

Comparison of the SI of knee angles and hip angles before and after the application of the heel lift 

 

Figure 6 

Example of right hip vs. left hip bilateral cyclogram (unfiltered data) with large area of the convex hull 

and supposed low SI 
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The measured data indicate that the improvement of the symmetry, i.e. the 
decrease of the area of the convex hull and symmetry index, is more pronounced 
in the case of hip angle measurements. In the case of knee angle measurements, 
we observed a small improvement of the symmetry. The data indicates a slight 
increase of the mean for the area of the convex hulls. Generally, the decrease of 
the area of the convex hull and symmetry index is up to 50% of the measured 
subjects. 

4 Discussion 

We tested and verified a new method, which is derived from the geometric 
properties of angle-angle diagrams. The described symmetry quantification 
technique based on the area of the convex hull of the bilateral cyclogram is 
sensitive to the precision of synchronization of the two signals and their quality, 
[32]. After obtaining the measured data, we created bilateral cyclograms using 
MatLab software and the MatLab functions were used to calculate the area of the 
convex hull for each bilateral cyclogram. As it can be seen from the examples 
above, it is not necessary to normalize the data because the standard ranges of 
angles are the same for the two sides of the body if the gait is symmetric. 

We found that a study of symmetry based on an algebraic parameter (i.e. 
symmetry index) is not suitable for the study of complex movements, but the 
study of symmetry based on the bilateral cyclograms is influenced by many 
factors that affect accuracy and relevance, [32]. The area of the convex hull of the 
bilateral cyclograms can be used to study complex movements and describes the 
deviations of the measured angles from ideal angles. Using the area of the convex 
hull, we could also study, for example, the deviations of angles that are caused by 
a tremor. Note that algebraic indices (i.e. SI) cannot be used to identify gait 
asymmetry caused by a tremor, or similar movement disorders. 

The results indicate that the new method, described in this work, has identified 
and quantified improvements of gait symmetry, but only in few cases. The method 
based on algebraic parameters, identified improvement of the gait symmetry after 
the application of a heel lift in more cases than the method based on the convex 
hull. The main reason for this result is the short application time of the heel lift. 
The subjects were measured immediately after the application of the heel lift and 
were not able to become accustomed to using the heel lifts. Also, the physician 
applied the heel lift and only maximum angles were used to evaluate the gait 
symmetry. 

Conclusions 

According to the method described here, bilateral cyclograms illustrate bipedal 
gait symmetry. This information is important for rehabilitation medicine, and also 
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could be used in control algorithms for lower limb prostheses or in the creation of 
bipedal robots. The method based on the convex hull of bilateral cyclograms can 
be used as an additional method for the determination of gait symmetry. Thus, 
future work can be focused on the comparison of other traditional methods based 
on algebraic indices and statistical parameters with the new method. In future 
studies, we plan to measure more patients with other types of disabilities and 
evaluate gait symmetry for a longer period of therapy. 

This work has not attempted to describe all of the potential ways of applying the 
convex hull of the bilateral cyclograms. We have demonstrated new methods that 
have subsequently been tested on patients with Leg Length Inequality (LLI). The 
modified characteristics of angle-angle diagram have never previously been 
described and angle-angle diagrams have never been used for the study of patients 
with LLI. There is no limit for the research in field mentioned herin. However, the 
proposed method is sensitive to the precision of synchronization of the two signals 
and the quality of the signals. For this reason, it is necessary to use highly accurate 
and high quality MoCap systems and mathematical software. This may be the 
greatest problem in the use of the proposed methods for clinical practice. 
However, this can be overcome by cost reductions in MoCap systems in the 
future, and their introduction into clinical practice. 
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Abstract: Processing the textual scripts of computer languages is an important field in 
software development, which has been growing in popularity, recently. It is applied both 
for general-purpose programming languages and for domain-specific languages. There is a 
wide range of typical algorithms and patterns that are used to syntactically parse formal 
languages, each having specific characteristics and implying different software 
architectures. If we develop parsers at a higher abstraction level, it simplifies the problem 
domain and facilitates developing more robust software quicker, but there are always some 
tradeoffs to consider. The main guideline of this paper is abstraction: how to increase it in 
different patterns, how it helps parser development and what kind of tradeoffs are implied. 
The presented architectural design patterns are organized in a pattern catalog ordered by 
their abstraction level. This catalog is intended to assist developers in the industry in 
designing efficient parser software. 

Keywords: modeling; model-processing; formal languages; parsers; design patterns; 
architectural patterns 

1 Introduction 

The complexity of systems is growing at a rapid pace, which promotes the use of 
modeling and formal methods in today’s software environment. When modeling is 
used for a well-defined field and has a limited expressive nature, we usually speak 
about domain-specific modeling [1] [2]. This limited expressive potential reduces 
the problem domain and thus simplifies and facilitates software engineering. We 
can express models in two common ways: with graphical or textual 
representations. The latter has led to processing of textual scripts and formal 
language theory being used more widely than in the past [3]. Writing parsers for 
computer languages was formerly a very specific knowledge that was only 
necessary to design and implement compilers but was not a commonly required 
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skill. This situation has changed recently as software developers are more 
frequently facing the problem of processing textual representations of models. 
Although processing of domain-specific modeling languages is usually based on 
the theoretical background of compilers for general-purpose programming 
languages, their limited expressive power sometimes can lead to a simpler syntax, 
which allows other, often simpler, parsing approaches. This work presents 
processing methods of both types. 

Despite the increasing use of domain-specific languages, we still lack catalogs that 
collect best practices for this field. Since the introduction of design patterns in [4], 
developers have a catalog of generally applicable object-oriented best practices 
and a universal terminology to refer to commonly used software recipes. This 
book had a great influence on the software development area, but it only contained 
a wide or general focus. Catalogs of more specialized patterns are still very much 
in demand, in order to collect more ideas and to create a common vocabulary 
among developers. In the field of domain-specific languages, [1] provides a 
pattern catalog, covering several different aspects of domain-specific languages. 
This is a rich source of information but it has a more general view than this paper 
and does not provide such a systematic organization of architectural patterns used 
in parsing as intended herein. Apart from this, [5] provides some practical uses of 
general object-oriented design patterns in recursive descent parsers and [6] 
describes how a parser generator uses object-oriented design patterns. These are 
just specific uses of general design patterns and these papers do not include more 
specialized patterns specific to parsers. 

The goal of this paper is to fill the gap and provide a pattern catalog of design 
patterns that can be used to design parser software. We focus on architectural-
level design patterns, which determine the software components and their 
interaction. Although some of the patterns described herein result in an identical 
runtime component structure, we judged that it was practical to describe them, 
because the development techniques and workflow that they suggest are very 
different. This also leads to deviating consequences, so we extended the notion of 
architectural design pattern to possibly include some aspects of development 
workflow. In fact, [1] also distinguishes some patterns that result in an identical 
runtime structure, though it does not explicitly merit this generalization. When 
creating the pattern catalog, we examined the interests of all actors within the 
industry that are concerned with parsing software: end-users, domain specialists, 
developers and tool developers. They have different focuses and goals, which 
were taken into account in the description of patterns, so that all actors can benefit 
from using this catalog. 

The rest of this paper is organized as follows. In Section 2, the theoretical 
background is explained, which is necessary to understand the concepts outlined 
in the paper. In Section 3, the actual pattern catalog is presented. We provide an 
introductory section that summarizes its deliverables to different actors of the 
industry and then patterns are listed according to their level of abstraction. We 
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have intentionally avoided the terms maturity and evolution and consider it 
important to explicitly highlight that a higher level of abstraction does not 
necessarily guarantee a specific pattern is consistently more effective or practical. 
Higher abstraction usually means that less development work is necessary, but 
sometimes it may also include less flexibility. 

2 Background 

In the following, we summarize the principal concepts of parsing. This theoretical 
background is explained in more detail in [7] and [8]. 

First, we discuss the processing of textual scripts, we must divide this process into 
two major steps: parsing and execution. Parsing [1] is described here as a step in 
which the input is read and mapped to an internal representation, the semantic 
model, which is more meaningful than any intermediate abstract representation. 
Execution refers to the actual processing of the model, which can mean running 
some executable steps or a transformation executed on the model. Before 
describing the actual patterns, we briefly discuss the possibility of parsing and 
executing languages with increasing levels of abstraction. In software engineering, 
we identify some kind of systematic organization or commonly applicable steps, 
factor them out as reusable units and parameterize them with the parameters that 
change from one use case to the other. Abstraction is increased in this way. Later 
on, we discuss how this applies to language processors. 

The least structured parser that we can imagine is a monolithic component, which 
reads an input and executes it immediately. One commonly used intuitive parsing 
solution that follows a more systematic approach is a delimiter-directed translation 
[1]. With this approach, the language is divided into chunks, called tokens, by 
identifying well-recognizable separator characters. Then the actual type of each 
token can be inferred from its position. For some simple languages, this is a quick 
and easy solution that can be developed. However, for a more complicated 
language, the notion of grammar [7] must be introduced. Grammar is a formalism 
that describes how the language constructs can be used together to create well-
formed words1. The grammar uses two kinds of symbols: a terminal symbol is a 
symbol that can occur in well-formed words, while a non-terminal symbol is only 
used for substitutions, in an attempt to derive well-formed words from the 
grammar. There is a special non-terminal, the start symbol, from which the 
derivation starts. A grammar is composed of production rules, which have two 
sides and express a possible substitution while deriving a well-formed word. The 

                                                           
1
  A well-formed word is a statement expressed in the language that is considered valid 

and meaningful. 
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left side is the series of symbols that are substituted from the right side. If we can 
find a derivation from the start symbol that uses the production rules and 
successfully derives the word we are validating, then the particular word is 
considered well-formed in the language. 

To simplify the process, production rules are usually phrased at the level of the 
tokens and not at the single characters. We construct a lexical analyzer (also called 
lexer or scanner) that creates a series of tokens from the input character stream. 
The syntactical analyzer then uses this token stream and a parsing algorithm to 
verify whether the word is well-formed in the language. While using the 
production rules to derive the input word, it also stores the parse tree or a 
simplified version of that, which is usually denoted as an abstract syntax tree. 
When the distinction between them is irrelevant, they are usually referred to as 
syntax trees. This phase is sometimes ambiguously referred to as parsing, identical 
to the entire process. With the help of the notion of grammar, we now have a more 
systematic method to build a parser: create a grammar, write a lexer that produces 
a token stream from the input and write the syntactical analyzer that uses the 
production rules of the grammar to decide whether the input belongs to the 
language. At the same time, it builds a syntax tree and if the derivation succeeds, 
this syntax tree can be used for the semantic analysis of the input. Figure 1 
summarizes how a script is processed. 

 

Figure 1 

The processing steps of parsing a language 

Since the parsing algorithms are generally applicable to a wide set of grammars 
(context-free grammars with some further limitations), the so called parser 
generators or compiler compilers (sometimes also referred to as compiler 
generators) have been developed to automatically generate parsers from a 
grammar in a well-specified notation. Using these tools, we can create a ready-to-
use parser that provides us with a syntax tree that can be used to further process 
the language. This highly simplifies the development effort for a parser. 
Nevertheless, the syntax tree is still not the semantic model (although in some 
cases it may be) so a third pass, a tree parser, is required. By further increasing the 
abstraction, it is possible to avoid manually developing the tree parser as well. 
Upon agreeing on the metamodel of the semantic model, it is possible to construct 
tools that directly generate a parser, that can map the input language to the 
semantic model. This entails that the grammar language has to be extended to 
include additional information about the methods for mapping language 
constructs, to model elements and their properties. This way, we can generate all 
components needed to parse the language and build the required semantic model. 
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3 Pattern Catalog 

The different approaches for the parsing process that have been presented in 
Section 2, can be described as architectural design patterns. This section provides 
a catalog of them using a format similar to [4]. Similarly, because of their higher-
level nature, these patterns do not have such a specific intent as general design 
patterns and therefore, the intent section has been renamed to Description. 
Furthermore, the sections on alternative names and related patterns have also been 
removed. In Description, the main idea of the discussed architectural structure is 
explained. Motivation describes the main factors for choosing the pattern. 
Applicability enumerates the criteria required for the pattern to be relevant when 
applied. In Structure, the composition and collaboration of the parser components 
are explained and represented with a summarizing figure. The Consequences 
section highlights the deliverables and warns about potential disadvantages of the 
pattern. In particular, the following aspects are examined: (1) the intermediate data 
structures used in the pattern and their memory consumption; (2) the clarity of the 
resulting component structure and the ease of modifications and extensions; (3) 
the level of expressiveness in the language that the pattern allows; (4) the 
reusability; (5) the extent of required compiler-specific knowledge; (6) the amount 
of code to be hand-written and the development time required and (7) the effort 
required to build and integrate the components in the system under construction. 
Implementation provides some guidelines or best practices to consider when 
employing the architecture. Last but not least are the Known Uses section, it 
presents an example and provides references, so that the application and 
implementation of the pattern can be grasped and later studied more efficiently. 

Table 1 can be consulted for a short summary of the actors in the field of 
computer languages and their motivation in using this pattern catalog. 

The figures included in the pattern descriptions use a loosely formalized, but 
intuitive graphical notation that explains the component structure and the data 
flow among components. We have not found a standard notation for this purpose 
that was intuitive enough. Our notation uses the following conventions: Program 
components are represented with rounded rectangles that include a “meshed gear 
or cogwheel” icon. Components supplied by third-party vendors have a double 
border. Generated components have a dashed border. Components that have to be 
hand-written have a single border. Input and output artifacts and intermediate data 
structures are represented by an arbitrary icon and are explained in the caption. 
Arrows show the information flow between components. Arrows with the gear 
icon denote that a component generates another. 
 

In the following, these patterns will be discussed: 

1. Ad-hoc Parser 

2. Delimiter-Directed Parser 



G. Kövesdán et al. Architectural Design Patterns for Language Parsers 

 – 44 – 

3. Multiple Pass Parser 

4. Common Carrier Syntax 

5. Parser Generator 

6. Semantic Mapper Generator 

Table 1 

Motivations of actors in using the pattern catalog 

 

3.1 Ad-hoc Parser 

Description The parser is a single monolithic unit. There is no explicit notion of 
grammar nor are there consecutive subtasks. 

Motivation The complexity of the language does not require a higher-level 
pattern and it is desirable to avoid the development overhead of that. 

This solution is often applied, if the performance of the system is so critical that 
higher-level patterns cannot be used because of their additional runtime overhead. 

Applicability This kind of parser is only applicable with simple languages. If the 
language is such that it can be executed on-the-fly, we can keep memory usage 
low. On-the-fly processing means that the fragments of the script can be processed 
immediately, as they are read, and there is no need to store significant information 
about the context. 

Structure The parser itself is a single unit that reads the input and processes it. It 
does not contain any common structural units. Figure 2 depicts an ad-hoc parser. 
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Figure 2 

An ad-hoc parser 

Consequences Because the parser is a single unit, there is no need for 
communication among components or building intermediate data structures. This 
reduces memory consumption and execution time. 

Because of the lack of inner structures, the parser code may be difficult to 
understand, maintain and extend. If the language is likely to change in the future, 
the maintenance cost of monolithic parsers drastically increases. 

The lack of inner structures and a systematic engineering process also implies that 
only low-complexity systems can be developed in this way. This greatly limits the 
expressiveness of the language. 

The parser does not have reusable components but the low complexity leads to 
less time spent on its development. 

Building an ad-hoc parser does not require specific knowledge in language theory 
or compiler engineering. 

Implementation Because of the ad-hoc nature of the solution there is no general 
implementation structure. The specifics of the processed language must be 
checked in order to realize a practical implementation. 

Known Uses In [9] Brian Kernighan demonstrates a simple implementation of the 
grep command-line utility. The grep utility expects a regular expression and looks 
for matching lines in the given input. The implementation explained by Brian 
Kernighan uses a limited subset of standard POSIX regular expressions but solves 
the matching problem on the fly with a minimal memory footprint. The code is 
apparently easy to understand because of the low complexity of the problem but 
once more advanced regular expression features are required, extension becomes a 
difficult task. 

3.2 Delimiter-Directed Translation 

Description The parser searches for separator symbols that separate the tokens of 
the input language script. The type of each token is then inferred by its position. 
The parser may build a semantic model in the memory, but it may also be possible 
to execute the language script on the fly. 
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Motivation The simple structure of the language does not warrant building a full-
fledged parser that creates a substantial syntax tree in the memory. This can save 
memory and reduce execution time. The development overhead of syntax-directed 
parsers is also avoided. 

Applicability The language can easily be split into tokens by looking for 
separator symbols and tokens can easily be interpreted by their position. 

Structure The parser remains a major component, but it may also build a 
semantic model and pass it to an execution component. Figure 3 shows the 
structure of a delimiter-directed parser. 

 

Figure 3 

A delimiter-directed parser 

Consequences The parser is fast, simple and has a minimal memory footprint 
because the lack of separate components avoids communication overhead and 
creating intermediate data structures. 

Its code is somewhat easier to maintain, extend and understand when compared to 
ad-hoc parser since there is already a stream of clearly distinguished tokens, which 
are usually reflected in the code as array indexes. Although most languages use 
several different delimiters, if the syntax is more complex, it is not really easy to 
capture it with the delimiter-driven approach and the code also becomes difficult 
to read and modify. This limits the expressiveness of the language under design. 

The parser does not have significantly reusable components but the low 
complexity leads to less time spent on coding. If structured well, the tokenizer 
may be reused. 

Building a delimiter-directed parser does not require specific knowledge in 
language theory or compiler engineering. 

Implementation Delimiter-directed parsers are frequently coded with a loop that 
reads statements one by one. This usually means reading the input line by line. 
Then, within a loop, the lines are split into tokens that are practically stored in an 
array or a list structure. Most programming languages also provide tokenizer 
functions. This may be followed either by populating a semantic model or a direct 
function call that processes the tokenized information. 

Known Uses Comma-separated values (CSV) is a common file format that 
enumerates properties of entities. Each entity is described by its own line and the 
property values follow a specific order and are separated by commas or 
semicolons. Such a file can easily be processed by a delimiter-directed parser. 
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3.3 Multiple Pass Parser (Syntax-Directed Translation) 

Description The notion of grammar is used to systematically create the parser that 
attempts to derive the input word from the production rules. The parser is usually 
divided into different logical components that prepare and perform this derivation 
and then map the resulting syntax tree to the semantic model. The number of the 
components may vary from parser to parser. 

The development of the parser is driven by the grammar of the language but it is 
possible that the resulting code does not explicitly express the grammar. 

Motivation The language is too complex, and parsing it with an ad-hoc parser or a 
delimiter-directed parser would be challenging. 

Facilities for better maintenance and extensibility are required. 

Applicability The pattern is always applicable; nevertheless the specific parsing 
algorithms have different limitations regarding the type of grammars they can 
handle. In general, a large subset of context-free grammars can be handled by 
choosing the appropriate algorithm. Parsing algorithms have different attributes 
with regard to the generality of the grammar, performance and memory 
consumption. 

Structure The parser is composed of several components, and the following three 
are the most common: (1) the lexical analyzer, (2) the syntactic analyzer and the 
(3) tree parser. 

A lexical analyzer provides a token stream for a syntactic analyzer, which in turn, 
builds a syntax tree. The syntax tree is quite a low-level construct that reflects the 
structure of the language itself but usually not the semantic meaning of the model. 
A third component may be used to map the syntax tree to the semantic model. 
Most often, a semantic model is provided although in some cases, the syntax tree 
may function as a semantic model as well. In Figure 4, we can see the workflow 
between the components of a multiple-pass parser. 

Consequences Implementing the parser requires knowledge in compiler 
development. 

Based on the chosen algorithm, the code may not explicitly reflect the grammar. 

The parser can handle a wide subset of context-free grammars, the concrete 
limitations of which depend on the particular algorithm. 

Based on the theory of formal languages, the parser can be algorithmically 
efficient. However, there are intermediate data structures used between the 
consecutive passes, which means that building them requires computational time 
and they increase the memory footprint. 
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Figure 4 

A multiple pass parser 

Because of the systematic construction facilitated by the notion of grammar, the 
code is easier to maintain, to extend and to understand. The code may not always 
explicitly reflect the grammar, so the cost increases with future changes. 

The separation of concerns achieved by the decomposition of the parser requires a 
lot of coding efforts and these components are only moderately reusable. 

Implementation The lexical tokens are usually described by a regular language, 
which has limited expressiveness but this still increases abstraction and thus 
facilitates the implementation of the syntactic analyzer. The syntactic analyzer 
works with context-free languages and therefore can capture more aspects of the 
language than the lexical analyzer. In automata theory, context-free languages are 
recognized by push-down automata. It is not surprising that many 
implementations therefore use a stack data structure. A large set of algorithms 
uses a table-driven approach that requires a parsing table, which determines the 
action to take by examining the topmost stack symbol and the current input token. 
Other algorithms use recursive calls to capture a LIFO (Last In First Out) 
behavior, such as the recursive descent parser or the recursive ascent parser [10] 
[11]. 

Known Uses Most hand-written parsers of complex languages use multiple passes 
to simplify parsing and parser generators usually generate code using this 
abstraction. 
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3.4 Common Carrier Syntax (Syntax-Directed Translation) 

Description The language syntax is composed of a limited set of language 
constructs, which makes it possible to reuse an existing parser. The available 
language constructs have a general nature so that a wide range of domain-specific 
languages can be expressed with it. An optional grammar description can further 
limit the syntax. In this context, such optional grammar will be referred to as 
vocabulary or schema. The parser then may have two inputs: the script to be 
processed, and its schema description. 

Motivation The reuse of the fixed set of language constructs also makes the 
toolchain heavily reusable. 

Using more uniform syntaxes among different languages facilitates 
standardization of the syntax and lowers the learning curve for new users. 

The limited set of language constructs can be defined in such a way that facilitates 
efficient parsing. 

Applicability The syntax of the language under design fits into the syntax that 
available common carrier syntaxes provide. This is usually the case when the 
language is read more often than modified. In this case, conciseness, in which 
these syntaxes usually fail, is not such an important aspect. 

Identical or similar carrier syntax is used for other domain-specific languages in 
the environment where the language under construction is being developed. End 
users of the language are already familiar with the carrier syntax, which lowers the 
learning curve of the new language and the existing toolchain can be reused when 
it comes to processing scripts of a new language. 

Structure From an architectural viewpoint, the inner design of the parser is 
irrelevant. It can be considered as a black box that has one or two inputs: the 
optional schema and the language script to parse. Depending on the intent of the 
tool, it may provide rich functionality of processing and transformations or simply 
the minimum required to transform the script into a syntax tree or any other 
language-independent data structure that will reflect how the elements of the 
language script relate to each other. Figure 5 shows how common carrier syntaxes 
are used to process textual scripts. 

Consequences Implementing a language in common carrier syntax is easy; it 
consists of specifying how the previously defined syntax will be used to express 
model elements. This can be done with an informal description or with a schema 
language that places further limitations on the syntax, depending on the 
functionality provided by the underlying common carrier syntax. 

Common carrier syntaxes may sometimes be too verbose, since the fixed elements 
of the syntax add some syntactic noise. This also has a negative effect on the 
readability by humans. The extent of this depends greatly upon the actual common 



G. Kövesdán et al. Architectural Design Patterns for Language Parsers 

 – 50 – 

carrier syntax. This is often unwanted and a more concise and intuitive syntax is 
preferred despite the advantages of using a common carrier syntax. 

 

Figure 5 

A parser of a common carrier syntax 

Languages implemented in common carrier syntaxes are very easy to extend by 
modifying the (implicit or explicit) schema. 

Using a common carrier syntax allows heavily reusing the parser and other tools 
used for language processing. Depending on our choice of the common carrier 
syntax, there may be numerous free and commercial implementations of parsing 
and processing tools. Because of the generality and constant development, these 
tools tend to be quite mature and efficient. Nevertheless, different processing 
libraries may have different APIs and different tools may be invoked with 
different options. This can make it practical to use a build management tool to 
integrate components. If there are good third-party tools available, coding may be 
required only for integration. 

The standardization lowers the learning curve for each actor involved in the 
development and use of the software product under construction. 

Implementation One well-known standard for common carrier syntaxes is the 
eXtensible Markup Language (XML) [12]. It has several schema languages 
available to define the vocabulary of our domain-specific languages, although not 
all of them are supported in each parser. It has a high number of related standards 
that assist in the transformation and processing of XML documents: XSLT [13], 
XPath [14], XQuery [15], and so on. XML is frequently criticized because of its 
verbose syntax, which is not the most convenient to write or read manually 
without specific tooling. On the other hand, its broad support and rich 
functionality make it a stable foundation for domain-specific languages. 

Two possible alternatives to XML are YAML [16] and JSON [17]. Their syntax is 
more concise and they are also standardized. However, they lack the 
accompanying transformation and processing standards, and that highly reduces 
their functionality. They also lack standard means of specifying a schema, 
although there are third-party solutions to define constraints. 
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Known Uses MathML [18] is an application of XML to create a language that can 
describe mathematical formulae. The language itself is defined using the XML 
Document Type Definition (DTD) schema language. Browsers and rendering 
software that support MathML leverage existing XML parser libraries. Although 
the syntax of MathML is quite verbose, the XML nature of it makes it possible to 
simply embed formulae into web pages or to process them with XML tools. 

3.5 Parser Generator (Syntax-Directed Translation) 

Description A parser generator software is used to generate a multiple pass parser 
from the grammar description. The grammar is specified within the own notation 
of the parser generator and this description is used to generate a parser using a 
widely applicable parsing algorithm. Production rules in the grammar can usually 
contain the so-called semantic action routines that are code fragments written in 
the target programming language. These code fragments are generated into the 
output code and are run when a particular language element is recognized. It 
makes possible for the programmer to build a syntax tree or to populate a semantic 
model. 

Motivation The language is complex enough to warrant a syntax-directed parser; 
however, either the development team is not skilled in writing parsers or the 
parser does not need to be highly optimized or customized. Using a parser 
generator, the development time of the parser is usually low. 

Applicability The language can be parsed with the available general parsing 
algorithms and the performance of such a solution will suffice. Also, there are 
available parser generators that suit the requirements or building such is 
affordable. 

Structure The parser generator takes the grammar description, which may contain 
additional information about generation parameters, for example, target 
programming language in which the parser is implemented, the package name in 
case of Java code, and so on. The generator then outputs one or more software 
components that are used to parse scripts and build a syntax tree or a semantic 
model. In Figure 6, we can see a system that uses a parser generator. 

Consequences The build process of the parser is more complex because of the 
code generation step. 

The programmer must write the grammar that provides a higher-level view of the 
language and does not have to deal too much with the lower-level code. One 
exception is writing the semantic action routines if the default parse tree built by 
the generated parser needs to be customized. This lowers the learning curve, limits 
hand-written code and allows for the rapid development of parsers. 
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Semantic action routines are foreign code in the grammar description. Since they 
are factored out from their context, they cannot be properly validated. Besides, 
scattering also makes these code pieces difficult to understand. The overall effect 
of them may not be easily recognized, which can make the development process 
more error-prone and the debug process more difficult. 

The generated code is usually a multiple-pass parser, which means that the 
memory footprint will be high because of the large data structures used in the 
parsing process. 

The parser generator tool is highly reusable. 

 

Figure 6 

A parser system using a parser generator 

Implementation There is a vast diversity among parser generators. They differ in 
the target language(s) they generate, in the grammar notation used to specify the 
syntax and in the particular parsing algorithm they use (which also implies 
different limitations on the syntax). They may generate a lexer or may also 
support the use of a hand-written lexer. Some parser generators generate table-
driven code and fill in parsing tables according to the specified grammar while 
others may generate a recursive algorithm. Some parser generators may also 
support so-called syntactic predicates [19] which are additional notations 
intermixed with the grammar and can control certain parsing-time behavior that 
cannot be inferred from the production rules of the grammar. 

Known Uses ANTLR [20] [21] [22] is one of the most popular parser generator 
tools, which is implemented in Java but can generate parsers in several target 
languages. It generates an LL(*) [23] parser, which is a top-down parser with 
arbitrary look-ahead length, then implements it with a recursive descent approach. 
It handles a wide subset of context-free grammars, although, because of the top-
down nature, it cannot handle left-recursion. 
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3.6 Semantic Mapper Generator (Syntax-directed 

Translation) 

Description Suppose that we already have an appropriate metamodel and we want 
to use a parser generator because of the advantages discussed earlier. Since the 
metamodel is fixed, it is possible to build such a parser generator that also 
generates a tree parser, not just a syntactical analyzer. The grammar has to be 
extended with additional mapping notation that specifies how language constructs 
are mapped to elements of the semantic model. This solution allows us to define 
this mapping at a higher level and to generate code instead of manually 
developing the tree parser. 

Motivation Having a parser that directly outputs a semantic model increases 
abstraction and reduces hand-written code by leveraging generative programming 
[2]. 

Semantic action routines used in parser generators (see Section 3.5) lead to 
scattered code, which is difficult to read and the overall effect is not obvious; 
therefore this is an error-prone technique. Generating a parser that directly 
populates the semantic model overcomes this. 

Applicability The metamodel of the semantic model is known, and there exists a 
tool that can map the language elements directly to the semantic model or, if this 
is not possible, the development of such a tool is an affordable option. 

Structure The semantic mapper generator takes a grammar with semantic 
mapping information. It generates a semantic mapper that goes through the 
parsing process and builds an in-memory semantic model. This model is an 
instance of the used metamodel and also reflects the model information stored in 
the language script. The generated semantic mapper may be a monolithic unit or 
may be implemented as consecutive passes of parsing, like lexical analysis, 
syntactical analysis and tree parsing. The architecture that uses a semantic mapper 
generator is depicted in Figure 7. 

Consequences The build process of the parser is more complex due to the code 
generation step. 

Since the semantic model is built by the generated semantic mapper, there is no 
need for extra programming, such as using semantic action routines. This lowers 
the learning curve, eliminates hand-written code in the parsing phase and allows 
for rapid development of language parsers. 

The generated high-level code may impede customizing finer-grained, inner 
behavior and thus may have an average performance or memory footprint. 

The metamodel used by existing semantic mapper generators may be limiting and 
the alternative, developing a new semantic mapper generator for a custom 
metamodel may lead to (significantly) higher costs. 
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The generated code is usually a multiple-pass parser, resulting in a larger memory 
footprint for the data structures required for parsing. 

The semantic mapper generator tool is highly reusable. 

 

Figure 7 

A parser system using a semantic mapper generator 

Implementation Most consequences listed in Section 3.5 also apply to semantic 
mapper generator. Moreover, the grammar must be extended with extra notations 
that define how language constructs are mapped to the semantic model. Since 
general parsing algorithms build a syntax tree, designing such a notation has to 
practically account for the structure of the parse tree. An intuitive implementation 
idea is used by the Eclipse Xtext [24] project; it maps non-terminals at the left-
hand side of parser rules to entities and uses assignment operators, inside the same 
rules, to assign certain parts of the right-hand side of the rule to properties of the 
same entity. When these assignments refer to a terminal substitution, a property 
with a primitive data type will be inferred or when referring to a non-terminal 
substitution, an association is assumed. 

Known Uses The Eclipse Xtext project can be used to create languages. When the 
language scripts are parsed, it either populates an existing EMF2 [25] model or 
infers a new one. This existing or inferred model will be populated with modeling 
information obtained from the language script. In this case, the known metamodel 
is EMF; all of the entities, properties and associations are mapped to EMF 
constructs, which can later be processed with a wide range of tools that work with 
EMF models. 

                                                           
2  EMF is a metamodeling framework for the Eclipse platform. 



Acta Polytechnica Hungarica Vol. 11, No. 5, 2014 

 – 55 – 

Conclusions 

In this paper, we have provided a catalog of architectural-level design patterns that 
can be used to create parsers of computer languages. This catalog summarizes the 
most important characteristics, motivations and consequences, which can facilitate 
the engineering work with these kinds of software products. The focus has been 
limited to the field of parsing, which is a small but important subset of language- 
and model-processing. Consequently, only architectural-level patterns have been 
included into the pattern catalog. Table 2 summarizes the most important 
characteristics of the discussed patterns. We have also shown actors in the 
industry that are involved in parser development, what their motivations are, and 
how this pattern catalog can help them to achieve their goals. We believe that the 
pattern catalog can greatly assist those involved in the industry. Nevertheless, we 
are also aware that these patterns only help in commencing to design a parser, and 
do not provide information regarding the more specific details concerning 
implementation. Potential future work on design patterns for language parsing and 
modeling could include lower-level best practices in the field of parsing and other 
common subtasks of model-processing. 

Table 2 

A summary of the characteristics of the discussed patterns 
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Abstract: The design of modern robotic devices faces numerous requirements and 
limitations which are related to optimization and robustness. Consequently, these stringent 
requirements have caused improvements in many engineering areas and lead to 
development of new optimization methods which better handle new complex products 
designed for application in industrial robots. One of the newly developed methods used in 
industrial robotics is the concept of a self-contained power device, an Electro-Hydrostatic 
Actuator (EHA). EHA devices were designed with a central idea, to avoid the possible 
drawbacks which were present in other types of actuators that are currently used in robotic 
systems. This paper is a review of the development phases of an EHA device for robotic 
applications. An overview of the advantages and disadvantages related to current EHA 
designs are presented, and finally possible ideas for future developments are suggested. 

Keywords: electro-hydrostatic actuator; hydraulics; robotics 

1 Introduction 

As a scientific area, robotics and its application have achieved a very high level of 
development and are present in almost all human activities. The intention of 
mankind, to assign precise, heavy and dangerous routine and non-routine jobs to 
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machines, has prompted the development of science and engineering, robotics 
included [1-6]. Application of robotics has allowed accurate, precise and highly 
efficient performance of such work tasks, with or without human interference. 

With the aim of performing the designated tasks with utmost efficiency, robotic 
applications should have following characteristics: functional design, optimized 
control unit and adequate power drive unit (an aggregate). Functional design 
pertains to design solutions which allow simple robot control for the most efficient 
realization of tasks (functions). Control units should provide reliable, adjustable 
and efficient control of a robot in any situation. Finally, power a drive unit, using 
one or a combination of energy sources (electric, pneumatic, and hydraulic), is 
tailored to match the given task and operating conditions. In order to achieve 
maximum working performance and avoid drawbacks of classical drive units, 
various authors have contributed to research and development of combined 
robotic drive units [7-13]. One such example is the development of the combined 
electro-hydrostatic drive (EHA – Electro-Hydrostatic Actuator). 

As a self-contained power device [14] the Electro-Hydraulic/Hydrostatic Actuator 
(EHA), was first developed and patented in 1950s to actuate landing gears, wing 
flaps or other movable parts of an aircraft. Generally, the EHA device was 
designed to suit applications in which smaller size and weight-to-power ratio are 
required (for example hand and leg prosthesis, exoskeletons, etc.). Considering the 
advantages and drawbacks of EHA, scientists and engineers have subsequently 
investigated various possibilities to adapt EHA for different applications. 

The goal of this paper is to present an overview of those research papers which 
deal with the application of combined electro-hydrostatic actuators in robotics. 
The combination of various drive types is aimed towards achieving the best 
possible task performance, as well as some other benefits which are difficult to 
attain using conventional drives. The second section of this paper provides an 
overview of important contributions in this area. In the third section presents a 
critical review of the advantages and disadvantages of EHA devices previously 
discussed in the paper and in the last chapter, the conclusions and possibilities of 
further development of EHA units are discussed. 

2 A Review of EHA Development 

Design problems related to current drive systems in robotics are very frequently a 
research focus in the advancement of energy consumption efficiency. Hydraulic 
drives are usually used in a robust robotic applications which perform tasks under 
heavy workloads. However, thanks to the improvements in advanced 
manufacturing technology, the use of hydraulic drives in miniature robotic 
systems is increasing. These new, miniaturized solutions are developed for the 
purpose of maximum efficiency and better exploitation of available resources 
(materials, size, energy, etc.). 
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Power-by-Wire technology was developed for aerospace industry [15] and further 
refined and improved to adapt EHA devices for industrial applications in robotics. 
The integration of hydraulic components which work with electrical components 
that control the hydraulic system, resulted in a number of advantages. Some of 
these were related to improved flexibility during operation, decreased energy use, 
smaller size, higher power-to-mass ratio and improved continuous control of 
operating parameters under high external payloads. Significant technological 
advances in manufacture of hydraulic components along with improved 
integration of embedded systems, lead to new applications of hydraulics in 
robotics. New materials and new manufacturing technologies allowed 
manufacture of miniature hydraulic components, thus saving space and decreasing 
loads on the structure, while designed to sustain large enough forces to perform 
tasks. Beside their tighter tolerances, the miniature components also had a 
minimum oil leakage, provided that assembly was well completed and that 
maintenance was timely. 

Hydraulic system designs, similar to EHA, are used in large and massive robots. 
One such application is the vehicle with adaptive suspension [16-18], which is the 
result of a military scientific project conducted at the University of Ohio during 
the eighties of the twentieth century. Some time later, Bobrow published his paper 
on the development of a hydraulic drive for robotic applications [19]. The paper 
was an attempt to solve the problem which occurs when trying to control high 
torques using a combination of electric motor and gear train transmission. This 
problem was basically caused by friction and backlash [20] (due to present 
clearance between meshed teeth), which is inherent to gear transmission. In case 
when gear train transmission is not present, the torque has to be controlled directly 
by electric motor, with high accuracy. However, high torques are not possible 
without the use of electric motors and power amplifiers (which leads to an 
increased overall dimensions and higher mass) [19]. Moreover, electric motors 
and power amplifiers have unstable efficiency rates in case of short bursts of 
maximum electric motor power. The mentioned friction between gear teeth causes 
not only energy losses, but also material wear. The material wear further causes 
changes in component geometry which has influence on gap increase, decreasing 
the positioning accuracy and precision. 

According to Pastrakuljić [21], power transmission in a hydrostatic system can be 
realized in two ways: by using distribution valves or a variable displacement 
pump. Control by distribution valves is often used in industry but has limited 
flexibility. Pastrakuljić also points out drawback while using single and double-
acting cylinders. The difference in piston surface areas which are under pressure, 
results in the difference in piston rod forces and extension or retraction speeds. 
This problem can be partially solved using a differential distribution valve, whose 
ratio between the cross section areas of branches is proportional to the cross 
section areas ratio of piston with the single-action piston rod [21]. However, 
differential distribution valve solves the problem of piston rod extension or 
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retraction speed, but has no effect on the force. This can be remedied using a 
double piston cylinder, bearing in mind that this solution is not always applicable 
due to spatial restrictions. Another type of power transmission control in a 
hydrostatic system is based on a pump which performs two roles: generates flow 
and controls operation of a hydraulic cylinder or motor. This principle lies behind 
the EHA concept. Simplified, EHA system represents a closed hydraulic circuit 
where the pump is directly connected with the hydraulic cylinder or motor. Within 
such concept, actuator can be controlled in several ways. Fig. 1a) shows the most 
simple type of closed hydrostatic circuit with the installed pump and hydraulic 
motor of constant displacement, with no control of work speed. Figure 1b) shows 
a system with variable displacement hydraulic motor. Therefore, it allows control 
of work speed by varying the displacement of hydraulic motor work chambers 
which is performed by a mechanism installed within the hydraulic motor. 
Illustrated in Fig. 1c) is the case which is most frequently used in practice – it 
features a variable displacement pump and a constant displacement hydraulic 
motor. Fig. 1d) illustrates a system with variable displacement pump and 
hydraulic motor, which provides optimal system adjustment with minimum losses. 
However, the system is very complex to control and therefore rarely used in 
practice. 

 

Figure 1 

Types of hydraulic power transmission in a closed circuit [21] 

An EHA design is based on a closed hydraulic circuit with a built-in bidirectional 
variable-displacement hydraulic pump, powered by an electric motor, and a 
bidirectional constant-displacement hydraulic actuator (cylinder or motor). There 
are two ways to control the pump displacement. The first, standard way of control, 
is to use the pump capable of regulating the volume of work chambers (servo 
pump), such as the axial piston pump with the swash-plate or vane pump and 
radial piston pump with variable eccentricity (distance between rotor and stator 
axes). Another way to control pump displacement is to adjust the number of 
revolutions using drive electric motor (servo motor) [15] (Fig. 2). 

Linear, electrically actuated pump control was used in laboratory tests of EHA 
device, performed by Pastrakuljić [21], Habibi and Goldenberg [22, 23] (Fig. 3). 
The downside of such approach to control is the dead-band which occurs during 
the inversion of electric motor rotation [22]. 
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Figure 2 

Control configuration of EHA system [15] 

The dead-band represents magnitude of voltage or current values, for which the 
electric motor gives no response, and can be compared to backlash of gear 
transmission. In order to alleviate this effect, an adequate electric motor control 
system has been developed. For use in EHA system, Habibi proposes a gear pump 
which, compared to piston pumps, provides a more even flow at the discharge 
duct. 

 

Figure 3 

Scheme of EHA system [21] 

Contribution to the development of EHA concept design for robots, has been 
made by Alfayad et al. [24-26]. His proposal is an answer to the already 
mentioned basic drawbacks of electromechanical, and also hydraulic drives. He 
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points out the drawback which pertains to the lack of centralized supply of 
hydraulic energy. An example of centralized energy supply is CB (Computational 
Brain) humanoid  robot [27] or Big Dog, the quadruped robot developed by 
Boston Dynamics [28]. The basic flaw of the centralized system is that it has to 
satisfy the maximum load requirements of all the hydraulic actuators installed in a 
robot. Even with optimized design solutions of centralized hydraulic aggregates it 
often happens that their overall dimensions and mass are significant. It should be 
noted that control valves for hydraulic actuators also contribute to the increase of 
mass and overall dimensions of design solution. Bearing in mind that the actuators 
are located in robot joints - where they provide required element movements – it is 
necessary to connect them to the central aggregate by pipe line and/or hose line. 
This, in turn, increases the chances of hydraulic losses due to oil leaks or oil flow 
through the pipe line/hose line and the connectors. These unwanted effects are 
further exacerbated when using hydraulic hoses which run through the joints to 
connect actuators with the aggregate [25]. However, their use is required if the 
actuator is at some distance from power unit, and fixed to the element which 
performs movement during robot operation. The discussed flaws have prompted 
the research and development of the novel Integrated Electro-Hydraulic Actuator 
(IEHA) [25, 26]. The idea behind IEHA concept is based on two fundamental 
requirements. The first is to integrate hydraulic components (pump, reservoir, 
electric motor, pressure and position sensors) into a device which occupies small 
space and have bigger ratio power to weight, while the other is to simplify device 
control. 

It has always been the problem to integrate robust and massive hydraulic 
components into sophisticated devices of miniature dimensions. Of course, such 
task can be realized at a high price. Nowadays, thanks to high technological 
development, miniature hydraulic components are a part of standard offer on the 
market, which has significantly reduced component prices. Thus, hydraulic 
components and systems are becoming attractive and are increasingly studied and 
researched within the area of robotics. 

Small-space integration of IEHA components represents the realization of the 
decentralization principle. Owing to decentralization, each joint has its own IEHA 
installed, becoming an autonomous unit controlled by a centralized control 
system. The advantage is in avoiding the use of pipe lines and hose line to connect 
actuators and the aggregate which cancels the leak losses due to flow of work 
fluid through pipes/hoses. Also worth noting is the fact that each IEHA is sized 
according to host joint requirements. This significantly increases the aggregate 
efficiency rate of the system. 

Another important characteristic of the IEHA concept is the simplified control 
process. In contrast to Habibi, Alfayad et al. propose pump displacement control 
by means of a mechanical–hydraulic regulation components built into the pump 
[24]. Evidently, the pump design must be adjusted to accommodate regulation 
components. This significantly simplifies the control of electrical motor drive, 
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considering that the rotor maintains constant number of revolutions. In the 
discussed case, a radial piston pump was used which – using certain (fixed) values 
of eccentricity – achieved flow and output pressure whose relation is shown on the 
diagram (Fig. 4). 

 

Figure 4 

Relation of output flow and pressure values of IEHA for three eccentricity values (E = 0.34; 0.14; 0.07 

mm) [25] 

Experimental test of IEHA includes the lifting of 25 and 38 kg weights at 20 
mm/s, where the cylinder piston is 20 mm in diameter and length of the piston rod 
is 120 mm. The same speed was obtained with both tests [25]. These results show 
potential capabilities of IEHA in terms of power-to-mass, and power-to-volume 
ratio. The specifications and real parameters of the manufactured IEHA prototype 
are given in Table 1. 

Table 1 

IEHA specifications [24] 

Parameter Value Unit 

Size LxWxP 80x40x40 mm 

Weight 1000 g 

Eccentricity ± 0.5 mm 

Number of pistons (N) 20 - 

Rotation speed (ω) 3000 RPM 

Piston radius (Rp) 1.5 mm 

Flow (Q) ± 500 cm3/min 

Pressure (P) 50 - 100 bar 

In order to advance robot interaction with humans and environment, Kargov et al. 
designed a robotic hand prosthesis with hydraulic drive [29, 30]. Although based 
on the use of a centralized hydraulic system, their investigation emphasizes the 
need to miniaturize hydraulic components and points out their efficiency (Fig. 5). 
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In this paper, miniature components were made, enabling the hydraulic system - 
consisting of the pump, reservoir, control valves, electric motor drive and control 
unit - to be built into the natural-size robotic hand prosthesis. Moreover, its 
compact size and functionality allowed maximum performance. 

 

Figure 5 

a) Schematic view of Kargov prosthetic hand; b) Size comparison of hydraulic pump (left); micro-

valve (middle) and microcontroller (right) with a coin; c) Look of prosthetic hand [30] 

Parallel to Kargov's work, Kaminaga et al. experimented with the application of 
electro-hydrostatic actuator on knee-joints and a robotic hand for a humanoid 
robot [31, 32]. The goal of this investigation was to achieve certain degree of 
adaptability of the mechanisms which generate robot movements, in situations 
when the robot interacts with humans or objects within its environment. In order 
to achieve the desired degree of adaptability, which allow the robot to simulate 
human-like reactions, when facing an obstacle. The built-in mechanisms generate 
human movements, with a convenient degree of back-drivability. Failing this 
requirement is liable to cause errors such as the displacement or breakage of the 
encountered object (obstacle), damage to the robot, positioning error, etc. The 
very ability of back-drivability gives the advantage to hydrostatic systems 
compared to their electric counterparts, since they are able to control the direction, 
sense and speed of movement under significant payloads. In confirmation of this 
claim, Fig. 6, shows a comparison between electro- and hydrostatic systems, 
relating their reaction speed, i.e., achievement of power unit per time unit. 
Additionally, the reliability of EHA device could be improved by use of 
vibrotactile force feedback strategy [33]. 

Beside the back-drivability, the paper [31] also points out the principle of 
modularity which facilitates assembly and disassembly of the system, thus 
improving maintenance. 
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Figure 6 

Time/Power and Mass/Power relationship for electrical and hydraulic motors [34] 

Beside the back-drivability, the paper [31] also points out the principle of 
modularity which facilitates assembly and disassembly of the system, thus 
improving maintenance. Specially emphasized, as the advantage of hydraulic 
systems, is the fact, that a pressure increase leads to size reduction of hydraulic 
components, thus, contributing to diminished mass of the overall robot design. 
However, for the design solution proposed in this paper, pressure increase is 
limited due to use of hydraulic hoses. Hydraulic hoses are a flexible connection 
and are used to provide mobility of the hydraulic motor. At the same time, 
hydraulic hoses are a drawback for two primary reasons. Firstly, they are not fixed 
and are therefore potential obstacle to the movable elements during robot 
operation, and secondly, due to work pressure fluctuations, they are susceptible to 
breakage, which results in fluid leakage and pressure drop. Shown in Fig. 7, is a 
scheme of hydraulic system used to motorize robotic hand designed by Kaminaga. 
The hydraulic system of the anthropomorphic robotic hand is fairly simple. It is a 
closed hydraulic circle, which consists of a bidirectional trochoidal pump and 
constant displacement vane motors, one for each finger. To prevent oil deficiency 
and pump cavitations, due to leakage in components, additional oil supply is 
provided by the charge (or fill-in) pump. 

 

Figure 7 

Anthropomorphic hand hydraulic scheme [31] 
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In addition to pumps and motors, each closed hydraulic circuit has two pressure 
limiting valves (security valves). These valves react to unexpected work load 
(pressure) spikes in the discharge duct, which occur, for example, when a robot 
confronts an obstacle. According to practical experience, the pressure limiting 
valves are set to the value 10% higher than the maximum work pressure. 
Actuators' work speeds are controlled by a pump regulator device or drive electric 
motor whose direction and speed of rotation are adjusted to the pre-set and 
measured values of pressure, force and speed. 

The similar design of electro-hydrostatic actuator, as shown in Fig. 7, was used for 
the knee power augmenting [35-37] to improve physical strength of a human, 
requiring less skills for effective operation (Fig. 8). 

 

Figure 8 

a) Knee power assist with EHA; b) Hydraulic motor; c) Hydraulic pump unit [35] 

To decrease weight of device, instead of charge pump, in this installation was used 
pressurized accumulator to prevent oil deficiency and pump cavitation. Also in 
[36] was proposed use of developed low- impedance controller, which combines 
inertia scaling and disturbance observer based friction compensation. The 
controller have a task to compensate pump friction or pressure loss due to fluid 
friction that occurs in hoses. Specifications for actuator used in [35-37] are given 
in Table 2. 

Table 2 

EHA specifications [35] 

Parameter Value Unit 

Oil viscosity 100 cSt 

Weight 1124 g 

Pump displacement 0.36 cm3/min 

Motor displacement 24 cm3/min 
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Maximum speed of motor (ω) 55 RPM 

Maximum torque of motor (M) 30 at 10 rpm Nm 

Maximum operating pressure (p) 46 bar 

Testing results of the power augmenting device show that the energy consumption 
of operator was reduced by 25% [36]. 

To improve back-drivability of an EHA and reduction of friction between sliding 
mechanical components of the pump, Kaminaga [38, 39] proposed use of viscous 
screw pump (Fig. 9), that transfers mechanical kinetic energy to fluid kinetic 
energy with viscous friction of the fluid. Screw pumps have some advantages over 
gear, vane and piston pumps such as small friction, high speed operation and very 
small pressure and flow pulsations. This is important in order to achieve smooth 
force control. 

 

Figure 9 

Outlook and cross section of developed screw pump design [38] 

Evaluation of the developed screw pump performance is shown in Fig. 10. 
Linearity is present between the flow rate and pressure changes for each applied 
torque. 

 

Figure 10 

Result of pressure-flow rate characteristics evaluation. LS fit shows the lines fit with least-square 

method [38] 

The presented mechanical design of the screw pump prototype achieved 
maximum discharge pressure of 12 bar and maximum flow rate of 3 cm3/min. 
Also, the screw pump achieved 30% reduction of the pulsation against the 
trochoid pump in the worst case, while the total back-driving torque was one third 
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that of the case with the trochoid pump, which significantly improved efficacy and 
back-drivability of EHA. Design parameters of the screw pump are shown in 
Table 3. 

Table 3 

Screw pump specifications [38] 

Parameter Value Unit 

Oil viscosity 100 cSt 

Axial screw length (lt) 62 mm 

Bore diameter (dt) 28 mm 

Groove width (wc) 9 mm 

Groove depth (hc) 0.5 mm 

Ridge width (wb) 1 mm 

Screw-sleeve gap (hg) 15 μm 

Number of helices (nt) 3 - 

Reduction before pump 2 - 

Authors of this paper think that, implementation of condition monitoring in 
hydraulic systems, such as EHA/IEHA for robotics can significantly increase 
reliability and safety, and decrease maintenance costs. As the result of his 
investigation, Chinnah [40] developed an approach to monitoring relevant 
parameters using extended Kalman filter in order to increase reliability and 
efficiency of EHA devices. More precisely, he monitored two important 
parameters – bulk modulus and viscosity modulus, and their influence on EHA 
performance. The reduction of effective bulk modulus, as the result of the air in 
work fluid, significantly affects the response speed of EHA device, which reduces 
its stability in operation. On the other hand, the change in viscosity modulus 
indicates fluid contamination, sealant wear and/or wear of functional surfaces on 
components, which also impacts EHA operating efficiency. Sampson [41] also 
contributed to the development and improvement of EHA robot devices by 
investigating the possibility to achieve high positioning accuracy, which is 
measured on a nano scale. He employed fuzzy logic to provide control of 
positioning accuracy regardless of the magnitude of work forces and lengths of 
working strokes, taking into consideration Coulomb friction. The EHA control 
model was also advanced by contribution of Lin [42], who worked on the 
development of a controller which considers both the influence of friction and 
other non-linear parameters. 

3 Advantages and disadvantages of EHA/IEHA units 

From the presented research, summarized in this literature review, it is evident 
that researchers have put significant effort into investigation and development of 
novel actuator devices in robotic systems. A focus was placed on analysis of 
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previous research related to the development of a hybrid solution of actuator 
which yields high operating performance and meets numerous requirements of 
robotic systems users from various domains – robotic prosthesis for human limbs, 
humanoid robots, military applications, etc. 

Although electric motors are reliable, compact and controllable, they suffer from 
deficiencies which render them incomplete despite the fact that they are the most 
frequently used actuators for robotic applications. Owing to their favorable 
features, hybrid (combined) electro-hydrostatic actuators can compensate for those 
deficiencies. Application of EHA/IEHA eliminate two important deficiencies: 
backlash (which are the result of tolerances of nominal dimensions and in-service 
wear of components used for power transmission – gear trains) and the small 
power-to-mass ratio. 

EHA/IEHA unifies a number of characteristics which meet requirements of 
modern robotic systems. According to laboratory tests reported by previously 
mentioned authors, EHA/IEHA successfully meets requirements such as: 
accuracy, precision, simple control, ability to integrate, modularity, flexibility, 
compactness, energy efficiency, small mass, continuous control of rotation 
direction under high payloads, etc. 

The concept of EHA/IEHA application requires that every joint or movable 
component has its own self-contained drive unit, which allows its independent 
operation even in case when some of the joints' drives fail (according to the 
principle of decentralization). This is not achievable with the centralized hydraulic 
aggregate, where, in case of its failure, the hydraulic system is out of service. 
Decentralization principle is also beneficial to maintenance. It is simpler and 
faster to replace a compact device installed within a joint, than to replace a 
complete central aggregate. One of the main drawbacks of the conventional 
hydraulic systems is that they rely on the central hydraulic aggregate. The central 
aggregate consists of one or more hydraulic pumps, which are actuated by one or 
several electric motors (or internal combustion engine, in case of a mobile 
application), and a spacious reservoir filled with hydraulic oil. The pump, electric 
motor and reservoir must be sized to meet requirements of all the actuators 
installed within robotic application. On the down side, this contributes to increase 
of robot design overall dimensions and mass. 

The drawback of hydraulics, mentioned in reference [22], is variable pressure, 
which significantly affects accuracy and precision of robot operation. In addition 
to positioning accuracy, this phenomenon can affect the durability of individual 
components, e.g., hydraulic hoses. Pressure oscillations can lead to premature 
failure of hydraulic hoses. Such fluctuations can never be entirely eliminated, but 
certain contemporary solutions can greatly alleviate the problem. Available 
solutions include application of accumulator, Helmholz resonator, adaptive hydro-
pneumatic pulsation damper, etc. [43-45]. 
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One of the often considered drawbacks related to hydraulic components, are the 
internal and external fluid leaks. Internal fluid leak means oil flow from high- to 
low pressure zone (within components), while the external leak occurs outside the 
system, into environment. Increased presence of leaks affects total efficiency rate 
of individual hydraulic components, and the entire system. Hydraulic oil leaks 
increase either due to increase of the clearance between component work 
elements, or due to lower viscosity of hydraulic oil. Although modern seals are 
made of advanced materials - while the tolerances are ever tighter, either as the 
result of miniature hydraulic components, or increased accuracy and precision - 
friction is always present during operation as the result of the wear of contact 
surfaces. This increases clearances, and promotes oil leaks. The wear process, 
resulting in energy dissipation, depends on operating conditions, contact pairs 
materials, level of oil contamination, etc., but is certainly smaller than that in a 
case of mechanical transmission (gear train, friction pairs, levers, etc.). 

An important detail also worth noting, in the authors' opinion, is that IEHA system 
[25] lacks a pressure limiting valve. The pressure limiting valve protects the 
system from overstepping the maximum allowed work pressure. Instead of 
pressure limiting valve, the system is equipped with sensors which define its 
operation, react to external influences, sending signals to control unit which 
decreases or increases pump capacity (indirectly regulating the pressure) by 
regulating eccentricity. This means that, when a disturbance in system operation 
occurs, the sensors should register pressure increase, and adequately regulate 
pump operation. Therefore, pressure increase and its regulation depend on the 
operation of sensors, central control unit, and pump. This is questionable in terms 
of control reliability, since it depends on more components than the solution 
which relies on the pressure limiting valve which directly regulates emerging 
disturbances. 

The micro-pump for IEHA has complex design, especially if manufacturing 
tolerances are very tight, nearing those of the servo and proportional components 
(from 1 to 5 μm), which requires high quality surface finish and increases 
manufacturing costs. Complex design and high quality surface finish demand 
greater attention to component maintenance in general, with primary focus on the 
maintenance and conditioning of the energy medium, i.e., work fluid. Due to fluid 
contamination with particles, different wear mechanisms occur which most often 
contribute to failures of hydraulic systems. It is important to note that, due to the 
wear, system components become an internal source of fluid contamination. This 
contamination also leads to change in oil characteristics, especially the viscosity, 
which is crucial for hydraulic system operation. As a result of large amounts of 
contaminants present in the working fluid, there is another problem, which is the 
accumulation of impurities in the gaps between working elements of hydraulic 
components that causes failures in the form of three types of blockages - 
mechanical, physical-chemical, and thermal [46]. None of the reviewed papers 
provided the data on work fluids used by their systems. However, regardless of 
that, knowing that the clearances between movable and fixed work elements of 
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these micro components are on the same order of magnitude as servo-hydraulic 
components, one can recommend ISO 16/14/11 (NAS 6) oil purity class for 
EHA/IEHA, according to manufacturers of servo-hydraulic components [47]. This 
purity class requires built-in filters, which separate the mentioned impurities of 
external or internal origin from the fluid, thus maintaining the nominal service life 
of hydraulic components and fluid, while maintaining flawless system operation. 
It is also important to know the location of filter within the system, due to possible 
problem with cavitations and insufficient oil in-flow which can occur when the 
filter is placed at the suction branch. 

In comparison to conventional hydraulic systems, the advantage of IEHA device 
lies in the fact that it is fixed on an actuator (i.e., joint), minimizing the 
unnecessary losses in fluid energy transfer through pipe lines and hose lines. 
Moreover, IEHA devices prevent potential hose line entanglement hazard during 
robot operation, which could otherwise lead to reduced hose cross section, 
resulting in pressure bursts and hydraulic surges. The use of EHA/IEHA also 
increases system's dynamic ability and reduces the number of potential locations 
where the external oil leaks are likely to appear. The application of EHA/IEHA in 
conjunction with symmetrical hydraulic cylinders and a bidirectional hydraulic 
motor, eliminates the need for flow valve or distributor valves, since flow 
direction and pump capacity are regulated by the integrated pump micro-valve. 
Another advantage of this device is the compact assembly of miniaturized 
hydraulic components with small overall dimensions and a very good ability of 
integration. Reduced overall dimensions contribute to space efficiency and lower 
mass of the resulting system in which EHA/IEHA is installed. 

There are some additional proposals which are not directly related to the EHA 
problem, but could be used to improve functionality of EHA or IEHA. Precup et 
al., proposed a new design method for 2-DOF controllers that can be used to 
improve control simplicity at a low cost, particularly in industrial applications 
[48]. The development of controllers which take into account the dynamics of the 
entire robotic system, including interaction effects with environment such as 
slipping, rolling, resistance, etc. [49, 50] must also be considered. Heron and 
Huges [51] developed a novel contaminant monitoring scheme to examine the 
cleanliness level of fluid in a hydraulic system, for in the presence of solid 
contaminants in the fluid, the friction between working elements of hydraulic 
components increases and the system operates in the critical zone. Crowther et al. 
[52] built a neural network model for a hydraulic actuation system, investigating 
the lack of supply pressure, internal leakage in the actuator, and dynamic friction 
load. Skormin and Apone [53] developed a failure prediction procedure, detecting 
and utilizing trends exhibited by parameter estimation. The investigated faults 
included the leakage of the hydraulic pumps. Gaspar et al., proposed an observer-
based prediction control [54] which can be used to predict critical values in 
advance using a short time interval. Petra et al. successfully implemented the 
neural network solution [55] which provide good accuracy and reduce the high 
demand for computational resources. 
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Conclusions 

It is certain that the development of robotics is dependant upon the development 
of other related scientific and engineering areas. Hydraulics has definitely proven 
its worth in robotic applications, by yielding positive results in numerous 
laboratory experiments with EHA devices. These encouraging results further 
emphasize the need for constant research and development of hydraulic systems 
and components, and their modification to meet the requirements of various 
robotic applications. 

As stated above, it can be noted that the EHA/IEHA devices have perspective in 
the field of robotics. As mentioned in Chapter 3, there are many ways to improve 
EHA/IEHA devices by implementing hardware and software solutions in order to: 
eliminate pulsations of pressure and flow, compensate positioning errors, simplify 
device installation, simplify equipment maintenance, improve accuracy, improve 
energy efficiency, etc. 

Considering the application of hydraulics in robotics, it is certain that further 
research efforts shall be directed towards: 

- Improving innovative design of hydraulic components used in the EHA and 
IEHA systems including miniaturization of hydraulic components and 
systems and developing ability to integrate hydraulic systems for robotic 
applications, 

- Development of control systems for combined electro-hydraulic-mechanical 
actuators, 

- Development of observer-based algorithms to predict critical parameters and 
improve time response of actuator, 

- Development of procedures for the maintenance and preventive maintenance 
of miniature hydraulic systems, 

- Development of power sources for electric motors in the form of miniature, 
large capacity batteries to enable long-term performance of EHA/IEHA 
systems in mobile applications. 
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Abstract: In invasive radiology, X-ray imaging is used in both tracking the delivery system 
and assisting in correct positioning of stents. Until now there has been no objective and 
quantitative scale of X-ray visibility which is also known as radiopacity. There is a clear 
need from the part of interventional cardiologists for a quantitative in vitro evaluation 
method with which X-ray visibility can be graded repeatably, objectively, in a validated 
form across a wide range of fields. Therefore the development of the presented quantitative 
evaluation approach was decided in order to unambiguously classify the radiopacity of 
given cardiovascular implants under given in vitro imaging conditions. In this work the 
relative X-ray visibility index (XVR), which expresses the visibility of the stent compared to 
the background and the method for determining the value of this index, is introduced. The 
XVR index is related to a simple quantification method based on image analysis of X-ray 
images of stents. Nevertheless, this stent radiopacity quantification method can also be 
used in a wide range of clinical contexts. 

Keywords: stent; visibility; radiopacity; X-ray microscopy; image analysis 
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1 Introduction 

Invasive coronary angiography and percutaneous coronary angioplasty are the 
most important clinical processes for the assessment and therapy of coronary ar-
tery stenoses. In the revascularization process a high-resolution X-ray fluoroscope 
helps the interventional cardiologists to control the position of the stent. As bio-
medical product, stents have many important and strictly evaluated technical char-
acteristics which form the basis of their comparison when choosing in the market. 
For these reasons the X-ray visibility is one of the most important functional prop-
erties of the stents [1, 2, 3]. 

Satisfactory X-ray visibility – which property is often called as “radiopacity” and 
sometimes as “radiovisibility” [4] or “radiodensity” – relies on a certain level of 
X-ray attenuation caused by the material of the stent. As a simple definition, radi-
opacity of a medical device or implant is the ability to absorb X-rays or reduce 
their permeation [5]. The attribute “radiopaque” is used to describe the ability of a 
substance to absorb X-rays and appear opaque (white) on radiographs [6]. Without 
a satisfactory visibility, the interventional cardiologists cannot oversee the location 
of the stent and its positioning into the stenosed artery precisely on the display of 
X-ray fluoroscope. 

Whereas a standard exists [7] proposing a method for determination of the visibil-
ity of catheters, the ISO 25539-2:2008 standard [8] for vascular stents does not 
specify the precise test protocol. Because of this, assessment tests for classifying 
the visibility are carried out in numerous ways, but both stent producers and end-
users use nowadays generally a subjective classification such as “good”, “very 
good”, “excellent”, “average”, “poor”, “low”, “high”, etc. [9, 10]. An often used 
method is to characterize X-ray images by their average greyscale level on a 256 
level scale. A stent or stent system is evaluated by the difference between the 
greyscale value of the stent and that of the surrounding area in the picture. [11, 
12]. Another evaluation of stents or stent markers is possible by using a “graphic 
depiction” of marking on the radiograph [13] even more automatically in the 
fluoroscopy images [14, 15]. 

Elements that have high density and high atomic number, such as Pt, Ir, Ta, Nb, 
Pd, W, Mo strongly enhance the radiopacity compared to Fe, Cr, Ni, Co. This ef-
fect is used for example in case of Taxus Element Stent (37Fe-33Pt-18Cr-9Ni-
2,6Mo), whiches thinner struts do not cause a reduction in stent visibility. Similar-
ly, an excellent radiographic visibility characterizes the Wallstent; it consists of 
round wire struts of Co-Cr alloy but the composite wire has an inner core of Pt 
[16]. 

Comparing titanium, Ti–50Ta, Ti–45Ta–5Ir [17] and Nb-based alloys [18, 19] 
were found much more radiopaque. The producer of the ZoMaxx Stent developed 
a layered composite, in which the inner tantalum layer significantly improves ra-
diopacity of the thin stent struts [20]. In order to improve the radiopacity the ends 
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of some stents are coated with gold markers [21] and dysprosium markers for vis-
ualizing the catheters [22]. 

There are many other works in which the authors evaluate the visibility of stents 
produced of Nitinol [23, 24, 25, 26], Co-Cr, Co-Pt, 316L [27, 28] and magnesium 
[29] but not having a clear quantitative method, the results remain inaccurate. 

Some research is based on multi-slice computer tomography [30, 31]. The aim of 
these studies in the beginning was to investigate the stent expansion process, [32] 
afterwards to define the “stent lumen visibility” at in vitro conditions [33] or after 
the insertion of the stent [34, 35, 36, 37, 38]. CT scans were valued on a four or 
five-degree scale from “excellent” to “not gradable”, etc. [39]. The drawback of 
this type of classification is that removal of subjective elements from the evalua-
tion is not possible. 

More different interpretations of term visibility have appeared applied in connec-
tion with invasive radiology: “stent visibility rate” was defined as the proportion 
of visible and the total length of the stent at the CT imaging [40], and “visibility-
index” was generated from geometric data coming from quantitative coronary 
analysis (QCA) and IVUS-data [41]. A formula was described to provide a quanti-
tative measure of the contrast between an object and the surrounding background. 
Different aspects of the imaging of a coronary stent were analyzed and it was stat-
ed that the general condition for X-ray visibility an object must fulfill, is to pro-
vide a level of contrast within the area where it is projected which is sufficient to 
be detected above the noise level of the image [42]. All these above summarized 
research could not result in such method, neither for the producers and nor for the 
end-users, which makes quantitative determination of stent visibility possible sim-
ilarly to other functional parameters of stents (i.e. recoil, radial strength, metallic 
surface area, etc.). 

There is a clear need for a quantitative evaluation method to grade X-ray visibility 
of stents, and to compare the different types quantitatively. It should be easily rep-
licable, defined on an objective numerical scale, usable in a wide range of fields, 
and standardized to the point where it can be routinely applied in measuring X-ray 
visibility. The objective of this work was the elaboration of an in vitro method 
which meets each of the following conditions among the needs: objectively char-
acterizes X-ray visibility, gives a quantitative result and permits comparing differ-
ent sizes, materials and types of stents. 

2 Method for Imaging the Stent 

The new in vitro method for quantification of the visibility will be presented in the 
followings through the example of two coronary stents. One of them is a CoStar 
(2.5×18 mm) stent, the other one is a PRO-Kinetic (3.0×15 mm) stent; both are 
made of ASTM F 90 standard specified L-605 type Co-Cr alloy. 



J. Dobránszky et al. New Method for Evaluating the Visibility of Coronary Stents 

 – 84 – 

The first step of the in vitro quantification method is to obtain an X-ray microsco-
py (XRM) image of the stent preferably with the same voltage and cathode heat-
ing parameters as in clinical practice. For this a Dage XiDAT XD6600 type X-ray 
microscope was used. The three test values of cathode heating were 800, 1000 and 
1200 mW, but the accelerating voltage was fixed at 90 kV in each case. 

Using these X-ray imaging parameters, images were obtained in which the con-
trast and middle-tone values differ; two XRM images are shown in Fig. 1 taken 
after balloon expansion of stents. It is also noticeable that in XRM images there 
are perceptibly different tones at image points in the background. 

The X-ray detector renders the cylindrical, lattice-like structure of the implant as a 
flat projection. The XRM images obtained in this way vary apparently along dif-
ferent imaging parameters applied, or locate the metallic strut of the stent in a ran-
dom position as Fig. 2 shows. In the nine XRM images the same section of one 
stent is visible rotated into three distinct random orientations around its axis. 

These effects will be discussed in a further paper based on the work of a corre-
sponding PhD thesis [43], because it is obvious that all different positions and dif-
ferent cathode-heating levels can strongly increase the error of subjective evalua-
tion. Therefore it is needed for a long time to find a solution for the quantitative 
determination of visibility without errors caused by subjective evaluation. 

Apart from the XRM images of the stent, it is necessary for further analysis to 
have an XRM image of the empty background which image is obtained with abso-
lutely identical parameters. 

 

Figure 1 

X-ray microscopic image of the examined CoStar stent (a) and PRO-Kinetic stent (b); 

(as an example; the imaging parameters are intentionally different) 
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Figure 2 

Visibility window on the stent XRM image is defined as the rectangle, which has one side the length of 

the stent and the other side twice the width (diameter) of the stent; the centred stent is enclosed by the 

dotted rectangle; these image were taken at 90 kV tube voltage and 1200 mW cathode heating 

3 Method for Evaluating the XRM Images 

In order to overlay the two XRM images – the one with the stent and the other im-
age of only the background – an equally dimensioned and identically positioned 
so-called visibility window must be defined to line up and match the two images 
precisely. The image elements in terms of visibility will be interpreted in this win-
dow. When setting the dimensions of the visibility window medical experience 
and to the fact that visibility in every case strongly depends on the surrounding 
area and background must be taken into consideration. Fig. 3 helps to survey the 
definition and construction of visibility window for the CoStar stent. 

The visibility window is defined by sides a  and b  hence for the area abA  equa-

tions (1), (2), and (3) have the following values: 

La   (1) 

2
2

D
Db 

 (2) 

abS AA 2
 (3) 

where L  is the length and D  is the diameter of the stent in its expanded state, SA  

is the surrounded area of the projection of the stent, and abA  is the area of the vis-

ibility window. In the next step the visibility windows must be analyzed as an 8-
bit, grayscale image since this is the picture format the interventional cardiologists 
see in practice. 
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Figure 3 

XRM images of two rings of a complete CoStar stent in three random rotated orientations,  

and three levels of cathode heating (at 90 kV tube voltages) 

4 Results: Properties of the Visibility Windows 

In the interests of defining a quantitative visibility parameter the distribution of 
number of pixels (N) of the visibility window must be analyzed according to the 
grayscale level (G). The values G = 0 and G = 255 correspond to the black and 
white color respectively. Fig. 4 and Fig. 5 show the grayscale histograms of visi-
bility windows; that for the data points when the image contains the stent,  GNS , 

and that for the data points when the image does not contain it,  GNB . 

The grayscale histogram of the stent-containing visibility window always shows a 
large interval in the dark pixels’ region; the dark pixels’ interval 

MINBGG   is 

started at the darkest point of the background’s grayscale histogram (
MINBG  = 

168 in Fig. 4 and Fig. 5). The area under the curve is proportional to the X-ray ab-
sorption of the stent, thus to the visibility, so it would be practical to define a visi-
bility parameter which clearly reflects this simple regularity. Moreover, similar 
grey-scale image based segmentation method was elaborated for analysis of the 
captured images of printed, folded-gathered substrates or spectrograms [44, 45]. 
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Figure 4 

Grayscale histograms (distribution of the pixels) of XRM images of the visibility windows  

for CoStar stent 

 

Figure 5 

X-ray microscopic image of the examined CoStar stent (a) and PRO-Kinetic stent (b) 

Let  GUS  and  GUB  be the visibility functions obtained by integration of the 

histogram of the stent containing and the empty visibility window,  GNS  

and  GNB . The integrals of the grayscale histograms match the shaded areas un-

der the two respective curves. The two integrals are given in equations (4) and (5), 
and the integral functions for the two examined stents are shown in Fig. 6 and 
Fig. 7. 

   
HG

LG

GGΝGU dSS  (4) 

   
HG

LG

GGΝGU dBB  (5) 
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Where  GNS  is the grayscale histogram function of the visibility window con-

taining the stent,  GNB  is the same of the background.  GUS  and  GUB  re-

spectively are the two integrals, so-called visibility functions. The limits 0LG  

and 255HG  are the respective boundary conditions, according to the extreme 

values of grayscale level. 

In the first developing phase of this visibility quantification method, the grayscale 
histograms were produced by using the image analyzer software, Image-Pro Plus, 
and the numerical integrations were carried out by using the software Microcal 
Origin. Parallel to the validation, improvement and large-scale application of this 
method, customized software was also developed which ensures to evaluate even 
a huge number of XRM images easily and quickly. 

 

Figure 6 

Visibility functions and areas under the curve of the stent-containing and the wide visibility window 

for CoStar stent 

 

Figure 7 

Visibility functions and areas under the curve of the stent-containing and the wide visibility window 

for PRO-Kinetic stent 
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5 Discussion: Computing the X-Ray Visibility 

Figure 6 shows the two visibility functions: one for data from the visibility win-
dow containing only the background (empty), the other for data from the visibility 
window containing the background and the stent. The two visibility windows con-
tain some image points with identical numerical values, and in fact the maximums 
of the two visibility functions are necessarily identical. 

As a dimensionless index, let us introduce, the relative X-ray visibility index, 

RXV , which expresses the visibility of the stent in comparison to the background 

within the visibility window. This is a proportional measure expressing the visibil-
ity of the stent as a percentage of the visibility of the background. From the ratio 
between the areas under the curve of the two visibility functions, the relative visi-
bility index, RXV , is defined by the following equation (6): 
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where S  and B  express the visibility number, respectively for the stent con-

taining and for the empty visibility window, on the basis of the 8-bit, grayscale 
XRM image. Equation (6) above derives these two terms from an expression for 
the double integral of the grayscale histogram of the XRM image. 

The RXV  index defined this way characterizes the X-ray visibility of the stent it-

self under given X-ray microscopy imaging conditions. This parameter is suitable 
for quantitative evaluation and comparison of the visibility of different stents – 
which differ in type, material, diameter or length – in which identical scanning 
conditions must be ensured. For the two stents which were shown as examples, the 
following XVR values were determined: 29.52% for the CoStar stent, and 20.15% 
for the PRO-Kinetic stent. 

Between identical scanning conditions the relative visibility index excellently de-
scribes even quite small differences in visibility. In place of subjective evaluations 
or scales used earlier, a quantitative method and parameter which accurately ranks 
subtle deviations was developed based on objective measurements. 

Conclusions 

In the course of this study, a new in vitro method of measurement for the charac-
terization of visibility (radiopacity) of stents was elaborated which objectively de-
scribes X-ray visibility providing quantitative results suitable for comparison of 
stents or catheters, guide-wires, markers and other cardiovascular devices. This 
objective, numerical index is suitable for routine use in evaluating radiopacity, as 
an in vitro method. 
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In clinical practice the elaborated method is suitable for assessing visibility pa-
rameters using 8-bit, grayscale X-ray microscopy (XRM) images. 

The relative X-ray visibility index, RXV , which characterizes the stent radiopacity 

under given X-ray microscopy conditions was introduced . This index is very ef-
fective for quantitative evaluation of the visibility of different stents – which differ 
in type, material, diameter or length – when identical scanning conditions are en-
sured. 

Moreover, the principle and the calculation method of the relative X-ray visibility 
index are easily adaptable for the quantitative evaluation of X-ray angiograms and 
their improving algorithms. 

Instead of the previously mentioned subjective evaluations or scales, the elaborat-
ed method has defined a quantitative feature which is based on objective data; 
consequently it permits precise ranking of subtle deviations. 
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Abstract: In this study, optimal engine performance and pollutant emission conditions are 
investigated by using Taguchi Design Methods. Orthogonal arrays of Taguchi, the signal-
to-noise (S/N) ratio and the analysis of variance (ANOVA) were employed to find the 
optimal levels and to analyze the effect of the operation conditions on performance and 
emission values. The parameters and their levels are engine speeds at 1200, 1600, 2000 
and 2400 rpm, steam ratios of 0, 10, 20 and 30% and EGR ratios of 0, 10, 20 and 30%. 
Confirmation tests with the optimal levels of engine parameters were carried out in order 
to illustrate the effectiveness of the Taguchi optimization method. While steam and EGR 
ratios are found effective on emission parameters, significance levels for these parameters 
have been found low for effective power and torque. It was thus shown that the Taguchi 
method is suitable to solve the problems of performance and emissions for diesel engines. 

Keywords: Taguchi Method; Diesel Engine; Pollutant Emissions; EGR; Steam 

1 Introduction 

With the growing awareness of environmental hazards, one of the most stringent 
problems that engineers and engine designers have encountered, in the process of 
diesel engine development, is the control and reduction of pollutant emissions to 
acceptable levels, as limited by relevant regulations. The emission rights applying 
to the relevant period are distributed amongst the actors of this market, keeping in 
mind that the permitted emission level should be gradually decreased from period 
to period by each actor [1]. Thus, ongoing developments in diesel emission 
control technologies are required to meet future emission regulations. 
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There are various methods for controlling NOx emissions in the open literature. 
Nowadays, the topics touching on water injection have become widely used 
methods to reduce NOx emissions [2-5]. Water can be supplied to the engine as a 
direct injection, water/fuel emulsification [6], hot water fumigation and steam 
injection. Alahmer et al. investigated the effect of emulsified diesel fuel and found 
that while improving NOx emissions, specific fuel consumption (SFC) increases 
[7]. Tauzi et al. analyzed the water injection into inlet manifold and observed that 
NOx emissions reduce significantly while increasing CO emissions with the raise 
of dilution ratio and SFC [8]. Ishida et al. investigated port water injection 
(fumigation) into diesel engine and observed that NOx emissions reduce about 
50% [9]. Parlak et al. studied water injection in the form of steam phase into 
intake manifold and revealed that NOx emissions and SFC reduce effective power 
and torque increase with electronically controlled steam injection system [10]. 

EGR is another method for NOx reduction [11-15]. Haşimoğlu et al. examined the 
effects of EGR on diesel engine and found that although NOx emissions reduced 
considerably, smoke emissions and SFC deteriorated [16]. Mani et al. investigated 
the effect of cooled EGR using 100% waste plastic oil on diesel engine and 
observed that NOx, CO, CO2 and smoke emissions decrease with the increase of 
EGR rate [17]. 

Although the NOx reduction rate with steam injection is reached up to 33% at full 
load condition, NOx can be decreased further by using EGR+steam injection 
combination. Kökkülünk [18] studied the effects of steam injected diesel engine 
with EGR on performance and emission parameters. However, there is a need to 
optimize the parameters considering engine performance and pollutant emissions. 
In this study, Taguchi methods are used in optimization of the factors affecting 
engine performance and emissions of EGR application on steam-injected diesel 
engine. In the experimental design; torque, effective power, SFC and emissions 
(NOx, CO, CO2 and HC) are chosen as parameters and engine speed, EGR and 
steam ratio as factors. The conditions which maximize the torque and effective 
power and minimize the SFC and emissions were investigated. 

2 Materials and Methods 

2.1 Experimental Details 

The experiments were carried out with a single cylinder, naturally aspirated, four-
stroke Diesel engine. The engine specifications and experimental set-up are shown 
in Table 1 and Figure 1, respectively [19, 20]. 
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Table 1 

Engine specifications 

Engine Type Super Star 
Bore [mm] 108 

Stroke [mm] 100 

Cylinder Number 1 

Stroke Volume [dm3] 0.92 

Power, 1500 rpm, [kW] 13 

Injection pressure [bar] 175 

Injection timing [Crank Angle] 35 

Compression ratio 17:1 

Maximum speed [rpm] 2500 

Cooling Water 

Injection Direct Injection 

 
Figure 1 

Experimental set-up 

In order to measure brake torque, the engine is coupled with a hydraulic type 
dynamometer of 50 kW absorbing capacity using an “S” type load cell with the 
precision of 0.1 N. MRU Spectra 1600 L type and Bilsa Mod gas analyzers were 
used so as to measure exhaust gases [19, 20]. 

99% purity Linde Gas brand CO2 gas was used for EGR application so as to the 
most compound in exhaust gases and to calibrate EGR ratio. Method of Needham 
et al. [21] was used in order to determine the amount of CO2 gas. EGR percentage 
is: 

2(int ake_ manifold) 2(surroundings)

2(exhaust _ manifold)

CO CO
EGR(%) x100

CO


            (1) 
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Where CO2(surroundings) is the reference CO2 percentage in surroundings. In this 
study, this value was neglected owing to being 0.03% in the literature [22]. EGR 
ratios were determined with a volume ratio of CO2 value. 

Experiments were done at the variable speeds 1200, 1600, 2000, and 2400 rpm at 
full load conditions. In the experiments, 0, 10, 20 and 30% steam and EGR ratios 
were carried out. The experiments were repeated for each steam and EGR ratio 
while performance and emission values were compared with those of a standard 
diesel. 

2.2 Taguchi Design Method 

In the literature, various studies have been conducted for optimizing parameters 
with Taguchi Design Method. Among them, Saravanan et al. investigated the 
effects of EGR rate, fuel injection timing and pressure in controlling NOx 
emission of diesel engine and experiments were designed as per Taguchi’s L9 
orthogonal array [23]. Ganapathy et al. analyzed thermodynamic model of 
Jatropha biodiesel fuelled engine by means of Taguchi method to assess the 
optimum engine design and operating parameters [24]. Parlak et al. studied the 
factors affecting emissions of a diesel engine fuelled tobacco oil seed methyl ester 
with Taguchi approach [25]. Win et al. investigated the effects of static injection 
timing, nozzle/valve opening pressure, nozzle tip protrusion, number of holes, 
plunger diameter, load torque, nozzle hole diameter, and engine speed on engine 
noise, combustion noise, smoke level, fuel economy, and exhaust emissions of a 
diesel engine [26]. Sivaramakrishnan et al. used Taguchi methods to optimize the 
diesel engine in regard to brake power, fuel economy and emissions [27]. 

The above studies, conducted by researchers, show that Taguchi methods provides 
effective solutions for investigating the effect of parameters on the performance 
and emissions of diesel engine. In the present study, experiments were designed to 
apply the Taguchi’s methods to establish the effects of four (4) engine speed, 
steam and EGR ratios for the purpose of determining optimal conditions of 
performance and exhaust emissions. Three design factors and their levels are 
given in Table 2. 

Table 2 

Design factors and levels 

Symbols Factors Level 1 Level 2 Level 3 Level 4 

A Engine Speed (rpm) 1200 1600 2000 2400 
B Steam Ratio (%) 0 10 20 30 

C EGR Ratio (%) 0 10 20 30 

In Taguchi methods, the signal-noise (S/N) ratio is used to represent a 
performance characteristic and there are three types of S/N ratios; the lower-the 
better, the higher-the better and the more nominal-the better [27]. In this study, the 
lower-the better was used for SFC, NOx, CO, CO2 and HC emissions and the 
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higher-the better for torque and effective power. These three different S/N ratios 
are expressed in Table 3, where n and Y is the number of repeated experiment and 
the measured value of the response variable, respectively. 

Table 3 

S/N Ratios Formulations 

The lower-The better S/N = -10log(∑Y2/n) 
The higher-The better S/N = -10log(∑(1/Y2)/n) 

The more nominal-The better S/N = 10log(∑Ȳ2/S2) 

The orthogonal array mixed L16 selected as shown in Table 4, which has 16 rows 
corresponding to the number of tests with all columns at four levels and the 
factors and the interactions are assigned to the columns [28]. 

Table 4 

Experimental Plan of L16 

Experiments 

No. 
Designation 

Factors 

(A) (B) (C) 

1 A1B1C1 1 1 1 
2 A1B2C2 1 2 2 

3 A1B3C3 1 3 3 

4 A1B4C4 1 4 4 

5 A2B1C2 2 1 2 

6 A2B2C1 2 2 1 

7 A2B3C4 2 3 4 

8 A2B4C3 2 4 3 

9 A3B1C3 3 1 3 

10 A3B2C4 3 2 4 

11 A3B3C1 3 3 1 

12 A3B4C2 3 4 2 

13 A4B1C4 4 1 4 

14 A4B2C3 4 2 3 

15 A4B3C2 4 3 2 

16 A4B4C1 4 4 1 

3 Results and Discussion 

The measurement of the effective performance of motor vehicles takes place by 
means of bench tests [29]. In this study, the optimum values of the factors (engine 
speed, steam and EGR ratios) affecting engine performance and emissions of EGR 
application on steam injected diesel engine were determined by using Taguchi 
methods. 
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Table 5 shows the analysis of variance of experimental data. Effective power, 
torque, SFC, CO, CO2, NOx and HC are determined between 96.5% and 99% 
confidence levels. 

Table 5 

ANOVA results 

Factors 
Sum of 

squares (SS) 

Degree of 

Freedom (v) 

Variance, 

VT 
Ffactor 

Torque* 

[A] Engine 174.49   3 58.16 60.49   
[B] Steam ratio 0.83    3 0.28 0.29   
[C] EGR ratio 9.29    3 3.10 3.22 
Error 5.77    6 0.96  
Total 190.39 15 12.69  

Effective 

Power*** 

[A] Engine 72.49   3 24.16 546.53   
[B] Steam ratio 0.08    3 0.03 0.59   
[C] EGR ratio 0.39    3 0.13 2.92   
Error 0.27    6 0.05  
Total 73.23 15 4.88  

SFC*** 

[A] Engine 6390.38   3 2130.13 288.96   
[B] Steam ratio 258.37    3 86.12 11.68   
[C] EGR ratio 1156.86   3 385.62 52.31   
Error 44.23    6 7.37  
Total 7849.85 15 523.32  

NOx** 

[A] Engine 41148 3 13716 14.97   
[B] Steam ratio 8346 3 2782 3.04   
[C] EGR ratio 384774 3 128258 139.95   
Error 5499 6 916.5  
Total 439767 15 29317.8  

CO*** 

[A] Engine 3.08   3 1.03 123.35   
[B] Steam ratio 0.09   3 0.03 3.94   
[C] EGR ratio 2.15   3 0.72 86.02   
Error 0.05   6 0.01  
Total 5.38 15 0.36  

CO2*** 

[A] Engine 23.76   3 7.92 40.87   
[B] Steam ratio 7.12    3 2.37 12.25   
[C] EGR ratio 88.37   3 29.46 151.99   
Error 1.16    6 0.19  
Total 120.41 15 8.03  

HC* 

[A] Engine 2639.99   3 880 24.07   
[B] Steam ratio 367.70    3 122.57 3.35   
[C] EGR ratio 3385.70   3 1128.57 30.87   
Error 219.39 6 36.57  
Total 6612.77 15 440.85  

 *** At least 99% confidence 

          ** At least 98.5% confidence 

                 *  At least 96.5% confidence 

3.1 Exhaust Emissions 

S/N values of factor levels of HC, NOx, CO and CO2 emissions for engine speed, 
steam and EGR ratios are shown in Figure 2. As a result of study, by using the 
Taguchi approach, it is shown that engine speed and EGR ratios have been found 
to be significant in exhaust emissions. However, steam ratio has affected the 
exhaust emission in a different level. 
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After confirmation tests were carried out, the optimum design conditions were 
found as A4B4C1 (2400 rpm, 30% steam ratio, 0% EGR) for CO and A1B4C1 (1200 
rpm, 30% steam ratio, 0% EGR) for CO2. As can be seen from the Figure 2a, the 
effect of steam on CO2 emissions have been found meaningful for only 10% steam 
ratio in 99% confidence level. On the other hand, CO has been found significant 
up to 20% steam ratios tested (Figure 2b). 

As can be seen from Figure 2c and Figure 2d, after confirmations test carried out 
in 96.5% confidence level, the optimum design parameter combination were 
found as A4B3C1 (2400 rpm, 20% steam, 0% EGR) for HC emissions and A4B2C4 
(2400 rpm, 10% steam, 30% EGR) for NOx with the 98.5% confidence level. 
However, there is not a meaningful change except for the 10% steam ratio for the 
NOx emissions. 

 

Figure 2 (a) 

S/N values of factor levels for CO2 

 

Figure 2 (b) 

S/N values of factor levels for CO 

 

Figure 2 (c) 

S/N values of factor levels for HC 
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Figure 2 (d) 

S/N values of factor levels for NOx 

In conclusion, EGR has a distinct effect on NOx, in comparison to steam 
injection. But, when considering the negative effects of EGR on performance 
parameters, EGR could not be evaluated individually, as a method for reducing 
NOx emissions. Furthermore, when evaluating all exhaust emissions, steam 
injection become more significant, up to 20%. 

3.2 Performance Parameters 

S/N values of factor levels of SFC, effective power and torque for engine speed, 
steam and EGR ratios are shown in Figure 3. As a result of study by using the 
Taguchi approach, it is shown that engine speed has been found to be significant 
on performance parameters. However, steam and EGR ratios have affected 
exhaust emissions in a different level. 

 

Figure 3 (a) 

S/N values of factor levels for Torque 

 

Figure 3 (b) 

S/N values of factor levels for Effective Power 
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Figure 3 (c) 

S/N values of factor levels for SFC 

After confirmation tests carried out at a 99% confidence level, the optimum design 
parameter combination were found as A2B3C1 (1600 rpm, 20% steam, 0% EGR) 
for SFC, A4B3C1 (2400 rpm, 20% steam, 0% EGR) for effective power and with 
96.5% confidence level, A2B3C1 (1600 rpm, 20% steam, 0% EGR) for torque. 

As can be seen from Figure 2d, A4B2C4 is the optimum design parameter for NOx 
emissions. However, the optimum steam ratio is 10% for NOx, 20% for SFC. In 
addition, with regards to SFC, the minimum fuel consumption is found with a 0% 
EGR ratio. 

Moreover, the effect of steam and EGR ratios, for effective power, become 
meaningful comparing with standard diesel and in the case of steam injection, 
there is not significant change between 10%-30%. 

When considering both effective power and torque values, there is not a 
significant change in effective power and torque with the increase in EGR ratios. 
The reason of the limited reduces in effective power with the increase of EGR 
ratios could be derived from steam injection. 

Table 6 and Table 7 show the comparison with experimental data and S/N ratios 
of calculated values for exhaust emissions. 

Table 6 

Experimental values and S/N ratios for exhaust emissions 

Exp. 
No. 

  NOx CO CO2 HC 

Exp. 
val. 

S/N Exp. 
val. 

S/N Exp. 
val. 

S/N Exp. 
val. 

S/N 

1 697.30 -56.87 1.82 -5.23 10.35 -20.29 37.60 -31.50 

2 448.00 -53.03 2.03 -6.15 12.20 -21.72 52.41 -34.38 

3 316.14 -49.99 2.29 -7.19 14.20 -23.04 62.86 -35.96 

4 220.15 -46.85 2.62 -8.38 15.30 -23.69 76.40 -37.66 

5 426.20 -52.59 1.60 -4.08 15.16 -23.61 41.50 -32.36 

6 588.35 -55.39 1.16 -1.29 11.06 -20.87 16.76 -24.48 

7 191.12 -45.63 1.99 -6.01 16.55 -24.37 53.05 -34.49 

8 261.61 -48.35 1.80 -5.11 15.28 -23.68 45.09 -33.08 

9 228.60 -47.18 1.76 -4.91 17.55 -24.88 50.80 -34.11 
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10 135.35 -42.63 1.82 -5.20 17.97 -25.09 40.87 -32.22 

11 587.62 -55.38 0.64 3.88 11.73 -21.38 6.68 -16.49 

12 324.15 -50.21 1.10 -0.83 14.77 -23.38 15.42 -23.76 

13 192.18 -45.67 1.42 -3.08 20.82 -26.36 51.40 -34.21 

14 191.93 -45.66 1.28 -2.14 17.16 -24.69 23.43 -27.39 

15 265.23 -48.47 0.87 1.21 14.95 -23.49 13.53 -22.62 

16 494.58 -53.88 0.43 7.33 12.16 -21.69 7.530 -17.53 

Table 7 

Experimental values and S/N ratios for performance parameters 

Exp.  
No 

Torque Effective Power SFC 
Exp. val. S/N Exp. val. S/N Exp. val. S/N 

1 57.64 35.21 7.24 17.19 284.64 -49.08 
2 58.72 35.37 7.37 17.35 289.37 -49.22 

3 57.29 35.16 7.19 17.14 296.07 -49.42 

4 56.93 35.10 7.15 17.08 298.47 -49.49 

5 59.79 35.53 10.01 20.01 277.56 -48.86 

6 59.43 35.48 9.95 19.96 268.07 -48.56 

7 58.00 35.26 9.71 19.74 279.62 -48.93 

8 58.36 35.32 9.77 19.80 277.09 -48.85 

9 58.01 35.26 12.14 21.68 298.00 -49.48 

10 55.50 34.88 11.61 21.30 298.18 -49.48 

11 58.72 35.37 12.29 21.79 270.08 -48.62 

12 57.64 35.21 12.06 21.63 282.97 -49.03 

13 49.77 33.93 12.50 21.93 347.62 -50.82 

14 49.77 33.93 12.50 21.93 334.13 -50.47 

15 49.77 33.93 12.50 21.93 322.63 -50.17 

16 52.63 34.42 13.22 22.42 311.70 -49.87 

In Taguchi methods, verification experiments should be done to determine 
optimum conditions and compared with experimental values. In this study, all 
values are within confidence levels, as a result of the verification experiments. 

Conclusion 

In this study, the effects of the factors (engine speed, steam and EGR ratios) on 
engine performance and emissions of an EGR application, with a steam injected 
diesel engine have been investigated using the Taguchi approach. Verification 
experiments were performed to compare with the Taguchi results and have a good 
agreement with the experimental data. 

It is observed from the results, that effective power, SFC, CO and CO2 are 
determined at least 99%, NOx at least 98.5% and torque, HC at least 96.5% 
confidence levels. 

The optimum design parameter combinations have been found as A4B4C1 (2400 
rpm, 30% steam, 0% EGR), A1B4C1 (1200 rpm, 30% steam, 0% EGR) for CO and 
CO2, respectively and A4B3C1 (2400 rpm, 20% steam, 0% EGR) and A4B2C4 
(2400 rpm, 10% steam, 30% EGR) for HC and NOx emissions, respectively. 
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For the performance parameters, the optimum design parameter combinations 
have been found as A2B3C1 (1600 rpm, 20% steam, 0% EGR) for SFC, A4B3C1 
(2400 rpm, 20% steam, 0% EGR) for effective power and A2B3C1 (1600 rpm, 20% 
steam, 0% EGR) for torque. 

The optimum steam ratio is 10% for NOx and 20% for SFC. On the contrary, with 
regards to SFC, the minimum fuel consumption has been found with a 0% EGR 
ratio. For effective power and torque values, there is not considerable change in 
effective power and torque with an increase in EGR ratios. The reason of a limited 
reduction in effective power with the increase of EGR ratios could be explained 
due to steam injection. 
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Abstract: Return on IT investment analysis has become a fundamental task of the finance 
function at corporations, let it be large multinational organizations or small and medium 
businesses (SME). Besides the cost analysis, the benefit analysis is also an essential 
component of economic calculations and decisions. Due to complicated profit calculations 
and estimation methods, the benefit of IT investments is less easily forecast and hence less 
frequently calculated than their costs. This study focuses on a special innovative type of IT 
investments, the gamified extensions of business software. Gamification, which refers to the 
use of game design elements in a non-gaming context, can expect big development in the 
field of business applications in the near future. Gamification features of business software 
generally enhance user experience, enabling people to do otherwise boring tasks. In the 
following we attempt to propose a sophisticated benefit evaluation model based on the 
hedonic wage model (HWM) and technology acceptance model (TAM) for this special type 
of IT projects. 

Keywords: gamification; business software; benefit; IT investment 

1 Gamified Environment for Business Software 

Almost everybody likes to play. It sounds a little bit common place, but in 
business life it has had an increasing role recently. According to Gartner’s 
estimate by 2014 roughly 70% of the largest enterprises1 will use different game 
techniques for at least one business process [11]. Today business processes are 
mostly supported by business software applications, hence, these types of software 
will be the main target of gamification projects. Gamification refers to the use of 
game design elements for a non-gaming context [8], [9]. 

                                                           
1
  Forbes Global 2000: an annual ranking of the top 2000 public companies in the world 

by Forbes magazine 
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In the field of learning gamification is a well-tried and tested feature [16], [25], 
and well used since video games are frequent in the market [12], [19]. Employees 
interact and learn in a gamified environment, but they don’t always know they are 
really learning. They collect scores, badges to get places on leaderboards while 
more knowledge is gained and shared. One of the best-known examples of 
gamified learning is Ribbon Hero from Microsoft to educate users of Microsoft 
Office 2007 and 2010 how to use the ribbon interface [32]. Using games, leisure 
and serious to enhance and support learning has become known as game-based 
learning [19]. 

The opportunities of gamification for businesses are great – from having more 
engaged customers, to enable innovation or to motivate employees in work. In this 
study we emphasize the last one in the field of business software and highlight 
personal productivity driving business results. 

Economists and business theorists have been considering the case for years that 
companies would be much more prosperous if they allocated and influenced 
human resources within their organizations using different methods [22], [26]. 
One of these concepts is to increase personal satisfaction at work connected to 
human resources management, therefore, happy employees are more productive, 
more loyal and far more motivated to do extra efforts for their employer. 
Gamification of human resource can be interpreted as a new approach in this field. 

2 Benefits of Gamification Features 

Despite the promising opportunities of game elements’ adoption into serious 
contexts such as business software, theoretical models for the financial analysis 
are missing. In the past few years there have been many studies available about 
the elements [8], [9], [17], [20], the steps [33] and the general benefits [18] of 
gamification projects. In the following we attempt to measure monetary benefits 
of gamification add-ons implemented in different business software. 

Essential types of gamification features of business applications generally enhance 
user experience, enable people to do otherwise boring tasks so that there is a 
visual design and other incentive substance using game design techniques. 

Despite their great potential to advance efficiency throughout the company, 
gamifying of business software requires grounded managerial thought and 
consideration before they are implemented within an organization. Besides the 
clear declaration of gamification project goals, an adequate cost-benefit analysis is 
necessary with a thorough cause-effect breakdown. In this study we intend to 
provide only an ex-ante benefit evaluation model, nevertheless a total cost of 
ownership (TCO) calculation is an essential task besides benefit estimation. After 
the implementation from time to time an ex-post analysis of the effectiveness of 
the gamification project is very important too. 
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The monetary measurement of such benefits is very complicated because this 
feature raises efficiency by intangible qualitative factors. The incidental 
improvement of employee’s performance is very hard to anticipate and measure, 
so the yields of such projects are vague. 

Working from the principle that enhanced user experience shifts user activities 
towards higher value added activity, we provide a sophisticated procedure, which 
is a modification of Sassone’s Hedonic Wage Model (HWM) [23]. 

3 HWM-based Evaluation 

The hedonistic model, or labor value procedure can be interpreted as a TSTS 
(Time Savings Times Salary) model's extension [15], although the related basic 
idea of the method was applied in connection with the change in price research 
already in the 1930’s [13]. HWM is based on the statement that labor resources of 
a company can be allocated with certain economic criteria. Every employee 
carries out different types of work related tasks, and these activities bring different 
values for the enterprise [24]. 

The original basis of this methodology is the hedonic equation in which the prices 
of different product models are the dependent variables and the characteristics of 
the product types are the independent variables. The basic conceptual model is to 
determine the price of goods that can be offered only in different composite 
shopping baskets. In this situation consumers have to consider the benefits of each 
individual good before they buy. [13] 

For the use of the HVM evaluation model for gamification features in business 
software it is necessary to record and evaluate the relevant changes within the 
spectrum of the work processes owing to the gamification add-ons. The essence of 
our methodology is to identify all users where gamification features will be used, 
categorize tasks of these users and determine the proportion of time spent with 
these tasks as a percentage of total working hours. 

At first, we have to determine the user groups (i = 1, ..., I) with the same activities, 
and the number of user group members (Li, in ith group) which are affected by the 
new gamified interface. If the intended application of gamification elements is 
optional for the users, the proportion that will use this feature (Pi, in ith group) has 
to be estimated for every user group. In our estimation the obligatory usage of 
gamification could be unproductive for a part of users. 

Then we have to establish the different activities (j = 1, ..., J) of the users. 
Furthermore, we have to determine for all user groups the time spent with each 
activity in proportion to total working time calculated. Based on these, the data 
analyzed can be presented in a so-called activity-profile matrix, which is denoted 
by M = (mij). Accordingly, mij denotes the office hours of activity “j” in proportion 
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to the total working hours by user group “i”. In addition, the average hourly wages 
of each user group (Ci) need to be taken into account. 

3.1 Maximizing Problem 

For the solution of the maximizing problem we use the Lagrange method as 
Sassone did in his original hedonic wage model [23]. 

Assuming that the interested Reader is familiar with the Lagrange method for 
solving conditional extremum problems, we omit here the detailed presentation. 

We note shortly that in practical economics, the modification of the classic 
extremum problem in the following way, is a common exercise: the domain of the 
original function (f) is restricted/constrained to special places (given by a function 
g). 

The formal goal of the procedure is to determine the local extremum with function 
L – which no longer has outside conditions – defined by the equation  (                     )   (          )    ∑   

     (          )                                       ( ) 
If from the setting of the problem the existence of the extremum follows, the 
equation system     (  ∑   

     )( )             ( )                      ( ) 
(with i {1, 2, …, n}, j {1, 2, …, m}) consists of n + m equations and n + m 
unknown variables x1, x2, …, xn, λ1, λ2, …, λm and this system has only one 
solution, then its place is given by the first n components of the solution (the 
unknown variables λ1, λ2, …, λm can be eliminated from the equation system 
without determining their values [4], [21]). 

3.2 The Proposed Gamified Model 

The economic criterion is to maximize the profit of the company under the 
circumstances of technical and economic constraints. The profit of the company 
(π) is the difference between revenues and costs, that is      . 

Let’s consider the short-run profit-maximization problem when inputs are fixed at 
some level, so we cannot change the amount of factors of production. In other 
words, there is a budget constraint for the wage costs of the affected employees in 
short term: 
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  ∑         
                                                      ( ) 

To project the economic criterion for this problem, we have to maximize the profit 
from the work of the users, who use gamification features of a business 
application: 

 (∑             
   ∑          

   )  ∑          
                ( ) 

From (3) we can create the following constraint equation for the maximizing 
problem (4), in the form required for the Lagrange method: 

∑         
                                                       ( ) 

For the simplicity we introduce variable LPi, which is the number of users in user 
group “i”, which is intended to use the gamification software mechanics.                                                                  ( ) 
From parts (4) and (5) we can build the Lagrange function (Lf): 

  (           )   (∑           
   ∑        

   )  (∑        
   )   

    (  ∑       
   )                                              ( ) 

  (           )    (∑           
   ∑        

   )   

  (   ) (∑        
   )                                            ( ) 

From the Lagrange function (7) we can build the ith piece partial derivative 
equations.         ∑        

 
        (   )                                      ( ) 

∑  
             (   )                                              (  ) 
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VMPAj describes the value of marginal product of the activity “j” of the 
employees from different groups, which are involved in the use of gamification 
features. 

Every “i” (10) equation described on the left side is the weighted sum of the 
marginal product of the actual user groups’ activities. On the right the average 
labor cost of the user group “i” is based on the assumption that the Lagrange 
multiplier is zero (λ = 0), so the marginal opportunity costs for the employment of 
user group “i” members are equal to the direct costs of the user group “i”. 
According to this statement, the actual number of gamification users in different 
groups is optimal within the organization. 

The “i” (10) equations build up a system of linear equations with J unknown 
marginal values. Starting from the fact that one of the J activities is an unproduc-
tive activity, which has zero marginal value (VMPAJ = 0), J – 1 equations (user 
groups) are needed to solve the system of linear equations. These values of 
marginal product of activities (from VMPA1 to VMPAJ) represent the implicit unit 
labor cost for each activity. 

4 TAM-based Prediction 

The technology acceptance model, originally proposed by Davis [5], is a model to 
explain and predict the use of a system. The model is based on the theory of 
reasoned action (TRA) by Ajzen and Fishbein [1]. According to this model the use 
of an IT system can be explained or predicted by user’s motivation, which is 
directly influenced by the features of system. Perceived usefulness and perceived 
ease of use are supposed to influence attitudes toward new technology and 
mediate the relationship between external variables and attitude [7]. 

As stated by Davis, perceived usefulness is the degree to which an individual 
believes that using a particular system would enhance his or her job performance 
and perceived ease of use is the degree to which an individual believes that using a 
particular system would be free of physical and mental effort [5]. 

Latter versions of TAM realized that behavioral intention as a further variable 
would be directly influenced by the perceived usefulness ant the perceived ease of 
use of a system [6], [27]. Davis and Venkatesh [28] have extended the model to 
TAM2 and introduced three interrelated social factors: subjective norm, 
voluntariness and image. 
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Figure 1 

Original conceptual model for technology acceptance (Davis, 1986, p. 24) 

The main goal of different technology acceptance models is to study how 
individual user perceptions affect the intentions to use information technology and 
further the actual usage as illustrated in Figure 2. 

 

Figure 2 

Basic concept of different technology acceptance models (Venkatesh et al., 2003) 

To evaluate gamification add-ons in different business software we have 
combined the original TAM with other user acceptance research approaches and 
extended it with special factors. In the following we intend to use this model to 
forecast user acceptance of gamified business applications. We propose some 
external variables to predict the behavioral intention as a consequence of gamified 
software environment. The main goal is to forecast the changes within the 
spectrum of the work processes. 
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Figure 3 

Model of gamification features use in business applications based on the technology acceptance model 

The above described model assumes that functionality is identical between the 
original GUI and gamified solution. According to our theory it is necessary to 
estimate the relevance of different variables regarding to perceived usefulness and 
perceived easy to use. To evolve measurement scales for these two main 
motivation factors psychometric scales used in psychology can be used. The 
relevance of each variable is different due to the distinctive gamification solution 
and user characteristics. The significance analyses before implementation should 
be studied with real users and actual usage situations. The user sample has to 
contain employees from different user groups and has to be representative. The 
aim is to find significant factors that influence behavioral intention and the 
changes in work activities. Different descriptive statistical methods (such as mean, 
standard deviation, frequency and correlation) are available to determine 
significance of factors based on user’s responses. 

If a user regards the perceived usefulness or the perceived ease of use of the 
gamified software interface worse than the original GUI, it is necessary to enable 
the usage of the original one to avoid ineffectiveness and unproductiveness. 

The next step is to estimate the new activity-profile matrix (N = (nij)) with the 
help of TAM as a result of the gamification implementation. It is necessary to 
forecast for all user groups the modified time spent with each “j” activity in 
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proportion to total working time. According to our model, the increased user 
experience shifts the user activities towards higher value added activities in 
different degree, according to the variables of TAM. So we have to consider these 
factors for every employees of the user group and estimate the average new 
proportion of different activities, which can be used to estimate benefits extracted 
after applying gamification add-ons. The modified activity-profile matrix must 
reflect the increased efficiency as a result of gamified software environment. 

The final step is to compare the original (M = (mij)) and the new (N = (nij)) 
activity-profile matrices and the activity increases or decreases have to be 
calculated for every user group. Using the values of marginal product of different 
“j” activities (VMPAj) and the shift of activities (N – M = (nij – mij)), financial 
benefit can be calculated for an employee of every user group and for an optional 
time period. The total benefit of gamification ownership (TBGO) is the 
summarized value of these calculations multiplied with the total of working hours 
of different user groups (ti) projected for the whole investigated period and for the 
number of users in user group “i”, which intended to use the gamification software 
elements (LPi). 

     ∑  
    (∑  (      (        )     ) 

         )              (  )  
For instance on the basis of a 40-hour work week and 48-week active work year 
for user group “i”, a 3-year horizon calculation “ti“ equals 5,760 office hours. 

4 Application Example 

In the following – based on the work of Sassone [23] – we present a possible 
application of our model. During the building up of the application example our 
goal was to endow several systems working in the academic sphere (management 
information systems – MIS, document management system, education system and 
other office systems) with gamification features and to report of the achieved 
financial benefit of efficiency grows. To the creation of the activity profile matrix 
the data source was our workplace, Széchenyi István University. 

The activities (scopes of the duties) were selected in a way that in the daily routine 
substantial differences should exist among the categories. We have distinguished 
one leader (head/full professor), one senior lecturer (associate professor, professor 
assistant), one demonstrator and one administrator position (4 groups). We took 
interviews with some colleagues in the groups, and averaging the answers an 
activity net was worked up (with common activities for the groups). During the 
configuration we used some reasonable simplifications in order to have a not too 
complicated descriptive matrix. 
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The leaders/full professors e.g. gave the following main activities: management or 
control/leadership (projects, industrial connections, discussions, meetings, 
coordination of department or institute), correspondence (with other leaders, 
professors, researchers), study and research (conferences, reading and writing 
papers), lessons and their preparation, administration (document management, 
mailing, education administration). We divided these complicated scopes of 
activities into 4 main parts according to the possible application for the other user 
groups. However, it is clear that the meaning of “study and research” can be very 
different for an administrator or for a lecturer. Since the different activity groups 
can have intersections, too (e.g. mailing – correspondence), we made “fine-
tuning” among the categories. Moreover, for all employee types it can be detected 
that a part of the working time is useless (non-productive). It was added as a 
separate activity. So, for our case e.g. the activity profile of a leader/full professor 
is as follows: management – 36%, study and research – 19%, lessons and 
preparation – 15%, mailing and administration – 20%. Table 1 shows the recorded 
activity profile of all user groups. 

After it we gave an estimation for the cost of the employment of the workers 
(hourly rate; here besides the wages we have planed the fringe benefits and 
additional costs). The value of the Lagrange-multiplicator was chosen to 0 (which 
means in the practice that there is no unnecessary capacity). The costs in our 
example are 24, 20.5, 18 and 14 monetary units, respectively. 

Table 1 

Recorded activity profile of users before the application of gamification techniques 

  

Activities 
Hourly  

rate Manage/ 
Project 

Study/ 
Research 

Lessons/ 
Prep. 

Admin. Non-prod. 

U
se

r 
G

ro
up

s 

Head/ 
Professor 

0.36 0.19 0.15 0.2 0.1 24 

Assoc./ 
Assist.Prof. 

0.15 0.25 0.25 0.24 0.11 20.5 

Demonstrator 0.02 0.18 0.51 0.15 0.14 18 

Administrator 0.07 0.02 0 0.74 0.17 14 

Omitting the non-productive activities we get a square matrix (activities and 
duties/profiles; here: our goal was to search a unique solution). In the next step we 
solve the equation system with the inverse matrix method, so we get the pure 
marginal value of the different activities (produced value in 1 hour; in our 
example: 36.5, 25.3, 20.6 and 14.8 monetary units, respectively). 

The unit value of each activity – as written above – is, of course, an over-
simplification of the real situation. The value of study/research in many cases 
cannot be measured directly – how can we calculate e.g. the research impasse? 
The experience can be very valuable… The result, however, correlates well with 
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the practical expectations, on average, the most valuable “unit price” of the 
management work e.g. can conveniently justify with the great obtainable benefit. 

For the time being we could only estimate the change available with the 
introduction of the gamification add-ons, since the gamification-TAM model 
presented in Figure 3 was not yet validated. There are here several such 
uncertainties which can be built up correctly only with a longer tracking – among 
them immediately the one, that how many percent of the staff will be susceptible 
to the new structure. 

The goal is clear – with the increase of the employee’s satisfaction and acceptance 
– increased efficiency, which means partly the quicker/faster completion of a 
given task, on the other hand the possible execution of more value added tasks 
during a specific period of time, so we expect that the activities of the workers 
shift towards the most valuable activity categories. 

If, for example, we can make the time spent with monotonic administration 
friendlier with a simultaneous running of a gamification application (e.g. kinder 
user interface, amusing effects, funny praises, collecting points and badges, setting 
goals), then the given task can be done partly more efficiently, partly in a less 
tiring (more amusing) way. The time saved (or a part of it) can be used for 
study/research, or so the colleague can undertake a greater “slice” from the project 
works. 

Taking into account all of these factors we can estimate the financial yield of the 
increased efficiency. 

We recorded the original profile and the calculated/estimated profile of a given 
employee-group (in our case now: associate professor/professor assistant; columns 
B and D in Table 2.). Assuming 40 hour working time (weekly) we determined 
the time required (weekly) for each activity (columns C and E). The efficiency-
grow (in percent) is mostly an estimation (column F). After it we calculated the 
new performance of the colleague working with larger efficiency which now 
exceeds 40 hours (in our example: 41.15 hours; column G). Finally, we calculated 
the annual benefit (column J), based on the unit price of the activities, taking into 
account 45 working weeks annually. Concerning one associate professor/professor 
assistant, we have annually 2058 monetary units benefit. 

Table 2 

Benefit calculation for associate professors and professor assistants 
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We can observe that there will be such an activity where the objective function 
results negative values (here: administration), this naturally, does not diminish the 
benefit in total. 

Similarly, we made this tabular for all worker groups (so we had 4 intermediate 
objective/cost functions). Finally, we recorded the data of a specific department 
(the number of the employees in each group) and the 4 intermediate cost functions 
–weighted properly– were combined in a final objective function (here: cell H45). 

Table 3 

Total benefit calculation of gamified software environment 

 

In the following, our goal was to examine the summarized financial effect of the 
gamification features with a probability forecast. To the forecast we used a Monte-
Carlo simulation. This simulation technique is a generally accepted scientific tool 
to handle the risks resulting in uncertainty, the point of which is that based on the 
probability distribution assigned to each uncertainty factor we choose randomly 
values which are used in the experiments of the simulation [30]. 

The formal goal is to determine the expected value      [ ( )]  ∫ ( ) ( )                                     (  ) 
where X is a real-valued random variable with probability density φ, and f is a 
real-valued function. Since density φ is common unknown or too complicated, we 
estimate Ψ using randomly chosen f(xi) points. (The empirical mean obtained this 
way tends to the real integral value indeed in closed intervals.)  

In our case      [    ( )]  ∫    ( ) ( )                            (  ) 
and     ̂    (    (  )      (  )        (  ))                   (  ) 
where n is the number of experiments (n is large). Thus, increasing the number of 
experiments the distribution of total benefit of gamification ownership function 
arbitrary accuracy can be specified [14], [31]. 

In the gamification model to be analyzed, we fixed the estimated changed activity 
profile matrix as influential variables, and their possible intervals, respectively. In 
the probability distribution of the influential variables we used normal 
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distribution, but the value of the deviation was defined so that about 90% of the 
data should fit in the interval [mean – deviation, mean + deviation], not 68%, as 
usual. During the simulation, the values of the variables (in given intervals and 
with given distribution) were produced by a random number generator. Altogether 
we made 10000 experiments with computer aided Monte-Carlo simulation. 

 

Figure 4 

Probability forecast of gamification’s total financial effect 

Running the simulation we got the histogram (Figure 4) which suits “value by 
weight” well our prior expectations. The expected benefit falls with a very large 
probability in the interval [25000, 60000] monetary units. The chart serves with a 
little surprise anyway: our matrix is very sensitive even for small changes, so in 
several places the curve seems to be oddly deficient. We see too, that several 
extreme cases were not shown by the program (40 cases from the 10000). 

Conclusions 

In this study we proposed a complete procedure that facilitates the benefit 
calculations of gamification projects in the field of business applications. Based 
on the hedonic wage model and technology acceptance model, we defined a set of 
methods that allowed us to quantify the ex-ante, mid-term and ex-post financial 
measurement of such investments projects. The practical application of our 
framework needs significant and thorough estimation, examination and calculation 
efforts to get an adequate and real yield analysis. 
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Abstract: Electromechanical actuators (EMA's) are of interest for applications that require 
easy control and high dynamics. In this paper, we design a robust PID controller for 
position control of a real electromechanical actuator. An EMA is modeled as a linear 
system with parametric uncertainty by using its experimental input-output data. PID 
controllers are designed by graphical findings of the regions of stability with pre-specified 
margins and bandwidth requirements and by applying the complex Kharitonov's theorem. 
This novel method enables designers to make the convenient trade-off between stability and 
performance by choosing the proper margins and bandwidth specifications. The EMA 
control system is passed to the Bialas' test, and validated on the basis of meeting a desired 
set of specifications. The effects of parameter variations on the system’s stability and 
performance are analyzed and the simulation and test results show that the EMA with the 
new controller, in addition to robustness to parametric uncertainties, has better 
performance compared to the original EMA control system. The simulation and test results 
prove the superiority of the performance of the new EMA over the original EMA control 
system pertaining to its robustness to parametric uncertainties. 

Keywords: electromechanical actuator (EMA); robust PID controller; Kharitonov theorem 
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1 Introduction 

In recent years, electromechanical actuators (EMA's) are in high demand in 
robotics and aerospace science industries. An EMA has attractive characteristics 
such as simplicity, reliability, low cost, high dynamic characteristics, and easy 
control [1-3]. However, EMA modeling is subject to uncertainty due to several 
reasons, including operating point changes, parametric variations due to 
temperature changes, non-modeled dynamics, and asymmetric behavior. 
Consequently, the desired EMA's performance will be unachievable and, in some 
cases, its stability may be lost. Usually, based on experience, this problem will not 
be solved by using the conventional controllers; instead robust controllers are 
needed to obtain the desired performance and stabilization demands in dealing 
with dynamic uncertainties [4-6]. 

The primary motivation for designing the EMA was to access the ameliorated and 
favorable robustness to meet the application requirements. Robust controllers 
were designed to achieve robust stability, good tracking, and disturbance 
attenuation using the Lyapunov-based synthesis concept in [7, 8]. A genetic 
optimized PID controller was designed in [9], in order to improve the EMA 
system transient state behavior. A robust H∞ controller for an EMA, was designed 
and tested to achieve a faster and more accurate system in [10]. 

There is a wide range of applications for PID controllers in industry due to their 
simplicity and effectiveness. However, the tuning process, whereby, the proper 
values for the controller parameters are obtained is a critical challenge. Also, the 
traditional PID controller lacks robustness against large system parameter 
uncertainties, the reason lies in the insufficient number of parameters to deal with 
the independent specifications of time-domain response, such as, settling time and 
overshooting [11]. Much effort is involved in designing robust PI, PD, or PID 
controllers for uncertain systems, based on different robust design methods, 
known in literature as Kharitonov's Theorem, Small Gain Theorem, H∞ and Edge 
Theorem [12-14]. A graphical design method of tuning the PI and PD controllers 
achieving gain and phase margins is developed in [15]. An approach to design 
PID controllers for systems without time delay was presented in [16]. 

In this paper, a novel approach to the design of a robust PID controller for an 
EMA system with time delay, is proposed and applied to a "motor with harmonic 
drive" subsystem of the EMA system. This approach is presented, based on the 
complex Kharitonov theorem for interval model with time delay. The applied 
method enables the designer to make the convenient trade-off between stability 
and performance by choosing the appropriate margins and bandwidth 
specifications. The closed loop EMA system and "motor with harmonic drive" 
subsystem is modeled as linear systems with parametric uncertainty. The 
modeling is accomplished, by identifying the EMA system and "motor with 
harmonic drive" subsystem using experimental input-output data in different 
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operating points. Bialas' test based on edge theorem is also applied, to emphasize 
the robust controller validity. 

The robust controller design procedure is then studied under simulation 
conditions, and its effectiveness is proven by comparing the closed loop 
performance identified through test data with that achieved by using the robust 
PID controller. 

After presenting this introduction, we discuss the following: The EMA uncertain 
model and experimental set-up as described in Section 2. In Section 3, the robust 
PID computations by Kharitonov's theorem with bandwidth, phase and gain 
margins constraints are explained. In Section 4, the design validation is carried out 
and finally, conclusion are drawn. 

2 Experimental Set-up and Uncertainty Modeling 

EMA mainly consists of a DC motor driven by PWM driver, a harmonic drive 
reducer, a potentiometer position sensor, and a controller as shown in Figure 1. In 
this figure, r is the setpoint voltage, v is the PWM output, and δ is the output 
angle. 

 

 

 

 

 

 

Figure 1 

EMA block diagram 

The experimental set-up consists of a permanent magnet DC motor with integrated 
harmonic drive gearing with 300:1 reduction ratio. The motor is driven by a PWM 
driver. The actual shaft position is recorded by a potentiometer fixed on the output 
shaft. A data acquisition card, which is connected to a PC, records the readings 
from the potentiometer. 

The model of the DC motor and position control is well known in the literature 
[17, 18]. The model of the subsystem under consideration (motor with harmonic 
drive reducer) is:                                        (1) 

r e 
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Controller 
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where Km (N.m/A) is the motor's torque constant, L (H) and R (Ohm) are the 
inductance and resistance of motor control coil respectively, b (N.m/rad/sec) is the 
viscous damping coefficient, N is the harmonic drive gear ratio, and Jm (Kg.m2) is 
the rotor's moment of inertia. 

Hence, considering that the change of armature current in time is negligible, we 
can use engineering judgment to neglect L. In addition, the viscous damping can 
be neglected. So, the EMA model can be represented as follows:                        

(2) 

Where K is a constant corresponds to the open loop gain, controller, and motor 
constants. Kf is the potentiometer coefficient in v/deg, and            

In this phase, we planned to verify best fitting. To achieve this goal, a method of 
classic identification was used to establish the EMA’s model from the test data, by 
minimizing the mean square error (MSE). While applying this method, five 
working points for the EMA system were used for model identification. The final 
output was the extraction of the uncertain model. For example, the test results of 
the studied EMA system in one working point are shown in Figure 2, whose 
model is:                  (       ) (                     ) 

Similarly, the models corresponding to the other working points were identified, 
and the nominal model of the EMA system is:                       (       ) (                      ) 

(3) 

Figure 3 shows the actual response curve and the identified model response. 

It can be seen from Figure 4 that the frequency response of the model and the 
actual response of the EMA, are basically, identical. Therefore, the transfer 
function model described in (3), is recognized to approximately describe the 
original EMA system. 

Next, the model of the "motor with harmonic drive" subsystem was identified for 
five working points. For instance, the test results in one working point of the 
studied EMA system are shown in Figure 4 and its model has the following form:                                                       
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Figure 2 

Input and output data captured from EMA 

 

 
Figure 3 

Frequency responses of the EMA's model and its test results 
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Figure 4 

Outputs of "Motor and harmonic drive" subsystem and its model 

The parametric uncertain model, with time delay, was built to be used in the 
robust controller design.                                 (4) 

The uncertain parameters of the model and their intervals are: 

   [             ]                   
    [           ]                      
    [        ]                     
    [        ]                          

3 Robust Controller Design by Kharitonov Theorem 

In this section, the Kharitonov's theorem will be briefly presented, and it will be 
applied to design a robust controller for the EMA system under consideration. The 
studied system with gain-phase margin tester is illustrated in Figure 5. 
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Figure 5 

The studied control system with gain-phase margin tester 

3.1 Kharitonov's Theorem and Kharitonov's Rectangles 

Kharitonov’s theorem deals with the stability of a system with closed-loop 
characteristic polynomial. Consider I* (s) to be the set of closed-loop characteristic 
polynomials of degree n for the interval systems of the form:                         (5)                                                  [     ]        [     ] 
for i=0,1,…,n. The degree is assumed to be invariant over the polynomials family. 
The necessary and sufficient condition for the stability of the entire family is 
formulated, in the following theorems. In such a case, the set of Kharitonov 
systems is as follows:       {                        } (6) 

                                             denote the Kharitonov's 

polynomials associated with numerators and denumerators of the interval system 
respectively. 

Theorem 1: Kharitonov’s Theorem 

Every polynomial in the family I* (s) is Hurwitz if and only if the following eight 
extreme polynomials are Hurwitz: [19]       (      )  (      )   (      )   (      )            (      )  (      )   (      )    (      )      

(7)       (      )  (      )   (      )    (      )           (      )  (      )  (      )    (      )      
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      (      )  (      )   (      )   (      )            (      )  (      )   (      )    (      )            (      )  (      )  (      )    (      )            (      )  (      )   (      )    (      )     

Theorem 2 

The closed loop system containing the interval plant G(s) is robustly stable if and 
only if each of the Kharitonov systems in       is stable. [19] 

Definition: Kharitonov Rectangle 

Evaluating the four Kharitonov polynomials K1 (s), K2 (s), K3 (s), and K4 (s) at s = 
jω0 , the four vertices of Kharitonov's rectangle will be obtained. Therefore, given 
an interval polynomial family P (s,q) and a fixed frequency ω = ω0, the value P 
(jω0,q) is a rectangle whose vertices are given by Ki (jω0) for i = 1,2,3,4. [19] 

Theorem 3: Origin Exclusion for Interval Families 

An interval polynomial family        has invariant degree and at least one stable 
member         is robustly stable, if and only if, the origin of the complex plan is 
excluded from the Kharitonov's rectangle at all nonnegative frequencies, i.e.            for all frequencies. Practically, it is enough to check the zero 
exclusion for all     , i.e. for frequencies that are less than the crossover 
frequency. [19] 

3.2 Controller Design 

In this subsection, we design a robust PID controller, which robustly stabilizes the 
uncertain system, and guarantees the desired performance of closed loop system. 

The required response of the EMA system to be designed, is a deadbeat response 
as shown in Table 1. 

Table 1 

System performance requirements 

Parameter Value 

Rise time tr < 40 msec 

Settling time ts < 60 msec 

Steady-state position error 0 

Overshoot < 1% 
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Bandwidth 10 Hz ≤ BW ≤ 40 Hz 

Gain margin Gm ≥ 7 dB 

Phase margin Pm ≥ 40° 

Since the studied system has a time delay and gain-phase margin tester, the 
complex Kharitonov system will be used. The closed-loop characteristic 
polynomial of EMA system in Figure 5 is:      [           ]                                                

(8) 

where Kp, Ki, and Kd are the coefficients of the PID controller. It is clear from (8) 
that the polynomial has invariant degree. The coefficients of PID controller 

Kp, and Ki can be expressed as functions of uncertainties, frequency, and Kd as 
follows:                                            [   ] (9) 

By varying the frequency, it is possible to draw the stability boundary in Kp-Ki 
plan for certain Kd. 

The effect of the time delay Td on the stabilizing region will be verified. The 
margins and Kd are assigned to be as follows: A=1, φ = 0° and Kd = 0.08. The 
edge polynomial K6(s), which has the smallest stabilizing area, is illustrated in 
Figure 6. 

The effect of the coefficient Kd is also considered. The larger Kd results in larger 
stability region as it is shown in Figure 7 for the first Kharitonov polynomial. 
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Figure 6 

The effect of time delay on the stabilizing area 

 

Figure 7 

K1 for different values of Kd 
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Subsequently, the phase margin constraint is the issue of consideration, Pm ≥ 40°. 
In this case, all eight Kharitonov's polynomials are plotted in Figure 8, and the 
stabilized area is that restricted under K6 and K8 polynomials. 

 

Figure 8 

The stabilized lapped area for Pm ≥ 40° 

The next step, in addition to the phase margin constraint, the gain margin 
constraint will be added Gm ≥ 7 dB. The first four Kharitonov's polynomials are 
separately plotted in Figure 9. The lapped region under the two margins curves is 
the stabilizing region where the margins constraints are achieved. 
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Figure 9 

The stabilized lapped areas for the 4 first polynomials with Pm ≥ 40° and Gm ≥ 7dB 

Following, the bandwidth condition with upper and lower limits will lead to the 
restricted area shown in Figure 10 for bandwidth between 10 and 40 Hz. 

Thus, all controller's coefficients situated in the common lapped region, shown in 
Figure 11, robustly stabilize the closed loop EMA system over all the uncertainties 
under consideration, and ensure the performance margins and bandwidth 
conditions. 
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Figure 10 

The stabilized area for 10<BW<40 Hz 

 

Figure 11 

The stabilized lapped area for Pm ≥ 40°, Gm ≥ 7dB, and 10<BW<40 Hz 

The PID controller coefficients should be selected from the stabilized area shown 
in Figure 11, so that the desired performance requirements of the EMA system are 
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The selected PID controller is: (Kp, Ki, Kd ) = (10.9, 5.45, 0.08). To affirm the 
method validation, the gain and phase margins for the polynomials family with the 
designed controller for all the edges uncertainties were extracted and tabulated in 
Table 2. It is noted that the constraint of required margins Pm ≥ 40° and Gm ≥ 7dB 
is verified. 

Table 2 

Margins for polynomials family with controller (10.9, 5.45, 0.08) 

K q1 q2 Gm (dB) Pm (deg) 

949.7 197.6 90.5 16.4 85.5 

35 16.4 85.2 

90.4 90.5 14.6 59.2 

35 14.6 59.1 

512.3 197.6 90.5 21.7 87.8 

35 21.7 87.3 

90.4 90.5 20 69.4 

35 20 69 

3.3 Stability and Performance Robustness Analysis 

Figure 12 is the vivid illustration of the nominal closed-loop system analysis with 
maximum time delay, which indicates its high robustness with 17.6 dB gain 
margin and 79.7 deg of phase margin with bandwidth 12.9 Hz. 

The worst-case analysis (peak-over-frequency type) shows a degradation of the 
gain and phase margins to a mere 10 dB and 54.9 deg, which takes place at 
frequency 24.5 Hz. However, the margins are still acceptable compared to the 
system's requirements. In addition, the frequency at which the worst-case takes 
place (24.5 Hz) is somewhat larger than the system's bandwidth. 
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Figure 12 

Bode diagram of nominal system with controller (10.9, 5.45, 0.08) 

The sensitivity function is a measure of closed-loop performance for the EMA 
feedback control system. In the time domain, the sensitivity function indicates 
how well a step disturbance can be rejected. The uncertain sensitivity function S 
was calculated and the Bode magnitude plots for the nominal and worst-case 
values of the sensitivity function were compared, as shown in Figure 13. 

 

Figure 13 

Bode magnitude plot of the nominal and worst-case sensitivity 
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sensitivity function step response, is plotted to observe the variability in 
disturbance rejection characteristics, as illustrated in Figure 14. 
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Figure 14 

Step response of the nominal and worst-case sensitivity 

Since it is enough to test the origin exclusion for      (the crossover frequency 
which is less than 100 rad/sec in the studied system), the rectangles were plotted 
for frequencies ω < 200 rad/sec in Figure 15. 

 
Figure 15 

Kharitonov rectangles for the EMA system 

As shown in Figure 15, the origin is excluded from the Kharitonov's rectangles, 
which affirms that the EMA closed loop system is robustly stable. 
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4 Robust Controller Validation 

The EMA system, with the new robust controller, will be validated by Bials's test 
and by comparing its performance with the original EMA performance. 

4.1 Validation by Bialas' Test 

Suppose that the polynomials p1 and p2 are strictly Hurwitz with their leading 
coefficient nonnegative and the remaining coefficients positive. Let P1 and P2 be 
their Hurwitz matrices, and define the matrix:           (10) 

Then each of polynomials                  [   ] (11) 

is strictly Hurwitz iff the real eigenvalues of W all are strictly negative. 

Remark: the Hurwitz matrix Q, for the polynomial q(s), is defined as follows  

                             [  
   
                              

  
                       ]  

    
The designed controller by Kharitonov's theorem should be submitted to the 
Bialas' test at its 12 exposed edges. 

For the first exposed edge: the two polynomials after numerical substitution are                                                                      
 

Which are both Hurwitz . The Hurwiz matrices of these two polynomials are: 

    [                                 ],        [                                 ] 
The eigenvalues of              are -1, -0.9903, and -1. They are all real and 
negative. Hence, by Bials' test, the EMA system is stable on the first edge. 

Similarly, the other 11 were checked and the eigenvalues of Wi for i =2… 12 are 
all real negative. Another example, the eigenvalues of                 are -
0.5394, -0.5410, and -0.8718. So, by the edge theorem, the system is robustly 
stable for the uncertainties under consideration. 
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4.2 Performance Validation 

Finally, the step responses of the EMA system with the designed robust controller 
and the identified original one were plotted (as illustrated in Figure 16). 

 
Figure 16 

Step responses for EMA systems 

The main characteristics of the EMA systems are shown in Table 3. The new 
designed EMA system, in addition to its robustness to parametric uncertainties 
and margins achievement, has no overshoot. In addition, in spite of small 
degradation in rise and settling times, they are still within the acceptable ranges. 

Table 3 

Characteristics of original and robust EMA systems   

Model tr (0 ~90%) 

(msec) 

ts 

(msec) 

tp 

(msec) 

Overshoot 

(%) 

Identified original EMA 25 46 39.5 2.6 

Robust EMA 30 48 -- 0 

A low pass filter (LPF) is added to the derivative path of the PID controller in 
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To attain the last results, the EMA system with the designed robust controller 
secures the robust stability over the uncertainties intervals and attains the required 
margins (Pm ≥ 40°, Gm ≥ 7dB) with an acceptable bandwidth. In time domain, it 
has no overshoots and no steady-state errors. Therefore, all the required 
specifications shown in Table 1 are accomplished. 

Conclusions 
A novel approach was proposed, to graphically design a robust PID controller, for 
a parametric uncertain system with time delay constrained with gain and phase 
margins conditions. It was then applied to an EMA system, the designed controller 
ensured robust stability, while shaping the performance in a desired fashion. 
Finally, in order to validate its practicality, the robust EMA system was compared 
with the identified EMA system. In addition, to its robustness, the robust EMA 
system proved better dynamic characteristics than the original. 
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Abstract: In this paper the influence of the initial conditions and the interaction of the 
parameters on the motion of the strong nonlinear Duffing oscillator are investigated. The 
initial conditions are arbitrary and need not be zero. An analytical procedure for solving 
the strong nonlinear differential equation with excitation term is developed. The obtained 
solutions give the physical explanation of the excited vibrations caused by the excitation 
force and non-zero initial conditions. The analytical results are compared with numerical 
results and show good agreement. 

Keywords: Duffing oscillator; harmonic excitation; non-zero initial conditions; jump effect 

1 Introduction 

Vibration data, obtained by repeated measurement in a forced system (for 
example, motor-support system), represent a spectra of different values, in spite of 
the fact, that the measuring position and conditions, as well as, the excitation of 
the system has not changed. Using the theoretical consideration of the excited 
vibration of non-linear systems, it is to be expected that the obtained results have 
to be highly repeatable and to satisfy certain rules (see [1]-[13] and References 
mentioned in them). For all of the aforementioned analytical investigations, it is 
common to assume that the motion is steady state, with non-zero initial 
conditions. Namely, it is stated that the initial conditions have nothing to do with 
the long term motion properties and need not to be taken into account. The 
discrepancy between the experimental and analytical values gives us an idea to 
investigate nonlinear excited vibrations by including the initial conditions. In the 
paper [14], the vibrations of a harmonically excited pure nonlinear oscillator (the 
linear displacement term fails) with non-zero initial conditions is analyzed. It has 
been noticed that in spite of long term motion, the influence on the initial 
conditions on the motion remains. The intention of this paper is to analyze the 
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effect of the initial conditions on the motion of an excited nonlinear oscillator of 
Duffing type. For this model the linear displacement force is also taken into 
consideration. The model of the system is a strong nonlinear second order 
differential equation with an excitation term 

),cos(0
3 tFyyy          (1) 

and arbitrary initial conditions 

,)0(,)0( 00 yyyy          (2) 

where α and γ are the coefficients of the linear and cubic terms, F₀  and Ω are the 
excitation amplitude and frequency, y0 and 0y  are the initial displacement and 

velocity, respectively. The solution of (1) is assumed in the form which is usual 
for the linear vibration model. Using the harmonic balance method the coefficients 
of the solution are determined. For the special group of parameter values the 
jump-up and jump-down phenomena are investigated with special attention to the 
influence of the initial values. The interaction between the oscillator parameters 
and arbitrary initial conditions on the vibration are also analyzed. For certain 
numerical values the analytically obtained results are compared with numerical 
results. They are in good agreement. 

2 Analytical Solving Procedure 

Let us assume the solution of (1) as a sum of trigonometric functions 

),sin()cos()cos( 1tCtBtAy        (3) 

where A, B, C and also  and 1 are unknown values. This form corresponds to 
the usual solution of the harmonically excited linear oscillator. Substituting (3) 
and its first and second time derivative into (1) we obtain 

.))sin()cos()cos((

)sin()()cos()()cos()()cos(

3
1

1
222
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
 (4) 

Separating the terms with the first order trigonometric functions cos(t), cos(t) 
and sin(1t) in (4), the following system of three algebraic equations is obtained 

.0)22(
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    (5) 
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The initial conditions (2) with (3) give two additional algebraic equations 

./, 010 CyAyB          (6) 

Substituting (6) into (5)3 the parameter C as the function of A follows 
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Using (6) and (7), the relations (5)1 and (5)2 transform into 
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and 
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Eq. (8) is a sixth order algebraic equation for parameter A. The solution for A has 
to be substituted into (9) and the solution for . 

3 Solution for Non-Zero Initial Displacement 

For the case when the initial velocity is zero ( 00 y ) but the initial displacement 

is a non-zero one ( 00 y ) 

,0)0(,)0( 0  yyy                    (10) 

the aforementioned relations (7)-(9) transform into 
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The general solution (3) simplifies into 
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where A and  are the solutions of the equations 
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


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               (13) 

The relation (13)2 can be rewritten in the form 

),
2

3
(

2

3
0

22 AyAf                    (14) 

where 4/3 2
0yf    is the approximate frequency of free vibration [15]. Eq. 

(14) represents the corrected frequency of vibration caused by harmonic 
excitation. The frequency depends not only on the initial amplitude, as in the case 
for free vibrations of cubic nonlinear oscillator, but also on the excitation 
properties. Introducing the new variable 9/4 0yYA   into (13)1, we have a 

cubic algebraic equation. 

03  qpYY                    (15) 

where 
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              (16) 

The number of real solutions of (15) depends on the relation between the 
parameters of the excitation force F0 and , ant the initial displacement y0. As 
suggested by mathematicians the number of real solutions (one or three) depends 

on the sign of the discriminant )27/()4/( 32 pqD  which is according to (16) 
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For D>0 the number of real solutions of (15) is one and for D<0 it is three. The 
boundary discriminant of (13)1 is D=0, when two of the real solutions are equal 
and the third differs. 

3.1 Discussion of the Domain of Solutions 

For computational reasons, let us rewrite the relation (17) in the form more 
suitable for analysis 
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where according to (16) the (p) and Q(p) functions are 

  .
729

64

9

4
,227

2

1 3
002

0

ypy
Qyp                  (19) 

The discriminant (18) is zero for (19) and 
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Substituting(19) into (20) the boundary F0- functions for various values of initial 
displacement y0 are obtained as 
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             (21) 

Analyzing the relations (19) and (21) it is obvious that for 

,
2

3
.,.,

27

16 2
0

2
0 yei

y
p                   (22) 

the excitation amplitude is minimal and has the value F0min=0. 

    

  Figure 1     Figure 2 

F0-Ω curves with characteristic points for   A-Ω curves with characteristic points α=γ=1,  

α=γ=1 and various initial displacements  F0 =0.05 and various initial displacements 

In addition, if the discriminant is zero, it follows 

,
81

16
,

6

3
0

0

2
0 y

F
y                    (23) 

as the value of p is zero. The values (22) and (23) correspond to two characteristic 
points in the F0- plane. In Fig. 1 the F0- curves (21) for several values of initial 
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displacements (y0=0;0.5;1) are plotted. The parameters of the system are =1 and 

=1. The excitation amplitude is positive, i.e., F0>0. It can be seen that for y0=0 

the F0- curve is single-valued. Namely, the relations (21) transform into only 
one and give a curve which separates the F0- plane into two regions: left from 
the limit curve where the discriminant D is positive and right of the curve where 

the discriminant is not positive (D≥0). For y0>0, the F0- curves are multi-valued. 

The two curves (21) give in the F0- plane an additional region where D≥0. The 
obtained region is larger for higher values of initial displacement. The Ω and F0 

coordinates for the peak points of the region are ( 81/16,6/1 3
0

2
0 yy ) and 

( 0,2/31 2
0y ) according to (22) and (23). The higher the value of y0 the peak 

values move toward higher values of Ω and F0. For F0 higher than the peak value 

only one jump frequency is evident for which the discriminant changes the sign. 
For the 'jump frequency' there is the transition from the region where D>0 to the 
region where D<0. 

3.2 Analytical Expression of Solutions 

As it was previously mentioned the number of real solutions of (13)1 depends on 
the sign of the discriminant D. 

a) For D=0 three real solutions of (13)1 exist, where two of them are equal 
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b) For the values of excitation F0 and  which are inside the area (21) the 
discriminant is negative and three real solutions are 
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where 
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c) Outside the region (21), where the discriminant D of (13)1 is positive, only 
one real solution exists 
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Acta Polytechnica Hungarica Vol. 11, No. 5, 2014 

 – 151 – 

The result (27) is valid for all values of F0 and for the excitation frequency which 
satisfies the relation 

2
0

6

1
y                    (28) 

where the parameter p and the discriminant are always positive. 

In Fig. 2 according to (23)-(27) the response amplitude A as a function of the 

excitation frequency Ω for several initial displacements (y0=0;0.5;0.6326;0.75;1) 

is shown. The excitation amplitude is F0=0.05 and the parameters of the oscillator 

are α=γ=1. We note that, depending on the value of y0, some of the curves are 

multi-valued while others are single-valued. It is of special interest to determine 
the characteristic points in A-Ω curves where the bifurcation of the solution 
appears. 

3.3 Characteristic Points 

Let us rewrite the relation (13)1 into the form 
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To obtain the characteristic peak values in the aformentioned A-Ω curves, the first 
derivative of (29) for  as a function of the amplitude A has to be equated with 
zero 
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3  FAyA                   (30) 

The cubic algebraic equation has one or three real solutions dependent on the sign 
of the discriminant 
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For D1>0, when 81/16 3
00 yF  , only one real solution for A exists 
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For D1=0, i.e., 81/16 3
00 yF   two real solutions exist 
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For D1<0, i.e., 81/160 3
00 yF   three real solutions exist 
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where 
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Analyzing the relation (30) the initial displacement as the function of the response 
and excitation amplitude is expressed 
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Substituting (36) into (13)1 we eliminate the initial displacement and we have the 
A() function for various values of F0 
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Substituting the values of the amplitudes Am (32)-(34) into (37) the frequencies Ωm 
are obtained 
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where i=1,2,3. The values (Am,Ωm) correspond to certain constant value of F0 and 

initial displacement y0. 

In Table 1, the characteristic amplitudes and frequencies for the oscillator with 
parameter values F0=0.05, α=γ=1 and various initial conditions y0 are calculated. 

It can be concluded that for y0<0.6326 one solution exists, while for y0≥0.6326 
number of solutions is three. Comparing the values in Table 1 with the 
characteristic points in Fig. 2, it can be seen that they are in good agreement. 
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Table 1 

Characteristic amplitudes and frequencies for various initial conditions 

Y0 A1 1 A2 2 A3 3 

0 -0.22314 1.1559     

0.5 -0.15140 1.4085     

0.63257 -0.14057 1.5057 0.28114 1.0328 0.28114 1.0328 

0.75 -0.13254 1.5996 0.18902 1.1110 0.44351 1.0843 

1 -0.11893 1.8191 0.14610 1.3295 0.63950 1.1931 

3.4 Explanation of the Solution 

Based on the approximate analytical solution (12), and results given in the 
previous Section, the physical phenomena and vibration of the harmonically 
excited Duffing oscillator with non-zero initial displacement are discussed. The 

parameters α and γ and also the initial displacement y0 are treated as constant 

values. For the constant values of excitation amplitude F0 the excitation frequency 

Ω is increased from zero to infinity. 

1) For the excitation frequency Ω≈ε>0, where ε is a small positive value, the 
parameter A is positive and satisfies the relation A<y0 (see Eq. (13)1). The 

approximate solution (12) for vibration simplifies into 

)cos()( 0 tAyAy                    (39) 

where 

2

0

2

3
1

f

f

Ay


                    (40) 

The harmonic vibration with amplitude (y0-A) and frequency ω (40) is around the 

position A. If the calculated parameter A is small, i.e. A<<y0, the relation (39) 

simplifies into 

)cos(0 tyy                     (41) 

The frequency of excited vibration ω is smaller than the frequency of free 
vibration ωf. The period of excited vibration is longer than for free vibration of the 
system. Comparing the excited frequency ω with the excitation frequency Ω it has 
been concluded that the second is significantly smaller than the first one. 

2) For the excitation frequency 
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we have A=y0. The solution (12) simplifies into 

)cos( *
0 tyy                     (43) 

The vibration is harmonic in nature, with amplitude y0 and frequency Ω* which 

represents the corrected value of the frequency of free vibration of the system ωf. 
The correction parameter depends on the excitation amplitude and the initial 
displacement. The higher the amplitude of excitation, the more significant is the 
variation of the frequency to that of free vibration. The period of excited vibration 

is longer than for free vibration. The relation (42) is valid only for 1)/( 2
00 fyF  . 

3) For Ω>Ωm1, where Ωm1 is the jump down frequency (37) in A-Ω diagram (see 
Table 1), the calculated parameter A becomes negative with absolute value 

|A|<<y0. The oscillations are approximately periodical (39) with frequency 
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f

f
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                    (44) 

Due to (44) it is evident that the frequency of excited vibration ω is higher than 
for free vibration ωf and the period of excited vibration is shorter than for free 
vibration. For Ω>>ωf the value |A| tends to zero and the frequency of vibration is 
close to ωf. The effect of excitation disappears. 

4) According to (13)1 it is evident that for Ω<Ω* the parameter A satisfies the 

relation A<y0. As the difference between the excited and excitation frequency is a 

small positive value ε, i.e. ω-Ω=ε>0, it is convenient to rewrite the solution (12) 
into the form 

)
2
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2

sin()(2cos 00 ttAytyy
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


              (45) 

which is suitable for analysis. The second term in the relation (45) describes 
trembling with negative amplitude and period T=2π/(ω-Ω). The period of 
trembling is lengthened by decreasing the difference between the frequencies ω 
and Ω. The period is longest for the minimal value of the difference (ω-Ω). 

5) For Ω*<Ω<Ωm1 the parameter A satisfies the relation A>y0 and according to 

(13) the difference between the excited and excitation frequencies is positive. The 
relation transforms into 

)
2

sin()
2

sin()(2)cos( 00 ttyAtyy





              (46) 

For the small difference between frequencies ω and Ω the trembling effect is 
added to the harmonic vibration. The smaller the frequency difference is the 
higher the trembling period. 
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4 Examples 

Here three numerical examples are considered in an oscillator: 1. The excitation 
frequency is varied, 2. The excitation amplitude is varied and 3. The initial 
displacement is varied.Consider the vibrations of an oscillator with values α=γ=1 

and initial displacement y0=1. 

     

     Figure 3      Figure 4 

F0-Ω curve with characteristic points for α=γ=1      A-Ω curve with characteristic points for and                

initial displacement y0=1α=γ=1                          F0=0.05 and initial displacement y0=1 

In Fig. 3 the F0-Ω curve is plotted. The F0-Ω curve separates the region where 

D>0 and the region where D≤0 (shaded area). Four (Ω, F0) sets of excitation 

parameters are selected: point 1 (0.5, 0.05) for D>0, point 2 (1.3, 0.05) for D<0, 
point 3 (1.4, 0.05) for D>0, and (2, 0.05) for D<0. In Fig. 3 the characteristic 

points calculated in Table 1 for y₀ =1 and also the peak values of F0-Ω are given. 

In Fig. 4 the A-Ω curve for F0=0.05 is plotted. The points 1-4 are plotted and the 

numeric values of the characteristic points are signed. In Fig. 5 the y-t diagrams 
obtained analytically and numerically for the four mentioned parameter values are 
plotted. 

From the Figures the following is evident: 

For the parameter values α=γ=1, initial displacement y0=1, and excitation values 

F0=0.05 and Ω=0.5 (point 1) the mathematical model of the system is 

).5.0cos(05.03 tyyy   According to the previous consideration the 

approximate analytical solution is ).(1.31030.97709cos)(0.50.02291cos tty   

Point 1 is in the region Ω<Ω1=1.1931, where only one solution for A exists (see 
Fig. 4). 
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  (a)               (b) 

 

(c) (d) 

Figure 5 

Time history diagrams obtained analytically (yA), numerically (yN) and the ‘carrying curve’ y* for y0=1, 

α=γ=1, F0=0.05 and:a) Ω=0.5, b) Ω=1.3, c) Ω=1.4 and d) Ω=2 

In Fig. 5a the analytical and numerical solution are plotted. The difference 
between the time history diagrams y-t is negligible. The vibration has two terms: 

the first is with amplitude A<<y0 and with period 4π, and the second vibration 

term is with frequency ω<ω0. In Fig. 5a it has been shown that the first term in the 

analytical solution can be treated as the 'carrying vibration' and the second term is 
the 'carried vibration' which is along the first one. The total vibration is with 
maximal amplitude y0. 

Differential equation of motion for Ω=1.3 (point 2) is ).3.1cos(05.03  yyy  

Point 2 is in the region Ω1=1.1931<Ω<Ω2=1.3295, where three real solutions for A 
exist (Fig. 3): A1=0.25058, A2=0.089264, A3=0.99349. As for Ω1=1.1931 the jump 
phenomena for amplitude A occurs, (see Fig. 4), the biggest value A3 is valid for 
further analytical calculation. The approximate analytical solution is 
y=0.9935cos(1.3t)+0.0065cos(1.575t). In Fig. 5b the analytical solution is 
compared with numerically obtained one by solving the differential equation. As 
the amplitude A>>B, the term with excitation frequency Ω is dominant. For this 
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case the term with excited frequency ω can be treated as a correction function. 
The approximate solution y≈0.9935cos(1.3t) is almost harmonic with amplitude 
close to y0. 

Point 3, with excitation frequency Ω=1.4, is in the region 
Ω2=1.3295<Ω<Ω3=1.8191 where only one real solution for A exists (Fig. 3). The 
calculated value is A=1.0717 and is higher than the initial value of the amplitude 

(y0=1) while coefficient B is negative (B=-0.0717). For )4.1cos(05.03  yyy  

the approximate solution is )..65130.717cos(1)1.41.0717cos( tty   In Fig. 5c 

the analytical and numerical solutions y-t are plotted. The obtained solutions are in 
good agreement. From the analytical solution it has been seen that the term with 
excitation frequency Ω=1.4 is still the dominant one. Comparing the analytical 
solution by neglecting the second term as a small value, with the free vibration it 
has been concluded that the amplitude of vibration is higher and the period of 
vibration is shorter. 

The excitation frequency Ω=2 in point 4 is in the region Ω>Ω3=1.8191 where 

three real solutions for A (see Fig. 4) can be calculated (A1=-3.5994×10-², A2=-

0.35752, A3=1.7268). For Ω3=1.8191 there is a jump in the value of A and the 
smallest absolute value of A corresponds to the real vibrating system. Thus, for 
Ω=2 (point 4) the solution is ).(20.03599cos)(1.34421.03599cos tty   In Fig. 5d 

the analytically obtained solution is compared with the numerical result, which is 

the solution of the differential equation )2cos(05.03 tyyy  . The second 

term in the approximate solution is negligible in comparison to the first term. 
Comparing the approximate solution y≈1.03599cos(1.3442t) with y=1cos(1.322t) 

for the free vibrations of the oscillator [15] described with 03  yyy  it can be 

seen that the amplitude and frequency of vibration of the harmonically excited 
oscillator is smaller than for Ω=1.4 and tends toward the properties of the free 
oscillator. 

In Fig. 6 the time history diagram for α=γ=1, Ω=1.3, initial amplitude y0=1 and 

excitation amplitude F0 =0.25 is plotted. There is only one real solution for A (see 

Fig. 3) which gives the approximate analytical solution y=1.0976cos(1.3t)-
0.0976cos(1.6776t), which in comparison with the numerical one shows good 
agreement. Comparing Fig. 6 with Fig. 5b the influence of increase of the 
excitation amplitude on the vibration properties of the oscillator is visible. For a 

higher value of F0 the trembling effect is evident, while for smaller F0 the motion 

with approximately constant amplitude occurs. 

In Fig. 7 the time history diagrams for an oscillator with α=γ=1, Ω=1.5, F0=0.05 

and various initial conditions (y0=0.5 and y0=1) are plotted. It has been shown that 
the oscillating properties deeply depend on initial displacement. 
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Figure 6    Figure 7 

Analytical yA-t and numerical yA-t diagrams for          Time history diagrams for Ω=1.4,α=γ=1,F0=0.05 

Ω=1.3,α=γ=1,F0=0.25 and y0=1                  and: y0=0.5 and y0=1 

Conclusions 

The following has been concluded: 

1) The vibration of a non-linear undamped harmonically excited oscillator 
depends on initial conditions and their influence cannot be neglected 
independently on the value of the excitation parameters. 

2) Upon analyzing the total vibration of the harmonically excited Duffing 
oscillator, it can be concluded that it contains two terms: first, a harmonic 
vibration with excitation frequency and second, a harmonic vibration with excited 
frequency. When varying the excitation frequency from zero to a higher values the 
vibration terms vary as follows: 

a) For zero excitation frequency the first term is a constant value and the second 
term is a harmonic vibration. The sum of these two terms yields the vibration 
around the constant value and the maximal amplitude corresponds to initial 
displacement. 

b) By increasing the excitation frequency the first term transforms into a harmonic 
function with a long vibration period: the period of vibration decreases and the 
amplitude of vibration decreases from the constant value by increasing the 
excitation frequency. For the second term, the period of vibration decreases and 
the amplitude increases when the excitation frequency increases. The total 
vibration represents the vibration of the second term, around the first one and the 
total amplitude is equal to the initial displacement. 

c) By further increasing the excitation frequency, the relation between the 
frequencies of vibration of the first and the second term give the trembling effect, 
where the total vibration period decreases by increasing the excitation frequency 
and the amplitude remains equal to the value of the initial displacement. 

d) For a further increase of excitation frequency, the second term becomes a 
dominant vibration with a longer period than that of the first term. The period of 
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trembling increases and the difference between the maximal and minimal 
amplitude decreases. 

e) By further increase of the excitation frequency, up to a certain value, when the 
amplitude of the first term is equal to initial displacement and of the second term 
is zero, the total vibration is a pure harmonic, with an amplitude equal to initial 
displacement and with that certain excitation frequency. For such excitation force, 
the vibration response is independent on the elastic properties of the oscillator. 

f) For an even further increase of excitation frequency, the trembling effect 
appears, but with a positive sign: the period of the first term decreases and its 
amplitude is higher than the initial displacement while the frequency of the second 
term increases and the amplitude is smaller than initial displacement. In spite of 
that, the total amplitude of vibration is higher than initial displacement. By further 
increase of excitation frequency the trembling in vibration of the excited oscillator 
disappears and the vibration tends to a periodical with an amplitude equal to initial 
displacement and frequency which tends to the frequency of free vibration of the 
oscillator. 

g) For significantly high excitation frequency, the excitation force has only a 
marginal influence on the vibration of the oscillator. Namely, the amplitude of 
vibration and the frequency of the excited oscillator do not depend on the 
parameters of excitation. The vibration is almost harmonic in nature, with an 
amplitude equal to initial displacement and with frequency of a free vibration. 
Based on this conclusion, it is recommended to use an excitation force with a high 
excitation frequency. 

3) The initial displacement has an influence on the excitation domain which gives 
one, two or three steady-state vibrations. The excitation amplitude - excitation 
frequency curve is single-valued, if the initial displacement is zero and it separates 
the domains of one and three steady state motions equally. For arbitrary initial 
displacement, the excitation curve is multi-valued: for excitation parameters inside 
the region of this curve, three steady-state motions exist, while outside this region 
the motion only one steady state amplitude exists. The obtained region is larger 
for higher values of initial displacement. The higher the value of initial 
displacement the peak values move toward higher values of excitation frequency 
and excitation amplitude. 

4) The number of peak amplitudes, which define the position of jump phenomena, 
depend on initial displacement. If the initial displacement is zero, only one 
characteristic peak value in the excited undamped Duffing oscillator exists. 
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Abstract: We consider a plane problem of fracture mechanics for an isotropic medium with 
a periodic system of circular holes filled with absolutely rigid inclusions soldered along the 
contour and weakened by rectilinear cracks with interfacial bonds at the end zones 
collinear to the abscissa and ordinate axes of unequal length under transverse shear. The 
problem on equilibrium of isotropic composite medium with cohesive cracks is reduced to 
the solution of the system of nonlinear singular integro-differential equations with Cauchy 
type kernel. The tangential forces at the end zones of the cracks are found from the solution 
of this system of equations. The crack propagation condition is stated with regard to 
ultimate stretching of the material bonds. 

Keywords: isotropic medium; periodic system of circular holes; cohesive forces; rigid 
inclusions; transverse shear; prefracture zone; cracks with interfacial bonds 

1 Introduction 

At present, technical means, in the form of perforated elements are used in many 
fields of engineering. Therefore, development of strength analysis methods of 
perforated elements of machines and constructions is of great value. Investigation 
of these problems is important in connection with development of power 
engineering, chemical industry and other branches of engineering and also with 
wide use of periodic structure materials. 

By investigating the stress distribution in shear of the plane perpendicular to fibers 
(inclusions) orientation, one can get a good notion on typical stress distributions in 
the microstructure of reinforced materials. The solution of this problem opens new 
opportunities for mechanical properties forecasting of composite materials on 
given initial characteristics, for constituent components and in the form of 
microstructure. At the design stage of new machines and structures it is necessary 
to take into account the cases when, in components of the machines and/or 
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structures, there may appear cracks. A large amount of literature has been devoted 
to these problems (see review of the papers in [1, 2]). In a great majority of 
papers, the authors have considered only the Criffith’s cracks, i.e. the cracks with 
not interacting edges. In structurally-inhomogeneous materials, in availability of 
violated structure zones near the crack, a considerable part of the crack is drawn 
into the failure process. In this case the fracture zone may be considered as some 
end-zone adjoining to the crack with a material with partially violated interparticle 
couplings. Among the investigations of the last years we can note the papers [3-
11]. 

2 Formulation of the Problem 

Begin with an isotropic medium weakened by a system of circular holes of radii 
  )1(   and the centers at the points 

mP
m
   ,...)2,1,0( m , 2  

The circular holes of the medium are filled with absolutely rigid inclusions 
soldered along the contour. In [12] the investigations were limited to the 
consideration of Griffith’s cracks. In the present study, the isotropic medium is 
weakened with two periodic systems of rectilinear cohesive cracks collinear to the 
abscissa and ordinate axes of unequal length (Fig. 1). The crack faces outside of 
the end zones are free from external loads. The plane under consideration is 

subjected to transverse shear by the forces 
xy

 . It is required to determine the 

stress strain state in the isotropic medium according to boundary conditions on 
non-availability of elastic displacements, along the contour of circular holes and 
the external loads on the faces of periodic system of cracks outside end zones. 

 

Figure 1 

Calculation scheme of the problem on interaction of rigid inclusions and cohesive cracks 
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As the external load 
xy

  increases, there will arise concluding prefracture zones on 

the continuation of rectilinear cracks. The model bridged cracks at the end zones 
are used [13-21]. The crack’s end zones are modeled by the areas with weakened 
interparticle bonds in the medium material. Interaction of faces of these zones are 
modeled by introducing bonds with the given deformation diagram between the 
prefracture zone faces. The physical nature of such bonds and the sizes of the 
prefracture zones depend on the form of the material. 

When the external load 
xy

  acts on the composite body, in bonds connecting the 

faces of end prefracture zones, there arise tangential forces )(xq
x

 and )(yq
y

, 

respectively. These stresses are not known beforehand and should be defined. 

Due to the symmetry of boundary conditions and geometry of the domain D 
occupied with the material, the stresses are periodic functions with the main 
period  . 

The boundary conditions of the problem have the form 

0 ivu   on the contours of circular holes (1) 

And on the crack faces 

0
xyy

i   collinear to the abscissa axis (2) 

0
xyx

i   collinear to the ordinate axis  

For the faces of end prefrature zones  

)(xiqi
xxyy

    collinear to the abscissa axis (3) 

)(yiqi
yxyx

    collinear to the ordinate axis 

The basic relations of the stated problem should be complemented with the 
relationships connecting the shear of prefracture zone faces and forces in the 
bonds. Without loss of generality, we will represent these equations in the form 

)())(,()0,()0,( xqxqxCxuxu
xx

   (4) 

)())(,(),0(),0( yqyqyCyvyv
yy

    

where the functions ))(,( xqxC
x

 and ))(,( yqyC
y

 are effective compliances of the 

bonds, )(  uu  is the shear of the faces of end prefracture zones collinear to 

abscissa axes; )(   vv  is the shear of the faces of end prefracture zones collinear 

to ordinate axis. 

To determine the ultimate quantity of the external load under which the crack 
propagation occurs, the problem statement should be complemented with crack 
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propagation condition (criterion). In place of such a condition we take [22] a 
deformational fracture criterion (critical shear of prefracture zone faces) on the 
faces of end prefrature zones 

c
uu

II
     collinear to the abscissa axis (5) 

c
vv

II
     collinear to the ordinate axis  

where 
cII

  is the crack resistance characteristics of the medium material. 

3 The Method of the Boundary-Value Problem 

Solution 

In order to solve the problem in a natural way we combine the method worked out 
by solving the periodic elastic problem [2] with the method [23] for constructing 
in the explicit form the Kolosov-Muskhelishvili potentials, corresponding to 
unknown tangential displacements along cracks with the end zones. We represent 
the stresses and displacements [24] by the Kolosov-Muskheleshvili potentials 

)(z  and )(z  

)(Re4 z
yx

 , )()( zz  , )()( zz    )( iyxz   (6) 

 )()(22 zzzi
xyxy

   

)()()()(2 zzzzivu     

where  43  for plane strain, )1()3(    for plane stress state;   and 

  is a shear modulus and the Poisson’s ratio, respectively. Based around formulas 
(6) and boundary conditions on the contours of circular holes and on the surfaces 
of cracks with end zones, the problem is reduced to definition of two analytic 
functions )(z  and )(z  in domain D from the boundary conditions (t and t1 are 

the affices of the points of the crack surfaces with end zones collinear to abscissa 
and ordinate axes, respectively) 

  0)()()()( 2   ie  (7) 

)()()()()( tfttttt
x

  (8) 

)()()()()(
111111
tfttttt

y
   

where   mei   ,...)2,1,0( m ; 
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





zones end scrack' of faces on the         )(

 axis  abscissa  thetocollinear  cracks of faces freeon        0
)(

tiq

Ox
tf

x

x
 







zones end scrack' of faces on the         )(

 axis  ordinate  thetocollinear  cracks of faces freeon        0
)(

1

1 tiq

Oy
tf

y

y
 

The problem statement simultaneously covers the cases of rigid inclusions 

)(    and free holes )1(  . We look for the solution of boundary value 

problem (7)-(8) in the form 

)()()()(
321

zzzz  , )()()()(
321

zzzz   (9) 

dtzttgz
L

)(cot)(
2

1
)(

1

1
  




 (10) 

dtzttg
z

z
L

)(sin)(
2

)(
1

2

21
  







  

11112
)(cot)(

2
)(

2

dtzittg
i

z
L

  



  

 



 

2

11

2

11112
)(sin)2()(cot2)(

2
)(

L

dtzitiztzittg
i

z










  














0

)2(22

223
)!12(

)(
)(

k

kk

kxy
k

z
iiz

  (11) 

























0

)12(22

22
0

)2(22

223
)!12(

)(

)!12(

)(
)(

k

kk

k
k

kk

kxy
k

zS
i

k

z
iiz

   

where 

2

2

2

3

1
sin)( 





















 








 zz ;  













m mmm

m

PP

z

Pz

P
zS

12

)(
')(

2
, the 

prime of the sum sign indicates that the subscript m=0 is excluded from the 
summation; the integrals in (10) are taken on the line    laalL ,,

1
 , 

   rbbrL ,,
2

 ; g(t) and g(t1) are the desired functions characterizing the 

shear of crack faces with end zones 

 )0,()0,(
1

2
)( xuxu

dx

di
xg  







   on L1 (12) 

 ),0(),0(
1

2
)(

1
yvyv

dy

d
yg  







   on L2  
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To relations (9)-(12) we should add additional conditions following from the 
physical sense of the problem 

0)( 




a

l

dttg ,  0)( 
l

a

dttg  (13) 

0)( 111 




b

r

dttg ,  0)( 111 
r

b

dttg   

Refer to the dependences to which the coefficients of equations (9)-(11) should 
satisfy. From the anti-symmetry conditions for the coordinate axes we find 

0Im 
k

 ,  0Im 
k

    (k=1,2,...)  

From the condition of constancy of the principal vector of all forces acting on the 
arch, connecting two congruent points in D it follows that 

2

2

2

0
24

    

It is easy to see that the functions (9)-(11) under condition (13) determine the class 
of problems with periodic distribution of stresses. 

The unknown functions g(x), g1(y) and the constants
k2

  and 
k2

  should be 

defined from boundary conditions (7) and (8). Subject to the periodicity 
conditions, the system of boundary conditions (7) is replaced by one functional 

equation, for example on the contour  ie , the system of conditions (8) by the 

boundary  conditions on L1 and L2. 

To compose the equations with respect to the coefficients
k2

  and 
k2

  of the 

functions )(
3

z  and )(
3

z  we represent boundary conditions (7) in the form 

  )()()()()()()()(
2121

2

3333
  iiffe i   (14) 

   ieiff 2

111121
)()()()()()(   (15) 

   iei 2

222221
)()()()()()(    

For the functions )()(
21
 iff   and )()(

21
 i  we will assume that they 

expand on    in Fourier series. By anti-symmetry, these series have the form  







k

ik

k
eAiff  2

221
)()( ,  0Re

2


k
A  (16) 

  


 


2

0

2

212
)()(

2

1
deiffA ik

k   ,...)2,1,0( k   
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





k

ik

k
eBi  2

221
)()( ,  0Re

2


k
B   

  


 


2

0

2

212
)()(

2

1
deiB ik

k
   ,...)2,1,0( k   

Substituting to these series relation (12) and changing the integration order, after 
calculation of integrals by means of residue we find 


1

)()(
2

1
2

L

kk
dttftgA


 

)()1()(
0

ttf  ,  tt

 cot)(    

)(
2

)( )2(

2

2
ttf 

  

)(
)!32(

1
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)!2(

)12(
)( )22(22)2(2

2 t
k

t
k

k
tf kkkk

k







      ,...)3,2( k  

)(
)!2(

)( )2(2
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2

112112
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i
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1
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1110
ititit   ,  )(cot)(
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
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 )()(2)(
2

)(
1111
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2
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2
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12
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Substituting to the left side of boundary condition (14) instead of )(
3
 , )(

3
 , 

)(
3
  and )(

3
  their expansion in Laurent series in the vicinity of 0z , and to 

the right side of (14) the Fourier series (16) and comparing the coefficients at the 

same degrees of ie  we get two infinite system of algebraic equations with respect 

to the coefficients 
k2

  and 
k2

  
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Requiring that functions (9)-(11) should satisfy the boundary condition on the 
faces of the crack with end zone L1, we get a singular integral equation with 
respect to g(x) 
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Similarly, satisfying the boundary condition on the line L2 after some 
transformations we get one more singular integral equation with respect to the 
desired function g1(y) 
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Systems (17) and (18) together with singular integral equations (19) and (20) are 
the main resolving equations of the problem and allow to define the functions 
g(x), g1(y) and the coefficients 

k2
 , 

k2
 . 

4 Method of Numerical Solution and Analysis 

Using the expansion of the functions z

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
2sh  in the main strip of 

periods, and also using the substitution of variables, after some transformations we 
will reduce the singular integral equations to the standard form. Using the 
quadrature formulas [23, 25], we reduce main resolving equations (17), (18), (19), 
(20) to the totality of two infinite system of linear algebraic equation and to two 

finite algebraic systems with respect to approximate values )(0
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The right side of the obtained systems contains the unknown stresses )(
mx

q   and 

)(
my

q   at the nodal points, belonging to prefracture zones. Using the obtained 

solution, we represent of equation (12) in the form 
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These equations help to determine the traction at the bonds of the end zones of 
cracks. For constructing missing equations conditions (23) should be fulfilled at 
the nodal points. We use the finite differences method. And as a result we get two 
more systems from M1 and M2 equations in order to determine approximate values 
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body the stresses are finite, the solution of singular integral equations should be 
sought in the class of universally bounded functions. Consequently, to system 
(21)-(22) we should add the conditions of stress bounded environment at the crack 
vertices 
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The obtained systems of equations (17), (18), (21)-(24) completely define the 
solution of the problem. For numerical realization of the stated method the 
calculations were performed. Each of the infinite system of equations were 
reduced to five equations. In numerical calculations 30M  that corresponds to 

portioning of integration interval into 30 Chebyshev nodes. Since the sizes of the 
end zones are unknown, the resolving algebraic system of equations (17)-(18); 
(21)-(24) of the problem is nonlinear even for linear-elastic bonds. For its solution 
the sequential approximations method is used [25]. The essence of this method is 
solving the algebraic system for some definite values of end zones sizes with 
respect to the remaining unknowns. The remaining unknowns enter the resolving 
system linearly. The accepted values of the end zone sizes and the appropriate 
values of the remaining unknowns will not satisfy, generally speaking, the stress 
bounded conditions at the crack vertices. Therefore, choosing the values of end 
zone sizes, we will repeat calculations until the stress bounded conditions of (24) 
will be satisfied with the given accuracy. In the case of nonlinear law of 
deformation of bonds, for determination of tangential forces at the end prefracture 
zones, the iteration algorithm similar to the method of elastic solutions [26] was 
used. It is assumed that the law of deformation of inter-particle bonds at the end 

prefracture zone is linear for 
*

)( uuu    and 
*

)( vvv   . The first step of 

iterative calculation process is to solve the systems of equations for linear-elastic 
bonds. The next iterations are fulfilled only in the case when the inequality 

*
)( uuu    or 

*
)( vvv    holds on the part of the end prefracture zone. For 

such iterations, the system of equations at each approximation is solved for quasi-
linear bonds with effective compliance changing along the end zone forces and 
dependent on the quantity of forces in bonds that was calculated at the preceding 
step. Calculation of effective compliance is conducted as in definition of the 
secant modulus in the method of variables of elasticity parameters [27]. The 
sequential approximations process finishes when the forces along the end zone, 
obtained on two sequential iterations do not differ at all. The nonlinear part of the 
curve of bonds deformation was approximated by the nonlinear dependence 
whose ascending section corresponded to deformation of bonds 

))(0(
*

uuu    with their maximal traction of bonds. For 
*

)( uuu    the 
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deformation law was described by nonlinear dependence determined by the points 

),(
**
u  and ),(

cc
 , for 

*
 

c
 an ascending linear dependence hold (linear 

strengthening corresponding to elastico-plastic deformation of bonds). 

In order to determine the limit equilibrium state of the medium under which the 
crack propagates, we use condition (5). Using the obtained solution, by the 
conditions defining the ultimate external load we find the followings: 

cyy
dqdqdC
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Here d  and *d  are the coordinates of the points at the foundation of the end 

prefracture zones, respectively. The length of the end zone, tractions in bonds and 

shear of opposite faces of end prefracture zone from the loading parameter 
xy

  

were found as a result of numerical calculation. The dependence of relative length 
of the end prefracture zone /)(

1*
lll   on dimensionless value of the external 

load 
*

/ 
xy

 for different values of the radius of holes (curves 1-4): 1 – 2,0 ;  2 

– 3,0x ; 3 – 4,0 ; 4 – 5,0  are represented in Fig. 2. 

 

Figure 2 

Dependence of relative length of the end prefracture zone /)( 1* lll   on dimensionless value of 

the external load */ 
xy  for different values of the radius of holes (curves 1-4): 1 – 2,0 ;  2 – 

3,0 ; 3 – 4,0 ; 4 – 5,0  

The dependence of tractions in the bonds 
xyx

q /  in relative size of 
*

l  for different 

values of the radius of holes; 5,02,0   (curves 1-4) are cited in Fig. 3. 

The joint solution of the algebraic system and condition (25) enables (for the 
given characteristic of material crack resistance) to define the critical quantity of 
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the external load, the sizes of end zones of the cracks for the limit-equilibrium 
state under which the crack propagates. 

 

Figure 3 

Traction distribution in bonds 
xyxq /  from the relative size *l  of the end zone for different values of 

the radius of the holes 5,02,0   (curves 1-4) 

On the base of the obtained numerical results, the graphs of dependence of critical 

load 
*

* / 
xy

 for the distance  aa
*

 for the both ends of cracks collinear to 

the abscissa axis (curve 1 corresponds to the left end) for 3.0  are structured 

in Fig. 4. 

 

Figure 4 

Dependence of critical load xxy  /   on the distance  aa  for the both ends of the cracks, 

collinear to the abscissa axis (curve 1 corresponds to the left end) for 3,0  
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The dependence of critical load a*  when the crack length all 
*

changes is 

represented in Fig. 5. For 3.0 , 05.0* a  

 

Figure 5 

Dependence of critical load a  when the crack’s length all *  changes, for 3.0 , 05.0* a  

Conclusions 

The analysis of the limit equilibrium state of a body with periodic system of rigid 
inclusions and rectilinear cracks, with interfacial bonds at the end zones under 
transverse shear, is reduced to a simultaneous parametric investigation of 
resolving algebraic system (17), (18), (21), (22)-(24) and deformation criterion of 
fracture (25) under different laws of deformations of interparticle bonds of the 
material, elastic constants and geometric characteristics of a perforated body. The 
traction in bonds and shear of the crack surfaces are determined directly from the 
solution of the obtained algebraic systems. 

The model of the cohesive crack allows us to investigate the main regularities of 
traction distributions in bonds under different deformation laws; to analyze the 
limit equilibrium of the crack with end prefracture zone, with regard to 
deformational condition of fracture; to estimate the critical external load and 
material’s crack resistance. The obtained relations enable to investigate the limit 
equilibrium state of the medium with a periodic system of circular holes filled 
with absolutely rigid inclusions soldered along the contour and weakened with 
bridged rectilinear cracks at the end zones collinear to abscissa and ordinate axes 
of unequal length under transverse shear. 
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Abstract: Road traffic accidents (RTA) are one of the major root causes of the unnatural 
loses of human beings all over the world. Although the rates of RTAs are decreasing in 
most developed countries, this is not the case in developing countries. The increase in the 
number of vehicles and inefficient drivers on the road, as well as to the poor conditions and 
maintenance of the roads, are responsible for this crisis in developing countries. In this 
paper, we produce a design of an Artificial Neural Network (ANN) model for the analysis 
and prediction of accident rates in a developing country. We apply the most recent (1998 to 
2010) data to our model. In the design, the number of vehicles, accidents, and population 
were selected and used as model parameters. The sigmoid and linear functions were used 
as activation functions with the feed forward-back propagation algorithm. The 
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performance evaluation of the model signified that the ANN model is better than other 
statistical methods in use. 

Keywords: Artificial neural network; road; accident; linear function; back propagation; 
vehicles 

1 Introduction 

Artificial Neural Network (ANN) systems have been applied in different 
information technology problems, such as traffic in communication and 
transportation engineering [1]. ANN has been widely applied in travel behavior, 
flow and management [2]. Artificial neural networks are employed for modeling 
the relationship that exist among driver injury severity and crash causes or factors 
that have to do with the driver, vehicle, roadway and the environment 
characteristics. The use of artificial neural networks can reveal the relationship 
that exists between vehicle, roadway and environment characteristics and driver 
injury severity [3]. Traffic forecasting problems involving complex 
interrelationships between variables of traffic system can be efficiently solved 
using ANN. They provide realistic and fast ways for developing models with 
enough data [4]. This study explains the use of neural networks in the modeling of 
the number of persons fatally injured in motor vehicle accidents in data sets of the 
states of the USA. The ANN models help us to compare the states’ road safety 
performance by the number of motor vehicle fatalities. 

Used in many fields, the application of ANNs has seen a lot of success in a 
number of different areas of specialization, including transportation engineering. 
Abdelwahab and Adel-Aty [3] researched the relationship that exists between 
driver injury severity and driver, vehicle, road, and environment characteristics, 
using two well-known neural network paradigms, the multilayer perceptron and 
the fuzzy adaptive resonance theory neural networks. Recently, ANN has been 
adopted for sequential forecasting of incident duration from the point of view of 
incident notification to the incident road clearance [5]. Prediction of the lane-
change occurrence with respect to freeway crashes using the traffic surveillance 
data collected from a pair of dual loop detectors [6], and a study understanding the 
circumstances under which drivers and passengers are more likely to be killed or 
more severely injured in an automobile accident, can help to improve the overall 
driving safety situation [7]. 

The advantage of ANN over conventional programming depends on its ability to 
solve complex and non-algorithmic problems. ANN uses past experience to learn 
how to deal with the new and unexpected situations. The statistical distribution of 
the data does not need to be known when developing an ANN model. There is no 
need for prior knowledge about the relationships amongst the variables being 

http://scialert.net/asci/result.php?searchin=Keywords&cat=&ascicat=ALL&keyword=Neural+Networks
http://scialert.net/asci/result.php?searchin=Keywords&cat=&ascicat=ALL&keyword=Neural+Networks
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modeled. Hence, ANN has the ability to model complex, nonlinear relationships 
without previous assumptions of the nature of the relationship, like a black box 
[8]. The most important key element of ANN paradigm is the novel structure of 
the information processing system. The synapses associated with irrelevant 
variables readily show negligible weight values; relevant variables present 
significant synapse weight values. Neural networks, which are good at broad and 
flat transformation of data, are nonlinear, able to relate input with output, and are 
error tolerant. Another advantage of ANN analysis is that it allows the inclusion of 
a large number of variables. 

Road traffic accidents (RTAs) play an important role in the economy of any 
country and especially such huge financial losses in developing countries affect 
very much the development of these nations. Due to RTAs, the financial loss in 
some developing countries like Nigeria is more than the GDP of 20 African 
countries (see Figure 2). In the next section, we will see how RTAs affect the 
economy of a developing country. 

In this paper, the development an Artificial Neural Network (ANN) model was 
carried out for the examination and prediction of accidents rate using Nigeria as a 
case study. Our model was developed by considering data from 1998 to 2010 for 
prediction accuracy. In the design of the system, the number of vehicles, 
accidents, and population are selected and used as model parameters. We used the 
sigmoid and linear functions as activation functions with the feed forward-back 
propagation algorithm. By analyzing the performance evaluation of the model, we 
found that the ANN model is better than other statistical methods. 

The paper is organized in the following chapters. We provide the detail of our case 
study, which in our case is Nigeria, in the next section. The related work is also 
discussed in the same section. In the next paragraph we have data of our case 
study. 

2 Facts regarding RTAs in Nigeria: A Case Study 

under Consideration 

Poor road structure and population growth have greatly led to an increase in 
accident rates. The establishment of the Federal Road Safety Corps (FRSC) by the 
government of the Federal Republic of Nigeria in 1988 (vides Decree 45 of 1988 
as amended by Decree 35 of 1992, with effect from 18th February, 1988) was to 
reduce the accidents. The Commission was given the following responsibilities; 
policymaking, organization and administration of road safety in Nigeria. Mr. Osita 
Chidoka, the FRSC Corps Marshal and Chief Executive, estimated that Nigeria 
currently loses three billion naira every year to road crashes. Road crashes cost 
Nigeria 13% of her gross national product (GNP), which inhibits economic and 
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social development [9]. Nigeria loses about 3% of GDP from Road Traffic 
Crashes that is about 17% of current National reserves as shown in Figure 1. 

Income lost from 2009 RTCs in Nigeria was more than the GDP of over 20 
individual African countries. Nigerian income losses for 2009 vs. 2009 GDP 
select African Countries are shown in Figure 2. 

The cause of traffic accidents can be a factor or combination of many factors. The 
basic factors which cause or increase the severity of probable accidents are 
driver’s behavior, vehicle features, highway characteristics, environmental effects 
and traffic characteristics (Ozgan, 2003). 

 

Source: Euromonitor, CBN, World Bank, PwC Analysis 

Figure 1 

Nigeria’s current national reserves 

 

Source: IFC, PwC Analysis 

Figure 2 

Nigeria’s 2009 vs. 2009 GDP of selected African countries 

Traffic volumes in number of vehicles per day and road lengths in kilometers are 
the most important explanatory variables in an accident prediction model, both for 
road sections and intersections. The parameters of the model can vary 
significantly between road types and countries because road characteristics, user 
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behavior and vehicle types can differ. An accident prediction model is a 
mathematical formula describing the relation between the level of existing road 
safety, such as crashes, injuries, fatalities etc., and variables that explain this level, 
such as road length, width, and traffic volume. 

In Nigeria, about 85% of the accounted causes of road accidents are believed to 
have been constituted by human factors [10]. Many researches carried out in 
Nigeria revealed that most accidents caused by human factors are the result of 
driving while drunk, drugs, inexperience or poor driving skills, health problems, 
psychological problems and temperament. These have been shown in different 
ways by drivers. It is also noted that these human factors are the greatest 
contribution to the increasing surge of traffic accidents in Nigeria [10]. The 
attitude towards road traffic accidents includes such behavioral elements of the 
drivers as: sleeping while driving and tiredness, inadequate preparation for a 
journey, not been familiar with the highway signs, cutting corners, driving after 
taking excess alcohol, driving with bad eye sight especially in the night, ignorance 
of the use seat belts, the incapability of handling unforeseen circumstances, wrong 
use of road signs and vehicle signaling, overtaking and incompetent maneuvering. 

Osime et al. [11] observed in their study that about 285,699 cases of RTA 
occurred between 1970 and 1979 with 57,136 deaths, which amounts to 20%. 
Again, 188,012 cases of RTA occurred between 1990 and 1999, where about 
76,870 deaths were recorded, amounting to 41%. Reasons for this include the oil 
explosion in Nigeria, which occurred in the 1970s. This empowered many 
Nigerians financially to afford cars of their choices. This also aided in the repair of 
roads and the construction of new roads in Nigeria. But given that people were not 
yet exposed to high traffic of cars in Nigeria roads, this led to many cases of 
RTAs. Also, due to the fact that people are new to the development, cases of 
speeding could still be assumed to be relatively small. With the availability of 
good roads and due to the fact that some drivers drive with reasonable speed, 
which amount to some cases of RTAs, the deaths that occurred were about 20%. 
However, there was a sharp change observed between 1990 and 1999. The 
mortality rate increased to 41%, while the number of RTAs decreased. This is the 
time economic recession was observed in Nigeria, which led to the inability of 
acquiring new cars by most people; instead there was an increase in the purchase 
of used cars, which in turn led to an increase in RTAs. The economic recession 
also affected most roads, which left them in a bad state, making it more likely to 
cause fatal accidents. The country equally experienced neglect in the health sector, 
with little attention paid to RTAs cases. 

Research on the trends of accidents on Nigeria roads starting from 1960 to 1989 
shows an increase in the number of fatal accidents that occurred. It was also 
discovered that about 18,000 deaths were recorded between 1960 and 1969 with 
respect to road accidents. This figure given here increased by five times between 
1980 and 1989, with more than 92,000 deaths recorded [12]. The total amount of 
RTAs in Nigeria between 1960 and 2004 is 969,850 with 275,178 recorded deaths 
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and 843,691 recorded injuries within the same period. In 1988, the rate of RTAs 
reduced drastically, which is attributed to the effectiveness of the Federal Road 
Safety Commission in Nigeria, which assumed operation on 18th February 1988. 
The key responsibility of the Federal Road Safety Commission is to bring to 
sustainable minimum the rate of RTAs in Nigeria. The major strategies to achieve 
this as adopted by the commission to improve road safety in Nigeria are through 
awareness and enforcement. 

The number of injured and killed people is currently increasing rapidly in Nigeria. 
If until 2020 the trends in RTAs continue, it will be considered as the second most 
noted cause of fatalities in the world. RTAs contribute greatly in huge economic 
overheads, extreme human distress and disaster. A long term sustainable road 
traffic system can be achieved if the traffic safety work is developed and 
intensified. Figure 3 shows Nigeria’s position in RTAs. 

 

Source: FRSC, PwC Analysis 

Figure 3 

Nigeria’s position in reported RTA causes, injuries and death 

Records obtained from Federal Road Safety Corps (FRSC) in 2009 states that 
about 4,120 deaths were recorded, with 20,975 seriously injured persons in RTAs 
involving about 11,031 vehicles across Nigeria. In 2008, the commission stated 
that about 11,341 RTAs occurred, claiming a total number of 6,661 lives and with 
27,980 injured persons. From January to June 2010, RTAs amounted to 5,560 
cases, with 3,183 deaths and 14,349 injuries. 

3 Related Studies 

The issue of Road traffic accident (RTA) has been seen to be dreadful all over the 
world. The rate of RTAs has reduced in some developed countries, while it still on 
the increase in some developing countries [13]. It has been observed that RTA is 
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prevalent in Nigeria, with seasonal epidemics [14]. It has been reported by the 
police force that a total of 98,168 deaths occurred between 1980 and 1989, and 
244,864 persons were injured in RTAs [15]. This brings an average of 10,000 
persons being killed and 25,000 persons being injured annually. A document has 
stated that one third and one ninth of the whole of Nigerians may be exposed to 
the risk being injured or killed, respectively, annually by RTAs [16]. Despite the 
struggle to reduce the rate of RTAs in Nigeria, it is still ranked high with respect 
to RTA in the world [17]. The most disturbing aspect is the economic back-bone 
of a nation, are the young adult group, who are the most affected by these RTAs 
[18], [19]. Oladehinde et al. [20] discussed the visual functions of commercial 
drivers in relation to road accidents in Nigeria and basically observed that it is one 
of the causes of road traffic accidents. 

Most traffic accident prediction models are based on statistical regression 
techniques. In 1949, Smeed [21] studied the calculated number of fatally injured 
persons in the accidents and compared the accident rates in different countries. 
Thus, the first study concerning deaths in traffic accidents were executed by 
Smeed and the study became the initiator of many practical models [21]. He 
proposed to consider the trend of the accident rates in the USA and the economic 
cost of road accidents, and he analyzed the level of success of various accident 
prevention methods used. 

Many practical models have been established on the basis of Smeed's work [21]. 
Leeming [22] proposed the Smeed’s factors for different countries and different 
years. Pitsiava-Latinapoulou and Tsohos [23] analyzed a 14-year record 
concerning the relationship between fatal road accidents and the number of 
registered vehicles in Greece using statistical method and described a relationship 
that is at a fairly good degree of accuracy by Smeed's equation (SE). Adams [24] 
examined accident black spot treatment and seat belt legislation on behalf of 
vehicle safety regulations, benefitting from explanations of Smeed's Law. 
Broughton [25] validated the empirical relationship between SE (Sameed’s 
equation) and other developed models on the basis of SE to provide common 
methods for predicting fatality and accident totals. Gharaybeh [26] researched the 
development of traffic safety in Jordan over the last two decades, using Smeed's 
Formula. Navin et al. [27] developed a road safety model that includes special 
cases of the Smeed’s model. 

Many communications traffic and transportation engineering problems have been 
solved using ANN methodology [28]. ANNs have been applied in travel behavior 
management and the flow of traffic [2]. Artificial neural networks were employed 
for modeling the factors that have to do with driver injury severity and causes of 
crash with respect to vehicles, drivers, roadway and environment features. The use 
of artificial neural networks can reveal the factors that relate to vehicle, roadway 
and environment features and driver injury severity [29]. Traffic forecasting 
problems involving complex interrelationships between variables of traffic system 
can be efficiently solved using ANN. They offer realistic and continual ways of 

http://scialert.net/asci/result.php?searchin=Keywords&cat=&ascicat=ALL&keyword=Neural+Networks
http://scialert.net/asci/result.php?searchin=Keywords&cat=&ascicat=ALL&keyword=Neural+Networks
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building models, thereby providing enough data [4]. This study explains the use of 
ANN in the designing of the number of persons fatally injured in motor vehicle 
accidents in data sets of the states of the US. The ANN models have assisted us to 
compare the safety of the states’ roads by the number of motor vehicle fatalities. 

The use of ANNs has been effective in a variety of areas which includes 
transportation engineering. Abdelwahab and Adel-Aty [29] researched the factors 
concerning driver injury strictness and driver, vehicle, road, and environment 
features by applying two popular ANN algorithms known as the multilayer 
perceptron algorithm and the fuzzy adaptive resonance theory ANN. 
Chronological forecasting of event duration from a point of view of event 
notification to the event road clearance has been carried out by ANN recently [5]. 
The occurrence of lane-change related freeway crashes has been predicted using 
the traffic inspection data composed from a pair of dual loop detectors [6], and the 
establishment of a study which will provide clear knowledge of how drivers and 
passengers can easily be killed or most likely be deeply injured RTAs will go a 
long way to way to advance the driving safety condition [7]. 

The advantage of ANN against normal programming languages is that it can be 
used to solve non algorithmic problems or provide solutions to complex problems. 
ANN can learn how to deal with the new and unexpected situations with the help 
of past experience. There is no need to establish the how the data are distributed 
when building an ANN models. Also there is no need to establish before-hand 
how the variables being used in the model relate to one another. It has the 
capability to model compound, non-linear factors without establishing before-
hand the nature of the factors, like a black box [8]. The major component of an 
ANN algorithm is the original configuration of the information processing system. 
The synapses related to irrelevant variables shows very little function values; on 
the other hand, important variables give important synapse function values. Neural 
networks which are good at broad and flat transformation of data are nonlinear, 
able to relate input with output and are error tolerant. Another advantage of ANN 
analysis is that it allows the inclusion of a large number of variables. 

4 Proposed Methodology 

The road traffic accidents (RTA) data obtained from the FRSC and Nigerian 
Police was from 1998 to 2010 (Table 1). In 2003, there were 16,795 accounted 
cases of road traffic accidents; 28,215 person were injured with 8672 recorded 
deaths. The ratio of deaths to RTA was 1.93:1 in 2003. 

Multi-layer perceptron ANN adopts different learning algorithms; and one the 
most well-known techniques is back propagation and it was used in this study. 
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Table 1 

Data of road traffic accident cases, the injured persons with deaths 

Year Total cases reported No. of persons killed No. of persons injured 

1998 17,117 6578 17,547 

1999 12,503 5953 18,000 

2000 12,325 6336 20,555 

2001 15,621 7845 26,745 

2002 16,452 8452 27,102 

2003 16,795 8672 28,215 

2004 14,279 5351 16, 897 

2005 8962 4519 15,779 

2006 9114 4944 17,390 

2007 9132 4916 20,944 

2008 11,341 6661 27,980 

2009 11,031 4120 20,975 

Jan-June 
2010 

5,560 3183 14, 349 

The road accident was categorized using a self-organizing map (SOM) based 
clustering. The number of RTAs, vehicles, and populace were taken and used as 
model factors. Road types and country are also used as parameters. The input 
variables are the number of vehicles per day and the road length in kilometers. 
The designed Multi-Layer Perceptron Neural Network (MLPNN) consists of the 
input layers, hidden layers and an output layer, as shown in Figure 4. 

 

 

 

 

 

 

Figure 4 

Neural Network 

After clustering the entire datasets, (ANN) is used to get a model that is the best 
for predicting road traffic accident, as ANN always learns from past experience 
after it completes its first training, and so it becomes an appropriate methodology 
for prediction. The ANN technique shows some tolerance to a good extent over 
errors that may exist within the training set. It has the ability to show the veiled 
and dependencies that are not linear and still learn from its past experience after 
completing its first training, and this makes it appropriate method that is suitable 
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for prediction. The Multi-Layer Perceptron Neural Network (MLPNN), which is 
also called the multilayer feed-forward neural network, was chosen and used in 
this study. Figure 5 is a graphical representation of the overall architecture of the 
proposed system. 

The data that is present in the databases are obtained from Federal Road Safety 
Commission, Abuja-Nigeria. The data are preprocessed by removing the 
duplicates and providing the values that are missing. The data were first formatted 
to an acceptable form for clustering; this is because data that have similar factors 
are clustered together, while data that have less peculiar factors are clustered 
differently through a methodology called unsupervised grouping of similar 
datasets into a predefined groups. To prepare the data that is best for mapping out 
the process, there is need to change data consequently. The formatted data are 
further preprocessed in order to put the data in the form best for clustering. 
Clustering was performed with a k-means algorithm. SOM was used as the basis 
for clustering of data items. The method proposed uses k-means measurement, 
which is used to measure distance or differences that exist between the sampled 
data, because it is the major factor for cluster scrutiny. After clustering all the 
datasets, with self-organizing map techniques, ANNs are used to obtained best 
pair of road accidents for the specified type of accident characteristics. The 
prediction was done using Multilayer Perceptron Neural Networks (MLPNN). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5 

The training architecture 
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One of the simple algorithms used in this research is: 

 Initialize map 
 For r from 0 to 1      (where r is the weight vector) 
  Randomly select a sample 
  Get best matching unit 
  Scale neighbours 
Increase r with small amount 
 End for 

Initialization of weight vectors is step one in building up of the SOM, after which 
a vector among the samples is selected randomly and SOM searched for weight 
vectors that best represent the sample. Each weight vector has a location, with 
neighboring weights very close to it. The chosen weight is compensated as it is 
more likely to be the randomly chosen sample vector. Also, the neighbors of that 
weight are also rewarded, as it is likely to be the selected sample vector. Here, r is 
increased a little with respect to amount of neighbors, and to what extent will each 
weight can learn to decrease with time. The steps are repeated a good number of 
times. 

The major aim for carrying out training in a multilayer feed-forward network is to 
obtain what will make ANN output weight values to match the actual target values 
very closely. To design and train multilayer perceptron network involves several 
challenges, which include determining the number of hidden layers to be used in 
the network, determining the number of neurons to be used in each hidden layer, 
establishing a general acceptable solution that avoids local minima, converging to 
an optimal solution as and when due or in good time, and validating the neural 
network to test for over fitting. 

Though there exist errors and noise in the training set, ANN still possesses the 
capability to find the dependencies that are hidden and are not linear, and it also 
learns from past experience as it completes its training. ANN is still the best 
prediction tool. 

One of the best training ANN algorithm for prediction is Back propagation (BP). 
During prediction using BP, errors found in the network are propagated backward 
to the appropriate nodes. BP carries out is process by adjusting the weight values 
along with the bias values in order to increase the square sum of the difference 
that exist among the given output and output values that is generated by the 
network. 

The back propagation technique was used efficiently by these steps [30]: 

1) A sample for training was presented to the ANN. 

2) The output of the ANN was compared with required output and the 
calculation of error in each output neuron is done. 
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3) The calculation of the local error, which is estimated from each neuron 
by establishing what the output should have been with a scaling factor 
and to what extent either low or high the output, must be adjusted in 
order to match the needed output. 

4) Lowering the local error by adjusting of the weights of each neuron. 

5) Fault is assigned to neurons for the local error found at the previous level; 
this assigns a higher task to neurons that are strongly connected by 
weights. 

6) Iterate algorithm starting from step 3 using neurons found at the previous 
level; use each neuron fault as its error. 

In this study, the adjustment of the weight value was carried out using conjugated 
gradient algorithm with help of gradient during backward propagation of errors in 
the network. The conjugate gradients algorithm uses more paths that are direct to 
best group of weight values when compared with the gradient descent. It is also 
faster and more robust. It does not require explicit specification of learning rate 
and momentum factors. 

The steps [30] in the proposed approach are given as follows; 

1) Calculate the amount of data in the dataset 

2) Generate a group of clusters and establish the centroid of the clusters. 

3) Establish the Euclidean distance for each data using the centroids the 
existing groups of clusters. 

4) Allocate data to the group of clusters using minimum distance 

5) Iterate steps three and step four until all changes in the clusters disappears. 

6) This step deals with the generation of the standard deviation for the group of 
clusters that are formed. Put aside all the clusters with generated standard 
deviation that are less than 0. 

7) The above steps are repeated until the generated standard deviation for the 
whole clusters attains a value that is less than 0. 

The following pseudo-code shows the algorithm for clustering: 

Set NC, No    (where NC = 1 and No = 1) 
Calculate NC          (where NC = NC – No + 1 
Form Cif clusters of NC size 
compute centroid  
Iterate 
For every value starting from one to N and NC 
Compute the Euclidean distance 
Find the list distance 
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Apply data to a group of cluster until all no change is found in the clusters 
For every cluster value which is equal from one to NC 

Compute the standard deviation 

If standard deviation is less than Φ 
Remove Cr from Cif where Cr € Cif and add to Ca 
Find the rest of the clusters until its values reaches zero 

Where 

N = Amount of data in the dataset, NC = Amount or a group of clusters 

No = Amount or a group of clusters that has zero standard deviation 

Ca = Original clusters, Cif = Intermediately formed clusters 

Cr = Cluster that will be removed. 

Figure 6 is the flow chart diagram depicting the process of clustering T. The first 
value for NC = 1 and No = 0. The minimum distance among the clusters is 
obtained by after computing the centroid and Euclidean distance of the data items. 

5 Results 

The designed MLPNN contains three input layers with two hidden layers and one 
output layer. The output layer carries out the prediction of the RTA rate when 
presented with the factors. 

Comparing 2004 and 2005 RTA summary from Table 2, there is an observed 37% 
reduction in total RTA cases; the amount of persons killed was reduced by 16%; 
and the amount of persons injured was reduced by 7%. 

Table 2 

Summary of 2004 and 2005 RTA 

Year 2004 2005 Remarks 

Total reported RTA cases   14279 8962 37% reduction in RTA 

Persons killed 5351 4519 16% reduction in the number of persons 
killed 

Persons injured 16897 15779 7% reduction in the number of persons 
injured 
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Figure 6 
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The road traffic accident summary of 2004 and 2005 are shown in Figures 7 and 
8, respectively. 

 

Figure 7 

Road Traffic Accident summary 2004 

 

Figure 8 

Road Traffic Accident summary 2005 

Tables 3(a) and 3(b) are the data of RTA year summary of cases reported, total 
persons killed and persons injured for 2005 and 2004 respectively. 

               Table 3(a): 2005 RTA summary                               Table 3(b): 2004 RTA summary 

Month Total 

cases 

reported 

Persons 

killed 

Persons 

injured 

Month Total 

cases 

reported 

Persons 

killed 

Persons 

injured 

 Jan 980 447 1760 Jan 1333 544 1550 

Feb 1040 358 1267 Feb 1039 397 1572 

March 591 359 1178 March 1312 498 1705 

April 679 450 1373 April 1498 481 1458 

May 1118 556 1567 May 1206 440 1459 

June 841 381 1291 June 1144 476 1661 
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July 438 276 1045 July 487 233 761 

Aug 956 399 1518 Aug 1136 365 1354 

Sept 630 289 955 Sept 829 963 428 

Oct 376 224 1117 Oct 1925 383 1279 

Nov 624 325 1128 Nov 1036 455 1526 

Dec 689 455 1580 Dec 1104 542 1598 

Total 8962 4519 15779 Total 14049 5777 16351 

From the comparison of 2004 and 2005, it was observed that 2004 has the higher 
reported RTA cases, number of persons killed and also number of persons injured. 

Figure 9 shows the drift in RTAs starting from the year 2000 to the year 2007. The 
amount of RTAs in the year 2007 equals to 12,038, which implies an increase of 
3.2% greater that of the year 2006 and another increase of 2.8% greater than that 
of the year 2000. 

 

Figure 9 

RTA 2000 – 2007 

From the analysis of 2004 against 2005 and also from 2000 to 2007, the RTA 
target verses actual from 2001-2015 were obtained through prediction from 
collected data. Figure 10 shows the predicted RTA for 2010 to 2015. 
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Figure 10 

RTA fatalities target vs. actual 2001-2015 

6 Discussion 

The comparative analysis of 2004 against 2005 and 2000 to 2007 made the 
prediction of RTA for 2010 to 2015 using primary source collected data capable 
of allowing an accurate and good data model. The multilayer feed-forward neural 
network with its learning technique worked through the output value comparison 
with the accurate answer and also performed the computation of the already 
established error function. The error is inputted back to the ANN algorithm and it 
adjusts the weight values of every connection to bring down the values of the error 
function to minimal. 

Hungary has an area of 93 030 km2, and inhabitants of 10 174 853 (2002), a road 
network of 158 798 km (2000) and passenger car ratio of 273 per 1 000 
inhabitants (2003). The adoption of Hungarian National Transport Safety Program 
(NKP) by the government took place in 1993 with the primary aim being to bring 
to a minimal the amount of fatalities and seriously injured persons to 20 to 30 
percent when compared to 1992 figure. Efficient transport safety programs were 
to be submitted and for adoption in 2005 for a duration between 2010 and 2015. 
The national road network makes up 19% of the total road network. 52% of the 
accidents involving personal injuries and 77% of the fatal accidents took place on 
the national road network in 2003. The number of deaths per million vehicle 
kilometer varies between 30 and 32, which is one of the highest figures in the 
European Union [31]. 
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Non-use of the seat belt, speeding, inefficient road bypass and inadequate police 
plan for road safety are the major challenges in Hungary with respect to road 
safety. In spite of this Hungary has succeeded to achieve a decrease in fatalities 
per 10 000 vehicles from 10.1 (1990) to 2.8 (2004). From CARE project data 
(http://europa.eu.int/comm/transport/ care/index_en.htm), it was noted that the 
amount of accidents, injuries and fatalities declined all through the time between 
1991-2000. There were 1 200 deaths on Hungarian roads in 2000. The amount of 
accidents, injuries and fatalities increased again from 2000 to 2004. Recent fatality 

figures are however lower than in the mid-1990s. 

The major cause of deaths within age range of 4 to 35 in North America has been 
revealed to be RTAs [32]. The long and far distances people drive in order to pay 
visit relatives, attend school and go to work across the state are the major causes 
of high rate of death and serious injuries. The effectiveness of safety measure in 
cars have brought down the amount of deaths due to RTAs by one out of three in 
Canada for the past twenty years, while rate of injuries still remain the same in 
recent years [33]. 

The major human factors the influence RTAs should be given higher priority by 
performing some tasks [34], such as carrying out full research in order to have a 
consistent foundation for determining the main human elements that contribute to 
road accidents with latest circumstances; these tasks includes checking, and 
modifying the local rules, disciplinary measures for correcting and filtering out the 
traffic offenders; putting in effective awareness for the drivers to enlighten and 
educate them; developing effective vehicle mechanics operation policies; 
developing hazard perception systems; danger assessment and decision making; 
giving adequate concern for further enlightenment and training; staging safety 
awareness with a focus on: change in human behavior, enhancing driving skills, 
and organizing a good level of traffic monitoring. These tasks helped in Hungarian 
RTA reduction and improved road safety and can be used for Nigeria case. 

Conclusion 

Some of these designed solutions will go a long way in reducing RTAs in Nigeria 
when implemented. The institution of a high level National Road Safety Council 
will complement the effort of FRSC, and also a special sub-group for road safety 
information and campaigns. Revisiting the activities and duties of all the bodies 
that are charged with the national responsibility for road safety management 
activities will equally go a long way to reduce RTAs in Nigeria; enhancing the 
collaboration among the Ministry of Works, FRSC, VIO, hospitals, transporters, 
NCDC, Army, Police Force, and insurance companies with respect to RTAs 
coming together to develop one inclusive and comprehensive annual national 
statistical yearbook on all RTAs; the development of strong a policy to regulate 
driving speed limits; an urgent plan to develop means for black spot management, 
and creating a special funding for black spots; and revisiting the rules for 

http://europa.eu.int/comm/transport/%20care/index_en.htm
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commercial traffic, and fortify the full implementation of the rules, together with 
the rules governing the transportation of human beings, their luggage and goods. 

ANN showed its advantage over conventional programming in this study. This is 
due to its capability to provide solutions to non-algorithmic problems and can 
learn how to deal with the new and unexpected situations by the help of past 
experience. Neural networks are able to relate input with output, allow large 
number of variables and are error tolerant. 
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Abstract: This paper presents a study on predicting academically at-risk engineering 
students at the early stage of their education. For this purpose, some soft computing tools 
namely support vectors machines and artificial neural networks have been employed. The 
study population included all students enrolled in Pamukkale University, Faculty of 
Engineering at 2008-2009 and 2009-2010 academic years as freshmen. The data are 
retrieved from various institutions and questionnaires conducted on the students. Each 
input data point is of 38-dimension, which includes demographic and academic 
information about the students, while the output based on the first-year GPA of the students 
falls into either at-risk or not. The results of the study have shown that either support vector 
machine or artificial neural network methods can be used to predict first-year performance 
of a student in a priori manner. Thus, a proper course load and graduation schedule can be 
transcribed for the student to manage their graduation in a way that potential dropout risks 
are reduced. Moreover, an input sensitivity analysis has been conducted to determine the 
importance of each input used in the study. 

Keywords: at-risk students; least-square support vector classification; radial basis 
functions neural network; support vector classification 

1 Introduction 

There have been many new universities established in Turkey in recent years. As a 
result, the number of students studying at Turkish universities is increasing, which 
allows students with diverse backgrounds attend the same classes. Many students 
are failing in their studies, as a result of having different learning levels. 
Engineering students, especially those without a sufficient background in math 
and science, are more likely to fail in courses [1] [2]. 

Some of the students cannot manage to graduate within the expected period, 
which leads to economical losses for both the family and the public. These losses 
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can be greatly reduced by taking necessary social and academic predictive 
measurements, if academically at-risk students can be identified in advance. 

There are many studies on predicting the success of university students and the 
factors influencing their success. Some of this research has focused on the reasons 
for early withdrawal. For instance, Tinto [3] has observed that 73% of the 
withdrawals occur within the first two years. In addition, McGrath and Braunstein 
[4] have found that low grade point average (GPA) at the first year is the major 
factor causing the early withdrawal. Some scientific research revealed that one of 
the major factors assisting to predict the success of students is their first-year 
GPAs and that there is a direct correlation between the first-year GPAs and 
graduating successfully in time [4] [5]. 

Apart from these findings, it has been found that half of the engineering students 
in the United States withdraw within the first two years [6]. In Australia, it has 
been reported that only 20% of the students in Queensland University of 
Technology have managed to graduate within four years [7]. In addition, more 
than 25% of the students in Australia consider withdrawing seriously within the 
early years of their study [8]. Researchers have revealed that there is a strong 
relationship between the first year academic success and the continuation of a 
university education [5]. Therefore, it is of great importance to predict the first 
year success of students. 

There have been numerous researchers investigating the factors that have 
influence the success of students. These studies can be divided into three groups, 
namely, 

(i) Academic background of students [5] [9] [10] [11] 

(ii) Social, economic, and educational levels of students’ families [9] [12]  

(iii) Physiological and individual properties of students [13] [14] [15] [16].  

In the literature, there have been many research papers attempting to predict the 
GPAs of students by using data mining and Soft Computing (SC). For instance, in 
the study by Affendey et al. [17], the influencing factors contributing to the 
academic performance of the students have been ranked using the Bayesian 
Approach, Radial Basis Function Neural Networks (RBFNN). On the other hand, 
Vandamme et al. [18] have divided the students into three groups and then 
predicted the academic success of the students by using different methods such as 
discriminant analysis, neural networks, random forests, and decision trees. In 
another application, Oladokun et al. [19] have developed an artificial neural 
network model to predict the performance of the students who are entering 
universities through the National University Admission Examination in Nigeria. 
The model was able to correctly predict the performance of more than 70% of 
prospective students. Also, Huang [20] has used multiple regression and SC 
methods to obtain a validated set of mathematical models in order to predict 
academic performances of students in Engineering Dynamics Courses. 
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In this study, SC methodologies have been employed to predict the first-year 
engineering students who fall into an at-risk group. The at-risk is defined as the 
students who have a GPA less than 2.00 (out of 4.00). Therefore, it is important to 
predict first-year GPA’s of the newly enrolled students. It has been known that 
academic performances of students can be improved through academic and other 
consultancy assistance by predicting their performances as early and accurate as 
possible [21] [22] [23]. 

Support Vector Classification (SVC) approaches are based on the Structural Risk 
Minimization and Statistical Learning Theory and handle the classification 
problem by converting it into either a quadratic programming problem in the 
conventional SVC case or a set of linear equations in the Least-Squares SVC case, 
respectively. The idea behind the use of SVC approaches in the prediction of the 
academic performances of the first-year university students is the fact that SVC 
models are simple to obtain and that they have higher generalization potential. The 
rest of this paper is organized as follows: In Section 2 the prediction problem is 
defined in detail, Section 3 describes the SC methods used herein, Section 4 
outlines the Input-Sensitivity Analysis, Section 5 explains the obtained results and 
finally, the paper ends with the conclusions. 

2 Problem Definition 

This research was conducted among the students who have enrolled in the Faculty 
of Engineering at Pamukkale University, a public university in Denizli, which is 
located in the southwest part of Turkey. To determine the academically at-risk 
students, we have used Machine Learning methods based on the data containing 
information about the students who enrolled in Pamukkale University Faculty of 
Engineering departments in academic years 2008-2009 and 2009-2010. The data 
are retrieved from Pamukkale University Students’ Registry (PUSR) and Turkish 
Students Selection and Placements Centre (SSPC), which is responsible for the 
execution of University Entrance Exam (UEE). 

Data about the academic background of students comprise the following: type of 
high school graduated, high school GPA, individual scores obtained from each or 
combined subject at the UEE, and numbers of correct and wrong answers given in 
each or combined subject at the UEE. Demographic data include gender, age, and 
the department of students, their parents’ educational and socio-economic levels, 
their hometown distance to Pamukkale University, and their willingness of 
working part-time at the university. A total of 38 different types of data were 
considered for the 1050 Faculty of Engineering students, who enrolled in 
academic years 2008-2009 and 2009-2010 and are tabulated in Table 1 given here 
in the appendix. 
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Table 1 

Data Retrieved from Pusr and SSPC 

1. Gender 
2. Year of birth 
3. Department 
4. Day/evening studies 
5. Type of high school 
6. High school graduation year 
7. High school GPA 
8. Distance of hometown to university 
9. Mother alive/dead 
10. Father alive/dead 
11. Mother and father living together 
12. Total number of siblings 
13. Number of siblings studying at university 
14. Father’s education 
15. Socio-economical level of the family* 
16. Mother’s education 
17. Willing to work at the university 
18. Attended to English preparatory school in university 
19. High school graduation rank 
20. Verbal score of the high school 
21. Quantitative score of the high school 
22. Equally weighted score of the high school 
23. Number of correct answers in Math-1 test of the UEE 
24. Number of correct answers in Science-1 test of the UEE 
25. Number of correct answers in Math-2 test of the UEE 
26. Number of correct answers in Science-2 test of the UEE 
27. Number of false answers in Math-1 test of the UEE 
28. Number of false answers in Science-1 test of the UEE 
29. Number of false answers in Math-2 test of the UEE 
30. Number of false answers in Science-2 test of the UEE 
31. Quantitative-1 score of the UEE 
32. Verbal-1 score of the UEE 
33. Equally weighted-1 score of the UEE 
34. Quantitative-2 score of the UEE 
35. Equally weighted-2 score of the UEE 
36. Physics test score of the UEE 
37. Number of correct answers to complex numbers, logarithms, and trigonometry 

questions in the Math-2 test of the UEE 
38. Number of correct answers to limit, derivatives, and integral questions in the Math-

2 test of the UEE 
39. University first year GPA 

* Socio-economic levels of the families have been calculated as a combination of ten different data 
about students and their families collected by PUSR at the registration. 

It should be noted that some of the data are in binary form (e.g., gender), some of 
them are integers (e.g., total number of siblings), and the remaining are real 
numbers (e.g., high school GPA). No matter what the forms of the answers are, 
they all have been normalized into the interval [0, 1] in this study. Therefore, 1050 
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normalized data points of 39 dimensions have been used to obtain proper 
prediction models. The first 38 rows of Table 1 are taken as inputs for the 
prediction models, while the output falls into either at-risk or not, based on the 
first-year GPA of the students taken from row 39 of Table 1. 

3 Soft Computing Methods (SC) 

For all of the SC tools employed in this study, it is assumed that the data set D  is 

collected for obtaining optimal model and has the form given below: 

Nk
kkk y 
 1};{xD  (1) 

where n
k Rx  is n-dimensional kth input vector, }1,1{ ky  is the 

corresponding binary output, and N is the total number of data, which is N = 1050 
for this work. It is desired to find a model that represents the relationship between 
the input and output data points. Each SC tool used to obtain a proper model has 
its own modeling parameters, and different modeling parameters result in different 
models. Therefore, it is inevitable to search for the optimal modeling parameters 
in the parameter space. For this purpose, D is randomly divided into three parts: 

600 for training, 200 for validation, and 250 for testing. Then, in order to find the 
best model for each SC tool, a grid search approach is adopted. In this approach, 
the modeling parameter space is divided by grids, and for each node 
(corresponding to specific parameter values) on the grid, a model is obtained using 
the training data set, and then, the model, which produces the least validation error 
based on the validation data set is chosen as the optimal model. Finally, optimal 
models for the SC tools are compared with each other by using the test data. 

3.1 Support Vector Classification 

The primal form of a SVC model is given by Equation (2), which is linear in a 
higher dimensional feature space F. 

)(,ˆ iiy xΦw  (2) 

where w is a vector in the feature space F, (.)Φ  is a mapping from the input 

space to the feature space, and . stands for the inner product operation in F. The 

SVC algorithms regard the classification problem as an optimization problem in 
dual space in which the model is given by Equation (3). 
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where Tr
N is the number of training data, j  is the coefficient corresponding to 

the training data jx , and ),( jiK xx  is a Gaussian kernel function given by, 
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The kernel function handles the inner product in the feature space, and thus, the 
explicit form of )(xΦ  does not need to be known. In the model given by Equation 

(3), a training point jx  corresponding to a non-zero j  value is referred to as the 

support vector. The primal form of the classification problem is as follows: 
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subject to the constraints, 

iiiy 1)(, xΦw , TrNi ,,1  (6a) 

0i , TrNi ,,1  (6b) 

where i ’s are slack variables, .  is the Euclidean norm, and C is a regularization 

parameter. By adding the constraints to the primal form of the classification 
problem, the Lagrangian can be obtained as 
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where i ’s and i ’s are Lagrange multipliers. First-order conditions of the 

primal optimization problem are obtained by taking partial derivatives of PL  with 

respect to the design variables and then setting them to zero as follows: 
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 (9) 

Now, the dual form of the optimization problem becomes a Quadratic 
Programming (QP) problem as: 
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subject to the constraints, 

0
1




TrN

i
ii y and ,0 Ci  TrNi ,,1  (11) 

Solution of the QP problem given by equations (10) and (11), yields the optimum 
values of i ’s [24]. Furthermore, when only the support vectors are considered, 

the model becomes as follows: 
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where #SV stands for the number of support vectors in the model. The SVC model 
given by Equation (12) is sparse in the sense that the whole training data are 
represented by only support vectors. The parameters of SVC are the regularization 
parameter C and the kernel parameter  . 

3.2 Least-Square Support Vector Classification 

Least-squares support vector classification (LSSVC) is a variety of SVC, which 
has almost the same level of capability in classification and regression as SVC 
[25] [26]. LSSVC finds optimal value of the cost function given in Equation (13) 
subject to equality constraints instead of inequality ones in the SVC case. 
Therefore, it is desired to minimize the following: 



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TrN
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C
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22

22

1
w  (13) 

subject to 

  Triii Niby ,...,1,1)(,  xΦw  (14) 

Because the optimization problem is built on linear equations, computational 
burden of LSSVC is less than that of SVC. On the other hand, SVC is sparser than 
LSSVC in the sense that the former contains less number of support vectors in the 
model than the latter. However, both approaches exhibit similar classification 
performances. Yet, we have employed both approaches in this study for the sake 
of comparison. Equation (15) is obtained when Eqs. (13-14) are presented in dual 
optimization form with Lagrange multipliers. 
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where n
i R are the Lagrange multipliers. The first-order conditions for 

optimality are as follows: 
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With the elimination of w and i , a set of linear equations are obtained as given 

by Equation (17), the solution of which contains Lagrange multipliers and the bias 
term. 
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where the matrix is a )1()1(  TrTr NN  square matrix, 
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and C is a scalar parameter. Similar to SVC, the output value of LSSVC is 
computed by Equation (12) after Lagrange multipliers and bias values are found. 
In contrast to SVC, Lagrange multipliers in LSSVC might be positive or negative. 
It should be noted that the number of support vectors in the model is the same as 
the number of training data. The inner product )(),( ji xΦxΦ  is handled by the 

Gaussian kernel function as in the SVC case. 
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3.3 Radial Basis Function Neural Networks 

Radial basis function neural networks (RBFNN) are special artificial neural 
network structures in which the hidden units are activated with respect to the 
distance between the input vector and a predefined centre vector. RBFNN can 
provide a nonlinear model for the target dataset with its simple and yet fast 
learning network structure [27], and therefore, it is a sensible alternative to use 
complex polynomials for function approximation. 

In a RBFNN, there is only one hidden layer that uses neurons with radial basis 
function (RBF) activation functions. RBFs implement localised representations of 
functions, and they are real valued functions whose outputs depend on the distance 
of the input from the stored centre vector of each hidden unit [28]. Thus, it has its 
peak value at the centre and decreases in each direction along the centre. Different 
functions, such as multi-quadratics, inverse multi-quadratics, and bi-harmonics, 
could be used as RBF. A typical selection is a Gaussian function for which the 
output of the ith hidden unit is written as 

)2exp( 22
#

1
iik

HU

i
iwy vx  



, HUi #,,1  (19) 

where n
iv R  is n-dimensional centre vector of the RBF of the ith hidden neuron, 

i  is the width of RBF of the ith hidden neuron, #HU is the number of hidden 

units, and iw is the weight of the ith hidden unit. An RBFNN is completely 

determined by choosing the dimension of input-output data; number of RBFs; and 
values of iv , i  and iw . The function approximation or classification 

performance of RBFNN is obtained by defining all these parameters. The 
dimension of input-output data is problem dependent and defined clearly at the 
beginning. Choice of the number of RBFs plays a critical role and depends on the 
problem under investigation. For simplicity in calculations, i  values are all 

taken equal to . In this study, #HU and  are grid searched to choose the best 

values for validation data. In the training phase, hidden unit neurons are added 
using an orthogonal least squares algorithm to reduce the output error of network 
until the sum-squared error goal is reached [29]. 

4 Input-Sensitivity Analysis 

By input-sensitivity analysis, it can be determined to what extent the output of the 
SVC model is sensitive to each input of the model. In this respect, the partial 
derivative of the output )(ˆ xy  with respect to each input is needed. Let us 

remember that the input-output relationship of the SVC model is 
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where jx ’s are the support vectors, n
Rx is n-dimensional input vector and 

),( jK xx  is a Gaussian kernel function given by 
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Then, the input-output relationship becomes 
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Now, the partial derivatives can be written by 
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The derivative in Equation (23) can be calculated as 
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For a SVC model obtained by the data set Ni
iii y 
1};{x , it is possible to build a 

sensitivity vector for the kth input as 
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Thus, the norm ks  of the sensitivity vector can be regarded as a numerical 

measure that indicates the sensitivity of the output to the kth input for the SVC 

model obtained by the data set Ni
iii y 
1};{x . For large sensitivity of the output to 

the kth input, we obtain relatively large ks  values and vice versa. That being 

0ks  means no sensitivity to the kth input, e.g. no matter how much the kth 

input is changed the output is not affected. By comparing the sensitivity vectors 
regarding to all inputs, it is possible to determine the relative sensitivities of the 
inputs. Moreover, some inputs having very small sensitivities can be discarded 
from the data set and then the SVC model can be re-obtained with the new data 
set. 

Similar to the case given for SVC case, using RBFNN input output equation given 

in (19), the partial derivative of output variable )(ˆ xy  with respect to each input 

vector kx  can be obtained as 
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The sensitivity analysis of input variables is made by using Equation (26). The last 
four inputs 35, 9, 32 and 34 can be pruned as they have relatively lower sensitivity 
than other inputs. In this study, as also highlighted in the literature [30], the 
sensitivity analysis is initially examined at first hand prior to the design of the 
classifier structures. But, as the pruning of the last 4 inputs does not change the 
results significantly, the pruning of the network structure is not conducted in order 
to see the whole effect of the questionnaire. 

5 Results and Discussions 

Each SC method used in this study has its own parameter set to be optimized. To 
find the optimal parameter set, a grid search approach is adopted, where the 
parameter space is divided into grids. A node in the grid corresponds to a 
parameter set. In the grid search, validation performances of the models for each 
nodes (parameter sets) are calculated, and then, the parameter set having the least 
validation error is determined as the optimal parameter set. Table 2 tabulates the 
optimal parameter sets found by grid search for each method employed in the 
study. The optimal parameter sets are given in the second column. The optimal 
parameter sets, training, validation and test performance for each method, can be 
seen in columns 3-5 in Table 2. 
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Table 2 

Optimal Parameters and Obtained Results 

Method Parameters 
Train 

% 

Validation 

% 

Test 

% 

SVC 1.0C , 6.0  98.66 73.50 68.80 

LSSVC 6.1C , 121  91.50 78.50 75.60 

RBFNN 67# HU , 3.1  77.17 78.00 77.60 

As can be seen in the table, all methods exhibit satisfactory validation and test 
performances almost over 70%. However, the LSSVC and RBFNN yield better 
results than SVC. It can also be seen that the validation and test results for LSSVC 
and RBFNN methods are close to each other. The reason for the SVC approach to 
give relatively weak performance can be attributed to the fact that the SVC model 
may go into over-fitting. This can be observed if the performances of the methods 
in Table 2 are examined. The less training error the method produces, the more 
over-fitting and the worse generalization it does. 

As a result of sensitivity analysis performed for the three methods, 
normalized ks results have been presented with a bar graph in Figure 1. Also, the 

actual ks values and inputs according to sensitivity ranks are presented in Table 3. 

It is assumed that any input k which has a normalized ks value less than 0.33 can 

be regarded as having a low impact on the student’s academic success in the first 
semester. These inputs are year of birth, high school graduation year, mother 
alive/dead, number of siblings studying at university, number of correct answers 
in math-1 test of the UEE, number of false answers in science-1 test of the UEE, 
number of false answers in science-2 test of the UEE, quantitative-1 score of the 
UEE, verbal-1 score of the UEE, equally weighted-1 score of the UEE, 
quantitative-2 score of the UEE and equally weighted-2 score of the UEE, and 
indicated with ‘*’ in Figure 1. Based on this sensitivity analysis, it is observed that 
some inputs have less impact on the output than others and these inputs can be 
discarded in further applications. 
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Table 3 

Sensitivity Analysis Results 

 SVC LSSVC RBFNN 

Sensitivity Rank Input k ks  Input k ks  Input k ks  

1 38 61.1627 25 53.87 1 134.0328 

2 20 49.1408 26 46.748 17 121.1353 

3 26 47.2159 36 43.451 4 114.5789 

4 22 43.6456 37 34.691 11 101.6467 

5 25 40.8373 24 32.603 10 100.3562 

6 21 38.4838 19 30.843 38 98.3192 

7 7 37.5234 1 27.208 18 94.1968 

8 19 36.6386 38 26.353 26 87.8470 

9 37 35.7801 20 25.487 14 81.8787 

10 36 29.7689 3 20.379 3 81.6844 

11 8 25.3821 7 20.233 20 79.4239 

12 24 23.4596 22 19.637 7 74.7644 

13 29 23.0989 21 14.656 8 72.6266 

14 1 21.672 28 14.495 19 71.6740 

15 27 20.2662 15 14.104 16 68.9167 

16 6 17.6121 23 12.798 36 66.8006 

17 34 17.4067 5 12.228 12 66.4493 

18 3 16.3039 4 11.784 5 65.0252 

19 14 15.1906 2 11.573 22 62.9082 

20 31 13.9646 33 11.39 25 62.2902 

21 28 13.2361 8 10.419 15 59.9410 

22 33 12.0748 29 10.278 21 56.4296 

23 15 10.8849 14 9.7945 24 55.4738 

24 2 10.279 31 7.0194 37 54.6353 

25 4 10.1053 32 6.5261 13 49.9793 

26 30 9.9314 6 6.0264 23 47.3972 

27 12 7.3607 10 5.3529 27 43.3737 

28 23 5.7258 27 5.2585 30 42.4624 

29 35 5.7243 34 4.7037 28 37.8810 

30 16 4.2286 11 4.4312 31 37.4403 

31 11 4.2085 30 3.6643 33 36.6683 

32 17 3.4682 35 3.4183 29 35.8899 

33 5 2.8061 17 2.7849 9 34.9133 

34 10 2.8017 12 2.7604 2 29.9388 

35 18 2.5429 16 1.7147 6 27.5962 

36 32 2.4576 18 1.3411 35 26.2895 

37 9 1.5825 9 0.97898 32 22.6935 

38 13 1.5804 13 0.95468 34 20.8956 
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Figure 1 

Input-Sensitivity Analysis Report 
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Conclusions 

In this paper, a study on predicting academically at-risk engineering students 
newly enrolled to a university has been presented. For this purpose, some SC 
tools, namely, Support Vectors Machines and Artificial Neural Networks have 
been used, because of their high generalization capabilities. The data containing 
information 1050 students are retrieved from PUSR and SSPC, which are 
responsible for the execution of UEE. In the study, it has been assumed that the 
first-year success of an engineering student is mainly dependent on the 
performance in the centralized UEE, high school performance, and socio-
economic and educational level of the family. Therefore, the data used in the study 
have been prepared accordingly. The results revealed that all the soft computing 
tools we have used yielded satisfactory prediction performances for both test and 
validation data. To be specific, both LSSVC and RBFNN provide more than 75% 
validation and test performance, whereas SVC provides 73.50% for validation and 
68.80% for testing. The reason for the SVC method to give relatively weak 
performance can be explained by the fact that it makes more over-fitting than 
others as can be seen in Table 2. 

Moreover, based on the obtained models a sensitivity analysis has been conducted, 
which has revealed that some inputs in the study can be ignored since the output is 
less sensitive to them than others. The results of this analysis can be used in 
similar applications in future. 

Based on these SC approaches, a computer application may be developed to 
provide an academic counseling service for freshman engineering students, by 
means of which student advisors can predict the students’ GPA scores at the end 
of the first semester by entering the required data into the application and can 
warn them when necessary. It is planned at the Engineering Faculty of Pamukkale 
University to apply such computer software to the freshman students who will 
enroll to the faculty in 2013-2014 academic year. 

In conclusion, either support vector machine-based methods or RBFNN’s can be 
used to predict first-year performance of a student based on a priori knowledge 
and data. Thus, a proper course load per semester and graduation schedule can be 
developed for a student to manage their graduation in a way that potential drop-off 
risks are reduced. 
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Abstract: This paper presents a new tuningloop for three-phase current source parallel 
resonant inverters. The switching frequency is tuned by using a phase-locked loop (PLL) 
circuit based on a new Phase Detector (PD). In practice, the resonant capacitors and 
inductors have tolerances that cause different resonant frequency for each phase. This 
paper shows that a conventional PDcauseshigher voltage stress over switches and DC-link 
inductor. In the proposed tuning loop, the PLL tracks the average value of the resonant 
frequencies that reduces the voltage stress. In addition, there is no feedback from the 
loadcurrents to detect the phase error, which is another advantage of the new method. A 
laboratory prototype of a three-phase current source parallel resonant half-bridge inverter 
was built to verify the advantages of the proposed tuning system with operating frequency 
of 22 kHz. 

Keywords: resonant inverter tuning; three-phase current source parallel resonant 
inverters; phase-locked loop (PLL) 

1 Introduction 

Resonant Inverters are most commonly used because they provide sinusoidal 
waveforms with lower harmonics and less EMI problems. A large number of 
topologies have been developed in this area which can be divided into single-
phase and multi-phase structures. Three-phase resonant inverters are widely used 
in industrial applications. Such applications include high power DC-DC 
converters, contact-less power transfer systems and multi-phase induction heating 
systems [1-13]. 

In comparison with single-phase resonant inverters, the three-phase inverters have 
a smaller input filter and higher power density. Moreover, the load currents and 
output voltages have less distortion due to third order harmonics elimination for 
three-wire structures. Hence, the three-phase resonant inverters have better 
sinusoidal waveforms in low quality factors (Q<5) which is important in traveling 
wave induction heating systems [9]. 
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Three-phase current-fed parallel resonant inverters are widely utilized in high 
voltage and high power DC-DC converters; because they provide higher boosting 
ratio and they have no current sharing problems. The current source inverters have 
limited control methods but they are less affected by input voltage ripples and they 
have short-circuited protection capability [13-20]. Figure 1 shows two possible 
topologies for three-phase current source parallel resonant inverters with three-
wire connection. 

Conventionally, PDs measure the phase difference between the voltage and the 
current of a single resonant tank [21-25]. Hence, a conventional PLL is applicable 
when the three resonant tanks have a same resonant frequency. However, 
designing the three resonant tanks without tolerance and frequency deviation is 
practically impossible. This paper shows that the three-phase current source 
topologies are sensitive to the tolerances and the systems are unbalanced under 
no-load and light-load conditions. In addition, the switching losses, DC-link 
current ripples and voltage stress are increased. The proposed PD tracks the 
average value of the resonant frequencies that reduces the DC-link current ripples 
and voltage stress over the switches S1-S6. 

In a conventional tuning loop, the current of resonant tank is measured for phase 
error detection. In the new PLL, voltages of the low-side switches are the inputs of 
the PD and there is no feedback from the output currents. Thus, there is no Current 
Transformer (CT) or Hall Effect sensor for current sensing, which makes the 
system simple, more reliable and cost effective. The dynamic behavior of the new 
tuning loop is simulated in steady state and transient conditions. The proposed PD 
has similar structure for the two topologies, as shown in Figure 1. For simplicity, 
the laboratory prototype is implemented based on the half-bridge inverter. 

Load

(b)(a)

L1 L2 L3

Ld

S2 S3S1

S1

S2 S4

S3 S5

S6

LoadVin Vin

 

Figure 1 

Three-phase current source parallel resonant topologies: (a) the full-bridge inverter; (b) the half-bridge 

inverter 
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2 System Description 

Figure 2 shows the half-bridge topology with a star-connected resonant tank. The 
performance of the resonant inverter tuning is similar for the half-bridge and full-
bridge inverters. In the both cases, each switch conducts 120 degrees to achieve 
Zero Voltage and Zero Current Switching (ZVZCS) at the resonant frequency. 
The half-bridge inverter has asymmetrical current injection while the full-bridge 
inverter has symmetrical current injection. 

Lr1

Vin

L1 L2 L3

Lr3

Lr2

VLr1

Cr3 Cr1Cr2

Id

Is3

Is1

Is2

S2 S3S1

 

Figure 2 

The half-bridge inverter with star-connected resonant tank 

Figure 3 shows the three-step operation of the half-bridge inverter where each 
switch conducts for 120 degrees of the switching period. Each switch is connected 
in series with a blocking diode to prevent the internal body diode of the switches 
from short circuit. Operation of the inverters is investigated with and without the 
tolerances as follows: 

S2 S3S1S2 S3S1

(a) (b) (c)

S2 S3S1

 

Figure 3 

Three-step operation of the half bridge inverter 
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2.1 Operation without the Tolerances 

In this section, the parameters of the inverter are considered with no tolerance. 
Hence, the three resonant tanks have a similar resonant frequency. The inductance 
of L1, L2 and L3 (Ld for full-bridge inverter as seen from Figure 1) are much larger 
than the resonant inductors (Lr1 = Lr2 = Lr3 = Lr), so under normal steady state 
operation the DC-link current, Id, is approximately constant. 

Regarding Figure 3, voltage of S1 is derived by equation (1) for a switching period 
duration while the converter works at the resonant frequency. The ωr, Ts, Cr and 
Vm are the angular resonant frequency, switching period, per-phase resonant 
capacitor and phase-phase voltage of the inverter. 
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 (1) 

For the half-bridge inverters, the amplitude of the phase-phase voltage, Vm, is 
derived by employing the inductor volt-second balance principle on L1, where Vin 
is the DC-link voltage. Similarly, Vm is derived by equation (3) for the full-bridge 
inverters by employing the inductor volt-second balance principle on Ld. 
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Figure 4 shows per-phase equivalent circuit of the resonant inverter and R is the 
per-phase load resistance. According to 1200 conduction, the Is1 and voltage of S1 
are shown in Figure 5 for the full-bridge and half bridge topologies at the resonant 
frequency. For the both topologies, the peak voltage of the switches is the 
amplitude of the phase-phase voltage or Vm. The DC-link voltage, Vin, of the two 
topologies is 50 V. As seen from Figure 5(b), the injected current of the full-
bridge inverter has no third order harmonics. Hence, the inverter have lower THD 
of current for low quality factor operations (Q<5), in comparison with single-
phase topologies [14-20]. 

The quality factor of the parallel resonant load is derived by equation (4). For the 
half-bridge topology, the injected current has second order harmonics and is 
suitable for high quality factor operations. In addition, the half-bridge topology is 
useful for high boosting ratio converters, as shown in equation (2). 
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r r

R
Q

L
  (4) 

R Cr Lr
Is

 

Figure 4 

Single-phase equivalent circuit of the resonant tank and the inverter 

Let’s consider that the switching frequency of the inverter is greater (or smaller) 
than the resonant frequency. Hence, there is a phase difference, β, between the 
injected current, Is, and voltage of the tank circuit. Figure 6 shows the phase plot 
of a parallel resonant tank with quality factor of10 and resonant frequency of 25 
kHz. The phase plot represents the phase difference β between the injected current 
Is and the resonant tank voltage for different switching frequencies. 

 

Figure 5 

The voltage of S1 and the injected current connected to S1, Is1: (a) for the half-bridge inverter;  

(b) voltage for the full-bridge inverter 



A. Namadmalan et al.New Resonant Inverter Tuning for Three-Phase Current Source Parallel Resonant Inverters 

 – 222 – 

 

Figure 6 

Phase plot of a parallel resonant tank with quality factor of 10 

Figure 7 shows the voltage of S1 and the phase difference β for two conditions 
(over and under the resonant frequency). Regarding equation (2), the peak value 
of the phase-phase voltage, Vm, is rewritten as follows: 
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Figure 7 

Voltage of S1 at the two different conditions: (a) over the resonant frequency; (b) under the resonant 

frequency 

Forthe full-bridge topology, the equation (5) is rewritten as follows: 

3
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2.2 Operation with the Tolerances 

Let’s consider that each resonant tank has different parameters (different Lr and 
Cr). Hence, the frequency deviation Δf caused by the tolerances is derived as 
follows: 

1

24
r r r r r r r

r r

r r r r r rr r

f f L C f L C
f L C f

L C L C L CL C
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

 
           
 

 (6) 

Figure 8(a) and Figure 8(b) show the phase plot of the three parallel resonant 
tanks with quality factors of 10 and 2, respectively. The frequency deviations for 
the resonant tanks1 to 3 are assumed to be 0%, +3% and -3%, respectively. The 
average value of the three resonant frequencies (fr1, fr2 and fr3) is 25 kHz. 

 

Figure 8 

The phase plot of three parallel resonant tanks: (a) quality factor of 10; (b) quality factor of 2 

According to equation (2), the phase-phase voltages of the resonant tanks are 
derived by solving the equations (7) through (9): 
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TheVL1, VL2andVL3are voltage of the DC-link inductors (L1, L2 and L3). According 
to Figure 2, the Vm1, Vm2 and Vm3are equal to the following values: 
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VLr1, VLr2 and VLr3 are the voltage ofthe resonant inductors shown in Figure 2. By 
solving the equation set (10), the phase-phase voltages are derived as a function of 
β1, β2, β3 and Vin. For the full-bridge inverter, the equation set (10) can be 
rewritten by employing the inductor volt-second balance principle onLdand 
considering the following complex equation: 

1 1 2 2 3 3

2 2
0 1

3 3
m m mV exp j V exp j j V exp j j , j

                (12) 

Figure 9 shows the phase-phase voltages of the full-bridge inverter with frequency 
deviations. In this figure, the resonant frequencies, fr1, fr2 and fr3 are 25 kHz, 26.5 
kHz and 25 kHz, respectively (+6% deviations for fr2). The quality factor of each 
resonant tank is approximately 20 and the DC-link voltage, Vin, is 50 V. In Figure 
9(a), a conventional PLL tracks the resonant frequency of fr2 at steady state 
condition, hence the switching frequency is 26.5 kHz. 

 
Figure 9 

Phase-phase voltage of full bridge parallel resonant inverter: (a) the switching frequency is 26.5 kHz; 

(b) the switching frequency is 25.5 kHz 
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Figure 9(b) shows the phase-phase voltages of the full-bridge inverter with the 
same tolerances. In Figure 9(b), the PLL tracks the average value of the three 
resonant frequencies, 25.5 kHz, by using the proposed PLL. 

Comparing Figure 9(a) and Figure 9(b), it can be concluded that the voltage stress 
of the inverter is reduced by 20% when the switching frequency is equal to the 
average value of the resonant frequencies, 25.5 kHz. Hence, for high quality factor 
(or light-load) conditions (Q>5), the voltage stress of the inverter is significant 
when the resonant inverter tuning is based on single-phase tuning or conventional 
PD’s. 

It can be proven that the minimum value of the voltage stresses occurs when the 
equation (13) is satisfied. The equation (13) shows a condition that the switching 
frequency is set to the average value of the resonant frequencies. In the next 
section, this condition and the performance of the proposed PLL are described in 
more details. 

1 2 3 1 2 3 0m m mmin max V ,V ,V          (13) 

Without loss of generality, consider that the switching frequency of the inverter is 
tuned by using a conventional PLL that tracks the resonant frequency of fr1. 
Regarding equations (10) through (13), there is extra voltage stress. The extra 
stress is maximum for nonsymmetrical tolerances (e.g. ±0 %, ±0 % and ±6 %), 
and is minimum for symmetrical tolerances (e.g. +3%, -3% and ±0%). The 
voltage stress increases the current ripples of the DC-link inductor and decreases 
the net efficiency. The extra voltage stress is suppressed by using the proposed 
method, which satisfies the equation (13). 

Figure 10 shows the stress reduction (in percentage) of the proposed technique for 
different quality factors and for nonsymmetrical and symmetrical tolerances. 
Figure 11 shows the voltage of the DC-link inductorwhen the full-bridge inverter 
is tuned by the conventional and proposed methods at quality factor of about 10 
and nonsymmetrical tolerances. Regarding Figure 10 and Figure 11, the DC-link 
ripples are more affected by the voltage stress for a specific quality factor and 
frequency deviation. 

 
Figure 10 

Percentage of stress reduction for the symmetrical and nonsymmetrical tolerances 
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Figure 11 

Voltage of DC-link inductor for the proposed and conventional techniques at quality factor of 10 for 

the full-bridge topology 

Forlow quality factors, the system approximately works like a balanced three-
phase system because the phase deviations are negligible, see Figure 8(b) and 
equation set (10). However, the switching frequency should be equal to the 
average value of the resonant frequencies to minimize the switching losses, 
negative sequences and DC-link current ripples. 

3 The Proposed Resonant Inverter Tuning 

PLL circuit consists of a Voltage Controlled Oscillator (VCO), Phase Detector 
(PD) and a Loop Filter (LF). There are three important parameters for a PLL 
circuit: VCO’s gain KV, center frequency fc and LF parameters [25]. In this paper, 
the LFs are RC filterswith time constant of τ. 

A three-phase PD is proposed which only uses the voltage of the switches and has 
no current sensor in the tuning loop. The PD directly connects to LF units to build 
a Multiplier PD mode [23-25]. To construct the three-phase PD, voltages of S1, S2, 
and S3 (VS1, VS2 and VS3) are passed through comparators and then connected to a 
logic circuit to produce the phase error signals. According to comparators, the 
voltage of the switches are saturated in both positive and negative values to 
produce VS1+, VS1-, VS2+, VS2-, VS3+ and VS3-. Figure 12(a) shows waveforms of VS1, 
VS1-and VS1+ when the inverter works at over the resonant frequency. Figure 12(b) 
and 12(c) show the voltage of the switches at over and under the resonant 
frequency for thehalf-bridge inverter and input voltage of 25 V. 

Regarding Figure 12, the phase differences (β1, β2 and β3) aresimplyproduced by 
using AND gates. For instance, to produce the β1 when the inverter works at over 
the resonant frequency (or β1< 0),VS1- and VS3+ are the inputs of the AND gate, see 
Figure 12(b). 
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Figure 12 

Switches’ voltages: (a) voltage of S1 and its positive and negative duration; (b) voltage of switches at 

over the resonant frequency; (c) voltage of switches at under the resonant frequency 

Equation (14) shows the relationships between β1 and voltage of the switches. The 
output of the AND gates are passed through Loop Filters (LF) to remove high 
frequency components. 
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 (14) 

To produce the three-phase PD signals, there are six AND signals,x1… x6, which 
are implemented to produce the phase differences as follows: 
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 (15) 

According to (15) and Figure 12, the output of phase detector, α is derived as 
follows: 

1 2 3 2 4 6 1 3 5x x x x x x                 (16) 

Figure 13 shows the proposed PD circuit with VCO and LF units. To analyze the 
performance of the PLL, the phase plot of thetank circuits must be linearized at 
their resonant frequencies as follows [21-23]. 

2
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i f f

j f
K |

f
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 
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 


 (17) 

The Kβ1, Kβ2 and Kβ3 are the slope of the phase curves near their resonant 
frequencies in rad/Hz. According to Figure 8 and considering that the deviations 
are below 3%, theslopes are similar for |βi|<300. 
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Figure 13 

The proposed three-phase PD with VCO and LF units 
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Therefore, the phase differencescan be derived by equation (18) as follows: 
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The fs is the switching frequency of the inverter. Hence, the equation (16) is 
rewritten as follows: 

1 2 3 3r r r sK f f f K f        (19) 

At steady state condition, α isapproximately zero and hence, the switching 
frequency is derived as follows: 

1 2 30
3

r r r
s

f f f
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    (20) 

By designing a proper PI controller, αis close to zero at steady state condition. 
According to (20), the proposed PLL tracks the average value of the resonant 
frequencies. As seen from Figure 14, the output of the PD is passed through the PI 
controller. The output of the controller is connected to the VCO unit. According to 
Figure 12 and equation (16), it is worth noting that the high frequency component 
of the proposed PD is six times the switching frequency (or three times the 
conventional PD’s) [21-25]. Therefore, the proposed method has fast dynamics 
and the tuning process occurs in less cycles. 

Due to three-pulse and six-pulse operation of the half-bridge and full-bridge 
inverters, the center frequency of the PLL must be close to three times and six 
times of the resonant frequency. Figure 14 shows the switching sequences for 1200 
conduction mode for full-bridge and half-bridge topologies. Finally, the output of 
the VCO is connected to a sequential circuit to produce the proper switching 
sequences. 



Acta Polytechnica Hungarica Vol. 11, No. 5, 2014 

 – 229 – 

000

010

100

001

011

101

00

01

10

00

10 01

000

001 101

011

010 100

(a)

(b)

Q

Q
SET

CLR

D

Q

Q
SET

CLR

D

3fs 

S1

S2

S3

(c)

S1

S2S3

 

Figure 14 

(a) The three-step performance of sequential circuitfor half-bridge inverter; (b) six-step performance of 

sequential circuitfor full-bridge inverter; (c) the sequential circuit used for half-bridge inverter 

Figure 14(c) shows the proposed sequential circuit for the half-bridge topology. 
To show the PLL dynamics, simulation results are carried out by PSIM simulator 
for the half-bridge topology. The parameters of the inverter and the PLL are listed 
in Table 1. Figure 15(a) shows the voltage of S1and the PLL dynamics at start-up. 
Figure 15(b) shows output signal of the phase detector controller (or input signal 
of the VCO unit) at start-up. In these figures, the center frequency fc of the PLL is 
65 kHz, which is approximately three times the resonant frequency. According to 
the resonant frequency, the final frequency of the VCO unit is close to 66 kHz. 

In this simulation, the tolerances are less than 3% and the average value of the 
resonant frequencies is about 22 kHz. The parameters of the PI controller are set 
to achieve better dynamics. This simulation is done without power regulator. 
However, by using a power regulator, the voltage stresses of the switches are 
significantly reduced at start-up,as in [24]. As seen from Figure 15, the output 
voltage of the controller has three steps for each switching period, which is three 
times faster thanconventional PD’s [21-25]. 

Table 1 

Simulation parameters 

Resonant tank 
parameters 

Inverter Parameters PLL specifications 

Cr 330nF L1,2,3 600μH fc 65 kHz 

Q ≈ 5 Vin 50V 
P
I 

KI= 5.5×104,  KP = 20 

Lr 150μH - - τ 330μSec 

fr ≈ 22 kHz - - 
K

V 
1000 (Hz/Volt) 
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Figure 15 

(a) Voltage of S1 at start-up condition; (b) output signal of the PI controller at start-up condition 

4 Experimental Results 

A half-bridge inverterwas built and the performance of the inverter with the new 
PLL was investigated with operating frequency of 22 kHz. As mentioned, the 
structure of the PDis similar for the full-bridge and half-bridge inverters and the 
half-bridge topology is implementedfor simplicity. The parameters of the inverter 
and the PLL are listed in Table 2. In this prototype, the quality factor of the 
resonant tanks is investigated for 20 and 3. The quality factor of 20 is considered 
for the no-load condition. The center frequency of VCO is about 65 kHz for 
operating frequency of about 22 kHz. 

Tolerance of theresonant inductor, Lr, is less than 1% and the resonant capacitors 
are metalized polypropylene film capacitor with maximum tolerance of 5%. 
Therefore, according to (6), the maximum frequency deviationis less than 3% for 
each resonant tank. In this prototype, the equivalent load resistances are in series 
with resonant inductors for mentioned quality factors.  

Figure 16(a) shows the performance of the new PLL at start-up condition. In this 
figure, the PLL’s center frequency is 65 kHz, which is approximately three times 
the average value of the resonant frequencies. The steady state switching 
frequency (or averaged value of three resonant frequencies) is about 22 kHz at 
quality factor of 20. 
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(a) (b)

(c) (d)
 

Figure 16 

(a) Voltage of S1 at start-up condition by using the proposed tuning loop and input voltage of 20 V (10 

volt/div); (b) gate to source voltage of the switches, (5 volt/div); (c) resonant tank current at quality 

factor of about 3, (500mA/div); (d) voltage of the switches at steady state condition and input voltage 

of 20 V and quality factor of about 3, (20 volt/div) 

Table 2 

Inverter and PLL parameters 

Load parameters Inverter Parameters PLL specifications 

Cr ≈ 330 nF   L1,2,3 600 μH fcenter ≈ 65 kHz 

Q ≈ 20 and 3 Series diodes BY399 PI KI ≈ 6×104, KP ≈ 15 

Lr ≈ 150 μH  Switches IRFP540 τ 1000 μSec 
fr ≈ 22 kHz  Gate drivers ICL7667 KV 1000 (Hz/Volt) 

The PI controller of the PLL circuit is designed to achieve minimum phase error at 
steady state condition while the transient response is suitable. The optimum 
parameters of the PI controller are listed in Table 2. Figure 16(b) and (d) show the 
gating signals and the voltage of the switches at quality factor of about 3 with 3% 
deviation. Figure 16(c) shows resonant tank current connected to S1 at the quality 
factor of 3 and output power of about 50 W. Figure 17 shows the laboratory 
prototype of the current source parallel resonant half-bridge inverterwith the 
resonant inductors and capacitors. 
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(a) (b)  

Figure 17 

(a) The three resonant inductors and the resonant capacitor; (b) laboratory prototype of the current 

source parallel resonant half-bridge inverter 

Conclusion 

In this paper, a new PLL circuit is proposed for three-phase current source parallel 
resonant inverters. The new PLL tracks the average value of three resonant 
frequencies according to the new phase detector performance. This helps to 
achieve less voltage stresses on the switches and lower distortions in DC-link 
current. The PLL is investigated in multiplier phase and frequency mode to 
achieve fast dynamics at transients. The new tuning circuit uses only the voltage 
of the switches to detect the phase error and there is no feedback from the load 
currents. Therefore, the circuit is simple, more reliable and cost effective. The new 
PLL can be used for both full-bridge and half-bridge topologies while the 
sequential circuit difference must be taken in consideration. 
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