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Abstract: In this paper, the performance of a nonlinear, 4 degrees-of-freedom, servo-

hydraulic half-car active vehicle suspension system is compared with that of a passive 

vehicle suspension system with similar model parameters. The active vehicle suspension 

system is controlled by an indirect adaptive Neural Network-based Feedback Linearization 

controller (NARMA-L2). Hydraulic actuator force tracking is guaranteed by an inner 

Proportional+Integral+Derivative-based force feedback control loop. The output 

responses of the vehicles are presented and analyzed in the frequency and time domains, in 

the presence of model uncertainties in the form of variation in vehicle sprung mass loading. 

The results show that the NARMA-L2-based active vehicle suspension system performed 

better than the passive vehicle suspension system within the constraints. 
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1 Introduction 

Vehicle Suspension Systems (VSS) are highly nonlinear uncertain systems [1]. In 
VSS design, a tolerable compromise between conflicting vehicle parameters (ride 
comfort, handling and road holding) must be found, within the limits of 
suspension travel [1; 2]. VSS design is an active area of research involving the 
development of Passive Vehicle Suspension Systems (PVSS), Semi-Active 
Vehicle Suspension Systems (SAVSS) and Active Vehicle Suspension Systems 
(AVSS) [3; 4]. The rapid progress within this field can be attributed to advances 
made in optimal control and in computer processing power and to the increasing 
affordability of actuators and sensors [2; 3]. Compared with PVSS and SAVSS, 
AVSS are better at addressing the VSS design trade-off; PVSS and SAVSS can 
only dissipate forces incident on the VSS, whereas AVSS introduce forces into the 
VSS. However, AVSS are more complex and consume greater amounts of energy 
[5]. 
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Examples of control techniques succesfully applied to AVSS include: PID control 
[6], optimal control [2; 7], robust control methods such as H2 [8], H∞ [9], H2/H∞ 

[10], linear parameter varying (LPV) [11], nonlinear control techniques like 
sliding mode control (SMC) [12], backstepping control [13] and feedback 
linearization (FBL) [14]. Intelligent control techniques such as fuzzy logic control 
(FLC) [15] and various Neural Network (NN)-based control methods [1; 16; 17] 
have also been applied. 

Neglecting actuator dynamics in the study of AVSS has restricted the amount of 
experimental validation possible in the past [18; 19]. In research works where 
actuator dynamics are considered, hydraulic actuators are most often selected 
because they have a fast response time, high stiffness, a superior power-to-weight 
ratio, low cost and low heat dissipation during periods of sustained force 
generation, compared to other actuators [1; 17]. However, hydraulic actuators are 
highly nonlinear and prone to chattering in AVSS applications [18]. Backpressure 
caused by tight coupling between motion of the vehicle body and actuator force 
generation requires the use of hydraulic actuator force feedback [19]. Actuator 
force feedback improves vehicle ride comfort and road holding by stabilizing the 
hydraulic actuator, and guaranteed desired forces levels are attained. In the 
literature, force control is commonly applied utilizing a system of control loops; 
i.e., actuator force feedback control in the inner loop and sprung mass 
displacement control in the outer loop [14; 18; 19]. 

In industry, PID control is the most common control method employed (it is 
simple in structure, and tuning is straightforward) [20]. PID control has been 
applied both to benchmark AVSS performance [17; 21] and as the main control 
method [6]. However, its lack of robustness to parameter variation and the 
requirement of high loop gains have motivated research with the aim of enhancing 
PID controller performance for AVSS applications [22; 23; 24]. 

Highly nonlinear systems can be transformed into linear systems to enable the 
application of linear control methods by making use of FBL [25]. The 
implementation of FBL may prove difficult as feedback of all system states is 
required, and issues may arise regarding the robustness of the linearized system. 
This is solved by a combination of FBL with intelligent control methods [1]. In 
Buckner et al. [16], radial basis function (RBF) NNs were trained to estimate the 
nonlinear suspension damping and spring forces in order to cancel out nonlinear 
suspension dynamics by using NNFBL and to control a quarter-car AVSS with a 
linear electro-mechanical force actuator. Offline training of the NNs was 
performed using input-output data obtained from a quarter-car suspension test-rig. 
The RBF NN weights were updated online. Pedro and Dahunsi [1] proposed a 
Multi Layer Perceptron (MLP) NNFBL controller for a nonlinear, electro-
hydraulic quarter-car AVSS. MLP NNs were trained to approximate the nonlinear 
functions using the Levenberg-Marquardt (LM) algorithm. Compared with a PID-
controlled AVSS, the NNFBL-controlled AVSS performed better at tracking a 
square-wave suspension travel reference signal, consuming a lower amount of 
energy. 
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The exact values of the VSS model parameters such as sprung mass loading, 
suspension damping and suspension spring stiffness, etc. are uncertain. Therefore, 
consideration should be given to include acceptably bounded parametric 
uncertainty in the design of  control systems for VSS [4; 9; 26; 27; 28]. 

In this paper, the effects of the uncertainties in vehicle sprung mass loading on the 
performance of AVSS and PVSS are explored. A NNFBL-controlled nonlinear 
half-car AVSS, with PID hydraulic actuator force feedback control and a 
nonlinear half-car PVSS with similar model parameters are compared and their 
performance is analyzed in the frequency and time domain. This paper is 
organized as follows: the mathematical model of the nonlinear, half-car AVSS 
with hydraulic actuator dynamics is presented in Section 2, followed by the 
performance specifications in Section 3. The overall control architecture and 
design are given in Section 4. In Section 5, simulation results are presented and 
discussed and the paper is concluded in Section 6. 

2 System Model 

2.1 Modelling Assumptions 

The following simplifying assumptions are made during the mathematical 
modelling [8]: 

1) All joints connecting the suspension system components are considered to be 
ideal. 

2) The vehicle is moving in a straight line in the horizontal direction at a constant 
velocity. Forces and moments due to cornering, accelerating and braking of the 
vehicle are neglected. 

3) Both the sprung and unsprung masses are assumed to be uniform in mass. 

4) Sprung mass loading does not vary with time [4]. However, different sprung 
mass loadings are applied to test controller’s robustness under parameter 
variations. 

5) The vehicle body is taken as rigid. 

6) Road surface roughness and irregularities are the sole source of vehicular 
vibration; road surface elastic deformation and engine-induced vibrations are 
ignored [2; 4]. 

7) Non-uniformity of the tyre as well as wheel unbalance effects are disregarded. 

8) The sprung mass centre of mass rests along the vehicle body’s longitudinal 
centreline. 
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9) The sensors and actuators used respond instantly to changes in measured 
parameters. 

10) Heaving and pitching are taken as the main vehicle body movements. Other 
possible motions such as yawing, rocking and lateral motions of the sprung mass 
centre of gravity about the nominal travel path are neglected. 

11) The simulation is carried out at the point of dynamic equilibrium. Therefore, 
the weight of the vehicle is ignored. 

12) The vehicle body pitch angular displacement,  , is varied through large 

angles about the point of equilibrium [29]. 

13) Tyre damping couples the wheel and the vehicle body motion at the wheel-
hop frequency and thus is not ignored [10]. 

2.2 Physical and Mathematical Modelling 

Figure 1 illustrates a half-car AVSS physical model of sprung mass Ms , pitch 

moment of inertia I and pitch angular displacement  , front and rear unsprung 

masses fmu and rmu , respectively. 

 

Figure 1 

Schematic of a half-car AVSS 

Cz , tfz and trz are the vertical displacements of the sprung mass at the centre of 

gravity, the front tyre and the rear tyre, respectively. The lengths between the front 

and rear axles and the vehicle centre of gravity are given by fl  and rl , 

respectively. The front and rear suspension travels are expressed as 
 sinfCtff lzzy   and  sinrCtrr lzzy  , respectively. 
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The application of Newton’s 2nd law of motion to the nonlinear half-car AVSS 
gives the governing equations of motion in state-space form as [7; 11; 29; 30]: 

    pwuxg  xf x                                  (1) 

where x  is the state vector, u  is the control input vector, w is the disturbance 

input vector,  xf  is the system vector,  xg  is the control input matrix and p is 

the disturbance input matrix. 
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The output equation is given as: 
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The components of vector  xf ,  xg  and p  are given in [29]. 

2.2 Road Input Disturbance Modelling 

Equations 18 and 19 express the front and rear wheel input disturbances, fw  and 

rw , respectively. 
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where a  is the bump amplitude, V  is the vehicle forward velocity,   is the 

disturbance wavelength, and t  is the simulation time. dt  is the time delay 

between the front and rear wheels written as: 

  Vllt rfd                   (20) 

The bump profile is illustrated in Fig. 2. The half-car, hydraulic actuator and road 
input disturbance model parameters are given in [11; 25; 29]. 
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Figure 2 

Bump road input disturbance 

3 Performance Specifications 

The performance specifications utilized in this work are: 

1) The closed loops should be nominally stable and the controller must possess 
good command following and disturbance rejection. 

2) The maximum allowable suspension travel should not exceed the limit given 
as: 

maxzyi                   (21) 

where  rfi , . maxz  is the maximum suspension travel, equal to m08.0 . 

3) The maximum allowable control voltage, maxu , is expressed as: 

  maxutui                   (22) 

where maxu  is the maximum allowable control voltage equal to V10 . 

4) The maximum allowable controlled force, aiF , is given as: 

gMsFai                   (23) 

where g  is the acceleration due to gravity, equal to 281.9 sm . 

5) To maintain good road holding, the dynamic tyre load, tiF , should not exceed 

the static load, stat
tiF  [4]: 

stat
titi FF                   (24) 

where 
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   itiiitiiti wzbtwzktF                  (25) 

  irfi
stat

ti mulllMsgF                 (26) 

6) The RMS values of the performance parameters will be used to enable detailed 
performance comparison of the AVSS with the PVSS. For n  simulation samples: 

    2
0

1 n
RMS n                 (27) 

where 

 Taiictii FuzFy ,,,,,   `                (28) 

7) Ride Comfort: The evaluation of vehicle ride comfort is based on the ISO 
2631-1 frequency weighted RMS acceleration [31]. kW , the ISO 2631-1 

frequency weighting for acceleration input at the feet, is selected since theVSS 
models do not include vehicle seats. A fifth order approximation of kW   is 

expressed as [32]: 

   
)79783810572596983.2549

6854.92(5509545311336113872.87
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The weighted RMS acceleration, RMS
wia , for n samples is given by: 

  20
1

ckaxis
nRMS

wi zWkna                 (30) 

where the axis multiplication factor 40.0axisk  for vertical sprung mass 

acceleration along the z  axis. A vibration induced discomfort scale for various 

values of RMS
wia  is given in [31]. 

4 Controller Design 

4.1 Control Architecture 

The AVSS control configuration shown in Fig. 3 consists of two control loops: an 
outer NNFBL suspension travel feedback control loop and an inner PID hydraulic 
actuator force feedback control loop. Suspension travel is chosen as the controlled 
output variable on the outer loop because it is easily measured with displacement 
transducers [15]. 
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Figure 3 

Control architecture 

4.2 PID Force Control Loop Design 

The PID force control input, iu  to the half-car AVSS actuators is given in 

Equation 31: 

        dttedKdtteKteKu iDiiIiiPii               (31) 

     tFtFte aiairefi                  (32) 

where PK  is the proportional gain, IK  is the integral gain, DK  is the derivative 

gain, and ie  is the error between the desired actuator force reference signal, 

airefF , and the actual actuator force, aiF . The PID controller gains obtained by 

the Ziegler-Nichols tuning method are 0010.0Pr  KKPf , 0145.0 IrIf KK  

and 0003.0 DrDf KK . 

4.3 NNFBL Suspension Travel Control Loop Design 

FBL involves the cancellation of nonlinear system dynamics, thereby enabling the 
application of linear control techniques to highly nonlinear systems [1; 24]. A 
system expressed in state-space form can be linearized with an input u [33]: 

   uxgxfx                   (33) 

    RxKxfxgu T  1                (34) 

where K is a matrix of controller gains and R is the reference input. Substituting 
equation (34) into (33) cancels out the nonlinear dynamics of the system,  xf  and 

 xg . This gives a linear system able to track reference trajectory using a linear 

controller expressed as [33]: 

RxKx T                   (35) 
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Using NNs to approximate  xf  and  xg , equation (34) becomes [43]: 

    Rxkxfxgu T
NNNN  1                (36) 

where  xfNN  and  xgNN  are the NN approximations of  xf  and  xg , 

respectively. The system is required to track a reference model [33]: 

RxKx m
T

m                  (37) 

Substituting equation (36) into equation (33) gives [33]: 

         Rxkxfxgxgxfx T
NNNN  /                           (38) 

The controller error e  is calculated as [33]: 

mxx e                  (39) 

The error dynamics given by [33]: 

         uxgxgxfxfeKe NNNN
T               (40) 

The MATLAB/Simulink® NARMA-L2 control toolbox was used to perform 
NNFBL on the outer control loop. Typically, there are two steps involved in 
indirect adaptive control using NNs: system identification and control design. 
Since this tool is a SISO tool, two separate NARMA-L2 controllers were used (the 
half-car AVSS is a MIMO system). Since the NARMA-L2 controller is a SISO 
tool, the AVSS model was modified to allow for collection of the Input/Output 
(I/O) data required for system identification; by grounding and terminating part of 
the AVSS inputs and outputs, the AVSS appears as SISO to the controller (see 
Fig. 4). The system identification was then carried out in four steps: (a) 
Experimentation, (b) Model Structure Selection, (c) Model Estimation, and (d) 
Model Validation. 

 

Figure 4 

System identification of the half-car AVSS for NNFBL control 
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4.3.1 Experimentation 

Two random non-saturating input signals covering the entire operational range of 

the half-car AVSS were used to generate the I/O data. The data, n
iZ , was 

collected in the form presented in Equation 41 in which  kui  and  kyi  are the 

input and output to the system, respectively, k  is the number of the sampling 
instant, and n  is the total number of samples taken [34; 35] (see Figure 4). 

     nkkykufZ ii
n
i ,,1;,                 (41) 

4.3.2 Model Structure Selection 

The NARMA models given in Equation 42, in which d is the system delay, na  is 

the number of past inputs, nb  is the number of past outputs and F is a nonlinear 

function, were trained to present the half-car AVSS model’s forward dynamics. 
The nonlinear function F  is approximated by the NN during identification [34; 
35]. 
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FBL involves cancellation of the nonlinear system dynamics. The NARMA-L2 
controller achieves this by training two MLP NN to approximate the nonlinear 
functions  xf  and  xg . The MLP NN models have two layers. The first layer 
(hidden layer) contains neurons with tangent-sigmoid activation function [34; 35]: 

            nnn
eeensig

222 11112tan                (43) 

The second layer (output layer) contains linearly activated neurons. Both  the 
hidden and output layers contain a bias. The companion form is expressed in 
Equation 44. This form enables tracking of reference signal  dkyri  . However, 

because  kyi  is required to calculate  kui  and both occur at the same sampling 

instant, the resulting controller (see Eq. 37) is not practically feasible [34; 35]. 
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By setting the plant delay 2d  with a model order 2 nbnan , a NARMA 

model and therefore a practical NARMA-L2 controller can be developed as given 
in Equations 46 and 47, respectively. 
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Fig. 5 illustrates the NARMA-L2 controller implementation [34; 35]. 

 

Figure 5 

NARMA-L2 Controller implementation 
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The plant model order is determined by evaluating the Lipschitz quotients of the 
I/O data, plotting the model order index against the lag space, i.e., the number of 
past inputs and outputs [17; 23]. Figs. (a) and (b) show that the slopes of both 
graphs increase at the “knee point” where the number of past inputs and outputs is 
greater than or equal to two. Therefore, setting a model order greater than two 
could cause overfitting of data when training the NNs [17; 23]. 

  

(a) Front suspension    (b) Rear suspension 

Figure 6 

Two dimensional plot of the Order of Index versus lag space 
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4.3.3 Model Estimation 

Model estimation involves using the I/O data collected to train an NN to 
approximate the desired function. The NNs were trained using backpropagation 
method, by minimizing the Mean Square Error (MSE) [35]. For an AVSS plant 
output iy  and NN model output miy , the NN model MSE is calculated as 

follows: 

   20
12

0
1

mii yy    n
i

n
nenMSE               (48) 

where ie  is the error between the AVSS plant output and the NN model output 

and n  is the number of training samples. The Levenberg-Marquardt (LM) 

algorithm was used for training the NNs, producing MSEs of -7101.6736  after 

13  training epochs and -7103.8147  after 28  training epochs for the front and 

rear suspension NNs, respectively. The NNFBL parameters for both the Front and 
Rear Suspension are listed in Table 2 for a maximum number of 1000 training 
epochs. The LM algorithm produced the best training results compared to the 
other training algorithms given in Table 3 for the rear suspension. 

Table 2 

NNFBL parameters for front and rear suspension 

Parameters  Value 

Number of hidden layer neurons  5  

Number of delayed plant inputs  2  

Number of delayed plant outputs 2  

Sampling interval sT  sec001.0  

Normalize training data  No 

Plant input range   NN 5000:5000  

Plant output range  mm 08.0:08.0  

Maximum interval value  0.5sec 

Minimum interval value  sec1.0  

Number of training samples  10000 

4.3.3.1 Levenberg-Marquardt (LM) 

The LM algorithm is an algorithm that enables rapid training of NNs by 
calculating an approximation of the Hessian matrix, ,H  rather than the actual 

Hessian matrix [35]. For performance functions expressed in the form of a sum of 
squares, such as the MSE, the Hessian matrix can be approximated as [35]: 

JJH
T                    (49) 
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where J  is the Jacobian matrix containing the first derivatives of the NN errors 

with respect to the NN weights and biases. The gradient, ,G is given by [35]: 

eJG
T                     (50) 

where e  is a vector of NN errors. At sampling instant k , the vector of the NN 

weights and biases, kx , is updated using the approximation of the Hessian matrix 

[35]:  

     IHGxIJJeJxx k
TT

kk   //1              (51) 

where I is the identity matrix and  is a scalar parameter that is adjusted at each 

sampling instant to ensure that the performance function is minimized [45]. 

Table 3 

Performance of NNFBL training algorithms for rear suspension 

Full name of algorithm 

Rear suspension 

No. of 
epochs 

MSE 

Broyden-Fletcher-Goldfarb-Shanno (BFGS) quasi-
Newton Backpropagation 

24  -3105.0564  

Bayesian Regulation 32  -3101.1742  

Powell-Beale conjugate gradient backpropagation 9  -4107.5448  

Fletcher-Powell conjugate gradient backpropagation 10  0.25491 

Polak-Ribiereconjugate gradient backpropagation 4  0.054292  

Gradient descent backpropagation 1000  -310 7.24  

Gradient descent with momentum backpropagation 6  2.16  

Gradient descent with adaptive learning backpropagation 33  3.3688  

Gradient with momentum and adaptive learning 
backpropagation 

48  0.24551 

Levenberg-Marquardt backpropagation 28  -7103.8147  

One step secant backpropagation 27  -410  9.6757  

Resilient backpropagation 39  -410  8.6774  

Scaled conjugate gradient backpropagation 29  0.039014  

4.3.4 Model Validation 

%50  of the I/O data is used for NN training, %25  for validation and the 
remaining %25  for testing of the NN models. 
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5 Simulation Results and Discussion 

The VSS models were built in the MATLAB/ Simulink® environment. The fixed 
step solver ODE-3 (Bogacki-Shampine) was utilized, with the sampling time 

sec0001.0sT . sT  is smaller than the fastest half-car AVSS model dynamics, 

enabling observation of all model dynamics [1]. Robustness to parameter variation 
was tested by varying Ms  and I  by %20  about their nominal values [9; 36]. 

5.1 Frequency Domain Results 

A frequency sweep method similar to that used by [37] was applied here, by use 
of a chirp road input disturbance signal of amplitude mm15  [38]. Its frequency 
was set to vary between Hz1000  over a sec100  period, in order to expose the 

vehicle to a wide range of input disturbance frequencies. Spectral analysis of the 
AVSS and PVSS model outputs was performed utilizing the MATLAB Welch 
algorithm/spectral estimator [39]. The “Hamming” window setting with a segment 
length of 100n  ( n is the total number of samples) and a percentage overlap of 214 

produced optimal frequency response plots. Due to space contrainsts, only the 
results for the rear suspension travel will be shown. 

Figs. 7(a) and 7(b) show the AVSS and PVSS rear suspension travels Power 
Spectral Density (PSD) responses. The magnitude of the AVSS response at the 
“knee” between Hz1  and the body-hop frequency  Hz2  is smaller than that of 

the PVSS. In the frequency range below Hz4  and between Hz84 , both the 

AVSS and PVSS perform similarly. At the wheel-hop frequency  Hz12 , the 

magnitude of the AVSS response is smaller than that of the PVSS. At high 
frequencies  Hz20 , the AVSS and PVSS behave similarly. 

 

(a) AVSS 

 

(b) PVSS 
Figure 7 

Rear suspension travel PSD 

Figs. 8(a) and 8(b) show the AVSS and PVSS sprung mass acceleration PSD 
response, respectively. At low frequencies (below Hz4 ), the AVSS is less 
sensitive to variation in Ms  and I  than the PVSS. The response of the AVSS 

about wheel-hop frequency  Hz12  appears more rounded than that of the 

PVSS. Above Hz20 , both the AVSS and PVSS behave similarly. 
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(a) AVSS 

 

(b) PVSS 

Figure 8 

Sprung mass acceleration PSD 

Figs. 9(a) and 9(b) give the AVSS and PVSS pitch angular acceleration PSD 
responses, respectively. At frequencies less than Hz4 , the AVSS is less sensitive 
than the PVSS to variations in Ms  and I , although the magnitude of the AVSS 

response is greater than that of the PVSS within this frequency range. In the 
Hz84 frequency range, around the wheel-hop frequency and above Hz20 , the 

AVSS and PVSS behave similarly. 

 

(a) AVSS 

 

(b) PVSS 

Figure 9 

Pitch angular acceleration PSD 

5.2 Time Domain Results 

Due to space contrainsts, only the results for the rear suspension will be shown. 
Table 4 contains the RMS values obtained as the VSS models traversed the road 
input disturbance given in Section 2.2 for suspension travel regulation   0tRi , 

at a constant forward velocity. Although the AVSS performance is significantly 
better than that of the PVSS, the RMS results for both the front and rear 
suspension (see Table 4) indicate that an increase in vehicle sprung mass causes a 
reduction in AVSS suspension travel performance. The minimum and maximum 
peak front and rear suspension travel values obtained by the AVSS are also lower 
than those of the PVSS. An increase in vehicle mass causes the suspension travel 
workspace to reduce. Fig. 10 suggests that the AVSS is less likely to hit the 
suspension travel limits  m08.0  than the PVSS as the mass of the vehicle 

increases. 
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Table 4 

RMS values for  IMs,%20  about their nominal values 

Parameters  
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Rear 
Suspension 

Travel  m  
0.0069 0.0047 31.88 0.0085 0.0059 30.59 0.0099 0.0069 30.3 

Rear 
Dynamic 

Tyre 

Force  N   

222.03 228.15 -3.69 262.29 268.35 -2.31 302.09 305.28 -1.06 

Sprung Mass 
Acceleration 

 2
sm  

1.0753 0.8285 23.2 1.1293 0.8658 23.33 1.1395 0.8673 23.89 

Pitch 
Angular 

Acceleration 

 2
srad  

0.6453 0.6166 4.45 0.5849 0.5559 4.96 0.5231 0.4944 5.49 

Rear 
Actuator 

Voltage  V    
− 0.1585 − − 0.1845 − − 0.2073 − 

Rear 
Actuator 

Force  N  
−  77.934 −  −  95.713 −  −  112.3 − 

 

 

(a) AVSS 

 

(b) PVSS 

Figure 10 

Rear suspension travel 
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The AVSS and PVSS sprung mass acceleration are shown in Fig. 11. Although 
both the AVSS and PVSS maintained a “Not Uncomfortable” level of discomfort 
throughout, Table 4 shows that the AVSS reduced the ISO 2631-1 weighted RMS 
acceleration better than the PVSS. With regards to pitch angular acceleration, the 
RMS values in Table 4 indicate that AVSS performance deteriorated with an 
increase in vehicle mass. The AVSS peak pitch angular acceleration values tend to 
be higher when compared with the corresponding PVSS values. However, Fig. 12 
shows the AVSS dampens oscillation approximately sec5.0  faster than the PVSS. 

 

(a) AVSS 

 

(b) PVSS 

Figure 11 

Sprung mass acceleration 

Table 4 

Weighted RMS acceleration and discomfort levels 

  

PVSS AVSS   
Weighted RMS 

Acceleration 
RMS
wia  2

sm  

ISO 2631-1 
Level of  

Discomfort 

Weighted RMS 
Acceleration  

RMS
wia  2

sm  

ISO 2631-1 
Level of  

Discomfort  

%  
Reduction 
by AVSS 

  0.2117 N.U. 0.1663 N.U. 21.45 
Nominal  0.2205 N.U. 0.1714 N.U. 22.27 

  0.2217 N.U.  0.1703 N.U. 23.18 

where N.U. = Not Uncomfortable 

 

(a) AVSS 

 

(b) PVSS 

Figure 12 

Pitch angular acceleration 
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5.3 Effect of the Inner Force Control Loop 

To investigate the effect of the inner force control loop on AVSS performance, an 
AVSS with both inner PID force control loop and outer NARMA-L2 suspension 
travel control loop is compared with a second AVSS without the inner force 
control loop. The sprung mass acceleration time domain responses of both AVSS 
are plotted against each other for nominal Ms and I . As shown in Fig. 13, the 

AVSS with force control is able to dampen the sprung mass oscillation due to the 
road input disturbance faster than the one without force control, by stabilizing the 
hydraulic actuator. 

 

Figure 13 

AVSS sprung mass acceleration with and without force control 

Conclusion 

In this work, a NNFBL controlled nonlinear AVSS with PID based hydraulic 
actuator force feedback has been presented to improve suspension system model 
of the AVSS. Robustness to parameter variation was tested by varying the 
performance. Two-layer tansig activated MLP NNs were used to identify the NN 
vehicle sprung mass loading and the moment of inertia by %20 , comparing the 

AVSS and PVSS performance in the frequency and time domains. The frequency 
domain results showed that the AVSS possesses greater robustness to 
uncertainties than the PVSS, particularly at frequencies below Hz4  and around 
the wheel-hop frequency. In the time domain, the overall AVSS performance in 
terms of reducing RMS parameters was better than that of the PVSS. The AVSS 
suspension travel was significantly lower than the PVSS suspension travel, both 
remaining within the specified limits throughout. The AVSS and PVSS did not 
exceed the specified front and rear dynamic tyre force limits. The AVSS 
maintained the actuator force well below the specified limits. 
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Abstract: In this paper, the algorithmic realization of complex optimization objective 

functions of parameters of multi-step wire cold drawing technology is described. As a result 

of utilizing two types of optimization, either identical optimum cone-angles can be obtained 

in each pass or the (variable) optimum cone angles having an optional size in each pass 

can be obtained. The calculation time of objective functions was investigated, as it is one of 

the most important factors of non-linear optimization. The optimum technological 

parameters obtained by using the two types of objective functions were compared, and the 

cases in which it is worth using the complex optimization having a shorter calculation time 

were defined. 

Keywords: analytical explicit model; drawing force; drawing temperature; multi-step wire 

drawing; complex optimization; technology planning 

1 Introduction 

The main aspects of planning industrial technology can be divided into three main 
groups. In the first group, the quality of the product is adjusted in accordance with 
the requirements prescribed by the buyer, and any damage and defects arising are 
eliminated or decreased to a minimum extent. The objective functions minimizing 
the specific costs belong to the second group; here the functions minimizing the 
specific power consumption necessary for a given drawing operation are 
extremely important. Productivity is maximized by the third, very important group 
of objective functions, so the highest possible hourly output can be realized by 
using this group of objective functions. 

The technological planning method of multi-step wire drawing was investigated 
taking into consideration the aforementioned aspects. Wire drawing is one of the 
most widely used processes to produce wires, strands, ropes, or welding rods. The 
technological parameters of multi-step wire drawing can be described by 

mailto:femvali@uni-miskolc.hu
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analytical methods as well as by finite element methods. In the course of planning 
the technology, an optimization is realized so that the quantities belonging to the 
given aspects of planning are maximized or minimized. The non-linear 
optimization method must be used for multi-step drawing on the basis of the types 
of functions describing the different parameters. 

In addition to the theoretical solution of the tasks, nowadays the presence of the 
advantageous properties of resolving algorithms and software is a very important 
aspect as well (e.g. the shortest possible time necessary for the calculations and 
the lowest possible memory capacity, the increase in size limits, and programs that 
can be handled and changed easily). Therefore, it can be concluded that in the case 
of non-linear optimization, the computer implementation of algorithms as well as 
experimentation are very significant factors, in addition to the mathematical 
examination of the tasks and resolving algorithms. 

Both drawing force and forming energy have been used to optimize wire drawing 
in [1-3]. Many authors have used different ductile damage or fracture criteria to 
investigate central burst or other defects and tried to avoid or minimize damage 
[4-6]. Other studies [7-9] investigate microscopic criteria, based on characteristics 
of voids and defects, e.g. Kuboki et al. [10] used the void index, based on Oyane’s 
criterion, to evaluate the void fraction during multipass wire drawing. 

Automatic optimization processes for wire drawing have been described in [11- 
15]. The authors have focused on the minimization of the drawing force or/and the 
forming energy, on the minimization of damage, on the maximization of the wire 
reduction per pass, on the heterogeneity of the strains or stresses, and on the shape 
of the inner surface: and they have tended to use optimization algorithms directly 
coupled with the FEM calculation, each iteration corresponding to one (or several) 
FEM evaluation(s). 

Although these improved optimization processes describe well the real optimums 
and explain the universal use of angles in the range [4°-8°], these algorithms can 
be time consuming because they are coupled with FEM evaluations. For instance, 
the optimal solution of Roy et al. [12] was found after about 100 FEM 
simulations, in 10 CPU hours. The second disadvantage concerns multi-step wire 
drawing: these algorithms do not calculate with back tension drawing force in any 
of the passes. Finally, in most of the articles, the materials are assumed to obey 
flow rules with no strain hardening. 

In [16] a complex model was chosen from among the published models described 
by explicit analytical formulas on the basis of measurement data. The best 
approximation of the measured data is given by this complex model, as well as the 
most important parameters of planning the technology (the wire drawing force, the 
maximum drawing stress arising in the wire, and the temperature of the wire) are 
included in this model. The chosen complex model takes into consideration the 
back tension forces and the flow rules with strain hardening of the materials. 
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Our earlier research found that a value of exactness similar to the finite element 
method (FEM) can be obtained by using the analytical method for wire drawing 
[17]. 

In order to perform fast calculation of the optimization, it is necessary to choose a 
model to describe the technological parameters, which requires an exact and a 
short-time calculation. This requirement is met by the complex model described in 
[16], as it is very exact, and moreover the time necessary for calculating the 
analytical models is much shorter than that needed for FEM. 

In [17], an optimization objective function is defined which calculates the number 
of passes by taking into consideration most of the aspects of planning, the 
geometry of dies and the extent of deformation to be realized up to an intermediate 
heat treatment (annealing). 

Complex optimization differs from standard optimization in that the domain of 
variability of optimum values is not determined by the equations but rather is 
determined by another optimization objective function. Owing to this complexity, 
the time of calculation will become a very important factor, in addition to the 
exactness of the optimization process. In this paper, the complex optimization 
objective function described in [17] and a version of it further extended by us are 
compared by estimating the difference between the optimum values and the length 
of time necessary for their calculation. 

Nomenclature 
A1, A2  entry and exit wire area of cross section in a pass (mm2) 
b   penetration depth of heat due to friction (m) 
c  wire specific heat capacity (Jkg-1K-1) 
D0, D1, D2 initial diameter, entry and exit wire diameter in a pass (mm) 
F, Fback  drawing force and back tension drawing force in a pass (N) 
kf  deformation strength (Nmm-2) 
kf1, kf2, kfk=(kf1+kf2)/2 entry and exit wire and mean deformation strength 

in a pass (Nmm-2) 
kk,back deformation resistance in the case of back drawing force in a 

pass (Nmm-2) 
RM maximum tensile stress of the exit cross-section of the wire 

(Nmm-2) 
t, tdef time and deformation time, i.e. the time spent in the die by the 

wire (s) 
v1, v2,,vmean, v  entry and exit and the mean wire axial velocity in a pass (ms-1), 

velocity of drawing (ms-1) 
vdiff difference between the circumferential velocity of the capstan 

and the velocity of the coiled wire on the capstan (ms-1) 
W specific deformation work (Nmm-2) 
  diesemi-cone-angle (rad)
A=A1-A2 difference of the entry and the exit wire area of cross section 

(mm2) 
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T  increase in temperature within a pass (K) 
  thermal conductivity (Wm-1K-1)
  Coulomb friction coefficient (-)
def distribution coefficient of the heat of the volumetric 

deformation, i.e. the part of the heat developed owing to the 
deformation remaining in the wire (-) 

friction distribution coefficient of the heat of the friction, i.e. the part of 
the friction heat remaining in the wire (-) 

  density of the wire (kgm-3)
back=2*Fback/(A2+A1),max back tension drawing stress and maximum 

value of the drawing stress distribution of the exit cross-section 
of  wire (Nmm-2) 

ln(A1/A2) logarithmic plastic stain (-) 
 averagerelative drawing stress; maximumrelative drawing 

stress (-) 
drive_efficiency coefficient of efficiency of the drive of the capstan (-) 
i, s sequence number of drawing pass; sequence number of drawing 

sequence 
Nseq  number of drawing sequences 
Npass,s  number of drawing passes in the s-th drawing sequence 
x,y, N  data calculated by identical-angle complex optimization; data 

calculated by variable-angle complex optimization; number of 
data 

2 Determination of the Complex Optimization 

Objective Functions 

First of all, it is necessary to define the model describing exactly the parameters of 
multi-step wire-drawing technology in order to calculate the complex optimizing 
method. This model, described in [16], yields exactness identical with the 
exactness of FEM, but a much shorter time is necessary for its calculation. The 
model is as follows: 

Wire drawing force: 

backfk2back,k FkA77,01AkF 
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Maximum stress arising in the wire: 
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Temperature of wire: 
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The complex optimization objective function defined in [17] consists basically of 
3 optimization objective functions and of a temperature limit relating to the 
optimum places. 

The extent and size of deformation is maximized (i.e., the number of stages is 
minimized) by the first optimization objective function in order to ensure the 
suitable high quality of the product, i.e. ruptures, surface failures and other 
damage cannot be found in the ready-made wire. In order to avoid damage and 
failures, the average (Eq. (6)) and maximum (Eq. (7)) relative drawing stresses 
have been introduced, the values of which shall be set between 0.5…0.55. 

2f2kA

F
  (6) 

M

max

R


  (7) 

The specific power consumption is minimized by the second optimization 
objective function. The specific deformation work described by Eq. (8) is 
minimized by the above function in such a way that it selects the suitable value of 
annealing. The annealing determines the extent of deformation at which the 
intermediate heat-treatment (annealing) process shall be performed on the wire. 





annealingannealing

0

f

0

f d)(kd)(kW  (8) 
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The specific power consumption is also minimized by the third objective function. 
All the power consumption described by Eq. (9) is minimized by this objective 
function by choosing the optimum cone angles of passes. 

 
  




seq s,passN

1s

N

1i i,efficiency_drive

i,diffi,backiii v)FF(vF
P  (9)  

As far as the average value of wire temperature is concerned, an upper 
temperature limit of 60-70oC is prescribed for the wet drawing and an upper 
temperature limit of 250-300oC is prescribed for the dry drawing. This limit gives 
the upper boundary value when choosing the drawing velocity. 

The complex optimizing objective function can be obtained by including the 
optimizing objective functions of utilizing factors as well as the optimizing 
objective functions determining the place of heat treatment in the condition system 
of optimization relating to all the power consumption. Eventually, the complex 
optimizing method also examines the holding of the temperature limit. An 
additional condition is also determined in the complex optimizing objective 
function described in [17], namely, that the optimum values of cone angles shall 
be identical in each pass. 

In this paper, the complex optimizing objective function is extended in such a way 
that the process is allowed to take an optional value of cone angle in each pass. It 
is obvious that all the power consumption obtained by using this extended 
objective function as well as the number of passes are less or equal to the result of 
the complex objective function having identical cone angles. We next investigate 
the difference between the two results as well as the difference between the 
lengths of time necessary for the calculations. 

3 The Development of the Complex Optimizing 

Objective Functions Using Computer Technology 

The algorithmization of a calculation method belonging to the two complex 
optimization objective functions and its software realization are necessary for 
determining the length of time of calculation and the differences between the 
complex optimums. First of all, the algorithm of the objective function searching 
for the identical cone angles in each pass was described from the complex 
optimizing methods, and software was developed for it. The flowchart of the 
algorithm of objective function searching for the identical cone angles in each pass 
is demonstrated in Fig. 1. 
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Input data;

Minimize of 
specific 

deformation work 
described by Eq. 

(8);

Save: Nseq; 
A[i]; // area of 
cross section in 
the end of the i-

th drawing 
sequence//

Input drawing velocity in 
each sequence;

From i=1 to 
Nseq

A1=A[i-1];
Aend=A[i];

From α=1.5 to 15
step 0.1

A2=A1;
j=0;

A2=A2-0,001;
ξ;ς;

A2≤Aend

OR
ξ≥ξopt+0,005
ς≥ςopt+0,005

j++;

A2≤Aend

P; 
//Calculate the Eq. 

(9)//

P<Popt

Popt=P;
αopt=α;

dopt,out[i,j]=dout[i,j];
dopt,in[i,j]=din[i,j];

for each i,j

T[i,j];
//Calculate the wire 
temperature  in each 

sequence and in 
each pass of the 

optimized drawing 
technology//

T[i,j]≤Tlimit

Save: din[i,j];
dout[i,j] entry and 
exit wire diameter 
in the j-th pass ;

 in the i-th 
sequence////

A1=A2+0,001;

Output the 
technological 
parameters of 
the optimized 
wire drawing 
technology;

Error 
Message; 

  
Figure 1 

The flowchart of the algorithm of objective function searching for the identical cone angles in each 

pass 

This algorithm has been developed in a software program that treats a group 
consisting of three different material grades and supposes wet lubrication. 
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The algorithm requests the suitable material quality and the yield law belonging to 
it: then the initial diameter of input coarse wire and later the final diameter of the 
product are given. The algorithm receives the basic parameters of the drawing 
machine; the most important parameter is whether back drawing force occurs in 
the individual passes or not. 

The pre-determined interval for the cone angle intervals is a set of values between 
3o and 30o. The values of the cone angles were determined only to an exactness of 
one decimal because the fact that the cone angles can be developed in the practice 
was taken into consideration. In this way, the set of optional angles was decreased 
to a value of 271, thus decreasing the length of time necessary for the calculation 
of the algorithm. After a value is chosen by the algorithm from a pre-determined 
interval of cone angles, the algorithm optimizes by using the relative drawing 
stresses. 

It is necessary to use the modified optimization condition in order to decrease the 
length of time necessary for the calculation. Instead of a definite value, a safety 
zone is determined for the relative drawing stresses within which their optimum 
values must fall. In the computer program, the (lower and upper) limits of the 
safety zone differ from the pre-fixed (0.5….0.55) values by a value of ±0.005. The 
two relative drawing stresses would still have a small chance of falling at the same 
time within the safety zone expected by the objective function, and therefore it is 
reasonable to use an attenuated condition. In accordance with the new 
optimization condition, only one of the relative drawing stresses is expected to fall 
within the safety zone, while it is enough if the value of the other factor is lower 
than the upper limit of the zone. The cone angle has a strong influence on the 
dominance of one of the relative drawing stresses and whether it falls falling 
within the safety zone at a time when the value of the other factor is lower than it. 

All of the 271 cone angles are examined by the algorithm. At the end of the 
process, the complex optimization parameters consisting of the saved values of 
cone angles belonging to the drawing sequences, the values of reduction in each 
pass, and the values of power consumption are obtained. Finally, the algorithm 
calculates the wire temperature in each pass and indicates if the upper limit 
corresponding to the lubrication is exceeded. 

The algorithm realizing a complex optimizing objective function allowing 
different cone angles in each pass is more complicated, and therefore the time 
necessary for the calculation is longer. 

The flowchart of the algorithm realizing a complex optimizing objective function 
allowing different cone angles in each pass is demonstrated in Figs. 2 and 3. 
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Input data;

Minimize of 
specific 

deformation work 
described by Eq. 

(8);

Save: Nseq;  
kumulativ[i]; //
logarithmic strain in 
the end of the i-th 
drawing sequence//
  kumulativ[0]=0;

Input data;

From i=1 to Nseq

From α=1.5 to 15
step 0.1

= min( 0.7; kumulativ[i]-Kum);

ξ;ς;

ξ≤ξopt+0.005
ς≤ςopt+0.005

Save:
opt[i,Kum,]=
Kum;

FromKum=kumulativ[i-1] 
to (kumulativ[i]-0.001)
step 0.001

0.001;

From
Kum=kumulativ[i] to

kumulativ[i-1]
step 0.001

Bellman-
Ford 

algorithm;

  
Save:

P(Kum)=Pmin;
//minimized power 

consumption 
between Kum and 
kumulativ[i] //

α(Kum); // optimized 
semi cone angle 

after Kum 

logarithmic strain //
a(Kum); //number of 

passes belongs to 
Pmin//

From Z=1 to 
a(kumulativ[i-1])

αopt[i,Z];
opt[i,Z];

Next 

Flowchart

Selection of the 

optimized αopt[i,Z] 
and opt[i,Z] 

 
Figure 2 

The flowchart of the algorithm realizing a complex optimizing objective function allowing different 

cone angles in each pass. Part I 
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T[i,Z];
//Calculate the wire 
temperature  in each 

sequence and in 
each pass of the 

optimized drawing 
technology//

T[i,Z]≤Tlimit

Output the 
technological 
parameters of 
the optimized 
wire drawing 
technology;

Error 
Message; 

Previous 

flowchart

 
Figure 3 

The flowchart of the algorithm realizing a complex optimizing objective function allowing different 

cone angles in each pass. Part II 

The length of time necessary for the calculation is very long, even if the resources 
of the algorithm theory are used here. The calculation of the values of angle-
reduction pairs arising following all of the possible deformations can increase the 
calculation time by at least 3 orders of magnitude compared to the calculation time 
necessary for the complex optimization with identical angle. We need this 
calculation, as the extent of the previous deformation of wire in the individual 
passes is not indicated preliminarily during the drawing sequence optimized by the 
relative drawing stresses. In the next step, it is necessary to carry out a searching 
action in order to create a drawing sequence from the angle-reduction pairs whose 
power consumption is the lowest. Only the number of these pairs is larger by at 
least 2-3 orders of magnitude than the length of time necessary for the calculation 
of complex optimization having identical angles. The number of “routes” that can 
be realized on these pairs is of an astronomical order of magnitude; this indicates 
well how complicated this task is. 

The first steps of the algorithm are identical with the algorithm realizing the 
optimization of identical angles: the request for data and the determination of the 
number and places of heat treatments. 

Following the above procedure, the angle-reduction pairs are calculated. This 
procedure can be considered as the construction of a map where the algorithm 
determines the edges coded by the angle-reduction pairs initiating from the point 
indicated by the deformation occurring up to the given point. So the adjacency 
created by the edges directing outwards from the given points, as well as the 
length of route between them (i.e. the value of power consumption), can be 
obtained. 

Further information was collected about the optimum parameters as the algorithm 
further decreased the length of time of the calculation. The function of the formula 
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describing the explicit average utilization factor was investigated for the values of 
technological parameters applied in industrial circumstances. On the basis of this 
investigation, it can be stated that the value of logarithmic deformation carried out 
in one pass cannot be higher than 0.7 under any circumstances because, in this 
case, the value of the factor can only be higher than 0.5…0.55. A value of 0.02 
can be chosen as the lowest value of deformation, which reduces a rod with a 
diameter of 100 mm only by 1 mm. As a consequence of the decreasing behaviour 
of Eqs. 3 and 4, the relative drawing stresses can by no means reach the values of 
0.5…0.55 at any of the technological parameters below this deformation range. 
This means that the range of deformation that can be accepted in one pass is 
between 0.02…0.7. Owing to the exactness of workability of dies, this range has 
also been divided into discrete values where the difference between the adjacent 
reductions is 0.001. With this, the selectable reduction set was decreased to a 
value of 681. So the algorithm must examine merely a maximum of 681 values if 
it searches for the optimum value of utilization factor at a given angle-value, so 
the time necessary for the calculation of constructing the map will be a maximum 
of 681 times more than the calculation time of optimization. 

Afterwards the algorithm searches for the shortest route between the initial and 
end-points from the short sections of route. The shortest route-set (having the 
lowest power consumption) is found from the route-set with a number of 
astronomic orders of magnitude by the clever Bellman-Ford algorithm [18, 19]; 
the calculation time for this searching procedure does not have a longer order of 
magnitude than the machine time of making a map. Therefore, it can be concluded 
that the calculation time of complex optimum with variable angles is longer only 
by 2 to 3 orders of magnitude, as compared to the version having identical angles; 
so this algorithm can calculate the objective function even using current computer 
capacity. 

4 Comparison of the Complex Optimization 

Objective Functions 

It can be seen in the previous section that there is a significant difference in 
calculation time lengths of the algorithms realizing the two complex optimization 
objective functions. In the case of a multi-step wire drawing, the time necessary 
for the complex optimization of searching for the identical cone angle is between 
5 minutes and 1 hour, while the time necessary for finding the variable angles lasts 
for days. On the other hand, the complex optimization method with identical 
angles can never result in an optimum value having lower power consumption 
than the method with variable angles. 

On the basis of the above arguments, it was necessary to compare the two 
optimum values for the most possible parameter values in order to decide what the 
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extent of error is during the process to search for the identical angle with a short 
calculation time as compared to the complex optimization with variable angles. 
The results obtained in the course of running the algorithm with variable angles 
for ten weeks was compared to the method of identical angles. 

The complex optimizations were carried out by using the following three material 
grades: Al99.5; CuE; C10. The individual optimization processes were started by 
using different initial wire diameters: the highest value was 20 mm, while this 
value was decreased by 0.6 mm down to 0.2 mm in the course of the further runs. 
The complete deformation of a multi-step drawing process was equal to the value 
of approximate deformability of the given material. Though heat treatment is not 
prescribed in the drawing technology in this case, the two complex optimizing 
objective functions can well be compared. In addition to changing of the initial 
wire diameter, the drawing velocity was also changed. The final velocity of 
drawing was 1, 4 and 7 m/s. The two complex optimums were calculated for a 
total of 102 technological adjustments as a function of the velocities, initial wire 
diameters and material grades. These parameters cover the greatest part of the 
technological value set applied during wire production, and consequently, a good 
approximation of the behavior of complex optimums is given for an optional 
multi-step drawing. 

The semi-cone angles belonging to the passes of complex optimums are 
demonstrated in Fig. 4. 
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Figure 4 

The change of cone angles as a function of the complex optimizing objective functions when the initial 

wire diameter is 20 mm, the diameter of ready-made wire is 2.58 mm, the final velocity of drawing is 7 

m/s and the grade of material is Al99.5 
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As a result of the complex optimization with variable angles, drawing sequences 
were obtained consisting of 1 or 2 passes fewer than those in the results of 
optimization with identical angles (as can be seen in Fig. 4). Independent of the 
drawing velocity and wire diameter, a decreasing trend can be observed 
concerning the semi-cone angles if the number of passes increases and the wire 
diameter decreases when using the version with variable angles, although this 
change cannot be considered monotonous. 

In addition to comparing the number and geometry of dies, the most important 
task is to compare the value of power consumption of the multi-step wire drawing 
machine in order to perform the complete deformation. 

The absolute error-norm (10) introduced in [16] was used for digitizing the 
difference between the two objective functions; as input, it substitutes the values 
for power consumption obtained by the complex optimizations belonging to the 
identical technological adjustment to the place with identical index. 







N

1j j

jj

1 y*N

yx
,  (10) 

The value of error norm obtained for the 102 adjustments (samples) is 0.0396. 

This value can be considered infinitesimal, so it can be stated that, as far as power 
consumption is concerned, the difference between the complex optimization with 
identical angles and the complex optimization with variable angles is not too 
significant, independent of the cross section, drawing velocity and material grade. 
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Figure 5 

The difference between the power consumption values belonging to the complex optimums expressed 

by absolute error norms as a function of the initial diameter of wire. The drawing procedure has been 

carried out up to the limit of deformability for each material grade. 
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The behaviour of error norms was investigated as a function of the initial wire 
diameter, the final velocity of drawing and the material grade. The results of these 
investigations are demonstrated in Figs. 5, 6 and 7. It can be seen in Fig. 5 that the 
error-norm of power consumption is constantly below 0.04 in the case that the 
initial diameter is more than 3 to 4 mm. The error norm starts growing in the case 
of lower values of initial diameters. The angular coefficient of increase becomes 
significant below 1 mm, though here the value of error norm is still less than 
0.045. As was described earlier in the section dealing with the development of the 
model, the closed analytical relationships installed in some complex optimizing 
objective functions are not relevant in the case of the finest gauge drawing; 
therefore, optimization below a wire diameter value of 0.5 mm is not suggested 
using the optimizing processes described here. However, a small and constant 
difference can be found between the complex optimizations in the accepted range; 
therefore, it seems to be reasonable to use an algorithm with identical angles, 
which has a shorter time of calculation, for the technological planning. 

By investigating the difference between the complex optimums as a function of 
velocity (Fig. 6), it can be stated that the error-norm increases if the final velocity 
of drawing increases, and the relationship can be approximated by a power 
function with an exponent with a value of less than 1, in spite of the fact that direct 
proportionality cannot be observed between them. On the basis of the behavior of 
the function, it can be predicted that the error norm will not exceed the range of 
0.07 to 0.08, even in case of a drawing velocity value of 10 m/s. 
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Figure 6 

The difference between the power consumption values belonging to the complex optimums expressed 

by error norms as a function of the final velocity of drawing. The drawing has been carried out up to 

the limit of deformability in case of each material grade. 
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By investigating the differences as a function of the three material grades, it can 
be stated that the n-value of the material influences the value of the error norm. 
The higher the hardening reaction of the material to the deformation is, the higher 
the difference is between the power consumption values of complex optimums. 
However, the effect of material quality is not significant. It can be seen in Fig. 7 
that the highest difference between the error norms is only around 0.01 and the 
error norm is much less than 0.045 in the case of copper. 

It can be concluded that the difference between the results of complex 
optimization with identical angles and complex optimization with variable angles 
is sensitive to the initial diameter and to the material grade only to a small extent. 

However, the drawing velocity has a more significant effect on the error norms 
belonging to the complex optimums. In the case of coarse drawing machines, 
medium drawing machines and fine drawing machines, the result of the complex 
optimization objective function with identical angles is accepted as a drawing-
technological line with a minimum error up to a final velocity of 10 m/s, which is 
the best drawing-technological line from the point of view of material grade, 
quantity and cost effectiveness. In order to increase the effectiveness, a complex 
optimization objective function with variable angles can be offered on the basis of 
the trend of error norms if the final velocity of drawing is higher than 10 m/s. 
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Figure 7 

The difference between the power consumption values belonging to the complex optimums expressed 

by absolute error norms as a function of the material grades. The drawing has been carried out up to the 

limit of deformability in the case of each material grade. 
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Conclusions 

In the present paper, a complex optimization objective function concerning multi-
step wire drawing technology is described and is also interpreted on a complex 
model. A method has been developed by which the technological planning can be 
carried out quickly by means of calculations. Therefore, it has become possible to 
determine the most advantageous optimum technology for the task in a cheaper 
and faster way. 

The objective function focused on in this paper has been extended from a version 
in which cone angles are identical. In the new objective function, the values of the 
cone angles are independent of each other in the individual passes. The two 
versions were compared. The difference between the lengths of time necessary for 
the calculation of the two objective functions was determined by the 
algorithmization of the complex optimization processes. It was found that the 
difference between the length of time necessary for the calculations is of about 2 
orders of magnitude, i.e. 100 times higher for the complex optimization with 
variable angles (e.g. the length of time can be some minutes versus a complete 
day). 

The complex optimization methods were realized using software as well. The 
differences between the complex optimums were determined by comparing the 
results of software runs considering the power consumption of the drive and the 
total number of passes. The absolute error norm of differences is less than 0.04; 
this means that the two kinds of complex optimization show good conformity. 

As a result of the more detailed investigations, it can be concluded that the 
optimization method with identical angles, due to its significantly shorter 
calculation time, is suitable for the most effective realization of the planning of an 
industrial technology – independent of the quality of material – in the case of fine, 
medium and coarse wires (a diameter of 0.5 to 20 mm) at a final velocity of less 
than 10 m/s. However, the optimization method with variable angles is suggested 
for planning the multi-step drawing technology if the velocities are above 10 m/s. 
Our purpose is to increase the effectiveness of industrial technology; the next step 
is to test this approach in an industrial setting. 
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Abstract: During the lifecycle of a system not only functionality but also other aspects like 

safety and reliability are very important. These terms are even more important when 

connected to aviation in engine and avionic systems control. The reason is simple, a failure 

must not cause a shutdown of a system during the flight as it would cause a catastrophe. 

The article deals with the proposal of a progressive diagnostics/backup system using a 

modified voting method with computational backup models using neural networks. The 

proposed architecture is expected to be suitable for turbojet engines and was tested on a 

laboratory object, a small turbojet engine MPM-20 with positive results under operational 

conditions. 

Keywords: digital control; diagnostics; backup; neural network, turbojet engine 

1 Introduction – Diagnostics in Aircraft Systems 

Progressive approaches in control and advances in the field of artificial 
intelligence have found their place in diagnostic systems. The application of such 
systems has shown the potential to increase the reliability and safety of the 
diagnosed system [1, 2, 3]. The problem of diagnostics is especially important in 
the field of aircraft avionic systems [1, 2, 3]. Modern aircraft are dependent on the 
errorless operation of different systems that are usually backed up and have built 
in diagnostics [1, 2, 3, 4, 5]. With the advent of digital systems, the field of 
diagnostics offers new possibilities in the implementation of progressive 
algorithms instead of traditional voting and bulky hardware back-up methods [2, 
3]. Modern computers can run back-up controller and sensor models, thus creating 
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highly redundant networks with greatly increased reliability [5, 6, 7, 8]. Moreover, 
digital/electronic/electric devices and algorithms are more susceptible to errors, 
either due to interference or algorithmic overload problems; on the other hand 
miniaturization offers ways to overcome such problems [6, 7]. The article will 
deal mainly with application of new approaches in diagnostics and back-up 
systems in the area of turbojet engines. As a test bed, a small turbojet engine 
MPM-20 that has been transformed into a digitally controlled system will be used. 
The engine is derived from TS-20/21 engines and is an ideal test bed for scientific 
purposes [9, 10, 11, 12]. 

2 Intelligent Engine Control System with Diagnostics 

As the engine TS-21 has been adapted to full digital control [9, 10], the safety and 
diagnostics of critical parameters come into the forefront. The situational control 
system of the engine had to be expanded with diagnostic and back-up modules 
that detect faults in the digital control, sensors  as well as the back-up systems to 
transfer the current engine control strategy into a back-up mode [2, 6, 7, 8]. The 
basic architecture of the designed system is shown in the figure 1 [12]. 
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CONTROL
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CONTROL
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Figure 1 

The situational control system with diagnostics and backup modules 

The function of the system can be described as follows: 

 The measured values (input, state, output and action) are deployed 
through the diagnostic module where model comparison will show if the 
measured parameters are erroneous. 
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 In case of an error in any of the parameters, its value will be replaced by 
a value of the back-up sensor or an analytic back-up will be used 
(synthetic value calculated by a model). 

 Further these values will enter the situational classifier that will select the 
actual state of the engine and the appropriate control algorithm. 

The whole control process can be broken down into three basic situational frames 
which are [12]: 

 pre-start diagnostics, 

 start-up control, 

 operational control and control with degraded control modes [2, 12]. 

Regarding software implementation, the whole situational control and diagnostic 
system is using Matlab/Simulink and LabView systems. Although both overlap in 
functionality, LabView is used mainly for data acquisition that is run with 
National Instruments data acquisition hardware, data visualization, simple 
calculations for certain situational frames (pre-start control, pre-start diagnostics) 
and is also used for running the back/up diagnostic module with voting method 
that will be described later. Matlab/Simulink is used for complex calculations and 
complex control algorithms and models. Simulink runs all neural networks and 
dynamic engine models used for diagnostics situational classifier and control, 
including servo-valve control and operational engine control. 

2.1 Pre-start diagnostics 

This situational frame is based on the pre-start control of aggregates that are 
necessary for start and operation of the engine. With its realization a diagnostic 
expert system has been chosen (Fig. 2) [12]. 
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Figure 2 

The scheme of the diagnostic expert system for MPM-20 

The designed expert system is used to test all observed engine sensors tied to the 
engine parameters. The system using its knowledge base decides if all the 
parameters are at their usual levels and decides if the engine can be started. 
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The whole process can be described as follows: 

 Measured data are processed by the expert system and its knowledge 
base with rules in the form of inference network. 

 The results of the process are shown to the user in the graphical interface. 

The expert system has been implemented in LabView environment. Its knowledge 
base in the form of the inference network is shown in the Figure 3. 

Faulty 

thermocouple T2C

Faulty 

thermocouple T3C

Faulty 

thermocouple T4C

Power supply 

failure of the flow 

meter 2

Power supply 

failure of the 

pressure sensor 

P2C 

Power supply 

failure of the 

pressure sensor 

P3C

Power supply 

failure of the  RPM 

meter

It is possible start 

the engine

It is not possible 

start the engine

Power supply 

failure (EZOP)

L

Power supply 

failure of the flow 

meter 1

L L L L L L L L

 

Figure 3 

The inference network of the pre-start diagnostic expert system 

2.2 Pre-Start and Start-Up Control 

To implement the proposed algorithms, the hydro-mechanical fuel control unit has 
been replaced by the computer controlled servo valve LUN 6743. This represents 
the action element for control and it runs in Matlab and LabView environment as 
described in the beginning of the chapter 2. The flowchart is depicted in the Fig. 4. 

Using a digitally-controlled actuator to meter fuel flow into the engine together 
with digitally-controlled auxiliary systems allows us to build a flexible control and 
diagnostic system utilizing the concept of a wireless sensor network in the future 
[14]. All elements can be controlled and turned on or off independently, tied only 
by algorithmic software links. This allows us to build a complex control system 
utilizing different control strategies according to situational control methodology. 
However, the utilization of complete digital control system puts higher demands 
on the functionality of all elements, because a failed sensor can cause catastrophic 
failure during digital engine startup that would not appear with hydromechanical 
control, where the lack of pressure will not allow any actuation. Now the system is 
dependent on values of speed, temperature and pressure that are presented in a 
digital form. The start-up of the engine is composed of two phases: 

 Phase before ignition (control of auxiliary units – see Figure 4) 

 Phase after ignition (situational frame startup – use of fuzzy situational 
controller) [9] 
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A part of the start-up control is also formed by implementation of micro-
situational start-up fuzzy controller. This controller handles the engine and 
controls fuel flow according to the speed, temperature and temperature derivation 
using fuzzy inference system rule base, while also handling atypical situations 
during start-up after fuel ignition, such as excess temperatures, flameouts, stalls. 
The start-up controller is also tasked with decreasing the exhaust temperature 
peaks and securing smooth acceleration towards a normal idle operational state 
[9]. 
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Figure 4 

The inference network of the pre-start diagnostic expert system 

2.3 Operational Control 

During the operational control of the engine we use a double looped control circuit 
with inner loop controlling the fuel metering valve and the outer loop controlling 
the speed or other parameters of the engine using the methodology of situational 
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control [11]. This means that the engine is controlled with different algorithms in 
different situational frames that are classified by the situational classifier. Normal 
operational is decomposed into different situational frames, such as stable 
operation, acceleration, deceleration, degraded modes, etc. [9] 

3 Diagnostic and Backup Module 

The core of the diagnostics and backup system is represented in the block of 
diagnostics/backup in Figure 1. The present control of the engine is done via fuel 
supply parameter and, as such, the engine represents a complex system with a 
single degree of freedom. The controlled parameter that defines the thrust of the 
engine is its speed. The speed of the engine determines the mass air flow through 
it, thus determining its thrust. As a testing parameter for the implementation of the 
presented diagnostic/backup approach, the parameter of speed has therefore been 
chosen. Contrary to other diagnostic systems, the presented system acts as a 
diagnostic but also backup system at the same time [13, 14, 15]. The primary way 
of obtaining of the engine’s speed is the optical sensor [10, 11], while the other 
ways are synthetic model values of: 

 successive integration dynamic model, 

 a neural network. 
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Figure 5 

The structure of the diagnostic module 

The structure of the diagnostic/backup module is shown in Figure 5. It shows that 
every input into the selection block has an independent sensor suite. This 
eliminates their mutual influence and increases reliability. The optical sensor can 
produce two types of erroneous outputs: 

 A random value – caused by an electro-magnetic environmental conditions, 
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 Sensor failure – caused by a loss of power, loss of communication channel, 
or loss of reflex area on the compressor blade. 

The designed structural scheme for the realization of the diagnostic/backup 
module utilizing the concepts of majority methods is shown in the Figure 6. 
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Figure 6 

The scheme of the diagnostic/backup system for engine speed measurement 

The operation of the diagnostic/backup module can be described as follows: 

 The input of the system consists of three parameters representing the speed of 
engine’s compressor n (I1- optical sensor, I2- successive integration model, I3- 
neural network). These signals are transferred through a block of pair 
comparison, where the maximal errors between the compared pair are defined 
in Table 1. The allowed error is computed as the sum of the allowed errors for 
each pair. The optical sensor operates with a maximal error of 200 rpm. The 
models have defined errors as the maximal absolute error compared to real 
world testing data. The successive integration model has the tolerated error of 
2510 rpm and a neural network has the maximal absolute error of 696 rpm. 
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Table 1 

Pair comparison of individual inputs 

Pair comparison of  

 i-th  and j-th input: 

Allowed error margin (εi,pov+ 

εj,pov)[rpm]: 

I1 and I2 2710 

I1 and I3 896 

I2 and I3 3006 

 After pair comparison, the inputs in the defined tolerances are set and gating 
elements values M1, M2 and M3 are set. These values {0,1} directly influence 
the inputs into the average value IP. 

 If all the gates are set to the value of 0, the activation of the block – “Total 
Failure” is executed. The action element is then put into failsafe position and 
total failure is also signalized. 

 IP at last enters substraction elements where the error residuum εi is generated 
and transferred through the function of qi. This function sets if the given input 
is without error or not. State is represented by signalization Vi. The allowed 
residuum are set as follows: 
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 The values Vi gate the input signals Ii and the arithmetic value IC is then 
computed and enters the control circuit. 
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3 Practical Evaluation of the Proposed Model 

The proposed and implemented diagnostic/backup system has been 
experimentally tested on an MPM-20 engine within its operational speed range. 
This means that all tests presented in the following figures contain real-world 
measured data where the diagnostic system is operating in real time and uses data 
obtained from the data acquisition system. The data acquisition system consists of 
sensors, National Instruments data acquisition hardware (cDAQ 9172, NI 9263, 
NI 9205, NI 9472, NI 9423, NI 9213) and National Instruments LabView software 
used for data acquisition. The system runs at a sampling rate of 100 Hz for 
analogue channels, at 10 Hz for speed measurements and at 100 Hz for 
computations. Everything is down sampled to the rate of 10 Hz in result, which is 
sufficient for a turbojet engine with the time constant of 2 seconds [10, 11]. 

The faultless operation of the system is shown on the graph presented in Figure 7. 
The engine was run for 70 seconds and the graph shows the course of its speed 
obtained by different means (optical sensor, polynomial model, neural network) 
during accelerations and decelerations and the output from the diagnostic/backup 
system. During the following experiments, failures of sensors were simulated as 
we cannot physically damage a sensor or computational model (control system 
input in general) so a special algorithm in LabView was prepared that triggered 
preprogrammed sensor failures by adding a preset value to its output or 
completely zeroing its output, thus generating an error signal. 

The following real-world tests were executed: 

 simulation of the random added values of individual inputs, 

 simulation of failures of individual inputs, 

 total failure of the sensors. 

 
Figure 7 

Outputs during faultless operation 
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Testing with Generated Random Faults 

Individual outputs were burdened by added speed of 15000 rpm. The response of 
the system can be seen in Figure 8. The output in the graph shows that the 
generated errors of individual outputs did not translate into the final output of the 
diagnostic system. The figure also shows that some real failures occurred on the 
optical sensor (at 30 and 45 seconds). This test demonstrates that the proposed 
diagnostic/backup system can handle such failures and won’t translate them 
further into the control system where the speed of the engine is used. 

 
Figure 8 

Measured data with applied random errors 

Simulation of Failures of the Outputs 

In this case during operation of the engine, failures of individual outputs were 
generated by setting them to zero. The resulting output is shown in Figure 9. The 
test again shows that output of the diagnostic/back-up module is not influenced by 
any of the failures. The green line represents the signal, which is sent into the 
control system and is not influenced by any of the failures. 
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Figure 9 

Measured data with failures of individual inputs 

Total System Failure 

The last experimentally evaluated part was the testing of the total failure mode. In 
this case, the model value of the neural network was increased by 25 000 rpm and 
the value of 15 000 rpm was added to the successive iteration model (Fig. 10). 

 

Figure 10 

Response of the system to total failure with degraded control mode 
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Under such conditions, the voting method cannot decide which of the outputs is 
relevant, because every one of them exceeds the maximal value for pair 
comparison. The output of the diagnostic module is then set to zero with a signal 
of total failure mode in the graphic user interface and the activation of a failsafe 
regime of control. In the failsafe regime of control, the fuel flow supply into the 
engine is preset to 0.9 l/min. this is shown in the figure 10. If the errors are gone, 
the fuel flow supply is set back into normal operational mode and the control 
system transitions into normal control laws for the stable operating regime. 

The occurrence of random failures was precisely simulated in the LabView 
environment, and it is possible to compare the outputs of the diagnostic/backup 
system with true sensor value of the speed. 

During the test with random errors, the diagnostic system operated with a mean 
average error of MAE=210.116 rpm and maximal absolute average error 
MAAE=539.40 rpm. The representative graphical depiction of these courses is 
shown in Fig. 11. 

In the experiment with individual input failures the errors were as follows MAE= 
241.756 rpm a MAAE=577.2548 rpm. The course of the error is shown in Fig. 11. 

A B

Figure 11 

Difference of values from optical sensor and diagnostic system in the experiment with random values 

(A) and the experiment with input failures (B) 

The presented figures show that the highest error occurred with the failure of the 
optical sensor (time between 42 and 47 seconds), as it operates with the highest 
precision and was taken as the reference in the creation of models. However, this 
error is on the level of 500 – 600 rpm (5% of the operating range) and is 
acceptable for the diagnostic system. 

The real-world tests show that the designed and realized diagnostic/backup system 
operates correctly according to demands put on it. The method is relatively simple 
for implementation and its main advantage is combination of backup and 
diagnostic properties in a single unit contrary to other approaches in the field of 
turbojet engines [6, 7, 13]. 
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Conclusions 

The presented diagnostic/backup system utilizes the voting majority method, 
which is, however, expanded with the methodology of quorum and model based 
parameter evaluation. The main advantage of such a system is that it combines 
diagnostics and at the same time operates as a backup system as it uses all 
available data to synthesize output value. Applying neural networks and 
successive iteration computational models into the system allows us to increase 
redundancy of the system without adding any back-up sensor. This redundancy 
can be increased further by utilizing other measured inputs. The system is 
designed in a modular way and can be implemented to distributed computational 
architectures so each module can run on different hardware if needed. The other 
advantage is its incorporation into situational control systems, which allow 
controlling the engine under all situations including atypical ones. 
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Abstract: The processing of microscopic tissue images and especially the detection of cell 

nuclei is nowadays done more and more using digital imagery and special 

immunodiagnostic software products. One of the most promising image segmentation 

methods is region growing, but this algorithm is very sensitive to the appropriate setting of 

different parameters, and the long runtime due to its high computing demand reduces its 

practical usability. As a result of our research, we managed to develop a data-parallel 

region growing algorithm that is two or three times faster than the original sequential 

version. The paper summarizes our results: the development of an evolution-based 

algorithm that was used to successfully determine a set of parameters that could be used to 

achieve significantly better accuracy than the already existing parameters. 

Keywords: tissue image segmentation; data parallel algorithm; GPGPU, genetic 

algorithm; distributed system 

1 Introduction 

Nowadays the digital microscope is becoming a more and more popular device 
among pathologists. In addition to several improvements of the up-to-date devices 
(good quality, focused photos, the possibilities for objective measurements, etc.) it 
is worth mentioning that in addition to the suitable IT background, the images 
gained this way can be subjected to numerous other processes, in addition to 
simply viewing them once, which can promote later consultation (distribution, 
categorization [1], remote access, etc.) and can provide for preliminary or post 
processing of tissue samples. 

This kind of processing offers a very promising way of using different 
segmentation processes with the images received, and in this way the different 
components of the tissues can be well separated. Appropriately precise recognition 
of the tissue components (morphologic and morphometric parameters of these 
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components) can provide a safe background for automated status analysis of the 
examined patients, or at least it can aid the work of the pathologists with this pre-
processing. By means of separating the sick and the healthy tissue parts, the 
Labeling Index of immunohistochemical reactions used for examining the 
structures and the evaluation (Scoring) parameters in figures can be given more 
accurately. 

In the course of our research we have analyzed tissue samples taken from 
haematoxylin-eosin stained colonic tissue samples (Figure 1). The most important 
structures in these cases that are worth separation are the following: cell nuclei, 
glands and epithelium [2]. Of course there are a lot of methods for their 
recognition, but most of them begin with the precise determination of the position 
of cell nuclei and, on this basis, then attempt to state the position of the other 
components. There are several alternative methods of searching for cell nuclei; we 
have improved one of the most promising solutions, namely region growing. 

1.1. GPGPU-based Region Growing Algorithm 

The process of region growing has already been well proven in practice. It is quite 
accurate: however, the long runtime due to its high computing demand reduces its 
practical usability. At the first stage, this could be improved by the development 
of a new algorithm running in a parallel environment that is implemented on data-
parallel GPGPU, resulting in a 3-to-4-fold rate increase [3], which can be 
naturally further raised by using more GPUs. 

The first step in region growing is to select a set of seed points, which requires 
some idea about the pixels of the required region (we assume that nuclei are 
usually darker than their environment). In the next step, the neighboring pixels of 
the initial seed points are examined and it is determined whether the pixel 
neighbors should be added to the region or not (by minimizing a cost function). 
This process is iterated until some exit condition is met. 

1.1.1. Searching for Seed Points 

The search for seed points is a nicely parallelizable task, since our aim is to find 
the point with the highest intensity that complies with some rules (it cannot be 
inside a previously found region, etc.). When running a sequential algorithm on 
the CPU, this means a single point, but in the case of the GPU, this can result in 
multiple points, because it is possible to execute multiple cell nucleus searches in 
multiple blocks. In the latter case, the adjacent seed points can cause problems, 
since the parallelized search of those can result in overlapping cell nuclei, which 
would require a lot of computational time to administer. 
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Figure 1 

The selected tissue samples (masked) 

Luckily enough, we know what the maximum radius of a cell nucleus can be in an 
image with a given zoom; so we can presume that the searches started from two 
seed points (that are at least four times further apart than this known distance) can 
be considered as independent searches; so they can be launched in a parallelized 
way. The iteration is continued until the thread runs out of possible seed points, or 
the required amount of points is gathered for the starting of the efficient region 
growing. 

1.1.2. Parallel Region Growing 

Region growing itself consists of the following consecutive steps [3], which 
depend on each other: first comes the search for possible new contour expanding 
points; the next step is the evaluation of the available points; then comes the 
selection of the best valued point; and the last step is the expansion of the area 
with the selected point. These steps can be very well parallelized on their own, but 
every operation needs the output of the previous step, so we definitely need the 

tissue samples a) B2007_02857_ES_01 

b) B2007_02508_PR_01c) B2007_02224_PR_01 

d) B2007_02857_ES_02e) B2007_03019_PR_01 

f) B2007_03381_PR_01g) B2007_03381_ES_01 

h) B2007_02819_ES_01i) B2007_02167_ES_01 

j) B2007_00259_PR_02 k) B2007_00259_ES_02 



S. Szénási et al. Implementation of a Distributed Genetic Algorithm for  
 Parameter Optimization in a Cell Nuclei Detection Project 

 – 62 – 

introduction of synchronization points. This significantly reduces the count of the 
possible solutions, since when using the CUDA environment, we can achieve 
synchronization methods only within one single block. Thus, it seems practical to 
assign a single block to the processing of one single cell nucleus. 

Region growing itself iterates three consecutive steps until one of the stop 
conditions is met [3]: (1) It examines the possible directions in which the contour 
can be expanded. The full four-neighborhood inspection is evidently only required 
around the last accepted contour point (when starting the kernel, this means the 
starting seed point). Since the examinations of the neighboring points do not 
depend on each other, this can be parallelized as well. (2) The various different 
contour points must be evaluated to decide in which direction the known region 
should be expanded. For this, a cost function [4] must be calculated for every 
point that uses more parameters (intensity of the neighbors, average intensity of 
the region, distance of the point from the seed, etc.). As the values change at the 
insertion of every new point, they have to be re-calculated at every iteration for 
every point. This is however a typical data parallelized calculation, so it can be 
very well parallelized on the GPU. Every thread counts the cost of a single 
contour point. (3) The contour point with the smallest cost must be selected. 

After every iteration, a fitness function is evaluated that reflects the intensity 
differences between the region’s inner and outer contour, and the region’s 
circularity. The process continues until the region reaches the maximum size (in 
pixels or in radius), and its result is the state where the maximum fitness was 
reached. 

For the case when two cell nuclei intersect each other, another stop condition is 
inserted into the algorithm. According to our experience, the overgrowing of a 
region into another nucleus can be detected from the intensity changes; the 
constantly decreasing intensity suddenly starts to increase. Due to this 
phenomenon, we calculate the time differential of the intensity-differences, and if 
the resulting function passes a given value, then we stop the region growing. 

1.2. Parameter Optimization 

However, the region growing algorithm prepared this way has several parameters 
(parameters of the different filters, parameters of intensity-contrast-dimensions, 
etc.) the fine tuning of which is as important as the previously mentioned speed 
increase. Due to the large number of parameters and their reasonably large target 
set, defining the values manually seems hopeless, so we had to develop an 
optimization algorithm. 

The basis of optimization is the comparison of test results gained with the help of 
the parameter sets and using the region growing algorithm with the reference 
results approved as good and then making conclusions from the difference in the 
two samples as to the appropriateness of the tested parameter set. We have, as a 
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reference, 41 pieces of tissue samples, processed by trained pathologists; they 
marked the precise position of the cell nuclei (later we will refer to them as “gold 
standards”). The test samples are generated on the basis of the given raw tissue 
sample with the help of the previously developed region growing algorithm. A 
detailed description of the genetic algorithm managing the populations, including 
the individual parameter sets, is included in another paper; here we only wish to 
detail how searching of the parameters could be accelerated. However, it was 
immediately revealed in practice that the parameter range to be tested is quite 
large (27 different, independent parameters), and testing of the individual 
parameter sets is rather time-consuming (because the region growing must be run 
on the tissue sample, then the gained results have to be compared to the reference 
result given by the pathologists), consequently the solution that can be run with 
the classic sequential 1 processor would not give results within a reasonable 
period of time, in practice. Due to the fact that time-consuming parts (region 
growing and comparison) are given, and the genetic operators themselves do not 
demand considerable time, so the reduction of runtime can only be achieved by 
means of making the genetic algorithm and the evaluations parallel. 

2 The Evolutionary Algorithm for Parameter 

Optimization 

2.1. Initial Generation 

The initial generation is usually built up using randomly generated instances. If we 
need to further refine some previously tested parameters, then we have the 
possibility to place them into the initial generation, but in our case we usually 
want to start a completely new search. Table 1 shows some of the parameters that 
have known bounds [5] with a standard distribution. With some technical 
parameters, it is not possible to perform such preliminary tests; in these cases, the 
initial values of the parameters are distributed using the currently known best set 
of parameters. 

2.2. Evaluation of Generations 

After we create a new generation, we have to evaluate all instances. Since in our 
case the fitness value of a given instance is determined based on how well the 
given parameter set stored in the genes performs with the region growing cell 
nuclei detector algorithm, this means that we need two steps to determine this 
fitness value: 
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Table 1 

Bounds for some initial parameter 

1. First, we must execute the region growing cell nuclei detector algorithm with 

the given set of parameters on several slides. 

2. After this, the results produced by the algorithm with the given parameter set 

(test result) must be compared with the manual annotations of the Gold 

Standard slides (the reference result). By averaging the results of the 

comparisons (for all slides) we get the fitness value for the given parameter 

set. This value can be used to evaluate the fitness of the given chromosome.  

To compare the test and reference results of cell nuclei search methods, we have 
already developed an evaluation algorithm [6]. There are several approaches of 
accuracy calculation (e.g. some fuzzy models [7]). Our method is based on the 
very often used confusion matrix [8] that can be constructed using a comparison 
of the two result sets. The matrix (assuming we have two possible outcomes) 
contains the number of true positive (TP), true negative (TN), false negative (FN) 
and false positive (FP). The accuracy of the region growing is simply the ratio of 
sum the true values and the sums of all cases. 

2.3. Accuracy of One Parameter Set 

Our measurement number does not only reflect a pixel-by-pixel comparison; 
instead it starts by matching the cell nuclei together in the reference results and in 
the test results. One cell nucleus from the reference result set can only have one 
matching cell nucleus in the test result set, and this is true the other way around 
too: one cell nucleus from the test result set can only have one matching cell 
nucleus in the reference result set. After the matching of the cell nuclei, the next 
step is the similarity comparison between the paired elements. 

The very critical point of the evaluation is how the cell nuclei are matched against 
each other in the reference and the test result sets, because obviously this greatly 
affects the final result. Since this pairing can be done in several ways (due to the 
overlapping cell nuclei), it is important that from the several possible pair 
combinations we have to use the optimal: the one that gets the highest final score. 

Name lower bound upper bound 

Cell nuclei size 34 882 

Cell nuclei radius 4 23 

Cell nuclei circularity 27.66 97.1 

Cell nuclei average intensity (RGB avg.) 36.59 205.01 

Seed point intensity (RGB avg.) 0 251 
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During the practical analysis of the results, we found that on areas where cells are 
located very densely, we have to loop through a very long chain of overlapped 
cells, which results in groups that contain very many cell nuclei from the test and 
from the reference sets as well. Since increasing the number of elements in a 
group exponentially increases the processing time of the group, it is practical to 
find some efficient algorithm for the matching; we use a modified backtracking 
[9] search algorithm, which searches and returns the optimal pairing of a group 
containing test and reference cell nuclei. 

The algorithm above should be executed for every group, and in this way the 
optimally paired elements can be located (including the elements that are alone in 
their group and the elements that cannot be paired at all). Evaluating every pair 
(and single element), and summing up the values, we can determine the weighted 
total TP, FP, FN pixel numbers that represent the whole solution. These can be 
interpreted on their own or in a simple way using the aforementioned accuracy 
equation. For the genetic algorithm, this will be the fitness value of the parameter 
set represented by the given instance. 

2.4. Apply Genetic Operators 

2.4.1. Selection of Parents and Survivors 

To select the parents and the survivors, we use the so-called roulette wheel 
selection method [10]. After the evaluation of the current generation, we know the 
fitness values for all the instances. Knowing these, and Pi: the probability to select 
the instance #i, Fi: the fitness value for the instance #i, Min(F): the smallest fitness 
value for the current generation. We have developed the following formula: 

 (1) 

Due to the large number of parameters, the search space is reasonably large, so the 
occasionally occurring instances with exceptionally high fitness value can easily 
disappear in the next generation due to the obligatory random crossovers. For this 
reason (similar to elitism [11]) the instances with the highest fitness values are 
carried along (without crossovers or mutations) into the next generation (not only 
the single best instance, but the top 30 instances, so 10% of the generation is 
selected this way). This slightly decreases the number of trial runs per generation, 
but in this way we guarantee that the best chromosomes are kept and their genes 
remain constant. A side effect of this is that we get a monotonically increasing 
series of fitness values for the best instances. 
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2.4.2. Crossover 

It is hard to determine the most effective crossover method in advance. It is 
advised to use the two-point crossover in the case of a large population, the 
uniform crossover in the case of a smaller population, less cut points in the case of 
short chromosomes, and more cut points in the case of large chromosomes. In our 
case, the size of the population can be considered as reasonably small (because the 
evaluation of the single instances can be very time consuming, and so we cannot 
use a large population), while the chromosomes are considered to be reasonably 
large (27 parameters, several hundred bits altogether). Because of these, we 
clearly need to use the uniform crossover method. 

In our case, it is not feasible to perform the uniform crossover for any bit, because 
there are some parameters that have to comply with some additional rules (e.g. 
divisibility), and the bitwise mixture of those can easily lead us to values that do 
not belong to the target set. For these reasons, during the crossover we only 
combine whole genes; for every gene of a new chromosome we use a random 
number to determine which parent’s gene is inherited. To converge faster, the 
parent’s gene that belongs to the parent with the greater fitness value has bigger 
priority. Knowing the probability (Pa) that the gene of parent A is inherited, the 
probability (Pb:) that the gene of parent B is inherited, the fitness value (Fa) for 
parent A, the fitness value (Fb) for parent B, and min(F) is the smallest fitness 
value for the current generation, for every gene. We have developed the following 
formula used to determine which parent’s gene is used: 

 (2) 

 (3) 

We have already tried another crossover method (where Pa = Pb = 0.5) but it 
caused significantly slower convergence. 

2.4.3. Mutation 

It is feasible to use the same type of mutations with genetic algorithms as are used 
in nature. This is especially important if, after many generations, the changes are 
reasonably small, and the various parameters have settled around some values. We 
have defined the mutation arbitrarily (based on the initial test runs) according to 
the following rules: 
 The probability of a mutation is separately 10% in every new generation for 

every parameter. 

 The size of the mutation is random: there is a 60% chance for a small, a 30% 

probability for a medium-sized, and a 10% probability for a large mutation. 
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2.5. Implementation 

The actual implementation was done according to the following criteria: 
 We are searching for the values of 27 parameters. 

 The initial generation has 3,000 chromosomes. 

 Every following generation has 300 chromosomes. 

 Every parameter set (every instance) is tested against 11 representative tissue 

samples (Figure 1). 

3 Distributed Genetic Algorithms 

We can find in the professional literature several methods of making genetic 
algorithms parallel. The most fundamental of them are [12] and [13]: 
A. Systems based on one population: in these cases the genetic algorithm itself is 

actually not different from the classic sequential solutions. It is only that 

implementation is attempted to be modified so that the individual genetic 

procedures can be performed with the same results, but with a shorter 

runtime. 

1. Compiler based automatic parallelism: Parallelization is implemented in 

this case at a quite low level; here we try to utilize the possibilities of the 

hardware. In view of the fact that this is mainly a technical possibility, 

here we can rely on the help of the different compilers in most of the 

cases because they automatically perform different optimizations in time 

of compiling [14]. 

2. One population - parallel evaluation/crossover/mutation: Parallelism is 

implemented at a higher level in this case. We try to parallelize not only 

the individual elementary operations themselves, but larger tasks are 

considered as atomic and they are solved independently of each other. 

This coarser granularity makes it possible to extend parallel processing to 

multi-processor or multi-node systems as well [15]. 

B. Systems based on several populations: in these cases we do not work 

necessarily with a global population, but we can manage the development of 

several, independent populations at the same time. Of course different kinds 

of relations may be constructed among them, and they can communicate and 

the results can be compared at the end of processing. Granularity in the names 

of the two methods is nothing else but the ratio of computations and 

communication. When this value is high, then we can speak about a coarse 

grain algorithm; when it is low, then the algorithm is fine-grained. 
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1. Coarse grain PGAs: The classic case of a coarse grain is when each 

executing unit is running its own genetic algorithm in the distributed 

system on an independent population with all of its operations (selection, 

crossing, mutation). This can be mutually exclusive, if the independent 

units are completely isolated from each other. Or it can be non mutually 

exclusive, when there is communication at some level among the 

populations (typically they distribute the chromosomes with best results 

among each other). Several other implementations can be imagined. The 

main point is that the principle of the genetic algorithm does not change, 

and sequential algorithms run again, but in many populations at the same 

time [16]. 

2. Fine grain PGAs: While we often imagine completely separated 

populations (islands) in the case of coarse granularity, the typical 

example of fine grain can be a large-sized global population, whose 

elements are organized in a grid and every element can communicate 

only with its neighbors (of course with parallelization at the level of the 

individual instances). Depending on the size of the executing units and of 

the population, this can be implemented technically in several ways; the 

arrangement itself and communication with the neighbors demand 

individual design in each case [17], [18]. 

3.1. Methods Working on a Global Population 

Methods A.1 and A.2 are fundamentally based on the same principles as the 
traditional sequential genetic algorithms; however they promise quicker 
implementation depending on the architecture. Due to the fact that all of the 
executing units work on the same population, this raises several problems 
(closures, communication, time loss due to waiting for each other), these losses 
must be considered by all means before making decision. Based on the 
recommendations of the professional literature [14], it is clear that they only have 
raison d’être if the operations with the individual instances are computationally 
demanding and time consuming. 

This is typically true in our case, since full region growing must be run for each 
set of parameters, and then the evaluation of the gained results must be performed 
(because we need fairly exact scoring here, it takes longer than region growing 
itself) and it should be done not only for one but for several tissue samples after 
each other. As compared to the costs of these operations, the resource demand of 
the different genetic operators (parent selection, crossing, mutation) themselves 
are negligible, so it is practically worth choosing from the A versions. 

A.2 offers more possibilities for us because local optimization provided by the 
compilers gives fairly limited possibilities, and here we would like to accelerate 
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not the genetic operators but the evaluation of the fitness function of the individual 
elements. The master-slave method offers a well-implementable solution for this; 
it can appropriately and efficiently utilize our available resources. In addition, we 
have found several where it lives up to the promises [19], [20], [21], [22]. 

3.2. Methods Working on Several Populations 

Method B.1 is very popular, too, though it has several limits [21]: 
 Perfect utilization of the processing units demand more attention when 

dimensioning the populations. 

 Certain steps of evolution can be reproduced only with difficulty due to 

asynchronous nature of population processing and migration. 

 Communication among the independent islands makes the model much more 

complicated. 

And even if the benefits are undoubted in certain cases, they are less dominant for 
us because, due to the above mentioned difficult fitness evaluation, it is clear that 
scarcity of the resources does not enable us to process a fairly large volume of 
instances. And because the size of the population will be the bottleneck for the 
genetic algorithm, maintaining further populations will not give us an advantage. 

In the same way, we cannot utilize the benefits of method B.2. It is clear that in 
our task the evaluation of the fitness function demands the most resources; the 
other operations (selection, crossing, mutation) are negligible in this respect. 
However, in this case, the fine-grained method does not show benefit as compared 
to the client-server implementation, but it involves fairly many limitations. The 
greatest problem is loss of liberty in parent selection. Since it is evident that when 
using the traditional sequential methods any two elements of the full population 
can be chosen as parents, then in the case of the coarse-grained method, we can 
choose only from the instances of the given sub-population, and in the case of 
fine-grained method even stricter limitations must be accepted, since we can 
choose only from the direct neighbors here [23]. 

Based on the above, although algorithms working with more populations are more 
popular, their use in our case does not seem to be practical. One of their great 
benefits (reduction in communication) does not mean essential development, 
because it has negligible demand of resource besides evaluation of the fitness 
function on the one hand; and due to the same difficult evaluation our target is to 
find the quickest result and this can be probably achieved if we can freely choose 
from every member of the full global population in the course of crossings. 
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3.3. Hybrid Solutions 

Based on the first experiments it is practical to develop a hybrid system [24] later 
on. Namely it became clear during the first runs that the processing time of certain 
instances can importantly differ from each other, and with given combinations of 
the parameters the runtime of region growing can be either multiple of the average 
value. Consequently, sometimes such an unfavorable condition may occur that, 
although each instance of the generation with one exception was processed, the 
parallel slaves are forced to wait for the result of the last processing. These idle 
times could be surmounted if the waiting clients would be assigned to processing 
the instances of another population. 

3.4. Master-Slave Implementation 

Even though there are numerous advantages of master-slave (simple 
implementation; the principle is practically the same as the sequential genetic 
algorithms so it can be simply adapted; it provides very good performance in 
many cases), one of the biggest problems is fairly high communication demand. 
That is why it is practical to undertake preliminary examinations whether it is a 
real alternative. 

Execution time of a master-slave GA is made up of two components: 
 Time spent on computation: in this case it includes evaluation of the fitness 

function in the first place. Based on processing of the available 1,550,318 

instances the below average value was measured: 1498 ms is the time of 

region growing run on one image; 8,249 ms is the average time of the 

following processing. The time of the different genetic operators is 

practically negligible (0.16 ms in the case of one instance). In the case of the 

population chosen by us, it is 50 ms per generation. 

 Time spent on communication: we can speak about communication in 

master-slave system, when the master distributes the tasks among the clients 

and when they return the fitness values computed by them. This value 

depends on the different hardware devices used (network, interfaces) on the 

one hand, and on the protocol used for communication on the other hand. In 

this case we can quite well reduce the time of communication with this latter, 

since only a minimum volume of data needs to be transferred between the 

master and the slave. At the time of distributing the tasks, the master 

transmits the required parameters of the region growing, which is (even in a 

not very economical plain text format) 70.67 bytes on average. Sending of 

the results means only the transmission of some numerical values; in case of 

11 images, it is 539.32 bytes on average. 



Acta Polytechnica Hungarica Vol. 10, No. 4, 2013 

 – 71 – 

4 Development of the Distributed System 

In addition to principle implementation we can find several other possibilities in 
professional literature in respect to the master-slave model; we developed our own 
model after having studied them. 

There are several standardized techniques available today for developing the 
distributed system, including very complex ones suitable for industrial 
applications, too [25], [26], [27] (cloud, grid, etc.). Although they could have 
provided a very fashionable and elegant solution for running of the genetic 
algorithm, their use would involve disproportionally great extra resources, which 
is unreasonable in the present experimental phase. The implementation of the 
genetic algorithm under development could be modified according to the above 
aspects, but we would have to adapt to the already existing external modules. 
These, however, would require important alterations for the purpose of 
cooperation with the above-mentioned standard systems (the region growing 
algorithm, the evaluation algorithm), and in certain cases this seems to be 
unfeasible (the GPU-based region growing algorithm). 

The emerging special problems demand specialized solutions, and therefore it is 
worth returning again to the solutions previously applied for the distributed 
systems. Although they require a bit more work (the framework is not ready, and 
it has to be established), as a result, the final achievement will meet the demands 
in every respect. 

During our search, we were able to use infrastructure of the Óbuda University and 
the resources of some remote computers; however, they raise some special 
demands, which are all supported by the newly developed system: 
 The most important aspect is the fact that how many clients can be started 

changes dynamically over time (we can use for searching only the currently 

free resources, but they should be completely used if it is possible). The 

system must support the entering of new clients at optional times, as well as 

the exiting of the available clients. The system is based on the classical 

master-worker model [28]. 

 It is essential that the system should use only the possible simplest and usual 

communication modes (protocols, ports) since it is possible that some of the 

clients will try to access the server from behind a fire wall. 

 The installation of the required programs must be as easy as possible for the 

individual clients; or ideally, no installation should be required. In addition, 

the possibility of automatic updating should be possible without separate, 

manual access to the individual work stations. 
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4.1. Communication between the Genetic Base and the 

Communication Layer 

It was an essential aspect when developing the system that it should be flexible 
thus enabling simple development of further genetic operators (for the genetic 
algorithm itself) or protocols (which ensure master-slave communication) later on. 

The genetic operations can be located practically within one component in 
optional implementation; the system only requires the realization of the bellow 
interface (where type Genom includes the data of one chromosome, mainly in the 
form of a vector including integers): 
 Genom CreateRootItem() - It creates a new instance with random 

parameters. It is called only in case of creating the instances of the initial, 

randomly created generation. 

 SelectParents(out Genom g1, out Genom g2) – It chooses two parents (g1 

and g2) randomly from the list of the stored instances. Select operator can be 

implemented by realization of this in compliance with the condition of how 

we would prefer the instances with better fitness function. 

 Genom CreateChild(Genom p1, Genom p2)- Based on two parents 

transferred as parameters it establishes a third instance and then returns it. 

Actually it corresponds to the cross operator, and we can determine here 

which genes should the new instance get from the parents. 

 Mutation(Genom gen) - Properties of the unit transferred as the parameter 

can be optionally changed. It complies with the mutation operator usual in 

genetic algorithms, and implementation is completely optional. 

 PrepareParentSelector() - It is an auxiliary technical method that runs 

exactly once before the above methods. It is practical to implement different 

initializations here (e.g. in the case of choosing the roulette wheel method, 

the wheel itself has to be created and initialized). 

 CONST_GENOM_ROOT_CNT – Size of generation #0. 

 CONST_GENOM_CNT – Size of all generations excluding generation #0. 

 CONST_ELITISM_PRCNT – Percentage value of elitism. The best instance 

from each generation that complies with this will automatically be passed to 

the next generation. 

Having implemented the above abstract methods the framework is suitable for 
development of the initial generation and application of the genetic operator 
needed later on. Thanks to the above abstraction, the technical details have been 
well separated from the genetic operations, and thus their complex development 
becomes possible, e.g. the implementation of the already mentioned distributed 
operation during evaluation of the fitness function. 
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Figure 2 

Main steps of our distributed genetic algorithm 

4.2. Implementation of the Master-Slave Protocol 

The operating framework executes the required genetic operators and also 
manages the evaluation of the fitness function. This latter is executed in 
distributed mode (Figure 2) and this provides for determination of the protocol to 
be used. This is important because the operation can be customized in this way 
depending on how the master-slave settings have been implemented: among 
processes within one computer (communication actually does not need a network, 
and it is more practical to use process-level communication supported by the 
operating system) or among several computers in a local network or among 
remote computers (it involves significant limits if these computers are behind 
different firewalls). 

Communication between the two sides is realized by an interim component which 
provides for services with the implementation of the below interface (among 
others), both towards the master and the slave sides: 

Methods to be called from the master side: 
 ProcessNextGeneration(generationID, List of genoms): master transfers 

identification of the next generation as well as the list of instances included 

with this call. The function of the communication component is to run the 
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fitness function evaluation for each of the chromosome received as 

parameters. 

 ContinueGeneration(generationID): due to technical reasons, the 

continuation of an already finished generation or one just under processing 

may become necessary; the master can initiate this by calling this method. 

Methods to be called from the slave side: 
 LoadWaitingPackets(generationID): a slave can indicate through this 

method if it would like to join the processing of the given generation. 

 Genom LockNextProcessable(): it reserves and loads the data of the instance 

to be evaluated next. Its return value is a Genom structure that includes all of 

the genes (in the present case, the parameters of region growing). 

 FinishAndSaveScore(Genom, List of score): after evaluation of the fitness 

function, the slave can reload the results by this method. Due to the fact that 

each parameter set has to be run for several tissue samples, the result will be 

a vector consisting of floating point numbers. 

Thanks to the object-oriented approach, the above interface can be implemented in 
optional form, depending on the condition of how we want to solve actual 
communication. There are several communication tools to implement parallel 
genetic algorithms [13]. First, we implemented a version based on FTP protocol 
[29]. It uses, in fact, a third level for communication, since the server uploads the 
data on the chromosomes to be processed to a FTP server, the clients download 
the elements to be processed for themselves and then they upload the results back 
to the same place. 

It has the advantage that no direct contact between the master and slave computers 
is required; the only key point is that an interim FTP server must be used that is 
visible from everywhere. Usually FTP protocol itself is allowed on firewalls, so a 
new client can fairly easily be initiated, if required. 

4.3. Ensuring Robustness 

During operation of the system robustness is of key importance. Being a 
distributed system, hundreds of clients can work at the same time, so possibly 
emerging errors cannot be monitored or repaired manually during runtime; the 
system should manage every problem. It must be done in such as way that the 
basic operation will not be affected, but running of the system with the best 
utilization enjoys priority. 

Elimination of the most fundamental problems is simply a task of programming 
technique. Problems can emerge at any time during operation, e.g. network related 
errors (network cannot be accessed, server cannot be accessed, etc.) or the outage 
of hardware devices for shorter or longer periods (e.g. the server is down, certain 
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clients shut down, power failure, etc.). These problems can be eliminated mainly 
with a well-developed application architecture; the system is prepared for faulty 
external network (sending of data from the network, receiving of data from the 
network) or errors in starting further processes (starting of region growing 
application), so (depending on the nature of the error) it restarts the operation or 
perhaps tries to repair it. 

Inappropriately selected parameters can cause trouble, too, which makes the 
region growing and the operation of the evaluation algorithm impossible, or make 
them more difficult (slowing all down). Because we do not know the relations 
between the parameters, these problematic parameter sets can emerge at any time 
and the errors caused by them must be prepared for: empty result, error in program 
run, increased runtime, etc. 

4.3.1. Empty Result 

Because we try continuously to alter a fairly large number of parameters in loose 
relation with each other, parameter sets which are inappropriate for the region 
growing algorithm frequently emerge (e.g. when the minimum region size given 
as a parameter is larger than the maximum region size as a parameter). Of course 
parameter hierarchy and their effect on each other is much more complicated in 
reality than this, so the involvement of a complex, preliminary control system that 
will filter out all of the practically meaningless parameters would demand a lot of 
time (if it could be implemented at all). 

We applied in practice the following method: we run the region growing for each 
generated parameter set; in cases when the parameters are in contradiction, then 
some kind of faulty response is expected as a final result (typically a response that 
the program did not find any cell nucleus). Although these evaluations also 
demand resources, they do not affect the path leading to the result, because the 
false results coming from the faulty parameters are given rather bad scores during 
evaluation, so these chromosomes will screen themselves out in the next 
generations. 

4.3.2. Error in Program Run 

The inappropriate selection of certain parameters will lead to even more critical 
results; it can cause a shutdown or a complete freeze of the program. Parameters 
of the different filters are typical, and they can be rather variable, e.g. they can 
determine certain ratio in case of the window sizes, or width of the window can be 
only an even number (in case of some filters), etc. In the ideal case, these are 
already revealed before the running of the algorithm during preliminary checking; 
sometimes, however, these are revealed only during running and then subsequent 
freezing of the program (because region growing uses external components such 
as  different filters, which can behave completely unpredictably in case of faulty 
data, so freezing cannot be prevented in every case.) 
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Diagram 1 

Number of invalid chromosomes by generation 

That is why a special control has been built in; should the program stop with an 
error code when evaluating any image, or should it freeze during operation of the 
region growing application, then the client automatically considers it as 0% result, 
finishes processing, does not continue with the next image belonging to this 
parameter set, and invalidates the results of the previous images. It is clear that, 
because we would not like to deal with a set of parameters later that is not capable 
of completely processing each image, irrespective of the fact what result has been 
received with the images where no errors emerged. Although a complex pre-
filtering module could be done here that would examine the correctness of the 
input parameters, we followed here the method that we let the genetic algorithm 
filter out the faulty parameters themselves. 

It works and it is well seen from the post-statistics that while a fairly large part of 
the components in some first generation stored unusable set of parameters (but do 
not forget that the initial generation has been actually created with random 
numbers in certain given intervals, so it is evident that too many contradicting 
parameters have been made), they have been rapidly cleared out in the later 
generations; after the 5th generation, these kind of parameters were created only 
rarely (of course they will never disappear due to mutations and crossings without 
control, but thanks to the above treatment method they will never get into the next 
generation). This is shown well by Diagram 1. 

4.3.3. Increased Runtime 

Chromosomes that do not cause any trouble but importantly do increase the 
resource demand of processing result in a much greater problem than the above 
problems. The processing of one image took about 10 seconds in practice, and this 
value can increase many times with certain settings. This would not cause any 
problem in itself, because the clients work irrespective of each other; the problem 
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occurs because each result of the previous generation must be summarized for 
starting every generation. That is, if a client gets a relatively long-lasting 
processing, then the other clients (having finished processing each elements of the 
given generation, lacking other possibilities) are must only wait. In this period, 
naturally we can use only a fraction of the available resources, so this idle time 
must be minimized by any means possible, even if certain inaccuracy occurs. 
These kind of extremely long processes are worth stopping. In experiments, we 
limited this time to 1 minute. 

Every stoppage due to the time limit involves a negligence of the rules of genetic 
algorithms. However, it is worth considering that no accuracy is the strength of 
GA implementation anyway; the more detailed the analysis is, the more important 
it is that more generations be created and that the parameters which seem to be 
viable be combined as many ways as is possible. This is fairly resource 
demanding, so it seems to be practical to try many hundreds of new combinations 
by using all of our resources, instead of letting the complete system wait for 
minutes because of the precise evaluation of a single chromosome. 

Although the present article speaks only of searching for the ideal parameters, 
which usually means the set of parameters offering the most accurate result 
possible, it is worth of considering the fact that region growing is a rather 
computationally-demanding algorithm, so the incorrect selection of the parameters 
can either result in a practically unusable algorithm. Considering this aspect, 
stopping those evaluations that involve unacceptable processing times is even 
more justified, since they could not be used in practice, irrespective of accuracy. 
And although it is not the primary aim of this project, one favorable side effect of 
this method is that it allows for the filtering out of parameters resulting in very bad 
runtime as well as the elements supplying poor accuracy. 

4.4. Cutting in the Evaluation Algorithm 

In addition to region growing, the algorithm evaluating the results has a long 
runtime in certain cases. In the case that too many elements have to be processed 
(the number of cell nuclei in the original reference slide or found by region 
growing are too high) and they have the less than a one-to-one overlap, then more 
trials will be needed by the backtrack search of the evaluation algorithm. Taking 
into consideration the above aspects, we use an acceleration technique here, too. 

The backtrack algorithm described in our previous article [6] was combined with 
an extra cutting operation: before the search starts for the ideal pairing, it 
calculates how many combinations exist (although it will not know how many of 
them will be actually examined by backtrack) and if the number is more than 
1,000,000 then it searches the points where evaluation can be simplified without 
significantly affecting the final result. 
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1. In practice this means that it investigates the partial tasks of backtrack 

individually and finds the solution that brings the greatest fitness value in the 

case of the individual tasks. 

2. Based on these local maximum values, it selects the global maximum of 

reference and the test cell nucleus pairings that show the greatest overlap 

irrespective of the other pairing possibilities. 

3. This paring will be recorded (just as will be done by the backtrack algorithm 

at the end of the searching). 

4. Because the backtrack algorithm does not have anything to do in this partial 

task, it clears the full partial task. In the case that the partial task would have 

required examination of K pieces of paring possibilities, then the full size of 

the problem space to be overlapped by the backtrack algorithm would reduce 

to the K-th part. 

5. Should the number of the possible combinations still be too high, it restarts 

this operation, beginning from Step 1. 

This method significantly reduced waiting time (since searching time 
exponentially increases with the number of the possible pairings, and therefore 
some unfortunately selected pairings would result in drastic waiting time for the 
whole system). Of course the disadvantage is that the accuracy of evaluation 
reduces, but thanks to the above method, there is no random element in 
simplification, so the evaluation process can be repeated at any time and it will 
give the same result. 

5 Assessment of Our Results 

5.1. Examination of the Best Results for Every Generation 

Due to the used elitism technique, the instances with the best fitness values are 
automatically carried along into the following generation as well. For this reason, 
the best fitness values give us a monotonically increasing series of numbers. By 
examining these values, we can make assumptions about the speed of our 
optimization. 

As a comparison, we can use the parameter set used in [4]. After executing the 
analysis of the representative 11 tissue samples, the usual evaluation gave us the 
average accuracy of 78.1%. Currently this can be considered as the basis result 
and this is compared later with our result. Surpassing this value by any extent can 
clearly be considered as an improvement. 
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Diagram 2 

Distribution of accuracy by generations 

Diagram 2 shows the distribution of the different instances within the various 
generations. For every generation (horizontal axis) we display the accuracy levels 
(vertical axis) for every instance, using grey dots. Obviously the dark areas 
represent many chromosomes with similar results. 

It is visible that in the first few generations the instances are usually well below 
the aforementioned 78.1% value, but after some generations the majority of the 
population had chromosomes that yielded a better result than this value. By 
generation #273, the best accuracy was reached at 83.6%; this means an 
improvement of 5.5% compared to the previous best result. We kept the algorithm 
running for even more time, but until we stopped it (at generation #440) it 
produced no generation that had better accuracy than this. 

5.2. The Convergence of the Generations 

The first few populations (until generation #4 - #5) mostly contained 
chromosomes with weaker results, which did not even reach the previously known 
best value (though there were always a few that surpassed this level). This number 
then quickly increased during consecutive generations. For the first few 
generations there is a darker grey “patch” around the 70% level; this is because 
there were chromosomes that were technically viable, but the region growing 
found no cell nuclei (these are the instances that yielded empty results); and those 
chromosomes got an average accuracy value of 70% (maybe it is strange, but it is 
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not a mistake; most pixels of the tissue images are not parts of any cell nuclei, and 
therefore a blank result is decidedly better than a result with a lot of false positive 
hits). The first few generations contained a lot of chromosomes like this, and this 
is why the darker grey patch appears. 

The weak results of first few populations were followed by a dynamic growth 
phase (until generation #100) where the genes that belonged to the instances with 
good fitness values start to spread, and so the results improve greatly. It is visible 
that it took a reasonably small amount of time until almost all instances surpassed 
the critical 78.1% level. This part shows a process that is expected from a genetic 
algorithm: the chromosomes that started from a broad spectrum gradually 
converge towards each other, and since they converge mostly to the chromosomes 
that yield the best results, this means that their average result is increased as well. 

This was followed by the last stage, where this dynamic improvement 
significantly slows down. For a while the program still found better results, partly 
because of the crossovers, but later most probably it was only because of the 
mutations. No improvement was made after generation #273, although it can be 
noted that even after this point there are many different chromosomes present, and 
they cover a wide range of the search space; but after this point the search process 
can be more considered as a simple random search rather than a genetic algorithm. 

An interesting pattern appeared in the distribution of the results, which can be 
described as the following: 
 The algorithm uses the elitism method, so the top 30 instances of every 

generation are automatically carried into the next generation. As is visible, 

after generation #200 the instances are so close to each other that on the 

figure they are displayed as a dark horizontal line (where there are a lot of 

very similar instances in one place). This does not mean that the top 30 

elements are totally identical (there are smaller differences in the various 

genes), but the evaluation yields the same result for all of them. 

 Below this line there is a wide light gray strip that contains the newly created 

instances that (after the crossovers and mutations) yield variously different 

results. This wide strip is virtually the same during the consecutive 

generations, and this is true despite the fact that we would expect the 

crossovers to converge towards some kind of optimum; on the other hand, 

the mutations are totally random and are more dominant than the crossovers. 

 It is worth mentioning the light pale strip below the gray strip, which is the 

result of a single parameter having a special value that degrades the accuracy 

of the given chromosome by about 2%. The light strip contains only the 

instances with this special value (this is clearly shown because if we do not 

display elements with that value, then this light strip disappears). 
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Diagram 3 

Distribution of accuracy by generations 

We also need to examine our results considering the aspect of how long the 
algorithm should run. As we stated above, we do not have any expected final 
results at which point the processing should stop; but there could still be some 
conditions where the search should be terminated. One such condition could be if 
the consecutive generations contain instances that have genes that are so close to 
each other that the crossovers make no substantial changes. 

For a better view, it is practical to examine the variance of the accuracy values for 
the various instances (Diagram 3). As is expected, the variance is pretty high in 
the beginning for the randomly generated instances and in the first few 
generations, but as the more viable instances spread, this is quickly decreased. 

Then, after a while, this drop of variance stops and the variance remains stable. 
Although we would expect that with a genetic algorithm the variance would keep 
dropping (because the elements get more and more closer to an optimal result and 
to each other), this did not happen in our case. The reason behind this is that we 
set the size and the probability of the mutations to a pretty high value, because we 
have a reasonably large search space, and we tried to make the search process 
faster using a quite high ratio of mutations. But the many mutations prevent the 
genes from settling at an ideal value, so the variance cannot decrease any more. 
And even though the variance is high, our results show that the search gradually 
continued in a good direction, and the elitism method made sure that it did not 
change course. 

It is however clearly visible that we cannot set a stopping condition based on the 
distances of the chromosome from each other, because due to the mutations we 
cannot set such a limit. For this reason, we stopped the search when no 



S. Szénási et al. Implementation of a Distributed Genetic Algorithm for  
 Parameter Optimization in a Cell Nuclei Detection Project 

 – 82 – 

improvement was shown for 200 generations. Of course, because of the mutations 
we cannot say that there will be no improvement from the achieved maximum 
accuracy, but it is probably more practical to use our resources for a new search 
that is based on our final results used as an initial population. 

Diagram 3 shows a curiosity: the variation increases only once, when stepping 
from the first to the second generation. After examination of every instance it 
became clear that this happens because of the many non-viable instances in the 
first generation; and because of the chromosomes that give empty results after the 
region growing algorithm. The many similar instances (even though their results 
cannot be considered as usable results) gave us the lower variance value. 

5.3. Examination of the Processing Speed 

Examination of processing speed is not one of the primary goals of our research 
(and we could access the required resources for a limited amount of time only, so 
our aim was to get the best possible performance and not to measure the different 
performance levels). We performed no separate speed tests, but by subsequently 
analyzing the log files of the clients we were able to draw some conclusions on 
this topic as well. During the regular operation of the system, various clients 
dynamically connected and disconnected, so in this way we could obtain data 
about how the number of clients affects the processing time required for one 
generation. 

This is shown in Diagram 4, where the horizontal axis represents the generations, 
the blue area in the background represents the total processing time required for a 
generation, and the red dots represent the number of clients that took part in the 
processing of that generation. 

 

Diagram 4 
Execution time and number of clients by generations 
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It is clearly visible that by increasing the number of clients the required processing 
time immediately decreased, while during the last generations (as some clients 
were disconnected) the required time started to increase again. As the individual 
task units are almost totally independent from each other, and as the processing 
units are totally independent from each other, we would expect that by increasing 
the number of clients, the execution time required for a generation would linearly 
decrease. 

This did not happen because we could technically use only 27 workstations, so the 
only way that we could use more than 100 clients was that the client program was 
executed in multiple instances; in this way we tried to utilize the full potential of 
those computers (the computers had quad-core CPUs, an thus according to this, 
we used 4 instances per workstation). 

This slightly increased the processing performance, because the evaluation 
algorithm only utilizes a single CPU core, so by executing four instances, we did 
manage to better utilize the available resources during the evaluation phase. As for 
the cell nuclei detection algorithm this made no changes, because the region 
growing algorithm was already optimized for a multi-core environment (especially 
through the intensively used OpenCV function calls), so using multiple instances 
meant absolutely no benefits in this case. 

The linear growth as such cannot be reached in itself for the single reason that the 
processing time required for the different task units can vary a lot, so there is 
always a few-minute-long hiatus when one of the clients is still working on the 
last task unit while all the others are already finished and thus are waiting for the 
start of the next generation (to execute the genetic operators, the complete results 
of every task units are required). For this reason, a further improvement could be 
to estimate the processing time required for the task units (based on the 
parameters), and in this way it could be possible to implement a more 
sophisticated scheduler. 

Conclusions 

As a result of our research, we managed to develop a data-parallel region growing 
algorithm that is equally as accurate as the sequential version, but its speed is two 
or three times faster than the original one. The algorithm was implemented on 
Nvidia Fermi GPU. 

The next step was to set the values of the considerably high number of parameters 
that are required for both the old sequential and the new parallelized versions of 
the region growing algorithm. We have developed a genetic algorithm for this 
purpose and implement the framework being in compliance with the above. In 
addition to the basic classes, a component implementing a communication 
protocol (applying the already mentioned FTP transmission) has been developed. 

As mentioned above, we ran the evaluation for 11 only tissue samples, instead of 
the available 41 samples, and therefore we could use the remaining samples as a 
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control group. According to this, we executed the evaluation for all of these 
images: the average accuracy was 76.83% (using the old parameters) and now was 
81.15% (using the parameters found by the genetic algorithm). 

The genetic algorithm successfully determines a set of parameters that can be used 
to achieve 81.15% accuracy on the pre-existing reference slides. This, compared 
to the results with the previously known best set of parameters, means an 
improvement of 4.32%. 

We have already developed a distributed framework for the execution of the 
genetic algorithm. The framework has lived up to our expectations, and the 
execution time of 440 generations was fully acceptable. 

At present the server gives the tasks for the clients in batches; one batch actually 
means the complete examination of one chromosome (the running of region 
growing and the evaluation for the selected images and summary of the results). 
However, it became clear in practice that further distribution of the batches would 
be practical (that is, in the case that the evaluation has to be done for several 
images, then it could be done by different clients); namely it is fairly frequent that 
several hundred clients are waiting for the next generation while one client is still 
working with the large-volume job assigned to it. 

Due to technical reasons the clients and the server communicate through a FTP 
server in compliance with the rules of the FTP protocol. This solution was 
selected because we worked with rather limited instruments and this protocol 
allowed us simple and problem-free coordination of the remote devices behind 
different firewalls. However, it became evident in practice that in the case of 
larger loading (hundreds of clients at a time, concurrent access to the same files) 
the examined FTP server implementations proved to be bottlenecks, and therefore 
communication should be practically re-planned with a protocol especially 
developed for this purpose. 
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Abstract: eXtensible Markup Language (XML) based web applications are widely used for 

data describing and providing internet services. The design of XML schema document 

(XSD) needs to be quantified with software with the reusable nature of XSD. This nature of 

documents helps software developers to produce software at a lower software development 

cost. This paper proposes a metric Entropy Measure of Complexity (EMC), which is 

intended to measure the reusable quality of XML schema documents. A higher EMC value 

tends to more reusable quality, and as well, a higher EMC value implies that this schema 

document contains inheritance feature, elements and attributes. For empirical validation, 

the metric is applied on 70 WSDL schema files. A comparison with similar measures is also 

performed. The proposed EMC metric is also validated practically and theoretically. 

Empirical, theoretical and practical validation and a comparative study proves that the 

EMC metric is a valid metric and capable of measuring the reusable quality of XSD. 

Keywords: XML; XSD; WSDL; Software Metrics; Entropy 

1 Introduction 

The Web Services Description Language (WSDL) is an XML format for 
describing the functions of web services and network services and defining 
interfaces between these services and web based applications. A web service is a 
software system designed to support interoperable machine-to-machine interaction 
over a network. Within the web services development environments, developers 
use WSDL language to facilitate web services without understanding the details of 
network protocols. Any special data types used are embedded in the WSDL file in 
the form of XML Schema [1]. In the software development process, when 
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considering a Web service design, XML Schema components should be carefully 
designed for easy reuse for the purpose of software maintainability, the usage of 
memory and controlling development cost. The inheritance feature of software has 
a significant impact on software reusable quality. 

In object-oriented programming (OOP), for the XML schemas, inheritance is a 
way to represent in modules (compartmentalization) and reuse schema 
components by creating collections of structural schema components [2]. A class, 
a schema type as a collection of elements and attributes, not only inherits elements 
or attributes from parent elements, but also validates the contents of these 
components. This means less programming is required when adding functions to 
complex web applications. The ability to reuse the existing component collections 
is a major advantage of object-oriented technology [3]. In the World Wide Web 
Consortium (w3c) standard schema, using extending or restricting keywords in the 
simple or complex type definitions can provide inheritance features that elements 
and attributes inherited from parent elements [4]. 

Reusable quality is important to reduce software development cost. Many metrics 
help developers and development groups to assess software quality during the 
software development process. Although not too much effort has been made to 
develop XML schema quality metrics, entropy-based metrics have been developed 
for measuring the maintainability and complexity of XML schema documents. 
Entropy, in information theory, is used to measure the uncertainty associated with 
a random variable [5]. In the context of an XML schema document, it is difficult 
to determine that how many inheritance feature components affect the degree of 
the reusable quality of the XML schema document; the Entropy method is suitable 
and useful for measuring the complexity. 

By considering all the above issues, the Entropy Measure of Complexity (EMC) 
was proposed and presented at a conference [6]. One of the authors of the present 
paper proposed a different metric for reusable and extensible quality [7] for XML 
Schema Documents. The authors have proposed a formula for estimating target 
quality of XML schema by utilising the extendible quality (EQ) and reusable 
quality (RQ).The present work is an extension of the entropy measure of 
Complexity [6]. This metric is based on entropy concept and measures how 
components of XML schema documents inherit to other schema components. We 
have extended the conference work and validated EMC through different 
perspectives which include empirical validation, practical and theoretical 
evaluation, and a comparison with a similar metric. A rigorous empirical 
validation is performed by applying EMC on 70 WSDL real files available on the 
web. A comparison is also performed by applying the metrics on the same 70 
WSDL files considered for empirical validation. 

The structure of the paper is as follows. The next section represents the related 
works and metrics applicable for XML schemas. The definition of the EMC 
metric is summarised in Section 3. The validation of EMC is performed in Section 
4. Finally, the conclusion drawn on the work is in Section 5. 
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2 Related Works 

The eXtensible Markup Language (XML) based web applications use XML 
standard schemas to display information and provide network services. 
Developing efficient XML web applications requires having good quality XML 
schema documents. Much research has been done to improve quality in different 
areas of the software development process and to explore the best practices for 
knowledge capturing and network services. In addition, many metrics have been 
proposed to measure the quality of software, but unfortunately, the majority of 
them are not adopted in industry because of improper empirical validation [8]. 
Although XML based web applications are important, metrics for XML schema 
document are scare and there has been very little research to create quality metrics 
for XML schema documents and thereby improve the web engineering process. 
Therefore, a mature process can produce high quality schema documents. 

McDowell et al. [9] proposed the XML schema analyzer tool to measure two 
composite indices: the quality and complexity of XML schema documents. This 
tool was created based on the complexity metrics proposed by Klettke et al. [10]. 
To ensure the quality of the tool, the ISO 9126 quality model was focused on 
when developing the tool. Moreover, the tool was an open source tool, to which 
on could easily add new metrics and change their composite indices according to 
the requirements of a given application. They concluded that this tool was more 
important for the XML schema documents than working internal data format for 
applications. Their future work was the validation of the XML schema analyzer 
tool. 

A schema metric was proposed by Basci and Misra [11] to measure the structure 
design complexity of the XML schema documents. Their metric was based on the 
internal structure design components of their schema documents. If their metric 
value increases, the complexity of the given schema document increases. On the 
other hand, if the complexity value increases, the quality of the given schema 
document decreases because of inefficient use of memory and time. They 
validated their complexity metric theoretically and empirically. To prove the 
usefulness, they applied well-known structure metrics to XML schema documents 
and their proposed metric compared with these applied structure metrics. 

Basci and Misra [12] have proposed another complexity metric to measure the 
structural design complexity of the XML schema documents [12]. This metric was 
developed based on the Shannon entropy function [5], which was suitable for 
measuring XML schema documents due to having complex structural design of 
schema components. Their metric provided valuable information for software 
developers and development groups about the reliability and maintainability of 
XML schema design. Their proposed metric was analyzed with many examples 
and empirically validated with test cases [12]. Moreover, to prove the usefulness 
of their metric, the validation framework and the formal set of nine Weyuker 



T. Thaw et al. Measuring the Reusable Quality of XML Schema Documents 

 – 90 – 

properties were used to evaluate their entropy metric theoretically. The same 
group of authors has also developed metrics for DTD [13] and Web-services [14]. 
The authors have proposed to evaluate the structural complexity of the DTD [13] 
through entropy and estimated the complexity due to repetition of similar 
structures in schema. A suite of metrics [14] for XML-Web-services 
maintainability includes five metrics. These metrics evaluate different features of 
the XML Web-services. 

Luo and Shinavier, [15] have proposed a metric to measure schema reuse 
according to the actor-concept-instance model. Their metric was formulated to 
calculate the entropy value of simple relationships among actors, concept and 
instance. In this model, a concept was any one to annotate or describe various 
data. An actor annotated an instance with a concept. For instance, all user-defined 
types and build-in types were concepts in a XML schema document and student, 
teacher and staff types were concepts in the education domain. For example, Rose 
was an instance of the student type. 

The authors [15] used entropy to measure the uncertainty of concepts; the formula 
would be: 

 n

i ii cpcpXH )(log)()(  (1) 

where )( icp =Pr(X= ic ) =
A

A
ic , where 

icA is the total number of annotations 

using concept ci, A  is the total number of annotations and i is the total number of 

concepts. If the metric value was small, the degree of schema reuse was high. This 
mean that increasing the metric value tends to decrease the degree of schema 
reuse. Their metric was evaluated against well-known data sets from the well-
known web sites. Their research provided knowledge for users about the 
usefulness of these data sets to create and reuse popular domains. 

3 Entropy Measure of Complexity (EMC) Metric 

To formulate the EMC metric, a directed graph is exploited to demonstrate the 
inheritance structure of XML schema components. Section 3.1 explains how to 
demonstrate the components of a given schema document into a directed graph 
representation. The EMC metric is defined and demonstrated with three schema 
examples in Section 3.2. 
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3.1 Graph Representation of XML Schema Document 

The elements, attributes and types, which are the components of the XML schema, 
can be inherited from their parent components in the sense of inheritance features 
that are supported by using restriction or extension keyword implemented within 
the type definition. The directed graph representation can provide the ability to 
grasp the complex structure components of the XML schema documents with 
higher frequencies of occurrences [12]. Before calculating the proposed metric, 
the inheritance features elements and attributes are counted on the directed graph 
of a given schema document. For instance, graphs of three schema documents are 
shown in Figures 1, 2 and 3. In the figures, the root node is a schema element and 
other circles show either schema elements or attributes. Each Node represents two 
parts: name and their type with either inheritance features or simple and their 
name represents in the brackets. The notation of simple type, complex type, 
simple type with restriction feature, complex type with restriction feature and 
complex type with extension are ST, CT, STr, CTr and CTe, respectively. Figure 1 
contains one element with name CNode and typ: complex type by restriction. It 
has 4 children: 3 simple type attributes and 1 simple type attribute by restriction. 

 

 

 

 

 

 

 

 

 

 

Figure 1 

The inheritance feature representation of 

schema1.xsd 

Figure 2 

The inheritance feature representation 

schema2.xsd 
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Figure 3 

The inheritance feature representation schema3.xsd 

3.2 The Metric 

The Entropy Measure of Complexity (EMC) measures how XML schema 
components inherit to other schema components. Increasing the EMC values leads 
to increasing the reusable quality of XML schema documents. On the other hand, 
greater EMC values means that the given schema documents have many 
inheritance feature elements and attributes. The EMC metric is based on the 
entropy function and the used eight inheritance related metrics. The based eight 
inheritances related metrics are defined and counted over graph representation of a 
given XML schema document. These based metrics are shown in Table 1. The 
metric names are given in the first column and their notations are in the second 
column of Table. 

Table 1 

The inheritance feature related metrics over the graph representation of XSD 

Metric Name Notation 

Total simple type nodes with restriction STNodeR 

Total complex type nodes with restriction CTNodeR 

Total complex type nodes with extension CTNodeE 

Total simple type nodes without restriction STNodeWR 

Total complex type nodes without restriction CTNodeWR 

Total complex type nodes without extension CTNodeWE 

Total complex type nodes CTNodes 

Total simple type nodes STNodes 

XML

GRM

GRM

GMN

GMN

Url(S

MNe

GL

GLB

Title 

GBR

GBR

Brief 

Title 
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In object-oriented programming (OOP), inheritance is a way of organizing and 
structuring reuse functions and components. In XML schema components, to get 
this inheritance feature and properties, derive by restriction and derive by 
extension are used to inheritance schema component structure. The knowledge of 
the reusable quality of xml schema helps software developers to save time and 
money in the XML based software system development process [4]. In Table 1, 
the first three metrics are inheritance feature nodes that support the reusability of 
schema document. The next three metrics without inheritance feature do not 
support reusable quality. The CTTotal  and STTotal are used to get the ratios of above 
six metrics for the whole document. 

Table 2 

The based metrics’ values of three XML schema documents 

Notation Schema1.xml Schema2.xml Schema3.xml 

CTNodes 12 1 11 

STNodes 24 4 20 

STNodeR  1 1 0 

CTNodeR 1 1 0 

CTNodeE 4 0 4 

STNodeWR 23 3 20 

CTNodeWR 11 0 11 

CTNodeWE 8 1 7 

EMC 0.208 0.104 0.237 

STNodeR, CTNodeR and CTNodeE are inheritance variables, and STNodeWR, 
CTNodeWR and CTNodeWE are non-Inheritance variables. A component contains 
all elements and attributes. Based on the entropy definition [5], given a schema 
document (SD), the entropy of a given Schema document has k distinct variables 
(Vk) and k is the total number of inheritance type variables. Each variable contains 
positive and negative concepts. 

To measure the EMC metric, each variable is defined as: 

],[ WRRSTNode STNodeSTNodeV
R
  

],[ WRRCTNode CTNodeCTNodeV
R
  and 

],[ WEECTNode CTNodeCTNodeV
E
  

The entropy metric is formulated based on their relative inheritance probabilities 
of inheritance variables P(Vk). If the XML document does not contain Inheritance 
features, its complexity will be computed based on its number of types. As a 
result, the values are negative. For this purpose, before calculating the entropy 
equation, an algorithm is used. This algorithm is defined as: 
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Check if a given schema document (SD) contains inheritance variables. 

IF not, 

       For each inheritance variable: 

1. multiply the negative value with minus one 

2. replace the positive value of variable with the multiply result 

3. decrease the total number of particular type nodes by one 

4. replace its negative value with the total number of particular type 
nodes 

Accordingly, the EMC metric is defined as: 

)2.().........(log)()(
),,(

2 k

ECTNodeRCTNodeRSTNodek

k VPVPSDEMC 


  

For example, the EMC metric value for the schema document schema1.xsd (the 
listing of schema1.xsd is in Figure 7) is calculated by using Entropy Equation: 

]23,1[
RSTNodeV  

]11,1[
RCTNodeV  and ]8,4[

ECTNodeV  

)(log)().1(
),,(

2 k

ECTNodeRCTNodeRSTNodek

k VPVPxsdschemaEMC 




)(log)( 2 WRSTNodeRSTNode VPVP  

)(log)( 2 WRCTNodeRCTNode VPVP

)(log)( 2 WECTNodeECTNode VPVP

12

8
log

12

4

12

11
log

12

1

24

23
log

24

1
222   

0.208007  

As examples, all inheritance feature related metrics are counted on the graph 
representation of XML schema documents shown in Table 2. Figure 1, Figure 2 
and Figure 3 contain 36, 5 and 31 components, respectively. Figure 3 has the 
highest ratio of inheritance type variables and the total number of components 
among them. Therefore, the EMC value also produces the greatest value. A 
greater EMC metric value means that this XML schema document has many 
inheritance features, elements and attributes and a high degree of reusable quality. 
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4 Validation of the Proposed Metric 

In this section, the usefulness of the proposed metric will be proved by using the 
validation process. Software developers and development groups should use only 
validated metrics to assess product and process quality. The EMC metric is 
validated empirically and evaluated theoretically in Sections 4.1 and 4.2 
respectively. 

4.1 Empirical Validation 

Empirical validation is the process of proving the practical usefulness of a new 
metric. To prove the utility of the EMC metric, 70 schema documents from the 
well-known WSDL files are analyzed, and the analyzed results of the new metric 
are shown in Appendix A. Figure 4 shows the numbers of nodes with simple types 
by restriction and with complex types by extension for each schema file. These 
files have not nodes with complex types by restriction. The comparative results 
between EMC and H metric values for analyzed schema documents with 
inheritance features are shown in Figure 5. 

The EMC metric can better differentiate the schema files in terms of the 
inheritance type nodes relationships. Moreover, the two metric values are the ratio 
to total type nodes. The H value defines and measures the information entropy of 
actor-concept-instance relationships in a given schema document. According to 
this Figure, the higher the reuse quality, the higher the EMC values. Inheritance 
type nodes that contain all elements and attributes are directly related EMC 
values. The highest EMC value contains more inheritance simple and complex 
type nodes than others. It is clear that the schema reusable and quality will 
increase since it has more inheritance feature types of attributes and elements. 

 

Figure 4 
The number of nodes with simple types by restriction and the number of nodes with complex type by 

extension for each schema file 
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Figure 5 

The comparative results between EMC and H values for analyzed WSDL files with inheritance 

features 

Among these 70 schema files, the H metric measures and estimates the schema ID 
1 as the most reuse quality at 1.25163 (in Figure 6) and arranges the file IDs 1, 2, 
13, 22, 6, 57, 61, 62, 63, 65, 23 and so on in terms of the degree of schema reuse. 
The file IDs 1, 2, 13, 22, 6, 23 and others greater than ID 31 have not contained 
any inheritance feature type nodes. Therefore, the H metric does not consider 
inheritance feature type nodes. The EMC metric measures the 70 schema files and 
estimates the file ID 70 as having the highest reuse quality. Figure 6 illustrates the 
comparative results between EMC and H values for analyzed WSDL files without 
inheritance features. The EMC metric can calculate these files computed based on 
their simple and complex type nodes in the schema documents. 

 

Figure 6 

The comparative results between EMC and H values for analyzed WSDL files without inheritance 

features 
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4.2 Theoretical Validation of EMC Metric 

The usefulness and quality of a new metric is also evaluated by using theoretical 
validation. In order to perform the validation of the presented metric, the section is 
organized as follows. EMC is evaluated against Kaner’s evaluation framework 
[16]. Moreover, in section 4.2.2, EMC is also evaluated against the well-known 
Weyuker’s properties [17] through a case study. 

4.2.1 Evaluation through a Practical Framework 

The practical success of the proposed metric is very important. The metric should 
be examined formally and practically for its proper validation. When we analyzed 
the EMC metric according to the practical framework given in [16], EMC is 
identified as an indirect metric because it depends on many attributes. The EMC is 
a measure of software reusability and flexibility based on the complexity of 
schema documents. In the following paragraphs, EMC is evaluated by Kaner’s 
framework. 

The purpose of the measure: The purpose of the EMC metric is to help software 
developers undertake private assessment and to improve their schema based 
software products. 

Scope of usage of the measure: The proposed EMC metric is a reusable quality-
measuring tool for software developers and development groups working 
especially on the XML based applications. 

Identified Attribute to measure: The identified attribute measured by EMC is 
the reusable and flexible quality of the XML schema. A higher complexity value 
of the schema makes it more reusable and flexible. 

Natural scale of the attribute: The natural scale of the attribute is difficult to 
identify because quality has several definitions, and the reusable quality of XML 
schema can be measured by several methods. 

Definition of metric: The definition of the EMC is given in Section 3. 

Measuring instrument to perform the measurement: For inheritance feature 
metrics of a schema document, the developed oriented model (DOM) parser is 
used to parse components of this document, and then the system counts these 
particular components for the particular metric. 

Natural scale for the metric: The EMC does not satisfy the additive property so 
it is not on ratio scale. The exact scale of metric is a task of future work. 

Relationship between the attribute to the metric value: The EMC is intend to 
measure the reusable quality of XML schema, and therefore the metric is directly 
related to the quality attribute. The experimentations show that an increase in 
EMC reflects that the schema reusable and flexible quality will increase since it 
implies having more inheritance feature types of attributes and elements. EMC 
metric is not a unique indicator of schema reusable and flexible quality. 
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4.2.2 Evaluation through Weyuker’s Properties 

In this section, an evaluation of the EMC is also done against Weyuker’s 
properties [17]. Several object oriented metrics are suitable only for the six 
Weyuker’s properties, and other properties are not very useful [18] [19]. The EMC 
metric is evaluated against 9 properties by using a case study. The evaluations of 
EMC against the Weyuker’s properties are as follows. 

Property 1: (P) (Q) ( QP  ) where P and Q are the two different XML 

schema documents. 

There are different EMC values of all 70 schemas because these different schema 
documents have different inheritance feature arguments. Hence, the EMC metric 
satisfies this property. 

Property 2: Let c be a non-negative number, and then there are only finite 

numbers of schema documents of complexity c. 

All schema documents consist of only a finite number of inheritance feature based 
metrics and the EMC metric highly depends on these based metrics. This means 
that there are only a finite number of XML schema documents of the same 
complexity if the complexity is a non-negative number. Therefore, EMC satisfies 
this property. 

Property 3: There are distinct classes P and Q such that QP  . 

This property states that there exist many schema documents of the same 
complexity value. One can find the same EMC values, if different schema 
documents have the same inheritance feature arguments. Thus, the EMC metric 
satisfies this property. 

Property 4: (P) (Q) ( QPQP  & ) 

If P and Q are different schema documents having the same functionality, their 
EMC values can be different because of different implementation. As the EMC 
metric is based on the internal structure of schema documents, it satisfies this 
property. 

Property 5: ( P) (Q) ( QPQQPP ;&;  ) 

This property states that if the combined schema is constructed from schema P and 
schema Q, the value of the combined schema document is larger than the value of 
schema P or schema Q. In Table 3, although Figure 1 is the combination of Figure 
2 and Figure 3, the value of Figure 3 is larger than those of the Figure 1. 
According to this result, the proposed metric cannot satisfy this property. 
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Property 6:       RQRPQPRQP ;;&   

This property states that if a new schema document is appended to two schema 
documents of the same EMC value, the values of the appended documents can be 
different. For instance, we have two schema documents P, Q and R. These 
schemas have inheritance feature documents: 

P:{      ]4,2[
RSTNodeV , 

     ]14,2[
RCTNodeV , 

     ]14,2[
ECTNodeV }, 

Q:{     ]6,3[
RSTNodeV , 

     ]7,1[
RCTNodeV , 

     ]7,1[
ECTNodeV } and 

R:{     ]13,1[
RSTNodeV , 

     ]9,1[
RCTNodeV , 

     ]7,2[
ECTNodeV }. 

P and Q have the same EMC values of 0.243149 and R produces the value of 
0.125752. The R schema is then appended to the P and Q schema documents. 

(P;Q) :{     ]17,3[
RSTNodeV , 

     ]23,3[
RCTNodeV , 

]22,4[
ECTNodeV } and 

(Q;R):{     ]19,4[
RSTNodeV , 

     ]16,2[
RCTNodeV , 

     ]15,3[
ECTNodeV }. 

We can observe that the values of the appended P and Q schema documents are 
different with 0.92657 and 0.110656, respectively. Therefore, this property is also 
satisfied by the proposed metric. 
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Property 7: There are two schema P and Q such that Q is formed by 

permuting the structure components of P, and QP  . 

The presented metric highly depends on the internal inheritance structure of 
schema documents and so the EMC metric satisfies this property. 

Property 8: If P is renaming of Q, then QP  . 

The proposed metric satisfies this property because the value of a given schema is 
not changed even if the names of the schema and inheritance feature components 
in this schema are changed. 

Property 9:      QPQPQP ;  

According to Table 2, Example1 is the combination schema of P (schema2.xsd) 
and Q (schema3.xsd). The EMC values of P and Q are 0.104 and 0.207, 
respectively. The value of the combination schema document is 0.204, and this 
value is less than the sum of the P and Q values. Therefore, EMC does not satisfy 
property 9. Further, if two schema are combined, then the complexity of the 
combined schema will either be less than the sum of the individual ones (due to 
fact if some modules/elements are in common) or equal (if all modules/elements 
are different), but in no case will the complexity of the combined schema be less 
than complexity of the individuals. 

In this section, the proposed metric is validated against 9 Weyuker’s properties. 
The EMC metric satisfies 7 properties. It is important to note that it is not 
necessary to satisfy all the Weyuker’s properties [18]. From this point of view, 
EMC’s satisfying seven Weyuker’s properties shows that it is a robust measure. 

We have followed almost all the steps suggested for the evaluation and validation 
of software complexity measures [20], except that we have adopted Weyuker’s 
properties in the place of principles of measurement theory for theoretical 
validation. According to the measurement theory criteria for software complexity 
measures, a metric should be on ratio scale but is not applicable in majority of 
object oriented metrics [21]. Our metric is also found not on ratio scale. It is 
proved via Weyuker’s property 9 that EMC is not an additive measure. 

Conclusion 

The reusable nature of XML schema documents allows developers and software 
development groups to have the capability of increasing productivity and 
decreasing development cost of the XML based applications. Increased flexibility 
and reusability in XML schema documents results in an increased number of 
inheritance feature elements and attributes in these documents. The EMC metric is 
developed to achieve these goals. The EMC metric is based on the entropy 
concept and inheritance feature elements and attributes of XML schema 
documents. The EMC metric is passed through a rigorous validation process. 
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EMC is practically evaluated against Kaner’s framework. Theoretical evaluation 
has been done against nine Weyuker’s properties. EMC satisfies seven of 
Weyuker’s properties. The practical evaluation and theoretical validation of EMC 
proves that the metric is developed on scientific principles. The empirical 
validation is done by applying the metric on 70 real WSDL files. The results and a 
comparison with the H metric proved the worth and usefulness of the metric. It is 
found that measuring the reusable quality of XML schema document with the 
EMC metric will be more useful than via other related metrics. As future work, we 
aim to explore other factors that are responsible for increasing the complexity of 
XML schemas. Fixing the threshold values for the EMC metric is also a task of 
future work. 
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APPENDIX A 

Table 3 

The results of EMC metrics for the analyzed schema files. Files are arranged according to 

the EMC values with ascending. 

ID WEB LINK EMC H 

1 http://www.webservicex.net/CreditCard.asmx?WSDL -2.41504 1.25163 

2 http://www.thomas-bayer.com/axis2/services/BLZService?wsdl -1.49185 1.25163 

3 http://www.elguille.info/NET/WebServices/HolaMundoWebS.asmx?WSDL -1.41504 2.12809 

4 http://service.ecocoma.com/geo/cityzip.asmx?WSDL -0.96578 2.16096 

5 http://www.yazgelistir.com/YGServices/ArticleService.asmx?wsdl -0.85982 3.09580 

6 http://service.ecocoma.com/geo/distance.asmx?WSDL -0.63298 1.73136 

7 http://www.webservicex.net/BibleWebservice.asmx?wsdl -0.52279 2.73451 

8 http://rangiroa.essi.fr:8080/dotnet/evaluation-cours/EvaluationWS.asmx?WSDL -0.42954 3.06365 

9 http://services.nirvanix.com/ws/Authentication.asmx?WSDL -0.38201 2.07486 

http://www.elguille.info/NET/WebServices/HolaMundoWebS.asmx?WSDL
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10 http://services.argosoft.com/AddressValidation/AddressVerifier.asmx?WSDL -0.38201 2.56131 

11 http://service.ecocoma.com/convert/chinese.asmx?WSDL -0.34417 3.16608 

12 http://www.geoservicios.com/V2.0/sgeo/sgeo.asmx?WSDL -0.31348 2.35019 

13 http://service.ecocoma.com/shipping/fedex.asmx?WSDL -0.31063 1.26903 

14 http://services.test.musiccue.net/rapidcueapplication/WorkManager.asmx?WSDL -0.30694 3.41259 

15 http://ws.cdyne.com/emailverify/Emailvernotestemail.asmx?wsdl -0.30134 3.20987 

16 http://www.mathertel.de/AJAXEngine/S02_AJAXCoreSamples/CalcService.asmx?WSDL -0.29183 3.99255 

17 http://quisque.com/fr/chasses/blasons/search.asmx?WSDL -0.29170 3.05216 

18 http://quiksilver.ws.eto.fr/Connexion.asmx?WSDL -0.22151 3.14242 

19 http://webservice.webxml.com.cn/webservices/ChinaTVprogramWebService.asmx?WSDL -0.21270 4.16272 

20 http://demo.soapam.com/services/FedEpayDirectory/FedEpayDirectoryService?WSDL -0.17715 2.60746 

21 http://www.oorsprong.org/websamples.arendsoog/ArendsoogbooksService.wso?WSDL -0.16379 3.82050 

22 http://trial.serviceobjects.com/pa/phoneappend.asmx?WSDL -0.15110 1.70601 

23 http://ws2.serviceobjects.net/ev/EmailValidate.asmx?WSDL -0.13412 2.03487 

24 http://api.legiomedia.com/Content.asmx?WSDL -0.13019 4.28320 

25 http://secure.adpay.com/affiliate/affiliates.asmx?wsdl -0.12088 2.57051 

26 http://hooch.cis.gsu.edu/bgates/MathStuff/Mathservice.asmx?WSDL -0.11651 3.08831 

27 http://www.sipeaa.it/wset/ServiceET.asmx?WSDL -0.11507 2.37127 

28 http://developer.factiva.com/2.0/wsdl/FDKParsers.wsdl -0.07789 6.19208 

29 http://www.banguat.gob.gt/variables/ws/BDEF.asmx?WSDL -0.06640 4.13503 

30 http://omnovastage.crowechizekasp.com/attributes.asmx?wsdl -0.04449 2.68170 

31 http://ws.eoddata.com/data.asmx?wsdl -0.00333 4.00160 

32 http://www.chemspider.com/MassSpecAPI.asmx?WSDL 0.00072 3.96796 

33 http://ws.interfax.net/dfs.asmx?WSDL 0.00117 3.95824 

34 http://demo.turtletech.com/latest/webAPI/metering.asmx?WSDL 0.00234 4.77941 

35 http://ssl.9squared.com/catalog/catalog.asmx?WSDL 0.00275 3.96266 

36 http://www.imagine-r.com/services/WsImagineR.asmx?WSDL 0.00370 3.11048 

37 https://api.wildwestdomains.com/wswwdapi/wapi.asmx?wsdl 0.00458 3.95678 

38 https://demo.docusign.net/API/3.0/Credential.asmx?WSDL 0.00664 3.08703 

39 http://service.thefamousgroup.com/ProjectService.asmx?wsdl 0.00671 3.71067 

40 http://www.esendex.com/secure/messenger/soap/ContactService.asmx?WSDL 0.00742 4.28139 

41 http://msrmaps.com/TerraService2.asmx?WSDL 0.01034 4.78186 

42 http://www.multispeak.org/interface/30j/10_OA_EA.asmx?WSDL 0.01141 3.32276 

43 http://terraserver-usa.com/LandmarkService.asmx?WSDL 0.01446 4.11318 

44 http://svc.exaphoto.com/eXaPhoto/CollectionServices.asmx?WSDL 0.01601 3.59425 

45 http://services.nirvanix.com/ws/Accounting.asmx?WSDL 0.01669 3.28918 

46 http://www.phdcc.com/findinsite/SearchService.asmx?wsdl 0.02408 3.22759 

47 http://www.partenairedejeu.fr/WebServices/RelationManager.asmx?WSDL 0.02488 3.89019 

48 https://www.devcallnow.com/WebService/OneCallNow.asmx?wsdl 0.02583 4.32031 

49 https://api.channeladvisor.com/ChannelAdvisorAPI/v5/AdminService.asmx?WSDL 0.03177 3.17985 

50 http://114-svc.elong.com/NorthBoundService/V1.1/ NorthBoundAPIService.asmx?WSDL 0.04398 3.91752 

51 http://www.hitslink.com/reportws.asmx?WSDL 0.07633 3.71378 
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52 https://api.channeladvisor.com/ChannelAdvisorAPI/v3/OrderService.asmx?WSDL 0.09683 5.00673 

53 http://b3.caspio.com/ws/api.asmx?wsdl 0.09958 3.47567 

54 http://gw1.aql.com/soap/sendsmsservice.php?wsdl 0.10376 3.02392 

55 http://labs.bandwidth.com/api/public/voip/v1_1/NumberManagementService.asmx?wsdl 0.15874 4.37224 

56  http://www.xignite.com/xNews.asmx?WSDL 0.16501 3.89726 

57 http://www.webservicex.net/TranslateService.asmx?wsdl 0.19499 1.79248 

58 http://www.xignite.com/xCalendar.asmx?WSDL 0.20097 4.83966 

59 http://water.sdsc.edu/wateroneflow/EPA/cuahsi_1_0.asmx?WSDL 0.22382 4.71068 

60 http://ws.strikeiron.com/MidnightTraderFinancialNews?WSDL 0.24208 4.31742 

61 http://www.webservicex.net/ConvertTemperature.asmx?WSDL 0.25428 1.84237 

62 http://www.webservicex.net/ConverPower.asmx?WSDL 0.25428 1.84237 

63 http://www.webservicex.net/CovertPressure.asmx?WSDL 0.25428 1.84237 

64 http://www.xignite.com/xwatchlists.asmx?WSDL 0.33584 3.78410 

65 http://www.webservicex.com/CurrencyConvertor.asmx?wsdl 0.34601 1.91830 

66 http://www.xignite.com/xQuotes.asmx?WSDL 0.38205 4.14231 

67 http://www.xignite.com/xDataSet.asmx?wsdl 0.39984 3.13490 

68 http://event.peoplenet.dk/_vti_bin/dspsts.asmx?wsdl 0.69499 4.00041 

69 http://www.xignite.com/xNASDAQLastSale.asmx?WSDL 1.00640 3.30242 

70 http://www.xignite.com/xMetals.asmx?WSDL 1.02051 4.13493 

 

 

<?xml version="1.0" encoding="UTF-8" ?>  

<s:schema elementFormDefault="qualified"  targetNamespace="http://www.xignite.com/services/"> 

<s:element name="GetBriefings"> 

    <s:complexType />  

     </s:element> 

<s:element name="GBResp"> 

    <s:complexType> 

        <s:sequence> 

              <s:element minOccurs="0" maxOccurs="1" name="GBResu"   

                   type="tns:ArrayOfBriefing" />  

             </s:sequence> 

         </s:complexType> 

</s:element> 

<s:complexType name="ArrayOfBriefing"> 

     <s:sequence> 

        <s:element minOccurs="0" maxOccurs="unbounded" name="Brief" nillable="true"  

             type="tns:Briefing" />  

     </s:sequence> 

</s:complexType> 

<s:complexType name="Briefing"> 

    <s:complexContent mixed="false"> 

    <s:extension base="tns:Common"> 
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        <s:sequence> 

            <s:element minOccurs="0" maxOccurs="1" name="Title" type="s:string" />  

            <s:element minOccurs="0" maxOccurs="1" name="Time" type="s:string" />  

            <s:element minOccurs="0" maxOccurs="1" name="Text" type="s:string" />  

            <s:element minOccurs="0" maxOccurs="1" name="Html" type="s:string" />  

       </s:sequence> 

  </s:extension> 

  </s:complexContent> 

</s:complexType> 

<s:element name="CNode"> 

<s:complexType name="Common"> 

<s:restriction base="xsd:anyType"> 

     <s:sequence> 

<s:element minOccurs="1" maxOccurs="1" name="OCome" type="tns:OutcomeTypes" />  

    <s:element minOccurs="0" maxOccurs="1" name="Message" type="s:string" />  

    <s:element minOccurs="0" maxOccurs="1" name="Identity" type="s:string" />  

    <s:element minOccurs="1" maxOccurs="1" name="Delay" type="s:double" />  

   </s:sequence> 

</s:restriction> 

  </s:complexType> 

</s:element> 

<s:simpleType name="OutcomeTypes"> 

   <s:restriction base="s:string"> 

                 <s:enumeration value="Success" />  

                 <s:enumeration value="SystemError" />  

                 <s:enumeration value="RequestError" />  

                 <s:enumeration value="RegistrationError" />  

       </s:restriction> 

  </s:simpleType> 

<s:element name="GLBR"> 

    <s:complexType> 

         <s:sequence> 

               <s:element minOccurs="0" maxOccurs="1" name="GLBRe"  type="tns:Briefing" />  

         </s:sequence> 

    </s:complexType> 

 </s:element> 

<s:element name="GMNHRp"> 

    <s:complexType> 

        <s:sequence> 

                         <s:element minOccurs="0" maxOccurs="1" name="GMNHRs"  

                              type="tns:ArrayOfMarketNews" />  

             </s:sequence> 

    </s:complexType> 

 </s:element> 
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<s:complexType name="ArrayOfMarketNews"> 

     <s:sequence> 

          <s:element minOccurs="0" maxOccurs="unbounded" name="MNews"  nillable="true" 

type="tns:MarketNews" />  

     </s:sequence> 

</s:complexType> 

<s:complexType name="MarketNews"> 

    <s:complexContent mixed="false"> 

    <s:extension base="tns:Common"> 

        <s:sequence> 

            <s:element minOccurs="0" maxOccurs="1" name="Headline" type="s:string" />  

            <s:element minOccurs="0" maxOccurs="1" name="Time" type="s:string" />  

            <s:element minOccurs="0" maxOccurs="1" name="Source" type="s:string" />  

            <s:element minOccurs="0" maxOccurs="1" name="Url" type="s:string" />  

  <s:element minOccurs="0" maxOccurs="1" name="OriginalUrl" type="s:string" />  

  <s:element minOccurs="0" maxOccurs="1" name="Summary" type="s:string" />  

         </s:sequence> </s:extension> </s:complexContent> 

  </s:complexType> 

<s:element name="GRMNHRp"> 

    <s:complexType> <s:sequence> 

        <s:element minOccurs="0" maxOccurs="1"  name="GRMNHRs” type="tns:ArrayOfMarketNews" /> 

        </s:sequence> </s:complexType> 

</s:element> 

</s:schema> 

Figure 7 

The list of the schema documents schema1.xsd 



Acta Polytechnica Hungarica Vol. 10, No. 4, 2013 

 – 107 – 

Navigation of Mobile Robots Using WSN’s RSSI 
Parameter and Potential Field Method 

János Simon 

Subotica Tech, Department of Informatics 
Marka Oreškovića 16, 24000 Subotica, Serbia; e-mail: simon@vts.su.ac.rs 

Goran Martinović 

Faculty of Electrical Engineering, J. J. Strossmayer University of Osijek Kneza 
Trpimira 2b, 31000 Osijek, Croatia; e-mail: goran.martinovic@etfos.hr 

Abstract: In the current work we present an algorithmic proposal for mobile robot 

navigation using a Wireless Sensor Network (WSN) for the location of a mobile measuring 

station in a controlled microclimatic environment. Another point of consideration is 

determining the navigation strategy. Publications in this field of robotics offer a large 

number of localization methods, mainly focusing on two fields: navigating locally and 

globally. Navigating locally will determine the mobile robot’s position and orientation by 
implementing a series of sensors. Once we start from an initial position, the robot’s 
position and orientation are updated continuously through the given time frame. Global 

navigation will ensure that the robot is able to determine its own position and orientation 

without having previously studied a map or being given some specific information. 

Keywords – Localization;Sun SPOT; WSN; Mobile robot; RSSI 

1 Introduction 

A number of areas in engineering are centered on the problem of localization, so 
this field has been the focus of research for quite a long time. This is especially 
true for robotics, but the greatest challenge with indoor localization is posed by 
how effectively the GPS (Global Positioning System) can be used. This has been 
the reason for why WSNs (Wireless Sensor Networks) have been used more and 
more for the localization of a mobile object when indoors. [18] deals with the 
question of co-operative trilateration. The approach of the authors in that work 
used the exact range determination for its basis (implementing the ultrasound 
ranging technique as presented in [17]) for the solution of a least square problem 
on a large order system. The information needed for completely formulating the 
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square problem requires the transmission from a possibly remote location through 
a number of hops. The study had a continuation in the form of the examinationof 
the scalability of the approach, as described in [19]. The authors of [21] were 
faced with the problem of how to localize in the absence of nodes. The role of the 
nodes is to create local coordinate systems and then continue to gather them to 
form a unique network coordinate system. Directional approaches are the topic of 
[20], which includes steerable directional antennas. [16] offers a presentation of 
how to estimate unknown node positions in a sensor network based solely on 
connectivity-induced constraints. The model of the known peer-to-peer 
communication within the network takes the form of a set of geometric constraints 
on the node positions. The global solution of a feasibility problem for these 
constraints results in estimated values for the unknown node positions within the 
network.This method [1] has several disadvantages: the central point of 
computation with the associated traffic overhead, scalability and reliability issues. 
The following section will give a more elaborate description of global navigation 
and the role it plays in this work. 

2 Global Navigation 

One of the central issues in numerous areas of engineering is the issue of global 
navigation when the indoor environment is not familiar. For robotics, exact 
location and orientation are of primary importance and have been the focus of 
studies for a number of years [7]. The key to successful indoor localization is 
whether or not the Global Positioning System can be used effectively. As a way of 
circumventing this challenge, the GPS is replaced by the Wireless Sensor 
Networks (WSNs) for helping with locating a mobile object in an indoor 
environment. 

2.1 Estimating Parameters 

This subsection will initially focus on the introduction of the model used for 
parameter estimation of the wireless sensor network. This paper presents the 
comparison of twoclassic propagation models. One of them is the least squares 
model, the other the maximum likelihood model, both used for the estimation of 
the parameters as it is fairly easy to influence the signal through noise and 
disturbance.The entire parameter estimation system has the following schematic 
structure: 

 

Figure 1 
Parameter estimation 
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As can be seen in this figure above, the extended Kalman filter is implemented, in 
order to relinearise every estimation once it has been calculated. The results in a 
new state estimate and the improved better reference state trajectory will 
subsequently be included in the estimation process, as described in [16]. 

2.2 Algorithm for Triangulation 

A novel version of the Geometric Triangulation algorithm will be the focus of this 
part of the study, one whichworks withoutnode ordering and covers the whole 
navigation plane, with the possible exception ofseveral well-determined lines 
where localization is impossible [23]. Carefully defining the angles used by the 
algorithm is key to attaining improvements. The angles used are limited only by 
the common restrictions of all three object triangulation algorithms. 

 

Figure 2 

Geometric Triangulation algorithm 

Let us take three distinguishable nodes in a Cartesian plane (Fig. 2); we will 
randomly label them 1, 2 and 3, and give them known positions (x1, y1), (x2, y2) 
and (x3, y3). L12denotes the distance fromnode 1 to node 2. L31will refer to the 
distance between nodes 1 and 3. L1defines how far the robot is fromnode 1. The 
aim is to determine the robot’s position (xR, yR) and orientation θR. Thus, using the 
counterclockwise direction, the robot measures the angles α1, α2 and α3, denoting 
the orientation of the nodes in relation to the robot heading [23]. 
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1. If there are less than three visible nodes available, then return a warning 
message and stop. 

2.           

3. If       then                  
4.           

5. If       then                  
6. Compute L12 from known positions of WSN node 1 and 2. 

7. Compute L31 from known positions of WSN node 1 and 3. 

8. Let φ be an oriented angle such that -180º < φ ≤ 180º. Its origin side is the 
image of the positive x semi-axis that results from the translation associated with 
the vector whose origin is (0, 0) and ends on node 1. The extremity side is part of 
the straight line defined by nodes 1 and 2 whose origin is node 1 and does not go 
by node 2. 

9. Let σ be an oriented angle such that -180º < σ ≤ 180º. Its origin side is the 
straight line segment that joins nodes 1 and 3. The extremity side is part of the 
straight line defined by nodes 1 and 2 whose origin is node 1 and does not go by 
node 2. 

10.         

11.         [                                                       ] 
12. If (                     then                   
13. If (                     then                   
14. If |      |  |      |         then                                       

15.                                             else                                       

16.                 
17.                  

18.           

19. If                  then                 

20. If                 then                 
Figure 3 

Geometric Triangulation algorithm 
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Fig. 3 presents the algorithmic approach, which is capable of yielding 
considerable accuracy [23]. In terms of how costly an approach is, the RSS is a 
rather cheap way of using techniques that measure the power of the received 
signal strength, which will then transform the measured RSS value into a distance. 
The RSS method has the added advantage that it does not need any 
furthermeasuring hardware. 

2.3 Measuring and Estimating Parameter Using RSSI 

In order to measure the RSSI, a chip with the specification of CC2440 was used. 
The characteristics include an onboard antenna, and the chip operates within the 
2.4 GHz ISM band. This device comprises the node’s “heart” used in the current 
research [11, 12]. The chip supports the IEEE 802.15.4/ZigBee protocol. The 
relationship between measured RSSI values and distances is shown in the figure 
below [4, 10]. 

 

Figure 4 

Measured RSSI values 

Fig. 4 presents the following: the curve showing the relationship between the 
RSSI values and the distance is not a smooth one. Due to the multi-path 
interference, the measured values vary randomly [22, 9]. So the keystone of this 
model was the rationalization of parameters. 
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Figure 5 

Estimated distance based on measured RSSI 

3 Local Navigation 

For path planning and collision avoidance, the Potential Fields Approach [15,8] is 
one of the most often used options, mainly due to how simple and elegant it is in a 
mathematical sense. It is simple to implement and yields respectable and rapid 
results for real-time navigation without delay [14]. The objective of any path 
planning algorithm is to flee from obstacles and move towards a desired goal. The 
basic idea behind this method is the idea of attractive and repulsive forces. In 
potential fields, the aim would be defined as a global minimum potential value, 
with all obstacles seen as high valued potential fields. How the robot moves will 
be defined by the attained values which appear in its path; in an ideal situation the 
values will shift from high to low potentials. There are two major formulations, 
the Local Potential Approachand the Global Potential Approach. In this work we 
consider only the Local Potential Approach. For this approach, there are several 
different types of potential field functions, differing from each other by the way 
the potential is calculated. 

3.1 Repulsive Potential Field 

The repulsive potential field is the element that keeps the robot away from the 
obstacles encountered on its path. Every repulsive action vector points away from 
the obstacle surface, directing the robot to bypass the obstacle. 
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Figure 6 

Action vectors of the repulsive potential field [11] 

It is possible to calculate the repulsive action vector by applying a scalar potential 
field function to the robot's position and then calculating the gradient of that 
function. 
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Within the obstacle, the repulsive potential field is infinite and points out from the 
center of the obstacle. Beyond the circle of influence, the repulsive potential field 
is zero. The repulsive action vectorcan be calculated. 

Having defined [14] 

 ],[ OO yx  as the obstacle position; 

 r  as the obstacle radius; 

 ],[ RR yx as the robot position; 

 s as the size of area of influence of the obstacle; 

  as the strength of the repulsive field )0(   

it is possible to compute x  and y  with the help of the steps given below: 

1. Define the distance d  between the obstacle and the robot: 

22 )()( ORRO yyxxd 
     (2)

 

2. Specify the angle   between the robot and the obstacle: 
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3. Set x  and y based on the rules below: 
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If rd   then 
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If rsdr   then 







)sin()(

)cos()(




drsy

drsx

   (5)

 

If rsd   then 0 yx
     (6)

 

The attractive potential rules, similarly to the above-listed ones, are simple and 
describe three different robot behaviors with regards to its positionrelevant to the 
obstacle. It is essential to notice that all action vectors have to point away from the 
obstacle, hence the necessity to employ negative values [11]. 

 In the first rule (step 3), the robot is within the radius of the obstacle, so 
the action vector needs to be infinite, thus expressing the need to move 
away from the current location. 

 In the second rule, when the robot is not inside the obstacle's radius but 
inside its area of influence, the action vector is assigned to a high value in 
order to express the need to move away from the current location. 

 The third rule illustrates the case where the robot is outside the area of 
influence of the obstacle; the action vector is set to zero, and thus no 
repulsive forces are acting on the robot [14]. 

Special care must be taken when selecting the value of s , since the repulsive 

force only acts when the robot is inside the area of the obstacle’s influence. If the 
value of s  is small, it may cause trajectory problems by abruptly changing its 
orientation in its path and leading to speed limitation of the robot. If s  has a high 

value, it can also result in problems in the robot’s movement since it might limit 
its movement in tight spaces where the robot cannot pass. 

 

Figure 7 

Potential Fields simulation 
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The repulsive force has the objective of repelling the robot only if it is close to an 
obstacle and its velocity points towards that obstacle [11]. The robot is able to 
navigate along the map from point A to point F via points B, C, D, E (see Fig. 7) 
collecting the environmental parameters. 

 

Figure 8 

Top view of Potential Fields Values 

The 3D surface presented inFig. 9 shows the force vector field of the repelling 
walls and obstacles, with further references indicated in [2,3]. The surface 
depicted inFig. 8 presents the repelling forces of the simulated environment. The 
map shown in Fig. 9 presents the absolute value of the forces of the simulation 
environment’s potential fields. 

 

Figure 9 

3D view of potential field 
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It is possible for the robot to be caught in local minima. This simply means that 
the robot has reached a location where the force is zero, with the opposing forces 
cancelling each other out. The result will be that the robot ceases to move and its 
final destination will never be reached [6]. 

 

Figure 10 

Java based Sun SPOT 

The SunSPOT nodes (Fig. 10) radio communication is based on an embedded 
CC2420 radio circuit which is IEEE 802.15.4 compliant and works in the 2.4 GHz 
to 2.4835 GHz ISM bands [5]. The CC2420 datasheet specifies the equation to 
compute the received signal strength (in dbm) using the raw values collected by 
the sensors. 

Conclusions 

In order to achieve efficient robot navigation in a controlled micro climatic 
environment the solution seems to be the application of the WSN as an aid for 
navigation. In this way we can ensure effective navigation by estimating the 
robot’s position through the exact position of the mobile measuring stations, 
without the use offurther hardware. As a future extension of this experiment, this 
application can be implemented in the field of precision agriculture. Another area 
of possible improvement is the real-time tracking algorithm of the WSN aided 
navigation in order to increase the precision of the ranges not covered that lie 
beyond the reference nodes. 
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Abstract: In this paper, EKF Based A-SLAM concept is discussed in detail by presenting 

the formulas and MATLAB Simulink model, along with results. The UAV kinematic model 

and state-observation models for the EKF Based A-SLAM are developed to analyze the 

consistency. The covariance value caused by the EKF structure is analyzed. This value was 

calculated by filtering with error between the UAV’s actual and estimated positions. It is 

concluded that the calculated covariance value diminishes despite error and does not 

decrease as a result of the inconsistency of the EKF Based A-SLAM structure. The 

necessary conditions for the consistency of the EKF Based A-SLAM structure are described 

and the consistency of the EKF Based A-SLAM is consequently investigated by considering 

these conditions for the first time by using simulation results. The analysis during this 

landmark observation exhibits that a jagged UAV’s trajectory indicates an inconsistency 

caused by the EKF Based A-SLAM structure with the provocation of error accumulation. 

Finally, the major reasons of the filter inconsistency can be listed as unobservable 

subspace and Jacobian matrices used for linearization. As a future work, the methods that 

can be used to provide consistency of the EKF Based A-SLAM are proposed for better UAV 

navigation performance. 

Keywords: A-SLAM; EKF; SLAM; Navigation 

1 Introduction 

Unmanned Aerial Vehicles (UAVs) have a quite distinguished role for decision 
makers and operational agents due to their extensive usage and large variety of 
applications, such as reconnaissance and surveillance in the military and civilian 
areas. The main usage purpose of UAVs is autonomous navigation that provides 
flexible functionality particularly on a stand-alone flight in autonomous 
operations. It is crucial to determine the UAVs precise position for better 
navigation. Global Navigation Satellite System (GNSS), which is actually 

http://tureng.com/search/reconnaissance
http://tureng.com/search/surveillance
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preferred to geolocation tools in the world, is also the most adequate tools for the 
UAV position determination process. However, it can be hard to have successful 
results for this process in GNSS denied environments. Thus, there exist a great 
deal of work in the literature about this problem. In GNSS denied environments, 
when the map knowledge also does not exist, the problem of simultaneous 
position determination and production of map information can be solved by 
Extended Kalman Filter (EKF) Based Airborne Simultaneous Localization And 
Mapping (A-SLAM), which is the consistency analysis issue in this paper. 

The SLAM problem is a hot topic for both industrial and military robotic research. 
The SLAM problem was introduced by R. Smith and P. Cheesman [1], then was 
detailed by G. Dissanayake, H. F. Durrant-Whyte and T. Bailey [2], and finally 
was presented as a whole concept by T. Bailey and H. F. Durrant-Whyte [3, 4]. 
While the researchers were interested in the SLAM problem for territorial, aerial, 
and marine vehicles, they examined a way to decrease the error that is caused by 
filter structure. In these studies, the structure of the Kalman filter-based SLAM 
effects of partial observability [5-7], stability [8] and the consistency problem [9, 
10] were examined to present recommendations for solutions to the problem. 
Airborne SLAM applications are continued simultaneously [11-14]. It was very 
important to know the current location in the works on autonomous navigation in 
aircraft [15, 16] and the creation of an accurate map. The optimal level of 
mapping method was also examined in L. M. Paz and J. Neira [17]. 

In the literature, filter consistency can be studied as a separate title. In the case that 
the estimated covariance of the filter is greater than or equal to the actual 
covariance that is the covariance difference between actual and estimated 
positions of UAVs, the filter is called consistent. The filter consistency is very 
important in terms of performance. When the filter is inconsistent, error 
accumulation increases, and consequently the vehicle location is determined with 
some error. The filter consistency is still an attractive research topic and 
researchers have made numerous attempts to improve consistency. The 
consistency conditions of the Kalman filter, named the state estimator, were 
revealed by Y. Bar-Shalom, X. Rong Li and T. Kirubarajan [18]. T. Vidal-Calleja, 
J. Andrade-Cetto and A. Sanfeliu demonstrated the marginal stability status of the 
Kalman filter [8], and J. A. Castellenos, J. Neira and J. D. Tardos analyzed the 
consistency of the suboptimal filter and examined limits to the SLAM consistency 
[10]. It is shown by T. Bailey, J. Nieto, J. Guivant, M. Stevens and E. Nebot that 
in the case of two core symptoms, the EKF-based SLAM filter is inconsistent [9]. 

However, the inconsistency problem for an aerial vehicle has not been identified 
yet. SLAM filters that are designed for aerial vehicles must include the kinematic 
model. In this case, the filter consistency problem becomes more complex. In this 
work, a SLAM filter designed for aircraft and the consistency problem have been 
analyzed for the aircraft kinematics model. In the literature, the SLAM problem 
for an aircraft is known as an A-SLAM. The inconsistency in the EFK-based A-
SLAM filters is expressed clearly with the proposed analysis methods. 
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The aircraft kinematic model is shown in detail in Section 2. The structure of the 
EKF based A-SLAM is described in Section 3. In the subsections, non-linear 
prediction and the observation model are demonstrated, the procedures in 
estimation and correction steps are described and the Jacobian matrices used for 
linearization are established. The problem of consistency and its symptoms are 
described in Section 4. Simulations for several scenarios are performed and, 
according to the simulation results, the consistency structure of the EKF based A-
SLAM are examined in Section 5. The obtained simulation results were evaluated 
in Section 6 and finally, the solution methods proposed in future works with 
emerging inconsistency problems are discussed. 

2 The UAV Kinematical Model 

The transformation of the body frame motions of an aerial vehicle to the 
navigation frame plays an important role since the global mapping of the 
environment requires aerial vehicle equation of motion to the global frame. Euler 
angle transformations can be used for this purpose. The aerial vehicle body frame 
accelerations of the directional navigation and angular rates are transferred to the 
navigation frame, and the position of the aerial vehicle is calculated in navigation 
frame. The general equation generated during this process is expressed as the 
kinematic equation of the aerial vehicle. The matrix expression obtained by the 
transfer of directional acceleration to navigation frame of aerial vehicles is 
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The transformation matrix of angular rates from body frame to navigating frame is 
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These two matrix equations are referred to as the kinematic model of the aerial 
vehicle. The vector [u,v,w] is the directional acceleration in the body frame and 
[p,q,r] is the angular rates of the body frame. 
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3 EKF-based Airborne SLAM 

An EKF-based filter was used for the A-SLAM in this section. First, the non-
linear model of prediction and observation is given and then the estimate and 
update of the steps of the EKF are described. 

3.1 The Non-Linear Prediction and Observation Model 

The aerial vehicle state vector and map vector come from the state vector used in 
non-linear system model. The aerial vehicle state vector is composed of the 
position (x, y, z), velocity (Vx, Vy, Vz) and the Euler angles (roll, pitch and yaw). 
The map vector is made up of the position of each landmark (xL, yL, zL). The 
length of this vector is 3*n (n: number of landmark). 











MAP

UAV

x

x
kx )(          (3) 

EKF is a filter structure in a non-linear system that estimates the next step from 
the previous state and the observation value. As in the Kalman filter, it has 
estimation and correction steps. The state space model expression that will be used 
in filters is 

))(),(),(()1( kvkukxfkx        (4) 

In the state space model, the state vector at step of k+1 depends on the state vector 
and input data of step k. 

The landmark position can be found as the range, bearing, and elevation as in the 
observation model. The transformation of that value from sensor frame to 
navigation frame is performed by the transformation matrix. The observation 
model depends on the position information of the aerial vehicle at step k. It is 
stated as 

))(),(()1( kkxhkz         (5) 

where v(k) and w(k) are zero mean white noise. Their covariance is 

 TkvkvQ )().(  and  TkkR )().(   

The noise covariance can be written as 

  0)( kvE  

  )()()( kQkvkvE T          (6) 

and 

  0)( kwE  
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  )()()( kRkwkwE T          (7) 

In equation (4) the state space model in explicit for can be written as 
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Here it will be seen that the state space model is composed of the position, 
directional velocity and Euler angle. The state space model is obtained from the 
kinematic equation of the aerial vehicle. 

3.2 EKF Estimation Step 

The A-SLAM needs the stochastic estimation, which is a guess of the UAV 
position parameter at step k from the previous state with Gaussian noise. The 
structure is constructed by the kinematic system model as compatible with the 
EKF structure. As in the EKF-based A-SLAM it is elementarily composed of 
estimation and update steps. For the model linearization process, the Jocobian 
matrices are used. In the EKF-based A-SLAM, the state estimation at step k, due 
to input variables and the state at step-k, can be written as 

))(),(()1(ˆ kukkxfkkx         (9) 

The observation estimation is 

))1(ˆ()1( kkxhkkz                     (10) 

The estimated covariance calculated by is 

T

uu

T

xx FQFFkkPFkkP  ..).(.)1(                (11) 

3.3 EKF Update State 

The estimation update step is performed next to the EKF estimation step. The 
updated state estimation expression is 

)1(.)1(ˆ)11(  kWkkxkkx                  (12) 

where W is the Kalman gain and )1( k  is innovation. The updated covariance 

is 

T
WkSWkkPkkP ).1(.)1()11(                  (13) 

The calculation of the innovation and its covariance (covariance error) is done by 

)1()1()1( kkzkzk                   (14) 



A. E.Oguz et al. On The Consistency Analyzing of A-SLAM for UAV’s Navigating in GNSS Environment 

 – 124 – 

RHkkPHkS
T

xx  )1()1(                 (15) 

Finally the Kalman gain is 

)1(.).1( 1   kSHkkPW T

x
                 (16) 

The Jacobian matrix )(kfuav  used for the model linearization in A-SLAM that is 

composed of partial differentials of position, velocity and the Euler angle of the 
UAV kinematic model is 
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The Jacobian matrix )(kfw  is composed of the differential equation of the non-

linear process gain model input variables is 
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In the observation model, the landmark object information from the sensor is 
range, bearing and elevation. The presentation of object information in the 
Cartesian coordinates is 
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The transformation of the landmark object sensor frame position to the navigation 
frame is 
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The symbol α refers to the angle between the body and the observation sensor 
camera. The transfer matrix is 
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The Jacobian matrix )(kh  used for model linearization in the A-SLAM that is 

composed of partial differentials of position, velocity and the Euler angle of 
observation model is 
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In explicit form it is 
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where 
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4 The Inconsistency Problem and Symptoms 

The EKF structure is developed to apply in non-linear systems. Jocabian matrices 
are used to linearize the non-linear systems. Using Jacobian matrices causes new 
errors in the Kalman filter estimations. 

Since the EKF is also applicable in non-linear systems, it is used in the SLAM 
structure. The simultaneous reduction in the error and filter covariance as in the 
Kalman filter is expected result of the EKF based A-SLAM structure. 

Y. Bar-Shalom et al. [18] stated that a state estimator is consistent in the event that 
it satisfies the following requirements: 

 Estimation error mean is zero, 

 Real covariance is less than or equal to the covariance calculated by the filter. 
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The EKF SLAM filter consistency is analyzed by T. Bailey et al. [9], and it is 
stated that EFK SLAM is inconsistent in case of the observation of the following 
symptoms: 

 Excessive information gain (estimated error covariance is less than the real 
covariance), 

 Jagged in vehicle movement curve. 

5 Numerical Result 

The state equation given in section 3 and the A-SLAM structure is used in the 
simulation. The UAV trajectory and landmark is specified due to a certain 
scenario. The EKF-based A-SLAM simulation results are transferred to the 
graphics and, using the results filter consistency, analysis is performed. 

5.1 EKF-based A-SLAM 

In the simulation, a UAV at a constant velocity and constant altitude is flying at 
30m/sec over an area of 1400 m x 1400 m in a closed loop. The landmark 
detection with camera and position determination is performed. The UAV is 
supposed to start flying at [0, 0, 0]. The total simulation time is bounded at 240 
seconds. An IMU is used as a sensor. The eighth landmark object is depicted in 
the map. The UAV trajectory and landmarks are depicted in Fig. 1. 

The UAV directional velocity in Fig. 2 is given versus time. The UAV 
localization error is shown in Fig. 3, the directional velocity error in Fig. 4, the 
Euler angle error in Fig. 5, and the X axis position error and filter covariance in 
Fig. 6. 

 
Figure 1 

UAV and Landmark Localization. In this plot, the blue dashed line is the UAV trajectory, the red 

dotted line is the A-SLAM, the blue ellipse is the landmark localization, and the red ellipse is the 

uncertainty ellipsoid 
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Figure 2 

UAV Directional Velocities versus Time. (a) X axis velocity, (b) Y axis velocity, (c) Z axis velocity. In 

this plot, the blue dashed line is the UAV real velocity, and the red dotted line is the velocity calculated 

by A-SLAM 

 

Figure 2 

UAV Localization Error. (a) UAV X axis error, (b) UAV Y axis error, (c) UAV Z axis error. In this 

plot, the blue dashed line is the UAV position error, and the red dotted line is the 2 sigma confidence 

interval 

 

Figure 3 

UAV Velocity Error. (a) UAV X axis velocity error, (b) UAV Y axis velocity error, (c) UAV Z axis 

velocity error. In this plot, the blue dashed line is the UAV velocity error, and the red dotted line is the 

2 sigma confidence interval 
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Figure 4 

UAV Euler Angle Error. (a) UAV roll angle error, (b) UAV pitch angle error, (c) UAV yaw angle 

error. In this plot, the blue dashed line is the UAV angle error, and the red dotted line is the 2 sigma 

confidence interval 

 

Figure 5 

Position Error on X Axis and Filter Coveriance. In this plot, the blue dashed line is the filter X axis 

covariance, and the red dotted line is the X axis error 

5.2 First Symptom: Information Gain 

It is necessary that the filter covariance should decrease over time in a consistent 
filter structure, and the error must be smaller than the estimated covariance. In a 
similar manner, the consistency of the EKF based A-SLAM structure can be 
analyzed. 

This analysis can be done in two different ways: first by checking the error and 
covariance relation by using simulation results, and second, by making use of the 
normalize estimation error square value. 
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5.2.1 Filter Covariance – Error Relation 

According to the values used in the simulation scenario, the second moments of 
the UAV’s [x,y,z] position variables with the Airborne SLAM inspection of the 
estimated values of covariance are: 

As the second moment: 

1751,0)var(;6432,0)var(;1628,0)var()(  zyxkP .              (25) 

The estimated Coveriance: 

0063,00258,00051,0)(  zyx PPPkkP                 (26) 

Since )()( kPkkP  the filter is inconsistent. 

5.2.2 The Normalized Estimation Error Square 

If the actual statistical values are unknown but the true state x(k) is known, the 
normalised Estimation Error Squared (NEES) can be used. 

Let N-dimensional random numbers vector x be in Gaussian distribution, the 
mean be x  and covariance be P, then q= ).()'.( 1 xxPxx    can be written in chi-

square distributed quadratic form with N dimension of freedom. The Chi-square 
distribution can be defined as the ratio of the squares of two Gaussian distributed 
variables. 

The chi-square conformity test is a decision as to whether the difference between 
the expected and obtained value is within a specified limit or not. The process test 
not only variable distribution but also the whole filter system. 

In the EKF-based A-SLAM structure, if the UAV’s real position )(kx  is known, 

then the difference between the UAV’s real position )(kx  and calculated position, 

the term )( kkx  can be computed. The NEES or filter performance characteristic 

is: 

))()(.()())'.()(()( 1 kkxkxkkPkkxkxk                  (27) 

The NEES distribution is expected to be a chi square, or if the computed 
distribution is not chi-square, then the filter is not consistent. 

The chi-square distribution depends on the degrees of freedom of system. The 
expected bounds of distribution with degrees of freedom are determined using a 
table. The UAV’s position is specified by nine degrees of a freedom-position 
vector composed of the velocity and angle values. The NEES, with nine degrees 
of freedom and its reliability boundary, is given in Fig.6. The computed NEES in 
a filter should be within the reliability boundary for consistency. Since it is not, 
the proposed filter of the EKF based A-SLAM is inconsistent. 
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Figure 6 

EKF Based A-SLAM, 50 Monte Carlo Simulation, NEES 95% confidence interval. In this plot, the 

blue line is the NEES, the black line is the NEES mean, and the red dashed lines are the 95% 

confidence interval 

5.3 Second Symptom: Jagged UAV Trajectory 

The other results of the filter inconsistency are jumps in the UAV’s trajectory. 
That originates from the UAV’s correction when it detects a landmark. This 
symptom appears by the size of the update, and the UAV’s position tends to be 
much larger than the actual error. When the landmark is observed, the UAV’s 
trajectory is jagged, as shown in Fig. 7. 

Both symptoms indicate inconsistency with the A-SLAM consistency 
investigation. Despite the accumulation of errors, which are the difference 
between the UAV’s real position and the filter estimation, the A-SLAM 
covariance decreases, as shown in study. The reason for filter inconsistency is the 
limited observability of the A-SLAM or other observability problems. 

 

Figure 7 

Jagged UAV Trajectory. In this plot, the blue dashed line is the UAV trajectory, the red line is the A-

SLAM, and the red ellipse is the landmark localization 
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Conclusion and Future Work 

In this paper, a mathematical model and the simulation results for the EKF-based 
A-SLAM structure of UAVs are presented in order to investigate the consistency 
of the EKF-based A-SLAM. It is observed that the error stems from the Jacobian 
matrices used for linearization. Therefore, the uncertainty emerged from Jacobian 
matrices and the effects of the landmark uncertainty that causes error 
accumulation. The filter estimation covariance should be greater or equal to the 
error, and the consistent filter is supposed to calculate covariance in accordance 
with error. Since it is stated that the filter is not able to respond to error 
accumulation, this implies filter inconsistency. 

The inconsistency in the EKF-based A-SLAM structure was emphasized and 
background information for the solution of the problem was provided. It was also 
observed that main reason for filter inconsistency is the information gain arising 
from unobservable subspace. The imperfect or incorrect information coming from 
the unobservable subspace filter does not respond to error accumulation. 

In future works, methods such as extending observability, designing an 
observability constrained filter, or constructing a full observable filter structure 
can be applied to making the filter consistent. Furthermore, Jacobian matrices that 
are used in the A-SLAM, can be calculated by methods, except for differential 
methods.  
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Abstract: Over the last decade a lot of common properties were found in complex networks 

in several fields such as sociology, biology and computer engineering. Recently, the 

multifractal network generator method has been developed, and it seems to be a promising 

way to generate networks with prescribed statistical properties. For educational purposes, 

however, it would be adequate to create an easy-to-use redevelopment framework. 

Therefore, a software package had been developed in Python language that can generate a 

network with a given degree distribution or a given average degree using the multifractal 

generator method. This package is a part of the cxnet framework, which itself is suitable for 

educational applications. The present paper discusses the reasons why this framework was 

developed in Python. Those parts of the program that need longer running times were 

identified and rewritten in C++. Running times of the generations were measured, 

changing several parameters, and the new version turned out to be an order of magnitude 

faster. 

Keywords: complex network; graph theory; multifractal; software 

1 Introduction 

Networks have a collection of entities, called nodes. These nodes can be 
connected or not, so the networks can be described as a graph in every moment. 
Complex networks are very large networks with a usually different structure from 
that of the random network. One of the aims of the science of complex networks is 
to study the general properties of real networks. 

There are a lot of networks in the fields of engineering and informatics (the World 
Wide Web, the Internet), biology and medicine (network of protein interactions, 
the food chain) and sociology (acquaintances). Over the last decade, many 
networks and network models have been studied [1, 8]. 

To study the general properties of networks, one usually needs a method to create 
networks with prescribed properties. To create such networks, one can use 
optimization, which means that we change some parameters to approach the 

mailto:horvath.arpad@arek.uni-obuda.hu
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properties we want to achieve. A promising optimizing method is the multifractal 
network generator [9]. This was improved to create less isolated nodes [10]; 
however at the size of real networks, the original method is reasonable. Using the 
multifractal network generator, a broad range of networks with arbitrary properties 
can be generated. The entropy of such generated networks is bigger than that of 
the other usually-used models, such as the Erdős-Rényi model, the small world 
model and Barabási-Albert model [4]. With this method, we can set more than one 
target property, for example a power-law function as the degree distribution and a 
clustering coefficient decreasing inversely proportional to the degrees of the 
nodes. These two properties can be found in many real-world networks and in the 
resulting networks of the hierarchical model [11]. Our goal is to develop an 
educational framework that is suitable for generating and analyzing networks, and 
then students would be able to develop standalone functions to extend the 
possibilities of the framework. The framework has been implemented in Python 
language, but some parts were written in C++ language as well. In this paper we 
describe the method and compare the running times of the two versions: the one 
written in pure Python and the other, where the calculation of the degree 
distribution is written in C++. 

2 The Multifractal Network Generation Method 

The method of generating networks with the usage of multifractals is described in 
detail in the article of Palla et al. [9]. 

In multifractal network generation, the generating measure is a central concept. 
The generating measure is a probability measure defined on the [   [  [   [ unit 
square. A network can be generated from the generating measure in two steps. The 
first step is to create a link probability measure with the iteration of the generating 
measure. In the second step the program creates links between the nodes using the 
link probability measure. During generation, however, the program does not need 
to generate any networks; it calculates the estimated properties of the network 
from the generating measure. 

2.1 Generating Measure and Link Probability Measure 

Both the   and   axes of the unit squares are divided into   not necessarily equal 
intervals to define a generating measure. In our version, the   and   axes have the 
same division points. With this division we created    rectangles on the unit 
square. Probabilities     are assigned to each of the rectangles in a symmetric 

fashion,               ∑                (1) 
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The probability assigned to the rectangle at the origin is denoted by the     and 
the one at the opposite corner is         . 

The K
th iteration of the generating measure means a unit square divided into 

rectangles with assigned probabilities, as in the generating measure, but with       rectangles. The first iteration (   ) by definition gives the generating 
measure itself. 

For the case of    , we obtain the division points from the division points of 
the (K-1)st iteration by dividing each of its intervals into   subintervals, where the 
length of subintervals are proportional to the length of intervals of the original 
generating measure. 

The pij(K) probabilities of the Kth iteration can be calculated as    ( )  ∏            (2) 

where                       (3) 

The notation (i mod d) means that the remainder of the integer division     and     denotes the floor (integer part) of  . Analogous equation to (3) gives jq as well. 

 
 (a) (b) 

Figure 1 

A generating measure (a) with the division points 0.2 and 0.5, and the link probability measure resulted 

by two iterations (b) 

2.2 Generating the Network 

The generation of networks proceeds in two steps. The first step is the iteration of 
the generating measure to get the link probability measure. The second one is the 
generation of the network from the link probability measure obtained after the 
iterations. The latter goes as follows. 

First the number of iterations ( ) and the number of nodes ( ) in the network 
need to choose. If one axis of the generating measure is divided into   intervals 
with the division points, there will be    intervals in one axis of the link 
probability measure. We assign to each node with index   (  [   ] integer) a    
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random value from a uniform distribution on the [0,1[ interval. We determine the    index of the interval where    is located (   [      ]). 
For all pairs of the nodes we determine whether to connect the nodes or not. If the     and     random number belonging to the two nodes falls into the intervals     
and    , respectively, we connect the two nodes with the probability         ( ), 

where the values of    ( ) are the probabilities after the K
th iteration of the 

generating measure defined in equation (3). 

2.3 Adjusting the Generating Measure 

The creation of the generating measure can be shown as an annealing process 
where the energy of the generating measure closes to the minimum as the 
temperature decreases. 

To create a generating measure that gives a network with a given target property, 
we need to define an energy function (a non-negative function) that measures the 
goodness of the generating measure. The smaller energy, the closer the network 
created from the generating measure to the one with the target property. 

After giving the   numbers of intervals on one axis and the   number of iteration, 
our program starts with equal probabilities and equal interval lengths on the axes. 
In each step it either relocates a division point or changes the probabilities. Then it 
calculates the energy belonging to the generating measure. If this    energy is 
smaller than that belonging to the network of the existing generating measure E, 
than it changes the generating measure to the new one and stores the energy. If       , then the new generating measure will be accepted with the probability  ( )      (      ), (4) 

and rejected with    ( ) probability. The arbitrary parameter   plays the role 
of temperature (in units of the energy). 

Decreasing the temperature slowly, the generating process has the possibility to 
escape from local minima. The smaller the temperature, the more changes will be 
rejected, and the network converges to that with the target property. 

2.4 Calculating the Degree Distribution 

One of the targets of the generation can be the degree distribution. The degree 
distribution p(k) is a function of degree k giving the probability of a node having 
the degree k. The expected values of a generating measure can be calculated as  ( )  ∑   ( )       , (5) 

where   ( )                 (6) 
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       ∑        (7)      is the expected degree of a node in the ith interval, and            is 
the length of the ith interval. 

We can define the energy of a link probability measure as 






 


max

min
))(),(max(

)()(k

kk kpkp

kpkp
E  (8) 

where   ( )
 
is the degree distribution of the actual link probability measure, and  ( ) is the target degree distribution. 

3 Results 

3.1 The mfng Program 

There is an existing implementation of the multifractal network generator written 
in C++ without the option of setting target properties [9]. Its source code is 
unfortunately not available. Our earlier works are about the cxnet framework (a 
Python package) we developed to investigate complex networks and bring them 
into higher education [6-7]. The mfng generator does not need the cxnet 
framework, but the analysis of the result needs it. During generation, the program 
does not create networks. It calculates the expected values of the degree 
distribution from equation (4) (see below). The analyser module of the mfng 
software package provides three main features: 

1) It can generate networks from the generating measure constructed by the 
mfng generator. 

2) It can calculate the degree distributions of these networks. 

3) It can plot the degree distributions of these networks as well as the degree 
distribution calculated from equation (4). It can use several binning 
methods to create clearer plots. Figure 3 (a) is an example plot created 
using the analyser module. 

Earlier the mfng generator and analyser was a sub-module of the cxnet package. 
To make the installation of the mfng easier it has become a standalone package. 
The documentation of cxnet with the installation of the mfng package and a 
tutorial can be reached from the page [12]. The mfng program can be reached from 
its repository [13] using the git version control system, or can be downloaded as 
zip or gzipped tar archive from there. 
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The mfng module includes the ProbMeasure class, the Generator class and some 
property classes. An instance of the ProbMeasure class contains the probabilities 
and the division points. It includes a function to iterate the measure, returning with 
a new ProbMeasure instance. This function makes it possible to create the link 
probability measure from the generating measure using the numpy module. The 
mfng program generates the generating measure for the networks with the given 
properties. There are two steps with the same temperature  . In one step, the 
generator changes the probabilities; in the second step it changes the division 
points. The Generator class stores the main parameters of the generation and the 
property we want to achieve. The main parameters of the generation are the initial 
and final temperature, the number of steps, the number of intervals in the 
generating measure and the   number of iteration. 

3.2 Changing the Division Points and the Probabilities 

In two alternating steps, the program first changes the probabilities and then 
changes one of the division points. Changing the probabilities is performed in 
three steps. First, the program chooses one of the elements of the probability 
matrix randomly. In the second step, it multiplies the probability with a random 
value from a uniform distribution on the [0.9, 1.1[ interval, so the probability will 
not change more than 10%. For the element not in the main diagonal, the 
symmetric element needs to be multiplied as well. In the third step, the probability 
matrix is normalized. 

To change the division points, the program adds zero and one to the list of the 
division points, so the division points will be d0, d1, d2, …, dm-1 , dm, where d0=0 

and dm=1. 

Then the program chooses randomly one of the inner division points with the 
index i [1,m-1] and chooses a   random value from the uniform distribution on 
the [0,1[ interval. The program relocates the chosen division point to      ( ), 
where 

  ( )  {  
   (    ) (    )            (    ) (   )              (9) 

Here,            , and             and     is an arbitrary exponent. 

If the   ( ) function gives 0, the division point stays in the original place. With 
the increasing   exponent parameter, the   ( ) function is more likely to be close 
to zero, so the new division point is more likely to stay in the proximity of the 
original division point (Figure 2). 
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Figure 2 

An example for the   ( ) function used for relocating a division point. This example uses one inner 

division point (   ) with the actual value 0.3, so the parameters are     and      . The function 

was plotted with these parameters and with the exponents          . The value of the function will 

be in the interval [      [  [        [. 
3.3 Generating a Network with Given Degree Distribution 

Our program calculates the degree distribution as in equation (5), and in our 
measurements, it used the energy function in the equation (8). 

The two property classes, DegreeDistribution and DegreeDistributionC, can 
calculate the degree distribution of a generating measure and can return with the 
energy of that distribution. In the first one, the calculation of the degree 
distribution has been written in Python using the numpy package. The second one 
uses C++ functions for that calculation. Each version uses the same Python 
function to calculate the energy from the degree distribution. 
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 (a) (b) 

Figure 3 

Results of a generation. The target was a power-law function degree distribution with the exponent   . 

In subfigure (a) the target degree distribution was drawn with a blue dotted line, the initial degree 

distribution calculated from the generating measure with a red dotted line, and the degree distribution 

calculated from the last accepted generating measure with a green dashed line. The degree distributions 

of networks generated from the initial and from the last accepted one are drawn with dots. In the 

subfigure (b) the energy as the function of the step number can be seen. 

3.4 The Advantages of Python Programming Language 

There are several reasons to use the Python language for the main program. 
Python itself is a dynamically-typed, object-oriented language with some useful 
complex data types (list, dictionary, set). These data types and the dynamically-
typed property make possible a very flexible argument handling of functions with 
default argument values and keyword arguments. We frequently use two Python 
shells (ipython and IDLE) to run Python commands interactively. IDLE is part of 
most installations, but ipython has several useful extra abilities, like the interactive 
plotting of the functions with the pylab package. 

The Python language has a huge standard library that can be reached in the 
standard installations on many operating systems, including Windows, Linux and 
MacOSX. We used the shelf package to store the generated results as well as the 
energies, the divisions and the probabilities of each step in a binary form. 

Another advantage is the many useful free and high quality packages not included 
in the standard library. One of them is the numpy package that has its own data 
structures like array and matrix. An array is a sequence of elements of the same 
type. Numpy has mathematical functions like logarithm that can calculate the 
logarithm of each element of the array or matrix in one step. This calculation is 
quite fast, because the functions of numpy are written in the C programming 
language. The calculations can be slow if the calculations have too many steps at 
the Python level. For example, if we have more additions, subtractions, 
multiplications, divisions and functions calls, the Python must check whether the 
factors, the terms or arguments are arrays or not. These steps slow down the 
calculations. 
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The other useful package is the pylab package, which provides mathematical and 
plotting functions very similar to that of in MATLAB. This package is based on 
the numpy and matplotlib packages. The pylab, numpy and matplotlib packages 
are not part of the standard library. 

To analyse the properties of the network belonging to the generating measure, the 
program uses the igraph complex network analyser package. 

A big part of the code is covered with unit tests, which allows us to check easily 
the functioning our program in several environments (Python versions and 
operating systems), as the unittest package is also part of the standard library. 

To identify the most CPU intensive parts of the program the cProfile module of 
the standard library can be used. 

3.5 Numpy Version of the Program 

The first version of the program used the numpy package of the Python 
programming language. With this package we can use arrays (row vectors), which 
can be manipulated more efficiently than Python lists. We used the cProfiler 
module to determine the parts of the program that needs too much time. We found 
that the iteration and the calculation of the estimated degree distribution belonging 
to the link probability measure were two such parts. 

We ran the generation with 2000 steps and 2000 nodes. The time of the generation 
was 5392 seconds. The calculation of the degree distribution from the link 
probability needed 3625 seconds (67%), and the calculation of the link probability 
measure took 1748 seconds (32%). The calculation of the energy from the actual 
degree distribution and the other parts of the program took less than 1% of the 
running time. 

3.6 The C++ Version of the Program 

According to the running time measurements, the iteration of the generating 
measure and the calculation of the degree distribution were rewritten. The C++ 
program gets the generating measure from Python and writes the degree 
distribution to the standard output, where the Python collects information. In the 
future we plan to implement a more appropriate coupling between the C++ and 
the Python part of the program. We will wrap the C++ code with SWIG or 
CPython [2] to call the C++ functions easier. 

3.7 The Comparison of the Running Times 

We carried out a sequence of generations to compare the running time of the pure 
Python version using the numpy module and the version using C++ code. The 
program ran on a Debian Linux server installed as a VMware virtual machine. 
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The target degree distribution of the generations was a power-law degree 
distribution with the exponent   . There were three parameters that changed: the 
number of steps, the number of iterations and the number of nodes in the network. 
More details about the network generator program can be found in the Appendix. 
The resultant running times are in Table 1 and are plotted on Figures 4 and 5. 

Table 1 

The running times of the two versions and ratio of the numpy version and the C++ version. The full 

running times are in minutes, but the running times of one step are in milliseconds. 

 

 

Figure 4 

Running time of the C++ version of the generator as a function of number of nodes with a scale-free 

degree distribution as the target property. The number of iteration (K), number of nodes and number of 

steps have been varied. 

This method of network generation makes it impossible for the network to have 
multiple edges between a node pair or to have self-loops (edges with the same 
nodes at its two endpoints), so the maximal degree cannot be bigger than the 
number of nodes in the network. During generation, the maximal degree in 
equation (8) was set to smaller by one than the number of the nodes, so with an 
increase in the number of nodes in the generation, the number of the terms in the 

# nodes type full one step full one step full one step full one step full one step full one step

numpy 23,37 701,01 89,88 2696,40 503,47 15104,10 58,35 700,18 224,40 2692,80 1259,86 15118,32

C++ 1,68 50,52 4,44 133,20 13,59 407,64 4,28 51,42 11,10 133,20 33,52 402,19

ratio 13,9  20,2  37,1  13,6 20,2 37,6

numpy 53,62 1608,51 175,50 5265,00 759,10 22773,00 133,81 1605,73 439,85 5278,20 1905,34 22864,08

C++ 3,79 113,80 9,75 292,50 27,78 833,49 9,70 116,44 24,20 290,40 69,59 835,08

ratio 14,1 18,0 27,3  13,8 18,2 27,4

numpy 102,72 3081,60 319,47 9584,10 257,36 3088,28 801,56 9618,72

C++ 7,12 213,56 17,60 528,00 16,96 203,54 43,83 525,96

ratio 14,4 18,2 15,2 18,3

K=5 K=6

2000

5000

10000

2000 steps 5000 steps

K=4 K=5 K=6 K=4
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sum and the running time increases, too. With an increase in the number of 
iterations, the running time increases fast, because the number of probabilities in 
the link probability measure increases exponentially with the number of iteration. 
For larger values of the number of iterations, the running times of the mfng 
version became too large (bigger times than one day can be found in Table 1), but 
with the C++ version this time is acceptable. The running time of mfng version 
compared to that of the C++ version is 13–38 times longer in these generations, 
and this ratio increases with the increasing number of iterations. 

 

Figure 5 

The ratio of the running times of the numpy version and the C++ version. 

Conclusions 

With the multifractal network generator (MFNG) method one can generate a wide 
range of networks with prescribed statistical properties. The method uses a 
mapping between the generator measures (a measure defined on the unit square) 
and the networks. It simulates an annealing process to get the optimal parameters 
of the generator measure. If one knows the generator measure, the degree 
distribution and some other statistical properties of the network can be calculated. 

In our mfng program there are two realizations of the MFNG method. Our first 
realization of the MFNG method was written in Python using the numpy package. 
After rewriting some functions of the mfng program in C++ language, the running 
time of the program was reduced significantly, which allows for using a higher 
iteration number and more steps, so one can create generating measures that 
generate networks with properties closer to the target property. 
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Our program is part of the cxnet program framework intended to be used in 
education. As the C++ functions can be reached from Python, the easy-to-use 
Python framework would not necessarily be dropped. It makes it easier to use the 
framework in the education, especially if the students are familiar with the cxnet 
framework. 
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Appendix 

In the running time comparison the program started the generation with a Python 
program as follows: 

import mfng 
for steps in [10000, 20000]: 
    T0 = 0.2 
    generator = mfng.Generator(T0=T0, steps=steps, Tlimit=T0/10000, 
            m=3, K=4, 
            n=2000, 
            divexponent=7, 
            project="power_law", 
            ) 
    generator.append_property( 
            mfng.DistributionFunction( 
                "k**-2", 
                maxdeg=n-1, mindeg=1 
                ) 
            ) 
    generator.go() 

The meaning of the program is as follows. First the program imports the functions 
and classes of the mfng module. It carries out two generations creating a generator 
in both generations. The temperature will decrease from 0.2 to 2×10-5 in 10000 
and 20000 steps respectively. The generating measure in the generations would 
have 3×3 probabilities and it would be created for a network with n=2000 nodes. 
The changing of the division points will use the exponent 7 in equation (9). The 
result will be saved in the project_power_law directory. There is one target 
property with a distribution function proportional to the k-2 power-law function. 
The degree distributions in the generation will be compared to the target 
distribution from the degree 1 to 1999. 

This version uses the numpy version to generate the generator function. If we 
slightly modify this program—we would add DistributionFunctionC (with C in 
the end) property to the generator instead of DistributionFunction—the generator 
runs the C++ version. 
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Abstract: In this paper we discuss several useful features of linear logic especially from the 

viewpoint of computing science. We start with a short overview of linear logic with an 

emphasis on the special properties of linear implication and exponential operators. We 

present our idea of the possible fragmentation of linear logic and the usefulness of 

particular fragments in various areas of computing science. Finally, we consider possible 

extensions of linear logic and we illustrate how an extension with epistemic operators can 

serve for obtaining knowledge and belief about an intrusion attempt. 
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1 Introduction 

Linear logic was introduced by J. Y. Girard in 1987 [6] as a non-classical logic of 
actions and resources enabling one to describe dynamics of processes and resource 
handling. This logic can be considered as a suitable interface between logic and 
computing science because it can manipulate with the events of real world in 
natural way. Linear logic is a new logic, but the whole classical logic can be 
translated into linear formulae [3]. 

From the computing science’s point of view, for intuitionistic fragment of linear 
logic the Curry-Howard correspondence [21] is valid, i.e. the formulae of linear 
logic correspond with the types of data structures. Similarly, the proof trees of the 
sequent calculus of linear logic correspond with programs [7]. If we consider 
formulae as resources, within the realization of a proof they are distributed in time 
and space [5] in some model of the real world, e.g. a computer machine in a 
precise and controlled manner. During our research, we have recognized several 
interesting properties and possibilities of linear logic: 

 We have used an intuitionistic fragment of linear logic to formally 
describe program execution [17], [20], [22], [24]; 

 We have used linear logic to define linear type theory [15]; 
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 In the sense of Curry-Howard correspondence, functional programming 
can be regarded as logical reasoning in linear logic. Linear proofs enable 
us to anticipate computability and correctness of  computing [18], [19]; 

 Formulae are equivalent with some paterns of Petri nets [8], [9], [15]; 

 Extending linear logic with modal operators of necessity and possibility 
we have used modal linear logic for reasoning about the observable 
behavior of programs [13]; 

 Extending linear logic with epistemic operators of knowledge and belief 
we obtained epistemic linear logic useful for achieving experiences about 
incomming network intrusions based on a natural manner of causalities 
[13], [14]. 

The aim of this paper is to discuss several interesting features of linear logic and 
the possible applications of linear logic in several areas of computing science. We 
consider propositional linear logic. The second section contains a short 
introduction to linear logic with special emphasis on its modal operators and on 
the static and dynamic nature of linear implication. In the third section, we present 
our view of linear logic fragmentation that can serve for different purposes in 
various areas of computing science. In the fourth section, we show how classical 
logic can be expressed by linear logic. The fifth section shows the correspondence 
between linear logic and linear type theory. In the sixth section, we show how an 
extension of linear logic with epistemic modalities of knowledge and belief can 
provide useful information about the behaviour of programs. 

2 Linear Logic Overview 

In this section we introduce the basic notions of linear logic. Let  Props={p1, p2…} 
be a countable set of atomic propositions denoted by the letters p1,p2…. Any 
proposition can be considered in two ways: as an action or as a resource. A linear 
formula  can be of the form defined by the following BNF rule: 

212121 |&|||||?||!||1|0|::   Τnp  (1) 

              
21

|
21

|    

Linear logic has two conjunction operators and two disjunction operators. We 
describe an informal meaning of linear connectives: 

 Linear implication 1  2 is causal; - it expresses that an action 
described by 1 is a cause of the (re)action described by 2. If we 
consider resources, a resource 1 is consumed after linear implication, i.e.  
it becomes a linear negation 1

; 
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 Multiplicative conjunction  (“times”)  1  2 has the neutral element 1. 
It expresses that both actions 1 and 2 will be performed simultaneously 
or that we have both resources 1 and 2 at once. 

 Additive conjunction (“with”) 1 & 2 has the neutral element T. It 
expresses that only one of the actions described by 1 and 2 will be 
performed. But we can deduce or anticipate from an environment which 
of them will be performed. This formula can be considered as an analogy 
with the statements if-then-else and case in programming languages. 
Somethimes it is called external nondeterminism (dependent choice); 

 Additive disjunction (“plus”) 1  2 has the neutral element 0. It 
expresses that only one of the actions described by 1 and 2 will be 
performed (or only one of these resources is available), but we cannot 
anticipate which one. It can be considered internal nondeterminism (free 
choice); 

 Multiplicative disjunction (“par”) 1  2 has the neutral element  and 
its meaning can be expressed as follows: if an action 1 is not performed, 
then an action 2 is done or vice versa; if an action 2 is not performed, 
then an action 1 is done. Multiplicative disjunction can be regarded as 
an allegory of the well-known construct xor in programming; 

 Linear negation   denotes a reaction of an action  or a consumption of 
a resource . Linear negation is involutive, i.e. 

 
 (2) 

2.2 Linear Exponentials 

Another special property of linear logic represents two unary operators called 
exponentials. These operators can be considered from two points of view: 
concerning resources or concerning modalities. If we consider resources, then 

 the operator “!” expresses  potential resource inexhaustibility and 

 the operator “?” expresses the actuality of potential resource 
inexhaustibility.  . 

Exponentials are dual, i.e. 

      ?!  (3) 

Duality between exponentials can be considered as the difference between actual 
and potentional infinity [26]. The formula (!) expresses an unexhausted store of a 
resource  and the formula ?(

) expresses potentional replenishment of 
exhausted resources. For instance, if we consider a resource  to be a part of 
computer memory, we can indicate the potentional need to extend it. The resource 
character of exponentials are in the Table 1. 
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Table 1 

Linear exponentials dealing with resources 

Operator Resource view Modal view 

! unexhaustibility of course 

? 
potential unexhaustibility (depending on 

actual replenishment) 
why not 

In terms of modality: 

 the operator “!”  (“of course”) expresses obviousity and 

 the operator “?” (“why not”) expresses polemic. 

Linear exponentials can be considered as linear alternatives of traditional 
modalities of necessity (“”) and possibility (“”), respectively, as is shown in the 
Table 2. 

Table 2 

Modal nomenclature in linear logic manner 

 1 2 

Modal 
logic 

  

Possibility Necessity 

Linear 
logic 

? ! 

Polemic Obviousity 

Linear exponentials are necessary also for translating classical propositional logic 
into linear logic. We consider this translation in the Section 4. The exponential “of 

course” can also serve for expressing the repeating of some actions [14]. 

2.3 Static and Dynamic Nature of Implication 

Classical logic has an obvious implication 1  2 with a static character. 
Ituitionistic propositional logic knows also weaker implication called partial 
implication 1 p  corresponding with linear partial functions under the Curry-
Howard correspondence [4]. Both these implications can be translated to linear 
formulae !1  2 and 1  ?2, respectively, thanks to exponentials, as we 
show in Table 3. Traditional linear implication 1  2 has a dynamic character; 
its premise 1 is consumed after performing the linear implication. If we consider 
formulae as actions, we can say that an action 2 follows an action 1.  From Table 
3 we can see that linear logic has more forms of implication, and so linear logic 
has greater expressive power.  In addition, if we combine translated forms we can 
get a generalized form of linear implication !1  ?2 that can be particularly 
useful for programming languages with recursion [4]. 
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Table 3 

Forms of linear implications 

Classical view Linear view Kinds of linearity 

 1  2 Linear implication 

   !1  2 Unrestricted linear implication 

 p  1  ?2 Partial linear implication 

 !1  ?2 Generalized linear implication 

In linear logic we can choose whether we would like to work in static mode or in 
dynamic mode. If we translate classical implication 1   into !1  2, we 
work in static mode. We also note that classical implication 1  2 is equivalent 
with disjunction: 

2121    (4) 

Translating the left and right parts of the previous formula into linear logic, we get 
the following equivalence: 

2121   
  (5) 

but this is not valid by [6] because there exist two proof trees for the linear 
formula on the right side. 

If we would like to consider dynamically, linear implication 1  2 can be 
understood that an action 2 follows an action 1 , i.e. an action 2 starts after an 
action 1 . In contrast to the previous case, the following equivalence of linear 
formulae is valid: 

2121   
  (6) 

3 Linear Logic Fragmentation 

Linear logic can be used as a whole, but in some cases it is appropriate to consider 
only a fragment of linear logic. In this section, we present an overview of how 
linear logic can be fragmented into several blocks according to the a nature of the 
particular fragments [12]. We illustrate our ideas of possible fragmentations in 
Figure 1. 

First, we consider the vertical ellipses. The left one contains the multiplicative 
fragment of linear logic, and the right one contains the additive fragment of linear 
logic together with the corresponding constants. Linear implication and linear 
negation are neutral, they play important role in both fragments. 
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Figure 1 

Linear logic fragmentation 

From the semantic point of view we can consider the left ellipse as the intensional 
frangment and the right one as the extensional frangment. This arises from the 
semantical notions of extension and intension [2]. Whereas the extension of a 
given concept is its subject or the family of subjects included within it, the 
intension is the content of it. The extension of a given action is a truth value in the 
Tarski tradition; – the intension is an idea (sense) expressing it, – in the Heyting 
tradition. Extension we understand as a denotation and intension we identify as a 
sense. Traditionally, atomic propositions in (the Tarski tradition) are assertions 
that have exactly true or false truth values. In the extensional fragment of linear 
logic we assign to linear formulae the truth values (1 or ). But in the intensional 
fragment we consider their sense or nonsense (T or 0). For instance, if we have 
atomic proposition Snowing, it can be valid (1) and it has also sense (T). But the 
atomic proposition Spowing has no sense () and neither can it be valid (0). This 
also demonstrates the greather expressive power of linear logic, which is able to 
diferentiate between denotation and sense already at the syntactic level. 
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Vertical fragments play their role also in linear type theory. The left fragment 
contains the tensor product and sum while the right fragment contains the direct 
product and sum. 

Now we consider the diagonal ellipses, which reflect another kind of 
fragmentation based on the idea of polarity. All logical connectives and neutral 
elements can be split into the following groups with: 

1 Positive polarities: 0, 1, , ,!; 

2 Negative polarities: , T, &, ,?; 

3 Dependent polarity: ; 

4 Turn over polarity: (.); 

These fragments can be considered from algebraic/logical point of view: the 
connectives with positive polarities correspond with the algebraic style and the 
connectives with negative polarities correspond with the logical style. 

Linear negation causes the polarity to be turned over. This means that if an action 
is positive, its negation becomes negative, and vice versa. Linear implication is 
neutral again with respect to polarity; it causes the polarity of implication premise 
to be changed. An action (formula) of linear logic is positive if its outermost 
logical connective is positive; it is negative if its outermost logical connective is 
negative. 

Finally, we consider the horizontal fragments of linear logic. If we work with the 
translation of propositional logic into linear logic, the upper fragment contains two 
linear conjunctions corresponding with classical conjunction and the lower 
fragment contains two linear disjunctions corresponding with classical disjunction. 
From the point of view of linear type theory we can regarded the upper fragment 
as the product type’s constructors and the lower fragment as the sum type’s 
constructors. 

4 From Classical Logic to Linear Logic 

As we mentioned above, linear logic can be considered as a generalization of 
classical logic. Every formula of classical logic can be unambiguously translated 
into linear formula. The static character of classical implication in linear logic 
ensures the exponential “!”: 

2121 !    (7) 

Table 4 consists of the corresponding connectives for translating propositional 
logic into linear logic. 
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Table 4 

Aristotelian logic to linear logic translation overview 

CL to LL     True False 

 &   (.) T 0 

Aristotelian logic based on the Tarski semantical tradition can be translated into 
the fragment of linear logic in the sense of Table 4. In this fragment the linear 
additive conjunction (&) is a generalized classical conjunction (), the linear 
additive disjunction () is a generalization of classical the disjunction (), the 
linear implication () is a generalized classical implication () and classical 
negation () is expressed by linear negation ((.)). Aristotelian truth values, 
True/False, correspond to neutral elements, T/ 0 of additive conjunction and 
disjunction, respectively. 

Table 5 

Intuitionistic logic to linear logic translation overview 

CL to LL 
    

&   !_  0 

When we come out from the Heyting semantical tradition, such generalization 
leads to intuitionistic linear logic (Table 5). For example, intuitionistic formulae 
can be translated into linear formulae using the following equivalences: 

2121

2121

2121

!

&









 (8) 

5 From Linear Logic to Linear Type Theory 

Due to the Curry-Howard correspondence between intuitionistic linear logic and 
type theory [1], any formula  of linear logic can be interpreted as a linear type 
denoted e.g. by A. Using linear connectives we can formulate a linear type theory 
in the sense of Table 6. According to the selected fragment of linear logic we can 
work with tensor fragment  and/or direct fragment. 

Table 6 

Type theory nomenclature in Linear logic manner 

Linear type theory  Linear logic 

Tfrag 
Tensor product  Multiplicative conjunction 

Mfrag 
Tensor sum  Multiplicative disjunction 
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Linear type theory  Linear logic 

Dfrag 
Direct product & Additive conjunction 

Afrag 
Direct sum  Additive disjunction 

Every programming language has a collection of predefined types. These types 
can be considered as basic types forming a set Btypes={X, Y,...}. Let I be a unit 
type. We can construct linear Church’s types over basic types and unit type using 
type operators corresponding with linear logic connectives. Then the syntax of the 
linear types can be defined as: 

2121212121 |&|||||:: AAAAAAAAAAXIA     (9) 

In this grammar, I denotes a linear unit type and X denotes a linear basic type. The 
following constructions are linear Church’s types: 

 A1  A2 is product linear type; 

 A1  A2 is coproduct (sum) linear type, and 

 A1  A2 is function linear type as a set of functions from type A1 to a 
type A2. 

Binary product/coproduct linear types can be generalized to 

 Finite product linear types of the form A1  A2  …  An together with 
the projections i: A1 & A2 & … & An  Ai, i=1,…,n; 

 Coproduct linear types of the form A1  A2  …  An together with the 
coprojections (injections) i: Ai  A1  A2  …  An, i=1,…,n. 

Correspondence between traditional type theory and linear type theory is shown in 
Table 7. In linear type theory, any variable can appear in a term only once [1]. 
Product types () together with projections (&) are illustrated in the upper 
horizontal ellipse in Figure 1. Coproduct types () together with coprojections 
() are illustrated in the lower horizontal ellipse in Figure 1. 

Table 7 

Traditional and linear Type theory 

Type 

manipulation 

Type theory 

Traditional  Linear  Comment 

Product  
 constructor 

& selector 

Coproduct + 
 deconstructor 

 integrator 

Function type   constructor 
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6 Behavior, Knowledge and Belief 

The expressive power of linear logic can be increased by various extensions, for 
instance with modal operators. If we consider the vertical fragments in Figure 1, 
we can construct various modal extensions of linear logic that enable additional 
useful applications in computing science. 

Firstly, consider the intensional fragment of linear logic (left vertical ellipse). If 
we extend this fragment with modal operators for necessity and possibility (, ), 
we achieve a new logical system constructed over coalgebra [10], [11] as a 
resource oriented modal coalgebraic linear logic suitable for describing the 
observable behavior of running programs [12]. 

Now we consider the extensional fragment of linear logic (right vertical ellipse).  
We extend this fragment by epistemic objective knowledge operator K and by 
epistemic rational belief operator B. Assuming an agent c a formula Kc expresses 
that an agent c has a knowledge   and a formula Bc expresses that an agent c  
has belief about  . This fusion between epistemic and linear logic we have used 
to construct a Kripke model for acquiring knowledge and empirical belief about 
incoming network intrusions [12], [13] based on [25]. We shortly describe the 
main ideas of our approach. We use the following extensional fragment of linear 
logic extended with epistemic operators: 

 ccn BKp |||!|||&|:: 212121
      (10) 

Assume a signature based Intrusion Detection System and three possible types of 
intrusions: A, B and C. Every type of intrusion attempt has several symptoms that 
can be described as elementary propositions. 

Let 007 be an rational agent, e.g. some program. Let the symptoms of an intrusion 
attempt of a type A be denoted by elementary propositions a1, a2, a3 and a4. The 
symptoms of an intrusion of a type B are b1, b2 and b3 and the ones of a type C are 
c1, c2 and c3. An intrusion attempt of a particular type occurs only if all its 
symptoms have occurred. Using additive conjunction we can describe the 
knowledge about all mentioned types of intrusion attempts by the following 
formulae: 

300720071007007

300720071007007

4007300720071007007

&&

&&

&&&

cKcKcKK

bKbKbKK

aKaKaKaKK









 (11) 

Let K007τ be a formula describing the knowledge about a sender, e.g. its IP 
address. A formula 
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 007

300

007007 &&& KKK













  

  (12) 

describes that we have the knowledge that an intrusion attempt of type A occurred 
three hundred times from the same sender. The following epistemic linear formula 

   007007007007

300

007007007 &&&&& KKKKKKK 
  

 












  (13) 

expresses the situation when after three hundred attempts of type A the attempts of 
types B and C follow immediately. The same situation exists in real IDS, e.g. 
vertical portscan [23]. If this situation repeats, we can state that our agent 007 has 
achieved a rational belief about the intrusion attempt expressed by the formula 

   007007! BK   (14) 

and we can realise some protective actions. Exponential ! enable us to describe the 
repetition of attempts, i.e. a real behavior of intrusions by the principle “Repetitio 

est mater studiorum”. 

In [16] we explained our approach in detail together with a construction of a 
Kripke model and a definition of the  semantics of our epistemic linear logic. 

Conclusions 

In our paper we presented a few inventions regarding possible areas of applying 
linear logic in various disciplines of computing science. We considered several 
criteria for the fragmentation of linear logic and we discussed the known 
applications of these fragments in type theory and behavioral theory. We also 
discussed the special properties of linear connectives and exponentials. The static 
and dynamic properties of linear logic we illustrated in various forms of linear 
implication. Classical and intuitionistic logic can be translated into linear logic 
using exponentials. The dynamic character of linear logic enables it to definine 
linear type theory. Linear logic can be extended by new operators, e.g. modal 
operators, epistemic operators, etc. These extensions allow for increasing of the 
expressive power of linear logic and for opening new application domains. The 
modal intensional fragment of linear logic can be useful for describing the 
observable behavior of programs, and the epistemic extensional fragment enables 
us to obtain knowledge and beliefs about intrusion attempts. 

The dynamic/static resource oriented character of linear logic destines it for wide 
usage in computing science. In this paper, we presented only a few possible 
applications of it based mainly on our research results. We believe that the 
presented inventions can lead to the discovery of further applications in computing 
science. 
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Abstract: The route planning of trucks also includes the planning of the parking. Research 

has already shown that parking demands often exceed capacities. This problem can be 

managed by appropriate information provision. It is also discussed by European strategic 

documents, the ITS Directive and the ITS Action Plan, as a priority assignment. Advanced 

intelligent parking management systems for trucks, planned and partially installed ones, 

provide real-time information and central (system optimum based) navigation with 

automatic parking place booking. In this way, the capacity utilization of parking facilities 

can be maximized. Nowadays such complex systems are still not available, only some part-

functions, but modern information and communication technology offers new opportunities 

in transportation applications. The article classifies the parking information systems into 

five plus one (5+1) service levels according to their functions. On the highest service level, 

the information system offers individual route plans for every user while it takes drivers' 

working hours, actual traffic conditions and personal preferences into consideration. In the 

future, mobility and parking demands can be influenced by real-time and interactive 

information management. 

Keywords: intelligent truck parking; integrated information system; parking management; 

navigation; intelligent transport systems and services 

1 Introduction 

The route planning of trucks includes also planning for parking. As a result, 
detailed route plans of vehicles are determined according to their departure place 
and time, as well as to the destination and the scheduled time of arrival. Route 
plans contain scheduled stops, too. Intermediate halts are specified by European 
rules and regulations [8]. Truck drivers spend this mandatory time at parking 
facilities located along the motorways. 

http://english.www.bme.hu/organisation/ksk/
mailto:sandorzs@kku.bme.hu


Zs. P. Sándor et al. Development Stages of Intelligent Parking Information Systems for Trucks 

 – 162 – 

Parking demand usually exceeds capacity. The aim of the intelligent parking 
information system (which is a part of ITS services, i.e., intelligent transport 
systems) is to maximize the capacity utilization of the limited available parking 
spaces by coordination of parking demands and capacities. The services of 
complex information systems go beyond parking management, and they realize 
network management functions, too. 

2 Intelligent Parking Management for Trucks 

Intelligent parking management systems are new not only in Hungary but also in 
Europe, and they have high priority [1], [3]. Management services combine: 

1. Information provision about parking facilities and free capacity, 
2. Complex route guidance and 
3. Preliminary parking place booking. 

Services are available pre-trip and on-trip through different communication 
channels. Systems can provide individual (personalized) and collective 
information. 

In this way, it is possible to avoid utilization over 100% caused by irregular 
parking when a few kms away facilities are unexploited in space and time. This 
phenomena may have several causes [6], [7], [10], [11]: 

 Truck drivers do not have any information about actual occupancy, 
services and locations of the next few facilities; 

 Some of the parking places do not meet the basic requirements (safety, 
security, sanitary facilities and restaurants, etc.); 

 Experience shows that in the case of no free parking places, drivers would 
rather park in a dangerous, not designated area of an already full truck park 
than pass on and break the rules of the obligatory rest time. 

Preliminary parking space booking supports the work of truck drivers and 
dispatchers of haulier companies. 

Effects of the service [2], [4], [5]: 

- Safety: parking in dangerous and not designated areas (due to congestion) 
can be avoided. Drivers can have rest in time, taking rules and regulations 
into consideration. Secure parking places protect the cargo against 
vandalism and theft. 

- Network efficiency: Capacity utilization can be maximized and 
unnecessary traffic searching for parking places can be decreased. With the 
use of real-time traffic data, route guidance becomes more efficient and 
more comfortable. Thus, congestions can be avoided. 
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- Environmental impact: As a consequence of the above, air pollution can 
be mitigated. With optimal capacity exploitation there is no need for new 
infrastructure. 

- Decrease in operational damages: The amount of infrastructure damage 
can be decreased. 

In regions and/or cities where mobility management is well-developed, operators 
of parking facilities exploit the potential of smartphones and the internet. They can 
do it independently or jointly. Websites and smartphone applications (route 
planning and information provision applications) have been developed. With these 
applications, users can select facilities, they can browse static and dynamic 
information, and they can pre-book parking lots. 

The penetration of smartphones provides a new information provision platform for 
system developers and service providers, especially in the matter of individual 
information. Data exchange protocols of on-board navigation systems provide the 
opportunity to transmit parking information data through RDS-TMC1 and TPEG2. 
Pre-booking of parking places has already been available in some pilot projects 
and it can be presumed that new projects will also be launched in the near future. 

Safe and secure parking does not belong closely to the core domain of parking 
management systems. However, this topic is also a high priority because 60% of 
the road transport attacks occur in unguarded parking places. The value of these 
damages is about 8 billion Euros per year [12]. 

3 Levels of the Parking Management Systems 

Parking management systems can be classified by their functions and operations. 
In the following, a classification containing 5+1 categories (service levels) is been 
presented. Service levels – according to solutions with different information 
provision and different intervention functions – are built up modularly. The lower 
level services are supplemented by additional services at the higher levels. Fig. 1 
illustrates the structure of levels. Level "0" can be separated from the dynamic 
parking management systems. 

                                                           
1  Radio Data Systems - Traffic Message Channel: technology for delivering traffic and 

travel information to motor vehicle drivers 
2  Transport Protocol Experts Group – They developed the TPEG specifications for 

transmission of language independent multi-modal Traffic and Travel Information. 
TPEG data are human understandable as well as machine readable. 
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static  information 

provision

real-time information about the 

actual free parking capacity

real-time travel time information

forecast of free parking spaces and / or travel time

comprehensive, real time parking and traffic information based on 

forecasted data and manual parking space reservation

automotive parking space reservation and comprehensive, 

real time centralized route guidance

Level „0”

Level „1”

Level „2”

Level „3”

Level „4”

Level „5”

 

Figure 1 

Classification of service levels 

 

Table 1 illustrates the functions and features of each service level based on leading 
European examples. Currently, the applied parking and information management 
systems can be categorized into Level "0" to Level "4". 

As a consequence of new technologies, the management of traffic data has 
become much more integrated. The roles of traffic management centres are being 
revaluated and their functions extended. Central, interactive (two-way 
communication), integrated, real-time navigation solutions have increasingly 
come increasingly into praxis. These new solutions enable system optimum based 
traffic control, which provides smooth and maximized capacity utilization of 
parking facilities, while also taking users preferences into consideration. 

The growing penetration of mobile communication and mobile internet is resulting 
in the development of new applications that can be used in the transport sector. 
Thus, the route planning procedures of haulier companies are changing. 

The features of the certain service levels have been summarized. Figures illustrate 
the top level functions. 
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Table 1 

Service levels of parking management systems (functions and features) 

  Level "0" Level "1" Level "2" Level "3" Level "4" Level "5" 

In
fo

rm
a
ti

o
n

 

Static / Dynamic static dynamic 

Content 

location, capacity, 
services, operator of 

parking facilities, etc. 
free capacities actual travel times 

expected travel times 
and / or expected 

free capacity 

comprehensive, real-
time parking and traffic 
information based on 

forecasted data 

comprehensive, real-
time centralized 
route guidance 

Communication 

channel 

leaflets, flyers, 
brochures, handbooks, 

internet, static road 
signs, etc. 

roadside variable message signs, 
internet based applications (one way 

communication) 

smartphone 
applications (one 

way communication) 

smartphone application 
(two way 

communication) 

user or vehicle 
device (two way 
communication) 

Covered area not specific following one or more facilities motorway sections or networks 

O
p

er
a
ti

o
n

a
l 

fe
a

tu
re

s 

Update 

frequency 
rarely  event controlled 

sampling time cycle 
is 5-10 min for 

travel times 

in every 5-10 
minutes for forecast 

real-time even 
bookings 

real-time 

Forecast horizon not available app. 15-60 minutes even 24 hours 

Location-based 

services 
not available based on cellular network satellite 

Route planning not available 
previous + route 

guidance software 
centrally, based on 

user preferences 

Booking not available manually 
automatically with 

route planning 

Example 

Printed: IRU Truck 
parking areas 

handbook 
Web: IRU TransPARK 

www.iru.org 

On the spot:  
French A13 
motorway 

Web: Rheinland-
Pfalz 

verkehr.rlp.de 

On the spot: 
Germany, A3 

motorway 
(Frankfurt) 

Web: Traffic 
Scotland 

trafficscotland.org 

Web: Bayern Info 
www.bayerninfo.de 

Germany, 
Highway Park 

www.highway-park.de 

this service is not yet 
available 
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4 Structure of the Parking Management System 

The main components (elements, subsystems) of a complex, integrated parking 
management system are: 

 Users: truck drivers and/or haulier companies with their own preferences, 
parking booking demands; with personal devices that support two-way 
communication. This equipment can be applied as on-board units as well, 
e.g., navigation devices, smart phones, palmtops, laptops, (even PCs); 

 Trucks: may have on-board computers that provide two-way 
communication and positioning. OBUs3 can replace personal devices. 

 Motorway networks: with human (road operator dispatcher) and 
machine components. The latter ones include: automatic traffic and 
environment detectors (traffic counting stations, CCTVs

4
 with license plate 

recognition, weather stations, air pollution sensors, etc.), roadside 
information devices (VMSs

5
, displays) and communication equipment. 

 Parking facilities: with human (dispatcher, security guard) and machine 
components. The latter ones include: devices for data acquisition 
[occupancy detectors, ultrasonic sensors, vehicle identification and 

surveillance systems, etc.], devices for local data procession, devices for 
information provision [VMSs, displays, road markers, etc.] and 
communication equipment. Image processing and identification 
equipments (CCTV cameras, licence plate recognition), access control 
systems. In certain cases the human component may be omitted, for 
example when the facility can operate without direct human supervision. 

 Parking management centre: contains human (operator) and machine 
components. It processes the incoming data and determines the information 
transmitted to devices for information provision. One centre can supervise 
one region or even one country. Centres are located close to other traffic 
management centres or may even be a part of them. 

 

 

 

                                                           
3  on-board unit 
4  Closed-circuit television 
5  Variable Message Sign 
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Information terminals: 

 Mobile devices: personal and/or vehicle on-board devices with their own 
operating systems (iOS, Android, Symbian, etc.), with multi-channel 
communication units (GPS, GSM, Wi-Fi, etc.), and with route planning 
and navigation programs that provide personalized, real-time information 
and parking place booking. 

 Immobile devices: road traffic signs, variable message signs, controllable 
displays, LED markers at parking lots (lighting equipment or controllable 
prisms built in the road surface). 

The listed elements are connected in the indicated relations by telecommunication 
channels (wired or wireless data networks). A continuous line indicates wired 
communication, and broken lines indicate wireless communication. The structure 
of the system is illustrated in Figure 2. The figure corresponds with the build-up of 
the highest service level. In the case of the lower levels, certain components are to 
be omitted. Only one element of each component is represented. 

5 Operation of the Parking Management System 

The most important objectives of parking management and route planning are [2], 
[4], [12]: 

 the optimization of the capacity utilization of parking places, 
 low time consumption (for parking place searching, entrance and exit), 

reliable, calculable and predictable travel time, 
 the decrease of unnecessary travel distances and emissions, and the 

mitigation of noise pollution, 
 a decrease in stress, an increase in user comfort, 
 a decrease in the risk of accidents, 
 the protection of vehicles, 
 the maximizing of driving times while considering the generic rules, 
 the minimizing of travel costs (overrun costs, facility usage fees, etc.). 

The operational processes of the telematics system are summarized in Figure 3, 
which is coherent with the structural architecture. Arrows indicate the direction of 
data transfers. The figure corresponds with the operation of the highest service 
level. At lower levels, certain functions are not available; however, at higher 
levels the management system provides network management functions as well. 
Table 2 contains a description of certain operations. Level "4" and level "5" 
realize closed-loop control because real-time information provision (parking place 
booking and navigation) feeds back to the users’ pre-trip decisions and thus 
influences demand. 
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Figure 2 

Structure of the integrated parking management system 
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USERS

VEHICLES

1. Input of preferences 

and general users’ data

2. Booking and on-trip 

modifications

3. Localization

MOTORWAY NETWORK

PARKING FACILITY

ROAD OPERATOR

4. Collection and acquisition of traffic data

5. Control of roadside equipment

6. Internal data collection

7. Control of internal information and 

navigation equipment

8. Usage control

9. Multi-channel data 

collection 

PARKING MANAGEMENT CENTRE

10. Adjustment of bookings
11. Determinate and forecast network parameters

12. Posterior analyse

10. Adjustment of bookings
13. Location based 

information services

10. Adjustment of bookings

14. Data transfer to 
third parties

JOINT OPERATORS 

AND SERVICE 

PROVIDERS

9. Multi-channel 
data collection 

 

Figure 3 

Operation model of the integrated parking management system 
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Every user has their own user account at the parking management centre. Before 
route planning, they log in and record every route specific preference in 
connection with the given journey. During route planning, the incoming demands 
are assigned to the parking facilities, taking personal preferences and actual traffic 
parameters into consideration (departure time, route, driving times, stop-points, 

services for sale). The users are in contact with the management centre, and they 
transmit all such data to it. Booking records are confirmed by the parking facility 
and the management centre as well, so it is the only case when users get 
information in addition to that from the management centre. The route and the 
bookings can be modified based on actual conditions and the vehicle position. 

Vehicles can be identified by their licence plates at the facilities. The data is also 
used to control facility usage, and it is possible to control driving times with or 
without the tachograph. 

There is hierarchical data storage with duplicated/multiplied data elements. Data 
are stored in the management centre and also in the facilities. Facilities receive 
only the parking-related information about the users. Road operators do not have 
any route-specific information about the users and vehicles. Parking facilities are 
controlled by the parking management centre, but they are can operate 
autonomously. The management centre and some special parking facilities can be 
operated with non-stop human supervision. 

During parking place selection, drivers take the following factors with decreasing 
importance into consideration: [9] 

 Security; 

 Previous own experiences; 

 Additional services of the facility (e.g. sanitary facilities, catering, grocery 

shopping, petrol station, ATM, etc.); 

 The number of available parking places. 

Personalized parking place booking and intelligent parking management with 
dynamic navigation are value-added services. Thus, service providers may impose 
service fees and sanctions to motivate to the proper use (vehicle arrives in time, 
cancel bookings in time, etc.). The incurred expenses are paid on the spot or based 
on contracted agreements. 
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Table 2 

Parking-related information management operations 

groups of 

operation 
no. name description 

U
SE

R
S’

 
O

P
E

R
A

T
IO

N
 

P
re

-t
ri

p 

1 
Input of preferences 
and general users’ 

data 

Input of data regarding customers, vehicles and 
personal preferences. Record static data regarding route 
and route-specific personal preferences. 

2 
Booking and on-trip 

modifications 

Route planning and booking/parking place selection 
according to personal preferences and actual traffic 
situation. Modifications during journeys. 

O
n

-t
ri

p 

3 Localization 
Transmitting current vehicle position to the information 
management centre. 

O
P

E
R

A
T

IO
N

S
 

O
F

 R
O

A
D

 

(M
O

T
O

R
W

A
Y

) 

O
P

E
R

A
T

O
R

 

4 
Collection and 
acquisition of 

traffic data 

Measurement of traffic, weather and air pollution 
parameters. 

5 
Control of roadside 

equipment 
Control of VMSs; display actual and forecasted travel 
times and capacities. 

O
P

E
R

A
T

IO
N

S
 O

F
 

P
A

R
K

IN
G

 

F
A

C
IL

IT
Y

 

6 
Internal data 

collection 
Acquirement of actual occupancy data, identification 
of entering and exiting vehicles. 

7 
Control of internal 

equipment 

Operation of facility information and navigation 
displays, VMSs and lighting equipment built in the 
road surface. 

8 Usage control  
Monitoring users and operation of safety & security 
equipment (e.g. access control and image processing 
systems). 

O
P

E
R

A
T

IO
N

S
 O

F
 P

A
R

K
IN

G
 M

A
N

A
G

E
M

E
N

T
 

C
E

N
T

R
E

 

D
at

a 
co

ll
ec

ti
o

n 

9 
Multi-channel data 

collection  

Data come from several automatic data collector 
elements (from traffic counting stations, weather 
stations, occupancy detectors, etc.). Data from joint 
operators and service providers are also incoming data. 

D
at

a 
p

ro
ce

ss
in

g 

10 
Adjustment of 

bookings 
Procession of incoming travel and parking demands; 
assignment of free parking lots to booking demands. 

11 
Determinate and 
forecast network 

parameters 

Determinate actual network parameters based on 
incoming traffic parameters (free parking capacity, 
travel times). Determinate expectable travel times and 
free parking capacity based on actual traffic 
parameters and historical data. (Forecast horizon 
depends on the applied algorithm.) 

12 Posterior analyse 
Analysis and evaluation of users’ behaviour and 
operations; creation of statistics and traffic predictions. 

In
fo

rm
at

io
n

 
p

ro
v

is
io

n 

13 
Location based 

information 
services 

Real-time route guidance and navigation for vehicles 
with combination of individual and system optimum 
(dynamic modification of released route plan and 

automatic rebooking), emergency management. 
Control of user and vehicle (OBU) equipment. 

14 
Data transfer to 

third parties 
Data sharing and transfer to joint operators and service 
providers. 
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The main task of the parking management system is to redirect the exceeding 
demands automatically to previous or – when driving time allows it – following 
facilities by taking driving times and user preferences into consideration. When it 
is not possible, demands can be realigned by changing departure times. The 
management system can modify only pre-planned parking demands. It does not 
have any effect on ad hoc users and those who do not have a booking. They can be 
influenced by roadside occupancy information. The service offers secondary, 
complementary guidance for trucks via the transmission of traffic and parking 
related information (Dispatchers from the transport company give the primary 
guidance via the completion of route plans). 

At the top level of service, complex traffic management centres will be 
established, where all traffic, parking and transportation related information are 
available. Management centres can serve comprehensive traffic management and 
information provision tasks as well based on the available data. The traffic 
management system can handle emergencies (it alerts the emergency services, 
coordinates the rescue, provides real-time traffic control and management, etc.), 
provides real-time information for vehicle drivers, and if necessary – after user 
acceptance –makes changes automatically related to alternative routes. 

6 Implementation Possibilities 

The opportunities for such a complex information provision system can be fully 
realized when services are developed in an interoperable way, allowing the latter 
network connection for further operators. The use of a common data structure (e.g. 
DATEX II6) supports the former aims and the harmonized information provision, 
as well as cross border operation. The partners of the EasyWay consortium – 
established by the EU – are currently developing their own parking information 
services, but these project are only in the pilot phase and the questions of cross 
border data transmission are still open [15]. 

It is an obvious solution to provide information via on-board equipment that is 
already built-in. Devices of satellite-based tracking (GPS, GNSS7) electronic fee 
toll collection systems are well-suited for these solutions that can realize location 
based services and further information provision services in an integrated manner. 

In Hungary, the parking management system would have the greatest impact on 
the 4th corridor of the Trans-European Transport Network (M1-M5 motorways) 
where transit and freight transport is greatest. Capacity utilization of the parking 
areas would be better. Parking needs can be allocated according to supply and 

                                                           
6  DATa EXchange – improves data exchange between countries and organisations 
7  Global Navigation Satellite System 
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demand. Nowadays in Hungary the implementation of a satellite-based electronic 
fee toll collection system is quite current. During the system design, experts 
should endeavour to create and realize a complex toll collection system that is 
appropriate for other functions as well, like the dissemination of traffic and 
parking related information. 

Conclusion 

The route planning of trucks includes also the planning of parking, and parking 
management must be a part of traffic management. The intelligent parking 
management system for trucks is a rather new solution for traffic control and 
information provision services, as part of intelligent transport systems. The 
feasibility and the benefit of this service has been analysed in several studies and 
pilot projects. With advanced information provision, capacity utilization can be 
improved and, at the same time, congestions can be avoided. All of these require 
investments mainly in the information infrastructure, not in the parking facilities 
themselves. The information system supports the better capacity utilization by 
demand and capacity assignment. As every ITS application, this service also 
allows for better traffic circulation without significant infrastructure investment by 
detailed information services. Parking management systems allow for minimizing 
traffic searching for parking places, and the services contribute to more efficient 
and effective route planning and driving. 

The main contribution of the article is the creation of a model including 5+1 
service levels. It outlines the future incremental developments. For the top service 
level, detailed structural and operational models have been elaborated. The 
presented integrated information system provides comprehensive, central 
navigation that supports every participant of the transport and haulier sector. The 
drivers' work becomes safer and more comfortable, while the supply chain 
becomes more predictable. 
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Abstract: In recent years, we are witnessing a greater tendency towards the use of existing 

construction waste, in order to reduce the amount of material being disposed of on the one 

hand, and to limit the exploitation of natural resources necessary for the production of 

construction materials on the other hand. This paper provides an outline of a process for 

predicting the recyclable amount of concrete and reinforcement built in structures of 

residential buildings based on artificial neural networks (ANN). The following analyses are 

included in the process: an analysis of the optimal network structure, analysis of the effect 

of training algorithms and a network sensitivity analysis. While analyzing these, networks 

with one and two hidden layers trained with 5 algorithms (Gradient descent with adaptive 

lr backpropagation, Levenberg-Marquardt backpropagation, quasi-Newton 

backpropagation, Bayesian regularization and Powell-Beale conjugate gradient 

backpropagation) for neural network training were observed. The research was carried out 

with the purpose of observing ANN that will quickly and with adequate precision provide 

information regarding the amounts of concrete and reinforcement that can be recycled. 

Keywords: Recycling; concrete; reinforcement; prediction of the quantity; artificial neural 

network; training algorithm; sensitivity analysis 

1 Introduction 

An increase in the use of recycled materials has become an imperative in the 
process of environmental protection. The need to create a sustainable production 
system within which the exploitation of natural resources and the amounts of 
waste materials will be reduced to a minimum has been present in construction 
industry for years. 
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The issue of estimating recycling capacities of building constructions is of crucial 
importance for establishing financially justifiable recycling processes and for the 
re-use of construction materials. In the Republic of Serbia, 22,272,500 m2 of flats 
are older than 65 years, and 74,053,973 m2 are older than 40 years, which presents 
a significant recycling potential when it comes to construction materials. In order 
to estimate the amount of concrete and reinforcement to be recycled in relation to 
the characteristics of a building as accurately as possible, it is necessary to analyze 
several parameters which describe the building, with parameters of both 
quantitative and qualitative nature. In such cases, statistical methods do not 
provide sufficiently accurate results. 

With the development of software for solving mathematical problems, but also 
with the development of a totally new concept of programming and calculation 
within the same, known as “soft computing”, the opportunity became available for 
using particular mathematical concepts, the realization of which, up to that point, 
had not been possible for very complex problems. 

One of these concepts is that of artificial neural networks, which attempts to 
simulate the working of the human brain in order to solve particular mathematical 
problems. As the amount of research using neural networks has increased, so has 
the number of attempts to apply them in the construction industry, on the basis of 
which it can be confirmed that their use is more than justified. 

The aim of this paper is to develop such a model for the estimation of the amount 
of recyclable concrete and reinforcement, one which does not require the use of 
project documentation or data which cannot be collected by visual examination of 
a building. The reason for this lies in a lack of projects for a large number of 
building constructions within the archive. 

For this reason, research was carried out into the use of artificial neural networks 
for predicting the amount of recyclable concrete and reinforcement built in the 
skeletal structure of residential buildings. The prediction of the amount of 
materials was done on the basis of a database formed for the purposes of this 
research; the database included 9 parameters: the (complexity of the building, the 
total gross area of the building, the average gross floor area, the height of the 
building, the number of stiffening walls, the longitudinal and transverse raster of 
the construction, the type of floor structure and the type of floor support structure. 
All are available or can be easily defined based on project documentation. The 
output values of the database are the amounts of concrete and reinforcement. 

In this paper, a brief overview of the concept of artificial neural networks is given, 
as well as an overview of the current situation regarding their application in 
solving a given problem. Additionally, a detailed methodology is given for the 
implementation of research into predicting the amount of materials required, 
which includes: the process of forming a database, the process of finding the 
optimal network architecture, the process of finding an optimal training algorithm 
and the process of sensitivity analysis of the network on the input data. 
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2 The Fundamentals of Artificial Neural Networks 

The basic logical scheme for the imitation of the biological nervous system was 
formed by McCulloch and Pitts, who defined the mathematical principles which 
enabled the formation of artificial neural networks [1]. The principle of artificial 
neural networks is based on the attempt to imitate the biological nervous system in 
which artificial neural networks support the recognition of particular regularities 
and their memorization. In addition, gradual learning is possible during their 
application, i.e. adapting already established rules within the given network. 
Because of their flexibility in finding dependence, artificial neural networks are 
suitable for analyzing problems for which there is no clear describable 
mathematical dependence. There are many definitions of artificial neural 
networks. Hajkin defines them as huge distributed parallel processors [2]; Zurada 
regards them as physical cellular systems which can learn, memorize and use 
experimental knowledge [3]; and Nigrin defines them as systems which consist of 
a large number of simple elements for processing information [4]. 

If one wants to form a mathematical model of a biological neuron, particular 
respect must be paid to its structure. Dendrites, the body of the neuron and the 
axon must be formed. Figure 1 shows the McCulloch-Pitts general model of a 
mathematical neuron, the so-called M-P neuron, which has been used for the 
purpose of this research [5]. The weighted input section of the neuron represents 
the dendrites. In the body of the neuron, the summing of the signal occurs, on the 
basis of which the neuron is activated or not. If activation occurs, a signal is sent 
via the output (axon) to the neurons to which it is connected. 
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Figure 1 

The McCulloch-Pitts model of an artificial neuron 

Neurons are interconnected, forming a network where they can be arranged either 
within a single or several layers. The number of neurons can vary from one layer 
to another. The acquired network structure has a great impact on the speed and 
quality of neural network training. The process of finding the optimal structure is 
iterative. 

In addition to defining the network structure and the number of neurons, it is 
necessary to choose the manner of network training. Network training is based 
upon finding regularities by the network based on a sufficient amount of data 
given in order to determine interdependence. The result of a network training 
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process is the values of weight coefficients which describe links between neurons, 
as was explained earlier, and/or the change in the neural network structure. 
Considering all of this, we can distinguish between two basic types of networks 
[6]: 

 fixed networks, in which the weights cannot be changed, i.e. dW/dt=0. In 
such networks, the weights are fixed a priori according to the problem to 
solved and 

 adaptive networks, which are able to change their weights, i.e. dW/dt≠0. 
The weights change according to adopted learning rules, such as the 
Hebbian learning rule, the correlation learning rule, the instar learning 
rule, winner takes all, the outstar learning rule, the Widrow-Hoff LMS 
learning rule, linear regresion and the delta learning rule. 

The neural network learning process is carried out by using learning algorithms. 
All learning algorithms used for adaptive neural networks can be classified into 
two major categories: 

 supervised learning, which incorporates an external teacher, so that each 
output unit is told what its desired response to input signals ought to be, 
and 

 unsupervised learning, which uses no external teacher and is based upon 
only local information. It is also referred to as self-organisation, in the 
sense that it self-organises data presented to the network and detects their 
emergent collective properties. 

Combining and summing of the input data and the weight coefficient occur in the 
input of the neuron. Output of the neuron is defined by the transfer function “a” 
which activates or prevents activation of the observed neuron depending on the 
output value of the function. This function typically falls into one of three 
categories: linear (or ramp), threshold or sigmoid. 

For our research purposes, a supervised adaptive network and two types of 
transfer functions were used: 

 hyperbolic tangent sigmoid function 

1
fλe1

2
fa - 

- +
=)(        (1) 

 and linear function. 

ffa =)(         (2) 
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3 Review of Relevant Literature 

Research up to now has been based on the use of both statistical models and ANN 
when establishing dependence between parameters which describe a building 
construction and the building costs. Kim et al. [7] compared the efficiency of 
regression analysis and ANN when faced with the problem of predicting building 
costs, and concluded that ANNs offer a more precise estimate of the required data. 
Wang and Gibson [8] carried out similar research by comparing the effectiveness 
of applying neural networks with regression analysis when predicting the success 
of a construction project in which one of the parameters of success was the project 
budget. Gunaydin and Dogan [9] analyzed the application of ANN in estimating 
the cost of building an RC construction in which costs were defined per m2 of the 
area of the building. The analysis was conducted on the basis of 30 projects 
completed in Turkey, and the average error was 7%. 

In addition, a large number of analyses were carried out using hybrid ANN 
models and fuzzy logic and/or genetic algorithms. Yu and Skibniewski [10] 
formed a hybrid neuro-fuzzy model for finding the optimal technology for 
constructing buildings based on technologicity. Kim et al. [11] analyzed the use of 
ANN with optimization of the same using genetic algorithms during the 
estimation of construction costs. For this they used a database containing 
information on 530 residential buildings. The result of using a hybrid model was 
that 80% of the data for validating the network was found in a error interval of up 
to 5%. Cheng et al. [12] analyzed the application of fuzzy ANN for predicting 
conceptual construction costs, whereby they evaluated the significance of 47 
building parameters. The research resulted in an average error estimate of 5.9%. 
On the other hand, Cheng et al. [13] formed the Evolutionary Web-based 
Conceptual Cost Estimator (EWCCE), a hybrid model including WWW, genetic 
algorithms, neural networks and fuzzy logic with the purpose of estimating 
construction costs in the early stages of a project. The accuracy of the model was 
greater than 75%. It should be noted that research dealing with the prediction of 
the quantities of materials that could be recycled is rare. 

4 Data Collection and Database Creation 

The quality of a neural network depends on the amount and quality of the data on 
the basis of which the neural network is trained. For this reason, for the purposes 
of this research, a database was established containing information from major 
residential building construction projects in Novi Sad, Republic of Serbia. The 
data was randomly divided into two groups, namely: a data set for training the 
neural network (95 projects) and a data set for evaluating the quality of the 
analyzed network (15 projects). The parameters chosen for describing the 
characteristics of the structure are shown in Table 1 and include the geometric and 
structural characteristics of the building. 
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Table 1 

Contains the result of comparing in pairs with the final result 

Type 
Building 
paramet
er 

Definition 
Paramet
er type 

Interval or parameter definition 

Input 
data 

x1 
Complexity of 
the building 

Discrete 
Simple (1), medium (2), complex 
(3), very complex (4) 

x2 Total gross area Numeric 1000m2 - 8000m2 

x3 
Average gross 
floor area 

Numeric 200m2 - 2000m2 

x4 Building height Numeric 13m – 27m 

x5 
Number of 
stiffening walls 

Numeric 0 – 13 

x6 
Longitudinal 
raster 

Discrete 1.00m-1.99m (1); 2.00m-2.99m 
(2); 3.00m-3.99m (3); 4.00m-
4.99m (4); 5.00m-5.99m (5); 
6.00m-6.99m (6); 7.00m-7.99m (7) x7 

Transverse 
raster 

Discrete 

x8 
Type of floor 
structure 

Discrete 
Full RC slab (1), Semi-
prefabricated ceiling type “FERT'' 
(2) 

x9 
Type of 
supporting floor 
structure  

Discrete 
Direct support(1), girder support 
(2) 

Outpu
t data 

y1 
Quantity of 
concrete 

Numeric 420m3 - 4500 m3 

y2 
Quantity of 
reinforcement 

Numeric 28500kg – 310000kg 

It should be noted that all the analyzed buildings have base slab support. In 
addition to the above, the database also includes buildings with one or without any 
dilation since this is the case in over 95% of residential buildings in the analyzed 
area. 

The complexity of the building was adopted because of attempts to define the 
influence of the building's characteristics from the aspect of the complexity of the 
construction and the shape of the building on the output values. Included in simple 
buildings are buildings with a rectangular base and are without any changes in the 
construction of the floor. Medium complex buildings are characterized by 
particular changes in the construction of the floor or an approximately rectangular 
base with fewer deviations (L base). In the category of complex buildings are 
those with an indented base (П base, H base and so on), while very complex 
buildings are characterized by an indented base and/or atypical changes in the 
floor construction such as a reduction in the floor area with a growth in its height 
and an atypical shape of the skeletal construction. 
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The total area of the building is a parameter which is expected to have a great 
influence on the quantity of materials. Here, the gross area was taken into account 
to make prediction easier. 

Including the floor area is an additional attempt to establish a correlation between 
the shape, i.e. the footprint of the building and the output values. In doing this, the 
gross floor area was also adopted. 

The definition adopted for the height of the building was the distance from the 
ground surface to the highest point of the building. 

Given that the seismic resistance of the building (and with that the amount of 
concrete and reinforcement) above all depends on the number and the distribution 
of stiffening walls, the influence of the same on the output values was adopted. 
The size of the longitudinal and transverse raster of structure has a direct influence 
on the span of the girders and the ceiling. The interval range and adopted 
parameters are shown in Table 1. 

During data collection, two types of floor structure and two types of supporting 
floor structure were dominant within the project, as shown in Table 1. Table 2 
shows the segments of the data base on the basis of which training and validation 
of the ANN were carried out. 

Table 2 

Segments of the input and output data sets for the training and validation of neural networks 

Input data Output data 

x1 x2 x3 x4 x5 x6 x7 x8 x9 y1 y2 

3 2000 250 23 5 5 3 1 1 800 86000 

2 4700 790 17 6 4 5 1 1 1870 148000 

2 4350 830 18 8 5 5 1 1 2100 152000 

2 2250 340 22 5 3 3 2 2 1050 66500 

When considering the limitations of the database, it should be noted that it 
includes only buildings which have a concrete skeletal system. In addition to the 
above, the limits of the established base represent the minimum and maximum 
data values on the basis of which the ANN is trained. That is, when carrying out 
an estimate of the amount of materials for a new building, the parameter values 
must be found within the interval of the data collected so that it is possible to 
analyze only the options with the analyzed types of base structure, floor structure 
and the support of the same. 

Taking into account that there is a clear distinction in the order of magnitude of 
the data from 0 to 105 (see Table 2), it is necessary to prepare the data in order for 
it all to be analyzed equally, i.e. it is necessary to carry out normalization of the 
data. Normalization of the data leads to an increase in the performance of the 
trained ANN [9]. Based on the above, normalization of the whole database was 
carried out, i.e. the input and output data both in the training set and in the testing 
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set for the ANN. Normalization of the data was performed using “Z-Score” [14] 
transformation in the distribution where the mean is (μ) 0, and the standard 
deviation (σ) 1 using the following expression: 

iσ
iμijX

ij

- 
=S  (3) 

where: Sij – is the normalized data value 

Xij – is the actual data value 

μi – is the mean distribution (data set for training) 

σi – is the standard deviation of the distribution (data set for training) 

i – is the input (i = i1, i2,..., i9) or output (i = o1, o2) data 

j – is the number of combinations (j = 1, 2,…, n); n – is the number of 
data sets. 

Of course, given that training of the ANN is carried out based on normalized data, 
the output from the ANN is also normalized. It is necessary to transform the 
output in order to obtain real values comparable with the expected values from the 
data sets for testing the ANN on the basis of which error is determined [14]. 
Transformation is performed using the following expression: 

iiij
NN

ij
real μσSX +•=  (4) 

where: SNN
ij – is the normalized data value obtained as output from the ANN 

Xreal ij – is the real data value obtained on the basis of SNN
ij 

μi – is the mean distribution (data set for training)   

σi – is the standard deviation of the distribution (data set for training) 

i – is the output data (i = o1, o2)  

j – is the number of combinations (j = 1, 2,..., m); m – is the number of 
data sets for testing. 

5 ANN Analyses for Predicting the Quantity of 

Recycling Material 

In this part of the study we present a detailed overview of the process of using 
neural networks for predicting the quantity of recyclable concrete and 
reinforcement. The process is presented for finding the optimal network 
architecture and optimal algorithm for training the network, along with a 
sensitivity analysis of the network on the input data used for training the network. 
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5.1 Modelling the ANN 

The type and the structure of a neural network have a significant effect on the 
quality and efficiency of the network. ANNs consist of neurons in layers, the 
number of which depends primarily on the problem being solved by the network. 
Based on research, a conclusion was drawn that networks with a small number of 
neurons (in relation to the optimal number of neurons for the given problem) offer 
solutions with a rough approximation, i.e. with large deviations. On the other 
hand, too large a number of neurons gives too precise an approximation taking 
into account the small deviation when searching for dependence [15]. In addition 
to the number of neurons, the manner of grouping them in so-called layers of 
neurons is also significant. Therefore, we distinguish between single-layered and 
multi-layered networks. 

In the phase of defining the ANN model, the required amount of input and output 
data is defined first. The number of input parameters determines the spatial 
dimensions of the network and the number of output parameters determines the 
number of solution surfaces generated by the network [16, 17]. The amount of 
input data is defined by the formation of a database based on the analysis carried 
out as to the significance of individual data, while the amount of output data is 
defined by the amount of information required as the end result of the application 
of a neural network. 

An important characteristic of neural networks, in addition to the number of 
neurons and layers, is the method of data processing, i.e. the transfer flow of 
information between neurons. Therefore, we distinguish between forward oriented 
networks (the transfer of information takes place in one direction, forwards) and 
networks oriented backwards (the transfer of information takes place in both 
directions, forwards and backwards). In these, the networks mostly used are those 
with back propagation of errors where the signal is transmitted forwards, while the 
error is transmitted backwards in order to minimize it, and the whole process is 
repeated until the error reaches its minimum [9, 11, 18-21]. In view of the above, 
an algorithm with error backpropagation was used for the purposes of this 
research. 

The process of finding the optimal structure of neural networks in its essence is 
examining different structures on the basis of the same set of data where the 
investigation involves varying the number of layers and the number of neurons in 
the network. The process of determining the quality of the network structure in 
relation to the given problem is based on determining the size of the error which is 
obtained as an output result after the network training process. Neural networks 
were applied to the given problem using the Matlab R2007b software package, on 
which the analysis of the structure, the training of the network and the simulation 
of the working of the same were carried out. The network type was not varied, 
since it was shown that networks with error backpropagation were optimal for the 
problem of prediction [7-9, 11, 19]. 
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In the research presented in this paper, different training functions were used (see 
Table 3) in order to see their effect on the ANN modelling. 

Table 3 

Used training functions 

Training Functions 

traingda Gradient descent with adaptive lr backpropagation. 

trainlm Levenberg-Marquardt backpropagation. 

trainbfg BFGS quasi-Newton backpropagation. 

trainbr Bayesian regularization. 

traincgb Powell-Beale conjugate gradient backpropagation 

In addition to defining the network type, it is necessary to define the number of 
layers and the number of neurons along with the transfer function in the neurons, 
which define the method of data transmission between the same. 

For the observed network, the hyperbolic tangent sigmoid transfer function was 
used in the hidden layers except for in the output layers of the network for which a 
linear transfer function was used. 

The research was carried out on two types of neural networks. The first type 
included networks with one hidden layer, whereas the second consisted of 
networks with two hidden layers. For each type, 4 versions of a neural network 
with different number and ordering of neurons in layers were analyzed (see Table 
4). Previous research has shown that networks more complex than networks 
presented in table 4 are unstable in prediction and less accurate [22]. In Figure 2 
some of the analyzed networks are shown. Figure 2a shows the network 2-2, 
which contains one hidden layer with two neurons, and the output layer, which 
also contains two neurons considering 2 outputs, whereas Figure 2c presents a 
network with three neurons in its hidden layer. Figure 2c shows the network 2-2-2 
containing two hidden layers each with two neurons, as well as the output layer 
containing two neurons considering 2 outputs. 
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Figure 2 

Models of ANN used with 9 inputs; (a) network 2-2, (b) network 3-2, (c) network 2-2-2 
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Testing the ANN, i.e. the evaluation of its performance, can be done on the basis 
of different criteria. In this research the performance of the ANN was evaluated on 
the basis of MAPE (mean absolute percent error) using the following expression: 

%100•
n

1i=
iactual

id -predicteiactual

n

1
MAPE= ∑  (5) 

where n – is the number of data sets for testing. 

Testing was conducted on 15 sets of input and output data which were not taken 
into account when the network was being trained. In addition to testing all the 
neural networks on the basis of MAPE, their stability was also tested. The control 
of the network stability was realized by comparing MAPE output results obtained 
through testing networks for 4 consecutive testing iterations; i.e. for each version 
of the network, 4 tests were carried out. If MAPE differs from the iterations of 
prediction the network is considered unstable, i.e. it will not always carry out a 
prediction with the same accuracy. Apart from MAPE, control of stability of 
network sensitivity on input parameters was also carried out, defining the impact 
of input parameters on the result. If the significance of input data varied within the 
four analyzed iterations, the network was considered to be unstable; i.e. the 
network was only considered to be stable provided that it gave the same results of 
MAPE and the significance of input parameters for all four testing iterations. 

Table 4 

MAPE and stability of analyzed networks with nine input parameters 

Training 

functions 
Output 

one hidden layer two hidden layers 

 number of neurons in hidden layer - 

number of neurons in output layer 

number of neurons in hidden layer 1 - 

number of neurons in hidden layer 2 - 

number of neurons in output layer 

2-2 3-2 4-2 5-2 2-1-2 2-2-2 3-2-2 2-3-2 

traingda 
concrete 

unstable unstable unstable unstable unstable unstable unstable unstable 
reinforcement 

trainlm 
concrete 

unstable unstable unstable unstable unstable unstable unstable unstable 
reinforcement 

trainbfg 
concrete 

unstable unstable unstable unstable unstable unstable unstable unstable 
reinforcement 

trainbr 

concrete 11.55% 14.22% 

unstable unstable unstable unstable unstable unstable reinforcement 8.93% 13.73% 

average 10.24% 13.98% 

traincgb 
concrete 

unstable unstable unstable unstable unstable unstable unstable unstable 
reinforcement 
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As can be seen in Table 4, stable networks were only present in the case when 
there was one hidden layer of neurons that contains two or three neurons, where 
the network was trained by trainbr function (Bayesian regularization). At the same 
time, the network with 2 neurons in the hidden layer provides higher accuracy of 
prediction compared with the network with 3 neurons in the hidden layer. For the 
network trainbr 2-2, MAPEaverage=10,24% , whereas for the network trainbr 3-2, 
MAPEaverage=13,98%. Figures 3 and 4 show the values of PE (percentage error, 
equation 6) for the two chosen networks (trainbr 2-2 and trainbr 3-2). 

%100•
iactual

i-actualipredicted
PE=  (6) 

 

Figure 3 

The PE graphic of each individual piece of data for testing trainbr 2-2 (network with nine inputs) 

 

Figure 4 

The PE graphic of each individual piece of data for testing trainbr 3-2 (network with nine inputs) 

Observing Figures 3 and 4, a conclusion can be drawn that trainbr 2-2 network 
provides smaller errors of the output data, where the maximum error in predicting 
the amount of concrete is 27.36%, and the maximum error in the prediction of the 
amount of reinforcement is 27.49%. 
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In order to realize the significance of input parameters on the output results, the 
sensitivity analyses of the observed networks was carried out. Sensitivity analysis 
provides vital insights into the usefulness of individual input variables. Through 
sensitivity analysis, variables that do not have significant effect can be taken out 
of the neural network model and key variables can be identified [20]. Sensitivity 
analysis results are shown within Figure 5. 

 

Figure 5 

Sensitivity analysis (network with nine inputs) 

Based on Figure 5, it is possible to conclude that in the case of the observed 
networks, the most significant parameters are total gross area of the building 
(37.55%), transverse raster (15.80%), longitudinal raster (12.72%) and gross floor 
area (12.06%). These parameters are adopted for the further analysis since their 
significance exceeds 10%. Training and testing of the ANN were carried out 
again, but instead of using nine inputs, only the four were used 

An analysis was carried out identical to the one for the previous input data. The 
analysis results are presented in Table 5. Fig. 6 shows a PE graph for the data set 
for testing the ANN (network with four inputs) obtained on the basis of PE 
(percentage error). 

Table 5 

MAPE of analyzed networks with four input parameters 

Training 
functions 

Output 

One hidden layer 

Number of neurons in hidden layer - number of neurons in 
output layer 

2-2 3-2 

trainbr 

concrete 9.32% 9.47% 

reinforcement 8.87% 10.82% 

average 9.10% 10.15% 

2.86% 

37.55% 

12.06% 

7.29% 5.96% 

12.72% 

15.80% 

4.04% 
1.73% 

Complexity Total gross
area of the
building

Gross floor
area

Building
height

Number of
stiffening

walls

Longitudinal
raster

Transverse
raster

Type of floor
structure

Type of
supporting

floor structure
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If tables 4 and 5 are compared, it is possible to draw the conclusion that the 
network trainbr 2-2 trained with 4 input parameters provides the most accurate 
prediction of the recyclable amount of concrete and reinforcement 
(MAPEaverage=9.10%). At the same time, the network trainbr 2-2 provides the most 
accurate prediction of the amount of concrete (MAPEconcrete=9.32%), as well as the 
most accurate prediction of the amount of reinforcement 
(MAPEreinforcement=8.87%). 

In Fig. 6 and Fig. 7 is a PE graph for the data set for testing the ANN (network 
with four inputs) obtained on the basis of PE (percentage error). 

 

Figure 6 

The Graphic PE of each individual piece of data for testing trainbr 2-2 (network with four inputs) 

 

Figure 7 

The Graphic PE of each individual piece of data for testing trainbr 3-2 (network with four inputs) 

If Figures 3 and 6 are compared, it is possible to conclude that after removing 5 
input parameters for the network trainbr 2-2, the maximum error of prediction of 
the amount of reinforcement was reduced from 27.49% to 22.66%, as well as from 
27.36% to 21.61% regarding the amount of concrete. Considerable progress was 
made for the network trainbr 3-2, resulting in a significant reduction in the 
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maximum error for the prediction of the amounts of both concrete and 
reinforcement. Maximum prediction error for the amount of concrete was reduced 
from 34.37% to 26.30%, whereas the maximum prediction error for the amount of 
reinforcement was reduced from 37.02% to 24.63%. Figure 8 shows the 
significance of input parameters for networks with 4 input parameters. 

 

Figure 8 

Sensitivity analysis (network with four inputs) 

As can be seen in Figure 8, there was an increase in the significance of total gross 
area of the building and average gross floor area parameters, setting the balance 
between the significance of parameters relating to skeletal construction raster 
(longitudinal raster and transverse raster). 

6 Discussion of the Results 

During research into the applicability of ANN to the problem of predicting the 
quantities of concrete and reinforcement that can be recycled, a database of 110 
residential building projects was created with 9 input parameters and 2 output 
parameters. The adopted input parameters are the following: complexity of the 
building, total gross area of the building, average gross floor area, building height, 
number of stiffening walls, longitudinal raster, transverse raster, type of floor 
structure, type of supporting floor structure. Before neural network training, 
preparation of data through “Z-Score” normalization was carried out. 

Within the analysis, the networks with error backpropagation algorithms were 
observed, containing at the same time one hidden layer with 2 to 5 neurons as well 
as two hidden layers with 1 to 3 neurons. In network training, 5 training functions 
were used: traingda (Gradient descent with adaptive lr backpropagation), trainlm 
(Levenberg-Marquardt backpropagation), trainbfg (BFGS quasi-Newton 
backpropagation), trainbr (Bayesian regularization) and traincgb (Powell-Beale 
conjugate gradient backpropagation). As the first criterion for network validity, its 
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stability was adopted, where the observed results were obtained through 4 
consecutive iterations for the same values of data. In doing so, stability of the 
obtained values of MAPE was observed, as well as the stability of sensitivity 
analysis on the input parameters. The network was regarded as stable only if it 
provided the same results of MAPE and input data significance for all 4 testing 
iterations. After analyzing 40 networks in 160 training and testing processes, a 
conclusion was reached that only networks with one hidden layer containing 2 or 
3 neurons and trained with the trainbr function (Bayesian regularization) proved to 
be sable. The network trainbr 2-2 containing 2 neurons in its hidden layer and two 
in its output layer has an average error of prediction of the amount of concrete and 
reinforcement of 10.24%, whereas the network trainbr 3-2 containing 2 neurons in 
its hidden layer and two in its output layer displays an average error of 13.98%. 
For the network trainbr 2-2, the individual error never exceeded the value of 
27.49%, while in the case of trainbr 3-2 network the individual error never 
exceeded the value of 37.02%. 

When analyzing the stability of the observed networks on the input parameters, a 
conclusion was drawn that four parameters have the strongest impact on the 
output results: total gross area of the building, average gross floor area, 
longitudinal raster and transverse raster. For this reason, the training process of the 
two observed networks was repeated with these 4 input parameters. By doing so, 
the average error of the output results for the network trainbr 2-2 was reduced 
from 10.24% to 9.10%, whereas for the network trainbr 3-2 the average error was 
reduced from 13.985 to 10.15%. In addition to reducing the average error, the 
maximum value of individual errors was also reduced. For the network trainbr 2-
2, the individual error did not exceed the value of 22.66%, whereas in the case of 
trainbr 3-2 network, the individual error did not exceed the value of 26.30%. 
Based on all of the above, it can be concluded that for the observed problem, it is 
justified to train the network based on the 4 defined parameters. At the same time, 
the obtained results indicate that when collecting the data with the aim of data 
base expansion, particular attention should be paid to these input data. 

Conclusions and Future Research 

In this study is a presentation of the analysis and formation of networks for the 
purpose of predicting the amounts of recyclable concrete and reinforcement based 
on a database formed for the purposes of this research which contains data from 
110 major residential building projects. It was concluded that for the given 
database, the best results are offered by a network with error backpropagation, and 
with one hidden layer of 2 neurons. When analyzing the results, a conclusion was 
reached that a network provides higher accuracy when it is trained with the 4 most 
significant parameters out of 9 which are defined within the base. The value of the 
average error of predicted amounts of concrete and reinforcement, compared with 
actual values, amounts to 9.10%. 
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Future research should be based on an expansion of the data base to other types of 
building constructions, as well as on other types of materials, such as brick, wood, 
ceramics, etc. In this way, a larger number of constructions suitable for recycling 
could be comprised, where it would be possible to determine a more 
comprehensive recycling capacity of a building construction, due to being able to 
predict the amounts of all the recyclable materials. 
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Abstract: Gender classification is a major area of classification that has generated a lot of 

academic and research interest over the past decade or so. Being a recent area of interest 

in classification, there is still a lot of opportunity for further improvements in the existing 

techniques and their capabilities. In this paper, an attempt has been made to cover some of 

the limitations that the associated research community has faced by proposing a novel 

gender classification technique. In this technique, discrete wavelet transform has been used 

up to five levels for the purpose of feature extraction. To accommodate pose and expression 

variations, the energies of sub-bands are calculated and combined at the end. Only those 

features are used which are considered significant, and this significance is measured using 

Particle Swarm Optimization (PSO). The experimentation performed on real world images 

has shown a significant classification improvement and accuracy to the tune of 97%. The 

results also reveal the superiority of the proposed technique over others in its robustness, 

efficiency, illumination and pose change variation detection. 

Keywords: Gender Classification; Discrete Wavelet Transform; Particle Swarm 

Optimization; Feature Selection; Real World Face Images 

1 Introduction 

In today’s technological world Gender Classification plays a vital role. It is widely 
used in applications such as customer-oriented advertising, visual surveillance, 
and intelligent user interfaces and demographics. 

With the evolution of human-computer interaction (HCI), in order to meet the 
growing demands for secure, reliable and convenient services, computer vision 
approaches like face identification, gesture recognition and gender classification 
will play an important role in our lives. 

Features are generally classified into two categories 1) Appearance-based (Global) 
and Geometric-based (Local) features. In the appearance-based feature extraction 
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technique, an image is considered as a high dimensional vector and features are 
extracted from its statistical information without any dependence on extensive 
knowledge about the object of interest. This technique is simple and fast but 
unreliable, especially when variations in local appearance occur. In the geometric-
based feature extraction approach, geometric features like nose, mouth and eyes 
are extracted from the face portion. This approach has the advantage of rotation 
and variation invariability but generally misses a lot of helpful information. 

In the early 1990s, Golomb et al. [1] trained a two-layer neural network called 
SEX-NET and achieved 91.9% classification accuracy by using 90 frontal face 
images. In 1995, Brunelli and Poggio et. al. [2] extracted geometric features and 
used them to train the networks, achieving a 79% classification accuracy rate. Sun 
et. al. (2002) [3] claimed that Genetic Algorithm (GA) performs well for 
important feature's selection task. They used Principal Component Analysis 
(PCA) to create the features’ vector and GA to select the important features. They 
achieved 95.3% accuracy after training the Support Vector Machine classifier by 
using those important features. In 2004, Jain and Huang et. al. [4] extracted facial 
features using Independent Component Analysis (ICA) and then classified gender 
using Liner Discriminant Analysis (LDA). They performed experiments on a 
normalized FERET database and achieved a 99.3 % classification accuracy rate. 
In 2006, Sun et al. [5] used Local Binary Pattern (LBP) to create features for the 
input of AdaBoost and achieved 95.75% accuracy in terms of the classification 
rate. In 2007, Baluja and Rowley et al. [6] achieved 93% classification accuracy. 
They used Pixel comparison operators with an Adaboost classifier. In 2010, Nazir 
et al. [7] used Discrete Cosine Transform (DCT) to extract the important facial 
features and then used a K-nearest neighbor classifier to classify gender. In 2011, 
Sajid et al. [8] used Discrete Wavelet Transform (DWT) to extract facial features. 
They claimed that classifier performance was better after different classifiers 
ensemble using the weight majority technique. They performed experiments on a 
Stanford University Medical Students (SUMS) face database and achieved 
95.63% classification accuracy rate. 

A public setback alongside the above studies is that they have utilized the frontal 
face under controlled environments (e.g. SUMS, FERET). The images in these 
databases usually contain images that have a clean background, are occlusions 
free, provide only frontal faces, contain limited facial expressions and have 
consistent lighting effects. However, real-life images are usually captured in 
unconstrained environments and conditions. A real-life image usually contains 
significant appearance variation, such as illumination change, poor image quality, 
makeup or occlusions and different facial expressions. The images in Fig. 1 
demonstrate these facts. Gender recognition in an unconstrained environment is a 
more challenging task compared to faces captured in constrained environments 
like the FERET and SUMS face databases. In literature, this problem has been 
addressed by few studies. Shakharovich et al. (2002) [9] collected 3,500 face 
images from the web. They used Haar-like features and obtained a 79% accuracy 
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rate after using Adaboost and 75.5% after using SVM. Gao and Ai (2009) et al. 
[10] reported 95.5% classification accuracy after performing experiments on 
10,100 real-life images. They used Haar-like features with a probabilistic boosting 
tree. It is difficult to use these results as benchmarks as their database are not 
publicly available. Kumar et al. (2009) [11] performed experiments on real-life 
images. They reported 81.22% classification accuracy after training many binary 
“attributes” classifiers. They focused more on face verification rather than gender 
classification. 

    

    

Figure 1 

Sample Labeled Faces in the Wild (LFW) Face database images 

In our proposed technique, we extract important facial features using 5-Level 
discrete wavelet transform technique. Then, the energy of each sub-band is 
calculated and combined in the last phase. As features of all sub-bands are 
combined, the proposed system supports variations in facial expression and poses 
changes. After facial feature extraction, we implemented PSO for the selection of 
important features and dimension reduction. The Support Vector Machine 
classifier is trained and tested by using PSO-based selected features. 

We have organized the paper in such a way that in Section 2, the proposed 
methodology is presented. In the next section, experimental setting and results are 
discussed and compared with state of the art existing techniques. Conclusion and 
future work are discussed in Section 4. 

2 Proposed Methodology 

Our proposed technique has the following steps, given below, and Fig. 2 depicts 
these steps: 

Preprocessing: First the sample images are aligned using commercial software 
[12], then histogram equalization is applied to normalize the face. 
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Face Extraction: Facial portion is extracted and removal of the unwanted area 
using a spatial coordinate system is performed. 

Features Extraction: Facial features in vertical and horizontal direction are 
extracted using 5-level DWT. 

Optimized Features Selection: Feature sets with high importance and high 
accuracy are selected using PSO. 

Classification: SVM is trained and tested by using optimized features. 

 

Figure 2 

Proposed System Architecture 

2.1 Facial Portion Extraction 

We have preferred to use the system with continous varying coordinates on 
discerete indices. In spatial coordinate system, a position of an image is described 
in terms of x and y and not in row and column format. Fig. 3 dipicts the spatial 
coordinate system. 
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Figure 3 

Spatial Coordinate System 

As a single small image may contain thousands of pixels, high dimensional data 
affects the computational time and makes the system slow. To remove the 
unwanted area and to extract only the facial portion, we have used spatial 
coordinate system. By a hit and miss method, we set the X and Y coordinate 
values. 

Fig. 4, depicts the extracted faces from original images. 

    

Figure 4 

Extracted faces using Spatial coordinates 

2.2 Feature Extraction 

Wavelets are comparatively more beneficial than other mathematical 
transformations such as Discrete Fourier Transform (DFT) and Discrete Cosine 
Transform (DCT). Functions with interruptions and functions with sharp spikes 
generally follow wavelet basis functions to a lesser degree than sine cosine 
functions to obtain similar resemblance. Wavelets have been utilized in different 
ways in images processing since 1985 [13]. Its potential to furnish spatial and 
frequency representations of the image at the same time influences its use for 
feature extraction. The dissolution of the input data into many layers of division in 
space and frequency permits us to separate the frequency components presented 
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by inherent or natural damage. Wavelet-based methods reduce or cut off these 
variable sub-bands and concentrate on the space frequency sub-bands that include 
the most appropriate information to show the data in a better way and assist in the 
classification task. A huge selection of wavelet families exists. These rely on the 
selection of the mother wavelet. In 1986, Sergent [14] stated that the low-
frequency band and high-frequency band play different roles. The low-frequency 
band provides the universal description while the high-frequency component 
provides the first-rate characteristics needed in the identification task. Sergent 
argues that as a human face is a flexible object, it has countless facial expressions, 
and expressions tend to affect the local spatial components of the face. Wavelets 
are very helpful in enhancing the authenticity of image registration. For this 
purpose, wavelets take into account both spatial and spectral information by 
yielding a multi-resolution representation and keeping away from wandering to 
any global or local information. The other advantages of using wavelets include 
bringing data with different spatial resolution to a common resolution using the 
low-frequency sub-bands while providing access to edge features using the high-
frequency sub-bands. As depicted in Fig. 5, four new images are formed at each 
level of wavelet decomposition from the original images (N x N pixels). The four 
new images have a reduced size. 1/4 of the original image. Filters are applied to 
the images in horizontal and vertical directions; that is why the four new images 
are given names according to the filters. The four decreased images are LL, HL, 
LH and HH. The LL contains the most information of the image information, and 
it is also the reduced version. The HH image is noisy because it contains high-
frequency information, which is why it is not useful for image registration 
application. Theh LH image represents horizontal edge features while HL 
represents vertical edge features. 

 

 

 

 

 

 

 

 

 

 

Figure 5 

2-Level 2-D wavelet transform 
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2.3 Optimized Feature Selection 

PSO was put forward by Dr. Eberhart and Dr. Kennedy in 1995 as a 
computational model based on the idea of cooperative behavior and swarming in 
biological populations influenced by the social behavior of fish schooling [15]. At 
present, PSO has been utilized as a prosperous optimizer in countless areas, for 
example training man-made neural webs, constrained purpose optimization, 
wireless web optimization, and data clustering. 

Computation in PSO is derived from a population (Swarm) of processing elements 
called particles in which each particle symbolizes a candidate solution. PSO has a 
strong resemblance to evolutionary computation techniques like those of GA. This 
system is commenced with a population of unplanned solutions and seeks for 
optima by modernizing generations. The seeking process makes use of a 
combination of deterministic and probabilistic rules that depend on information 
sharing among their population fellows to boost their search procedures. 
Nevertheless, in contrast to GA, PSO has no evolution operators such as crossover 
and mutation. Every particle in the search space develops its candidate solution 
over time, utilizing its individual memory and knowledge acquired by the swarm 
as a whole. The information sharing mechanism in PSO is altogether different 
compared to GA. In GA, chromosomes contribute information to each other. As a 
result, the entire population advances as one group toward an optimal area. In 
PSO, the word finest particle discovered among the swarm is the sole information 
contributed among the particles. It is a one-sided information sharing mechanism. 
In PSO, the computation time is considerably less compared to GA because all the 
particles in PSO have the tendency to coincide with the finest solution swiftly. 

PSO is used for problem optimization. Particles, also known as swarms, are used 
to search for the optimal solution in the search space. Each particle represents a 
candidate solution in the search space and is represented by particular coordinates. 

 xxx iDiiiX ,......,
21

       (1) 

Where iX represents the eighth position of the particle. The velocity which is the 

rate of change of current and the new position is denoted by the equation 2. 

  vvv iDiiiV .,.........,
21

       (2) 

The fitness function for each particle is determined after comparison with the 
previous best result. It is also compared with the best result in the search space. 
Equations 2 and 3 are used to update the position and velocity of the particle after 
finding the best values. 
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Where, 

       -     ).......3,2,1( Ni   

       -     N is the size of particle (swarm) 

       -     p
besti _

 and g
best

  are the local and global best solution in the search    

                space.  

       -   C1 and C2 are cognitive (represent the particle private itself experience)   

            and social (represents the cooporation between particles) parameters 
having     

           values between 0 and 2.  

       -   In the first part of equation number 3, w represents the inertia weight that is  

           used to control the search algorithm balance between exploitation and         

exploration. 

Fig. 6 represents the pseudo code of PSO. 

 

Figure 6 

PSO technique pseudo code 

2.3.1 Binary Particle Swarm Optimization (BPSO) 

A binary PSO algorithm was developed in [16]. In this edition, the particle locale 
is coded as 1 or 0 and the velocity function is used as the probability distribution. 
The following is the equation which updates the particle position. 
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The bit value ‘1’ indicates that the particle (feature) is used for the next generation 
and ‘0’ indicates that particle (feature) is terminated for the next generation. 

Each particle is searched for the best solution (Optimal feature) in the search 
space. Evolution is driven by fitness function. Each particle is coded as P = F1 F2 
F3……Fn, where ‘n’ is the size of the feature set. If a feature set size is 20, i.e. P 
= F1 F2 F3…… F20, then theh BPSO selects 1, 4, 5, 6, 7 and 9 as the best 
features using the fitness function. Thus, the accuracy of those optimized six 
features is greater than the combined 20 features. 

Fitness Function: In every iteration, each particle is assessed employing fitness 
purpose and worth of the optimal particle returned as the result. This evaluation is 
driven by the fitness function ‘F’ that evaluates the quality of the evolved particles 
in terms of their ability to minimize the class separation term indicated by the 
scatter index among the different classes [17]. Let k1 and k2 denote the classes of 
male and female and N1 N2…..Nn represent the number of images each class had. 

Let's define M1, M2…… Mn, me as; 
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Here, 
0M is the grand mean and N is the total number of images for both 

classes. 

Fitness function ‘F’ can be computed by equation 7; 
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                                                              (7) 

2.4 Classification using Support Vector Machine (SVM) 

The binary classification is a two class (0 or 1) problem, and the goal of this 
problem is to separate the two classes by mean of function. SVM is a useful 
technique for data classification and is easier to use compared to Neural Networks. 
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SVM takes data (features) as input and predicts which data belongs to which class. 
The goal of SVM is to find the optimal hyper plan such that it minimizes the error 
rate for an unseen test sample. According to the structural risk minimization 
principals and VC dimension minimization principle [18] a linear SVM uses a 
systematic approach to find a linear function with the lowest capacity. 

The SVM classifier correctly separates the training data of labeled sets of M 
training samples (Xi, Yi), where Xi ε RN and Yi are the associated label i.e. (Yi ε 
{-1,1}). 

The hyper plan is defined by equation 8; 

1

( ) ( , )
M

iii
i

f x K x x by


           (8) 

3 Experimetal Results and Discussion 

We used the MATLAB 2009a environment for our experiments. Labeled faces in 
the wild (LFW) [19] face database were used in our experiment. This database 
contains 13,233 images collected from the web. To remove unwanted areas, a face 
portion is extracted using a spatial coordinate system and then, as shown in Fig. 7, 
histogram equalization is applied to normalize the face image. We selected 400 
face images, 200 male and 200 female, for the experiments. All the faces are 
aligned using commercial align software (Wolf et al 2009) [12]. We avoided the 
selection of those images for which it is difficult to establish the ground truth 
(such as a hidden face). 5-fold cross validation is used in all experiments. All the 
images are converted into gray scale from the RGB color space to retain the 
luminance factor and to eliminate the hue and saturation information. An 8 bit 
grayscale image contains 256 gray levels which have values between 0 and 255. 

The image is resized to the size of 32x32 pixels and the spatial coordinate system 
is used to extract the facial portion. A hit and miss method is used to find the x1, 
x2, y1 and y2 coordinates of an image. As all the images are of the same size, the 
same coordinate values are used for all images to extract the face portion. Figure 8 
depicts this process. 

Five level decomposition is performed using a 2-dimensional Haar wavelet 
transform. First, details coefficients of all levels are combined, and their energy is 
found out. Then horizontal and vertical coefficients are combined and their energy 
is calculated. The combined detail co-efficient and horizontal and vertical co-
efficient of DWT are then passed to PSO. PSO evaluates the features and provides 
results as optimized features. Features’ vectors of size 10, 20, 30, 40 and 50 are 
obtained after PSO implementation. These features are then passed to SVM with a 
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train-to test-ratio of 1:3 and 3:1 using 5-fold cross validation. We have also used 
some other state-of-the-art classifiers for testing resultant feature sets and 
compared their results with SVM classifier. Table 1 shows that the use of the 30-
feature SVM classifier outperforms other classifiers. The accuracy of BPNN and 
KNN is same, with both using 10 and 20 features, but the accuracy increases when 
the features set size is set to 30. We have also noticed that the accuracy rate 
degrades when the features set size is more than 30. 

 

 

(a) 

 

(b) 

         Figure 7 

             (a) Face before normalization 

           (b) Face after normalization  

 

 

Table 1 

Comparison of SVM classifier accuracy rate with other state-of-the-art classifiers accuracy using 

different number of features 

 

 

 

 

 

 

 

Accuracy is evaluated after passing the 5-level DWT combined features to SVM. 
We compared it with the proposed techniques as shown in Table 1. Table 1 clearly 
shows that the proposed technique’s accuracy rate is high with reduced 
dimensions (i.e. it utilizes a minimum number of features). In Fig. 9, the Feature 
set of size FS-250, FS-300, FS-450 and FS-500 are used to train and test SVM to 
evaluate the DWT+SVM accuracy rate. On the other hand, high classification 
accuracy of 97% is obtained with Feature set size reduced (i.e. FS-20, FS-30, FS-
40, FS-50) after optimizing the features using PSO (i.e. using our proposed 
technique). 

Classifier/
Features 

10 

 

20 30 

 

40 

 

50 

 

BPNN 0.7433 0.7433 0.8683 0.8683 0.7017 

KNN 0.7433 0.7433 0.8051 0.7433 0.7017 

SVM 0.785 0.785 0.973 0.8267 0.7433 

FLDA 0.7433 0.785 0.8192 0.8267 0.6183 

NMS 0.7017 0.6183 0.7513 0.785 0.785 

LDA 0.7017 0.5767 0.8447 0.785 0.7433 

NMC 0.7017 0.7433 0.8135 0.785 0.7017 

 

Figure 8 

Face image extraction 
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Figure 9 

 Proposed technique (DWT+PSO+SVM) comparison with another mechanism (DWT+SVM) using the 

different number of features. 

Table 2                                                                          Table 3                                                                           

                    Parameter settings for PSO                                          Parameter settings for GA 

 

 

 

 

 

 

Fig. 10 presents the comparison of the PSO-based optimized feature's 
classification accuracy rate with GA-based optimized feature's classification 
accuracy rate using a features set size of 20, 30, 40 and 50. The GA-based 
optimized features' accuracy rate is high only when we use a features set of size 
50; however, in all other cases (i.e. Feature set of size 20, 30 and 40), the PSO-
based optimized feature's accuracy rate is higher. In PSO, the computation time is 
substantially less as compared to GAs because all the particles in PSO have the 
tendency to coincide to the finest solution swiftly. So the PSO-based optimization 
mechanism is considerably more accurate and fast as compared to the GA-based 
optimization mechanism in the case of gender classification. 

Parameter Name Value 

Swarm Size (N) 100 

Cognitive Parameter (C1) 2 

Social Parameter (C2) 2 

Inertia weight (ω) 0.6 

Iterations 100 

Parameter Name Value 

Population Size (N) 100 

Cross Over Probability 

(Pc) 

0.5 

Mutation Probability 

(Pm) 

1 

Iterations 100 
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Figure 10 

PSO and GA-based classification accuracy rate comparisons 

Table 4 presents a comparison of our proposed technique with other gender 
classification techniques. In our proposed technique, we overcome problems such 
as high dimensions (by utilizing the minimum number of features) and variation in 
pose or occlusions (by combining different level's DWT coefficients). We have 
used real-life images that have a large amount of variations in facial expression 
and pose. The database that we have used is also publicly available, which helps 
to benchmark for the future. 

Table 4 

Comparison of SVM classifier accuracy rate with other 

 

 

 

 

 

 

 

 

 

 

 

Methods Database Data 

Dimensions 

Real 

Life 

Publically 

available 

Recognition 

Rate 

Proposed LFW 30 Yes Yes 97% 

Sun et al [3] PCA,SVM General 
Faces 

150 No No 95.3% 

Jain and 

Huang [4] 

ICA,LDA FERET 200 No Yes 96% 

Baluja et al [6] Pixels 
Comparisons 

FERET 2409 No Yes 94.3% 

Nazir et al [7] DCT,K-NN SUMS 256 No Yes 99.3% 

Shakhnarovich 

et al[9] 

Haar-like 
features 

World 
Wide 
Web 

35,00 Yes No 79% 

Gao et al [10] Haar-like 
features 

Consumer 
Images 

10,100 Yes No 95.5% 

Shan, C [20] LBP, SVM LFW 2891 Yes Yes 95% 

Sajid et al [8] DWT,SVM SUMS 20 No Yes 95.63% 



S. A. Khan et al. Gender Classificaiton using Multi-Level Wavelets on Real World Face Images 

 – 206 – 

Computational Complexity 

In this section, performance is measured in terms of time complexity. Table 5 
presents the computational time comparison of our proposed technique with other 
techniques. Most of the researchers have used geometric based feature extraction 
techniques to extract the face features and classify gender, which makes their 
technique computationally more expensive. We can see from the table that [6] 
used Adaboost and Support Vector Machine (SVM) to classify gender, and their 
technique consumed more time as compared with our proposed technique to 
classify gender. Similarly [7] used the Voila and Jones technique to detect the face 
portion first and then DCT to get the efficient face features. The Voila and Jones 
technique takes more time to extract the face portion as compared to the Spatial 
coordinate system. In [10] Boosting tree and Active shape model (ASM) are used 
to locate the facial points. The computational time of ASM increases with an 
increase in face image sets. In [20] the same ASM geometric feature extraction 
based approach is used, which is more time consuming compared to our proposed 
appearance-based approach. 

Table 5 

Computational time comparison with other techniques 

 

 

 

 

 

 

 

 

 

 

 

 

Conclusions and Future Work 

Gender classification is considered one of the most active research areas in pattern 
recognition and image processing. Currently most of the acclaimed work in this 
domain revolves around a frontal facial image based classification. In this paper, 
we have focused on reducing the data dimensions and have tried to produce a 
more optimal feature set that more accurately represents a gender face. If the 

                                  Technique     Total Time  (Sec)   

                       

                      Proposed  

 20 features       40 

 30 features       60 

 40 features        70 

 

Baluja et al. [6] 

 

AdaBoost+SVM 

20 features       47 

  30 features       68 

 40 features       78 

 

Nazir et al. [7] 

Voila & Jones + 
DCT+KNN 

 20 features       130 

 30 features       160 

 40 features       183 

 

Gao et al. [10] 

 

Boosting Tree +ASM 

 20 features       240 

 30 features       300 

 40 features       360 

 

Shan, C [20] 

 

ASM+LBP+SVM 

 20 features       165 

 30 features       220 

 40 features       268 
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inadequate features are used, then even the best classifiers usually fail to achieve 
higher accuracy. Therefore, in this paper, we have tried to optimize the features by 
using PSO algorithms. After the optimization phase, a large number of redundant 
and irrelevant features are eliminated, resulting in a reduction in data dimensions. 
We have achieved a 97% classification accuracy rate after performing 
experiments on real-world face images (LFW) and have utilized the minimum 
number of features. We have combined different level's DWT detail coefficients, 
making our system more stable and supportive of variations in facial expressions, 
illumination and poses. The results of proposed technique when compared to other 
state-of-the-art gender classification techniques show that the proposed technique 
provides higher classification accuracy by utilizing the minimum number of 
features. This also reduces time complexity and makes the system fast.  
Furthermore, we intend to explore more Swarm-based optimization algorithms 
(SOAs), such as Ant colony optimization,  and to make our system more accurate 
and stable. 
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Abstract: In the event of a professional football club the fundamental sports objectives can 

get into contradiction with the intentions of the investor, who might wish, in many cases, to 

take care primarily for the increase of profits instead of serving the aims of football and the 

most important designation of a football club. In my study you will find an analysis of legal 

forms for football clubs, as well as the method of the management by owner determined 

primarily by such forms. We keep in mind primarily the aspect how these forms influence 

the possibilities of financing and the acquisition of capital. A form of entrepreneurship and 

management which takes into account the possibilities of a football club allows for the 

implementation of the most important objectives of sports, even if it is necessary to involve 

a considerable amount of capital. Through transportation into an incorporated firm with 

the appropriate shaping and operation of a group of companies, the aims of capitalisation 

will also be pursued, while the sports objectives remain the primary ones. (Such forms are 

limited liability companies, limited partnerships, share companies, registered associations, 

etc.) On the basis of foreign experience our study intends to make findings and proposals in 

order to serve establishing and operating such forms of enterprises, which will create – in 

addition to the priority of sports objectives – also broad possibilities for capitalisation in 

professional football. 

Keywords: cost, football capital-company; capital; legal form of Business; Registered 

Association; Ltd; Share Company 

1 Introduction 

A rather big part of professional football clubs may be characterised by a 
permanent process of structural and management transformation, which comes to 
expression in the variation of the legal forms of undertaking in professional 
football, and, moreover, in the phenomena of up-to-date controlling, planning, risk 
management and financial management. ([7] Nagy, Z. I. 2011). With the help of 
such modern elements, football clubs start building up a specialised branch, up-to-
date and complex from an economic viewpoint, in which the most important 
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requirement will be to secure the requisites of licence until the end of the 
championship. Here, liquidity reserves have high priority importance, while the 
analysis of indebtedness is relegated to the background even in the course of 
judging the licence requirements. In accordance with the regulations of UEFA, 
any possible insolvency must be prevented, for many years, in each country, 
through making very high requirements, during the season and championship. 
These strict regulations pose a challenge even for the most highly developed 
football countries; thus, for example such regulations are not entirely enforced 
even in Germany. Thus, the equality of financial chances highlighted by UEFA is 
realised only to a restricted extent in respect of all European football clubs. Based 
on the always expanding business activity of various football clubs, the permanent 
constraint of adapting themselves to the requirements of global economy generates 
more and more significant financial and economic restrictions against football 
clubs. Thus it is to be stressed that the Basel II Directive considerably influences 
the funding of football clubs on the side of credit institutions, although 
professional football is impacted in this process only indirectly. At the same time, 
the evaluation and examination of credit standing and the credit rating have 
become highly important for business enterprises operating in professional 
football. Of course only those football clubs functioning with permanently positive 
results can meet such an acute challenge, since they are capable to improve their 
credit rating on a regular basis. In contrast, the football clubs having an 
unfavourable credit rating might get into very difficult circumstances in 
consequence of such a credit rating. This may even result in their getting no credit 
at all. For example, the strict regulations do not cause any problem for the football 
clubs with licence; in their case an essential improvement of credit rating can be 
found on a continuous basis, which is a true index of economic consolidation. 

2 Importance of the Legal Form of Football Clubs 

In line with the international outlook I wish to rely primarily on the peculiarities of 
German professional football, since it shows most of all the presumable 
mainstream of the development of football. Let us overview which are the forms 
of undertaking in the German League football, and what the changes in trends are. 

On the basis of the 1998 Resolution of the German Federal Parliament, it is 
possible to operate football undertakings also in the form of an incorporated firm [ 
which means that the members are not responsible for the liabilities of the 
company; these are share companies, limited liability companies, and limited 
share partnerships], in addition to the classical form of association ([3] Bundesliga 
Offizielles WEB-Seite 2011). The main point here is that such part of the 
association participating in League football can be outsourced into the form of 
incorporated firm. It is interesting that in Germany 21 teams from League I and 36 
teams from League II are operating currently in the form of incorporated firms. 
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The change in legal forms, i.e. the transformation from the traditional form of 
association into an incorporated firm, has accelerated and has become prominent 
over the past number of years. Nevertheless, registered associations continue to 
play an important part in the Leagues, since this form is functioning even directly 
in the Leagues, but it continues to remain in the foreground also as parent 
company of incorporated firms. 

Legal Form Frequency Legal Form    Frequency 

Association 15 LLC with right 5 

Share comp. 2 LLC & Co.LP. 10 

LLC 4 I.-II Liga , Total 36 

 

Figure 1 

Distribution of legal status in Germany (I and II.  League clubs) 

Source: [5] Dworak, A.: Finanzierung für Fußballunternehmen, Erick Schmidt Verlag 2010, p. 52 

3 Advantages and Disadvantages of Registered 

Association 

The determining element of this legal form is the public purpose (non-profit goal) 
even in Germany. The associations have a public target even in the field of 
football, and thus they are subject to the effect of the law of associations. The 
management and the supervisory board are elected by the members of the 
association at the members’ meeting. In Germany, 90,000 associations are 
functioning with a membership of 24 million, mainly in the fields of mass 
(recreational) sports/amateur sports. The side of revenues of the annual budget 
consists mainly of the payments of membership dues, state subsidies and 
donations, but even business activity may be pursued as an ancillary activity in the 
interest of increasing the revenues, provided this serves the public purpose. In 
Germany, associations were able to manage their finances at an average of EUR 
49,000 in the past years at the annual level; however, half of the sports 
associations were operating with a budget of EUR 14,000 on average [7] Nagy, Z. 

41%

6%11%
14%

28%

Association Share comp. LLC

LLC with right LLC & Co.LP.
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I., 2011). The more important clubs manage a significantly higher budget, and this 
results, in the case of small clubs, in a considerably negative deviation from the 
average and in the high frequency of such deviation. 

Funding, registering and operating an association is relatively simple, and the rules 
are transparent. All strata of society like to make use of the advantages of this 
form of non-profit company having legal personality, which provides tax benefits. 
The registered associations fill such an important social role in Germany that they 
are exempted, in respect of the public purpose activity, from corporate income tax, 
industrial tax, real estate and property tax, and in addition, they are only charged 
by a beneficial 7% general turnover tax (VAT). Otherwise, the general rate of 
VAT is 19%. However, these tax benefits touch professional football undertakings 
to only a minor extent as these professional associations may obtain only a small 
amount of revenues exempt from taxation. The tax benefit helps mostly amateur 
and mass sports ([4] Bundesligareport (2011). 

It is a disadvantage that the members of the association may exercise rights of 
control to a limited extent only, since the management is only obliged to satisfy 
the members’ need for information essentially at the members’ meetings ([8] 
Schmid, V. Unternehmensführung im Profifußball). Also the depth of information 
and orientation is insufficient. Apart from the above, the members have practically 
no possibility for obtaining information. The associations’ supply of business 
information may not be compared even remotely with the requirements governing 
incorporated firms. In the event of a bad impression obtained by a member of the 
association at the members’ meeting in connection with business management, he 
will have first of all the possibility of withdrawal, and, if the dissatisfaction of 
members becomes overwhelming, the issue of winding up of the association may 
be raised. However, the member of an association will never reacquire, in any of 
the cases above, his or her paid-in contributions, and thus the only possibility 
remaining for him or her is to trust blindly in the work of the association’s 
management. 

It is a further deficiency in the operation of the form of association that there are 
no regulations for the application of profits. Consequently, the earned profits are 
spent on increasing the value of the roster of players in most of the football clubs, 
and they pay much less attention to forming financial reserves, although this could 
be very useful later on from the point of view of long-term operations. 

The rules relating to associations do not provide satisfactory protection even for 
lenders. Associations are answerable with their own assets for their liabilities, but 
there are no detailed legal prescriptions in the relevant law of associations in 
Germany. Of course, in principle, regulations may be set up relating to publicity, 
application of profits and collateralising the loans in the statutes of associations, 
which is, however, scarcely feasible. We can hardly suppose that the elected 
management of an association would set up restrictions on itself. Logically, all this 
has a negative impact on the opportunities for financing with outside capital. 
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It follows from all this that a registered association may only make use to a 
restricted extent of any potential possibilities of financing. An increase in equity is 
allowed primarily through the retention of profits, but we must add that the profits 
may only be increased up to a certain limit per year, in order to maintain the non-
profit status of the company. The hosting of shares and the involvement of 
contributed capital may only be secured after transformation into an incorporated 
firm. Therefore, in the event of associations, funding by banks or private 
individuals who are committed to the given association will be possible in line 
with own revenues and subsidies. The first-mentioned resources may cover current 
expenditures to a minor extent; they play a part mostly in the financing of long-
term projects. Due to the aforementioned lack of publicity and of mechanisms of 
control and protection, the issuance of bonds or of the so-called participation 
certificates poses difficulties to associations. 

Altogether we can state that the registered association will continue to function as 
one of the most significant legal forms of professional football in Germany as 
well, in spite of the fact that the law of associations is far from providing 
satisfactory conditions for the operations of football clubs carrying out modern 
business activity. Thus, it is no wonder that in Germany there appears a strong 
inclination towards the transformation from the form of association into the form 
of incorporated firm. This does not mean that the clubs (mainly the amateur and 
mass sports clubs) will turn away from the form of association. Here we should 
rather mention the trend that the fields and branches, where up-to-date conditions 
of business management make this necessary, must be subject to the process of 
transformation (through becoming an incorporated firm via outsourcing from the 
association). Professional football is such a field. 

In Hungary, there is a need for finding the appropriate form of motion in order to 
secure that vision, and the practice of entrepreneurship should gain ground in spite 
of the fact that sports leaders, audiences and authorities have grown up in an 
attitude ruled by the form of association ([1] Bács, Z.-Szima, G. 2012). 

4 Registered Association: VfB Stuttgart, Germany 

(Very Successful Functioning) 

This famous club was founded in 1893 and is one of the founders of the German 
Professional League, where, in 1975, huge financial tensions were generated in 
consequence of the then president’s exaggerated and over-dimensioned concept of 
investment and purchase of players. As a result, the club dropped out from the 
First League, but it came back in 1976, and it reached even the fourth place. In 
parallel with the successful participation in the championship, they succeeded in 
enlarging also the infrastructure, with a new club centre built by the middle of the 
80s. 
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The club gained the championship four times, in Season 2006/07 for the last time, 
when the team also won the German Football Cup. In contrast to many 
professional football clubs, Stuttgart did not build a structure of an incorporated 
firm, but, essentially, it preserved the form of registered association. Several 
business areas were outsourced over the past years, but these remained profit 
centres operating under the direction of the association. The licence right remained 
with the association. 

 

Figure 2 

Organizational scheme VfB Stuttgart 

Source: [8] V. Schmid, Unternehmensführung im Profifußball, Berlin 2004 

Proprietary association: VfB Stuttgart Registered Association. The task of VfB 
Stuttgart Holding LLC is the development of alternative solutions for financing, 
e.g. the involvement of investors functioning as dormant partners. The task of VfB 
Stuttgart Marketing LLC is operating the professional football division, and as a 
compensation it receives an agent’s commission from the association, in a manner 
basically similar to an external agent selling external rights. The task of VfB Shop 
Sales and Advertisement LLC is organisation and arrangement of merchandising. 
The task of VfB Property GmbH & Co. KG [limited partnership with an LLC as 
general partner] is the management of leaseholds and real estate for the 
association. The GbR (civil law association) is a simple form of undertaking wide-
spread in Germany, based on a specific contract of agency. 

The traditional form of association as a basic model of management may also be 
successful in professional football, but it is true that this is realised also thanks to 
Stuttgart’s main sponsor, its exclusive partners and its team partners. The list is 
deserving of attention: Gazi, Merzedes Benz, Puma EnBW, Kronbacher, BW 
Bank, Breuninger, Kärcher, and Coca Cola. Therefore, is no wonder that VfB 
Stuttgart was and is very successful. 

Records of VfB Stuttgart: 

German championship: 

 Winners (5): 1950, 1952, 1984, 1992, 2007 

 Runners-up (4): 1935, 1953, 1979, 2003 

German Cup: 

 Winners (3): 1954, 1958, 1997 

 Runners-up (2): 1986, 2007 

http://en.wikipedia.org/wiki/German_football_champions
http://en.wikipedia.org/wiki/1983%E2%80%9384_Fu%C3%9Fball-Bundesliga
http://en.wikipedia.org/wiki/1991%E2%80%9392_Fu%C3%9Fball-Bundesliga
http://en.wikipedia.org/wiki/2006%E2%80%9307_Fu%C3%9Fball-Bundesliga
http://en.wikipedia.org/wiki/1978%E2%80%9379_Fu%C3%9Fball-Bundesliga
http://en.wikipedia.org/wiki/2002%E2%80%9303_Fu%C3%9Fball-Bundesliga
http://en.wikipedia.org/wiki/DFB-Pokal
http://en.wikipedia.org/wiki/1953%E2%80%9354_DFB-Pokal
http://en.wikipedia.org/wiki/1957%E2%80%9358_DFB-Pokal
http://en.wikipedia.org/wiki/1996%E2%80%9397_DFB-Pokal
http://en.wikipedia.org/wiki/1985%E2%80%9386_DFB-Pokal
http://en.wikipedia.org/wiki/2006%E2%80%9307_DFB-Pokal
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German Super Cup: 

 Winners (1): 1992 

German League Cup: 

 Runners-up (3): 1997, 1998, 2005 

Oberliga Süd I: 
 Winners (3): 1945–46, 1951–52, 1953–54 

 Runners-up (3): 1949–50, 1952–53, 1955–56 

2nd Bundesliga Süd II: 
 Winners (1): 1977 

Bezirksliga Württemberg-Baden: 

 Winners (2): 1926–27, 1929–30 

 Runners-up (1): 1925–26 

Gauliga Württemberg: 

 Winners (4): 1934–35, 1936–37, 1937–38, 1942–43 

 Runners-up (4): 1938–39, 1939–40, 1940–41, 1941–42 

UEFA Cup: 

 Runners-up (1): 1988–89 

UEFA Cup Winners' Cup: 

 Runners-up (1): 1997–98 

UEFA Intertoto Cup: 

 Winners (2): 2000, 2002 

Accordingly, the corporate philosophy of the association is conservative and 
successful, if we consider the achievement of sports results to be the main 
objective. This creates the foundations for success also in the economic field, i.e. a 
safe economic background must be underpinned by successful sports results. This 
statement raises the question as to the proper tangible and intangible results of 
sports. 

If we have a closer look, however, we can see that this rather simplified objective 
cannot be a strategic guideline in this new dimension of modern football, which in 
recent years has shown extraordinary development and today confronts football 
enterprises with global challenges ([2] Bott, S. 2007). Naturally, the main 
objective of football enterprises is also complex, made up of specific systems of 
sub-goals. A thorough examination and analysis of subordinated goals contribute 
to determining the ultimate objective itself and provides particular help in 
achieving this. The aggregate system of objectives in the case of a football 
enterprise is made up of three components: sports results, economic results and 

http://en.wikipedia.org/wiki/German_Super_Cup
http://en.wikipedia.org/wiki/Premiere_Ligapokal
http://en.wikipedia.org/wiki/Oberliga_S%C3%BCd_(1945%E2%80%9363)
http://en.wikipedia.org/wiki/2nd_Bundesliga_S%C3%BCd_(1974%E2%80%9381)
http://en.wikipedia.org/wiki/Bezirksliga_W%C3%BCrttemberg-Baden
http://en.wikipedia.org/wiki/Gauliga_W%C3%BCrttemberg
http://en.wikipedia.org/wiki/UEFA_Cup
http://en.wikipedia.org/wiki/1988%E2%80%9389_UEFA_Cup
http://en.wikipedia.org/wiki/UEFA_Cup_Winners%27_Cup
http://en.wikipedia.org/wiki/1997%E2%80%9398_UEFA_Cup_Winners%27_Cup
http://en.wikipedia.org/wiki/UEFA_Intertoto_Cup
http://en.wikipedia.org/wiki/2000_UEFA_Intertoto_Cup
http://en.wikipedia.org/wiki/2002_UEFA_Intertoto_Cup
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intangible results (value).These three components can substitute each other only to 
a limited extent and strongly correlate with each other. By breaking down the 
objectives that form the basis of enterprises into components, they can be 
determined and optimised more precisely, as separate calculations can be prepared 
for each and every result component and each element therein ([1] Bács, Z.-Szima, 
G. 2012, [11] Borbély, A 2112). 

Sports results, which might mean winning international and national titles, 
qualifying for various international tournaments, avoiding relegation or being 
promoted to a higher division, are undoubtedly the most important components of 
the aggregate result, as these are what various factors of both economic and 
intangible results depend on. 

It is clear that an unforeseen wave of injuries could foil the plans to achieve sports 
results, just as other unexpected factors could. In other words, by maximising one 
factor we will not necessarily get closer to our goal, as reaching this goal is 
influenced by a whole series of factors. This means that other short and long term 
economic result factors must also be taken into account. 

Since the improvement of the financial situation usually has a positive effect on 
aggregate result, we can assume that the management of any given football 
enterprise (particularly its financial management) wishes to maximise this and will 
consider the maximisation of profit the focus of entrepreneurial activity ([10] 
Zieschang, K.– Klimmer, Ch. 2004). Economic results are closely connected to 
other result factors. Radical changes of the various result factors could cause 
undesired effects that might in turn lead to an unforeseeable financial crisis. As a 
result, players’ wages might have to be significantly reduced or assets might have 
to be sold. In the end, these will have a negative effect on the sports results as 
well. In the case of relegation to a lower division (which is a significant change), 
the given football enterprise is forced to face serious economic consequences, 
which can be lightened through prize indemnity insurance. Even a remarkable 
sports result, such as winning a championship, could become a negative 
influencing factor if the club pays extraordinarily high bonuses to players for the 
title, which could overload the enterprise’s budget. Naturally, insurance can be 
taken out for such cases (which of course costs money). 

The intangible result: the success of a football enterprise entails all value factors 
that are very difficult to quantify using financial-economic or sports result aspects. 
This includes the image of the football enterprise, the improvement of which 
usually results in an increased media presence or the improvement of financial 
positions or the growth of the market value of the enterprise. Of course this also 
impacts economic results, as an improved image could lead to increased 
sponsorship. When speaking of intangible results, we should also mention the 
supporters’ strong identification with the club. This strong relationship has a 
positive impact not only on economic results, but could also boost the 
achievement of better sports results. 
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A football enterprise naturally strives to maximise these intangible results; 
however, these can only be achieved at the expense of other result factors. 
Primarily these results could clash with the economic result. If the club’s 
management and owner decide to sign valuable star players and managers 
regardless of the size of the expenditure, this will obviously have a positive effect 
on the intangible results and, naturally, sports results as well. It is very likely that 
in the long-term the enterprise’s revenues will also increase. In the mid-term, 
however, such decisions impose significant financial burdens, which in turn could 
lead to a serious financial crisis for the club. In professional football – as opposed 
to other economic fields – it is not customary to prepare a separate plan with 
respect to image impact for example. Today, the change of image is still an 
indirect effect of investment. The way of the future is that football enterprises 
shall directly plan to increase intangible results through certain targeted 
promotions, e.g. by planning and managing member recruitment, loyalty 
promotions, etc. 

The three main components of the aggregate result and their factors are closely 
interrelated. For example, the improvement of sports results has a positive impact 
on economic result, which in turn leads to an increase in television and ticket 
revenues and the sale of promotional products, but member contributions and 
revenues from sponsorship deals could also grow. Improving sports results also 
affects intangible results: the club becomes more respected, supporter ties become 
stronger and media interest increases. A good economic result has a favourable 
effect on sports results as the sufficient liquidity provided through profit and 
appropriate management allows the club to fulfill incentive wages and premium 
payments without any problems. We should also emphasise that a good economic 
result has a positive effect on intangible results as well. Opportunities open up to 
finance supporter projects and clubs as well as significant advertising activity [7] 
Nagy, Z. I., 2011). A football enterprise acts correctly if it strives to achieve the 
maximum of the composite result made up of the aforementioned three 
components. 

5 Legal Forms of Football Clubs 

In Germany, the relationship of associations with incorporated firms may be 
deemed to be customary already in professional football, promoting the 
arrangement of business activity. These so-called marketing limited liability 
companies are essentially similar to business undertakings and they are in general 
the subsidiaries of associations. However, the real concept of an incorporated firm 
of football refers more to the outsourcing of football undertakings and of the fields 
neighbouring football into incorporated firms, or, respectively, to the 
transformation thereof into incorporated firms. The surviving association operates 
as a so-called parent association, and it disposes usually over the majority of votes 
in the incorporated football firm. 
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In the event of transformation into or the foundation of an incorporated firm the 
obtaining operating licence requires compliance also with the requirements made 
by the League Association, in addition to any other statutory provisions in force. 
In this respect, first of all the rule of 50%+1 votes must be highlighted in 
Germany, which must be asserted of course both in the case of the original 
undertaking and the outsourced marketing company. It is a further important 
prescription that employees of the business undertaking may not be 
representatives in the bodies of any other football undertaking. The parent 
company must dispose over majority representation in the organ of control of the 
incorporated firm. The right of delegation is within the competence of the parent 
company. In addition, the statutes of the League Association require from the 
football companies also a minimum capital amounting to EUR 2.5 million. 

However, the election of the legal form of a football association contemplating 
outsourcing and transformation has not only legal but also economic 
consequences. Here, particularly, the possibilities of financing should be stressed, 
which will be enlarged for the football undertakings after the transformation. 

In Germany the most frequent incorporated football firms are in the form of the 
share company, limited liability company or limited partnership, with restricted 
liability of shareholders. 

6 The Importance of the Share Company in Football 

This is a company having an independent legal personality, in which the company 
is answerable for its liabilities with the assets (capital wealth) of the company, and 
which must function in accordance with the Act on Share Companies also in the 
field of professional football. Its bodies consist of the board of directors, the 
supervisory board and the general meeting. Any other regulations are asserted, 
mutatis mutandis, also in the case of football companies, and thus the rules 
relating to accounting, publicity and the utilisation of profits. The shareholder’s 
equity may be increased, among other ways, through the surrender and exchange 
of shares, and, respectively, through the issuance of shares and the increase of 
capital at the stock exchange or over the counter. 

Share companies are advantageous, if there is a great need for capital and if it is 
possible to involve further financers into joint financing. However, in the course 
of the acquisition of capital, the majority of votes is in each case an indispensable 
requirement for the parent association, which can be secured through the issuance 
of registered shares and/or preference shares with restricted transferability [7] 
Nagy, Z. I., 2011). In the first case the permission of the management of a share 
company is also required for the acquisition of shares, while the latter ones do not 
secure any votes for the shareholders, and their issuance may not exceed the sum 
of the shares already issued (ordinary shares and shares with restricted 
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transferability). In this way the formation of an undesirable majority may be 
prevented; but obviously, the involvement of capital will also be narrowed due to 
the restrictions, since in the event of contribution of further capital required due to 
the increase of capital or losses the parent association may incur obligations of 
payment in order to secure the majority, because the licence rights are possessed 
in this case by the parent association. The League Association strictly controls 
compliance with each regulation. 

7 Successful Football Club: Bayern München Share 
Company 

In the field of German professional football, FC Bayern München is an 
association, among others, having opted for the form of a share company as a type 
of incorporated firm. In 2002, the team disposing over the play rights licence, the 
amateur team No. 1, as well as junior teams A and B and the women’s team, were 
outsourced from the main association, and they were integrated into the marketing 
subsidiary having been previously founded, and this was then transformed into FC 
Bayern München AG. Thereby all fields important from the economic viewpoint 
were integrated into the incorporated firm of football. The non-economic fields 
and several participations remained with the current company. After that, 10% of 
shares were surrendered to a so-called strategic partner (Adidas AG) via share 
exchange. 

The association of FC Bayern München, being the most successful football club of 
Germany and belonging to the first 5 teams of Europe, can be deemed a model 
regarding both the transformation of professional football undertakings into 
market-oriented servicing undertakings, and its significant and salient business 
and sports results. The club exceeded a turnover of EUR 300 million in the 
championship 2009/10 for the first time. From among the teams of the German 
Premier League, it was Bayern München to realise the business opportunities 
hidden in targeted “merchandising”, and it created also the required infrastructure. 
The leaders who were considered professional managers in the 70s had already 
decided to search for new resources of revenues, e.g. via opening VIP-boxes. In 
the 80s they increased revenues under the leadership of Hoeneß in the fields of 
merchandising and advertisement, as well as through sharing in the revenues of 
the German federal television. They modernised the functioning of the club and 
set up a new organisational structure. The club was a pioneer in the application of 
merchandising in Germany, but later on this business activity was outsourced into 
the Sportwerbe LLC, established for this purpose. For the supervisory board an 
institutionalised system of control was established. In the board of directors the 
competencies for trade and sports were strictly separated. 
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In 2002, with the purpose of establishing an appropriate professional organisation 
and, last but not least, in order to construct a new stadium, they outsourced the 
professional football division into the already existing FC Bayern München share 
company. At that time, the shares were not floated on the stock exchange, but this 
idea was coming into spotlight more and more (Borussia Dortmund is the single 
stock exchange company active in the field of football in Germany). Figure 3 
shows the ownership structure. 

 

Figure No. 3 

Ownership Structure 

Source: [6] FC Bayern München WEB site 

In accordance with the plans agreed on in advance, Audi AG increased its 
shareholding in three phases to 9.09% by July 2011, in this way overtaking the 
shareholding of Adidas AG. 81.2% of the shares continued to be held by the 
association and the registered capital increased to EUR 27.5 million. The share 
company is the sole owner of Allianz Arena München Stadion LLC, which 
constructed and is operating the stadium. TSV 1860 München had been the 50% 
owner of this LLC until 2006, but it sold its share to FC Bayern München Share 
Company for EUR 11 million, due to financial problems ([6] FC Bayern München 
Offizielle WEB-Seite, [7] Nagy, Z. I. 1012). 

Records of Bayern München: 
 Most Bundesliga titles won: 21 

 Most Bundesliga games won (907) and points achieved (3095) 

 Most game days on top of the league: 592 

 Most average points per game in the Bundesliga: 1.93 

 Most Bundesliga goals scored: 3412 

 Most consecutive wins in the Bundesliga (19 March–20 September 2005): 15 

 Most games won in a club's first Bundesliga season (1965–66): 20 

 Biggest lead over second-place finisher (2002–03): 16 points 

http://en.wikipedia.org/wiki/Fu%C3%9Fball-Bundesliga
http://en.wikipedia.org/wiki/Fu%C3%9Fball-Bundesliga_1965%E2%80%9366
http://en.wikipedia.org/wiki/2002%E2%80%9303_Fu%C3%9Fball-Bundesliga
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 Championship with fewest points under the 3-point rule (2000–01): 63 

 Championship with the most losses in a season (2000–01): 9 

 As a negative record, Bayern's match in Dortmund in the 2000–01 season was 
the most unfair match in Bundesliga history, with 15 cards having been 
shown (10 yellow, 1 yellow-red, 2 red), and of those, 12 (8, 1, 1) were shown 
to Bayern players, which is also a record in Bundesliga history. 

 Most championships won: 22 

 Most cups won: 15 

 Most league cups won: 6 

 Most doubles won: 8 

 Only club to win the double (Bundesliga and cup) twice in a row (2005–
06 and 2006–07) 

 Only club to win a championship with the men's and women's football 
department 

 Fastest goal in Champions League history: After 10 seconds by Roy 
Makaay on 7 March 2007 against Real Madrid 

 Last club to win the Champions League/European Cup three times in a row: 
1974–76 

 Highest aggregate win in the UEFA Champions League knockout stage: 12–1 
on 24 February 2009 (5–0) and 11 March 2009 (7–1) against Sporting CP 

8 The Importance of the Limited Liability Company 

in Football 

The LLC is a preferred form of incorporated firm having legal personality in the 
field of professional football in Germany, whose regulations are set out in the LLC 
Act and in commercial law. The registered capital of an LLC is composed of 
business quotas and this must total at least EUR 25,000. Any other rules are 
asserted in the same manner as in the case of other LLC’s. (In accordance with the 
prescription of the League Association, the minimum capital amounts to EUR 2.5 
million in football!) The equity may be raised through the utilisation of annual 
profits (in keeping with the restriction of profits linked to a non-profit company, as 
well as through the increase of the primary stakes and the involvement of new 
quota holders. The form of LLC is much preferred in other sports, and thus it is 
wide-spread in the fields of handball and ice hockey. In spite of the fact that the 
LLC is applied in two main forms, it does not have such an important role in 
football. One of these forms is a football LLC, which covers all undertakings 
linked to football and operates as a subsidiary of the parent company with no 
affection for business. The other form is the LLC having the right of participation 

http://en.wikipedia.org/wiki/2000%E2%80%9301_Fu%C3%9Fball-Bundesliga
http://en.wikipedia.org/wiki/2000%E2%80%9301_Fu%C3%9Fball-Bundesliga
http://en.wikipedia.org/wiki/Fu%C3%9Fball-Bundesliga_2000%E2%80%9301
http://en.wikipedia.org/wiki/DFB-Pokal
http://en.wikipedia.org/wiki/Premiere_Ligapokal
http://en.wikipedia.org/wiki/Fu%C3%9Fball-Bundesliga
http://en.wikipedia.org/wiki/German_Cup
http://en.wikipedia.org/wiki/Fu%C3%9Fball-Bundesliga_2005%E2%80%9306
http://en.wikipedia.org/wiki/Fu%C3%9Fball-Bundesliga_2005%E2%80%9306
http://en.wikipedia.org/wiki/Fu%C3%9Fball-Bundesliga_2006%E2%80%9307
http://en.wikipedia.org/wiki/UEFA_Champions_League
http://en.wikipedia.org/wiki/Roy_Makaay
http://en.wikipedia.org/wiki/Roy_Makaay
http://en.wikipedia.org/wiki/Real_Madrid
http://en.wikipedia.org/wiki/Sporting_CP
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in the championship, in which case the direction by the parent company is also 
asserted; but in this case the full right of play (licence) has been assigned to the 
subsidiary. However, all other fields (marketing, merchandising, etc.) remain with 
the parent company, or potentially they are outsourced into other companies. The 
advantage of the second form of LLC is that the permission of play (licence) will 
be only applied for by the company to use the right of play in the future, and thus 
it will not be the whole parent company to be forced to comply with the strict 
licence regulations, in which case such a company may be in a much worse 
situation than the LLC outsourced for professional football. Let us mention as an 
example Bayer 04 Leverkusen Fußball – GmbH and Vfl. Wolfsburg-Fußball – 
GmbH. In the case of the first club Bayer AG is the 100% shareholder, while in 
the other club Volkswagen AG has a 90% share. The transformation served in 
both cases the connection of the football clubs to the parent companies, since in 
the case of both clubs a long-term linkage to the aforementioned reputable 
concerns can be experienced. Substantially, these football clubs developed and 
functioned in parallel with the aforementioned undertakings, and they emerged 
from their respective corporate sports clubs into League Clubs. This special link 
between a football club and an undertaking is expressly recognised also by the 
statutes of the League Association. Accordingly, the presidency of a League 
Association may resolve outsourcing with 50%+1 votes if given the business 
undertaking (in our case the aforementioned concerns) had been supporting their 
branch of football for more than 20 years prior to 1 January 1999 without 
interruption and to a considerable extent. This support existed in both cases, and in 
the case of Bayer Leverkusen this had been prevailing already as of 1904 (!). 

Notwithstanding the aforementioned special cases there is also a more 
commercialised and frequent form of football LLCs, which can be resolved by a 
parent association as majority owner. This solution means essentially the 
establishment of a subsidiary LLC. An example for this is Borussia 
Mönchengladbach. This solution may be contemplated if the football undertaking 
waives the solution of procurement of capital through the stock exchange. Here 
the number of potential capital owners may be restricted to a predetermined scope 
of owners, and in this way it is possible to comply with the prescription relating to 
50%+1 votes. 

9 A Highly Efficient Legal Form, BVB Dortmund in 

Germany 

The BVB Borussia Dortmund is a successful limited partnership with shareholder 
liability. The club was founded by a junior group of 18 of the Catholic Holy 
Trinity Congregation in 1909. Ball Society, Borussia (BVB), became slowly a 
modern, professionally managed football club from an amateur football society of 
peasants and workers. 
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Nowadays it is one of the most successful clubs in Germany. It has won the 
German Championship six times, and it has been the winner of the German Cup 
two times. In 1968 it has won the Cup of Cup Winners, and in 1997 it was the 
winner of the Champions League. After that the club decided to transform most 
parts of the association participating in League I into an incorporated firm quoted 
also on the stock exchange. As a first step they outsourced in 1999 the business 
fields, and they founded Borussia Dortmund GmbH & Co. KG incorporated firm 
operating through the issuance of shares. Borussia Dortmund Management LLC 
became the general partner, which was the fully-owned subsidiary of the 
association. They secured their position in the League Association through the 
GmbH & Co. KG in such a manner that the association continued to exercise 
control over the licence division. In 2002 to the float onto the stock exchange was 
implemented under the leadership of Deutsche Bank AG. Thus Borussia 
Dortmund is the single German club admitted to the stock exchange. The price of 
issuance of the shares was around EUR 11, and the issuance covered 13.5 million 
shares, which generated revenues amounting to EUR 131 million after the 
deduction of direct costs amounting to EUR 7.5 million. In addition, other 
ancillary costs which are difficult to quantify were also been incurred. 

At the beginning Borussia played successfully in the championship started in the 
year of transformation (1999/2000), but later on it almost dropped out for the 
second time from League I. In order to avoid dropping out they made decisions 
regarding the football club entailing changes in the staff including the hiring of a 
coach having achieved successes earlier, as well as further old and committed 
players. By the end of the championship, the team reached the 11th place. After 
that the club started intensely purchasing players. They acquired star players 
through transfer for amounts of double-digit millions in each case. As a result, the 
team won the Championship for the 6th time in 2002. A decline occurred both in 
financial stability and the sports results, primarily due to exaggerate purchase of 
players. The League division operated with a loss of more than EUR 65 million in 
Season 2003/4 ([1] Bács, Z. - Szima, G., 2012 analyzed the revenues of DVSC 
(Hungarian club)). The overall debts amounted to EUR 118 million. At that time 
the GmbH & Co. KG tried to improve its financial situation through the sale of 
key players (resulting in significant criticism from the management of the 
Association), and it sold Westfalenstadion to Commerzbank AG, which had still 
been 75% owned upon introduction to the stock exchange. The shares fell deeply 
below the price of issuance and the experts did not see any hope for an increase in 
the price even in the long term. 

Based on the demand of investors a new management was elected both to the top 
of the Association and that of the GmbH & Co. KG. This latter office was vested 
in the treasurer of the Association. The debts amounted to EUR 98 million in total, 
threatening seriously the mere existence of Borussia. The restoration was 
successful. Increases of capital were made several times, the stadium sold was 
repurchased, all this with the strong support by Morgan Stanley, an American 
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investment bank. The net amount of liabilities was reduced to EUR 27 million, 
and, simultaneously, the proportion of equity increased from 20.7% to 34.5% 
(percentage of equity / balance sheet total). 

Under the influence of the experience obtained during the most recent crisis the 
management of the association – having learnt the consequences of earlier 
mistakes – reduced the budget of the League team, contributing thereby to the 
stability of the financial situation ([9] Stöhr, M. 2010). They replaced the old star 
players transferred abroad in the meantime with young players developed in 
Borussia’s own association. After that, the team played in the medium field of the 
championship, up to the season 2008/09, when a new coach was engaged. The 
club rose to the 6th place in the First League, and, in the following Championship, 
it was the 5th best team, and, as a surprise, the team won the German 
Championship of 2010/11. 

 

Figure 4 

Organisational Schema “Limited Partnerships with share responsibility” 

Source: [5] A. Dworak : Finanzierung für Fußballunternehmen 
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Conclusions 

In conclusion, the best solution is a Limited Partnership with Restricted Liability 
of Partners. This is a company having legal personality, in which, as is well-
known, at least one of the partners (the general partner) must bear unlimited and 
joint and several liability vis-à-vis the creditors. The other owners, who have 
otherwise interest in the registered capital embodied by the share capital, need not 
warrant for the liabilities of the company (dormant partners). This is an 
intermediate legal form that shows the marks of a share company and the personal 
liability existing in the case of limited partnerships, where the general partner 
provides for the management of the undertaking. The supervisory board elected by 
the general meeting of the dormant partners supervises the work of the general 
partner acting with personal liability, on the one hand, and executes the resolutions 
of the general meeting, on the other hand, which includes the dormant partners’ 
declaration of acceptance and agreement in the case of more important decisions. 
Within the scope of legal forms such solutions are interesting for football clubs, 
since they are vested with the marks of restricted liability covering the general 
partner of a limited partnership, and at the same time they open a lot of alternative 
opportunities for finding equity. This limited partnership with restricted 
shareholders’ liability also exists in the case of the forms of GmbH & Co. KG. 

In the case of the legal form operating with the limited liability of a limited 
partnership, the parent company as general partner may not restrict its personal 
liability. Thus the association should act simultaneously as general partner and 
dormant partner if it wishes to retain the aforementioned limited partnership 
directly as its own property, which is not at all permitted from the legal aspect. 
Therefore, it is required to insert a limited liability company between the existing 
association and the limited partnership. This subsidiary LLC is a personally 
answerable general partner, and it functions as managing director at the same time. 
The shareholders as dormant partners may consist of the parent company itself and 
of external investors. This has the advantage, on the one hand, that the parent 
company is secured by an LLC of limited liability, and, on the other hand, that the 
possibility exists to increase the dormant partners’ share in the limited partnership 
up to almost 100%, without violating the rules of the League Association relating 
to majority share. In Germany, 10 GmbH & Co. KG companies were operating in 
2009 in the Licence Leagues (League 1 and 2). See Figure No. 1, page 2. 

This legal form offers a reasonable solution for the football clubs for outsourcing 
the respective fields of licence and business from the form of association into 
incorporated firms. 

Should a football GmbH & Co. KG be floated to the stock exchange, it must 
tolerate a significant handicap as opposed to the companies operating in the form 
of share company, if it has issued also preference shares without voting right. It is 
a further problem that the possibility of controlling efficiently the leading bodies 
of an incorporated firm is missing also in the form of football GmbH & Co. KG 
for the potential investors; they must satisfy themselves with the role of dormant 
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partner if they are not members of the parent association. Unfortunately, this may 
repel potential investors or, at least, it may be taken into account as a significant 
negative factor upon the valuation of the participation. It is very important in this 
solution that separation between the rights of general partners and dormant 
partners should be complied with strictly in practice. It occurs that potential 
investors frequently link their possible commitments to being involved into the 
direction and operation of the undertaking, which will of course appear 
understandable from the aspect of taking care for the safety of investment. In the 
event of a football GmbH & Co. KG, any influence by investors may only be 
implemented within certain limits. By the way, this is shown by the objection 
made by the League Association against an investor agreement entered into by 
TSV 1860 München in the 2009 spring season. The investor agreement contained 
decisions in respect of persons as conditions for contract, which would have for 
consequence illicit influence on the side of dormant partner, and/or it would have 
secured the right of veto in respect of the decisions of the associations. 

We can finally state that the outsourcing of significant branches of a football 
undertaking into the form of an incorporated firm should be deemed as a 
considerable step forward in comparison with the deficient regulations of the 
operations of associations, regarding the economic professionality of football 
clubs, partially from the side of commercial law and partially from the side of 
shareholding law. Through the introduction of organisational and legal structures 
that are necessary for the football clubs to be considered professional, there are 
further positive effects generated for football companies: for example, the football 
undertaking has to reevaluate its assets due to the transformation, which usually 
has a positive effect on the proportion of equity. This is still complemented by the 
fact that in the event of incorporation, the equity will increase through the 
accumulation of profits based on the compulsory regulations of the application of 
profits. Incorporation allows external investors to get involved in football 
undertakings, which may be implemented through investment into the respective 
business quotas of an LLC or a share company or a limited partnership. Here we 
must stress above all the obligation of publicity and information which makes the 
incorporated firms transparent for the potential investors of debt capital, and allow 
for reliable credit ratings and risk assessments. Furthermore, it is also 
advantageous that incorporated football firms operate similarly to incorporated 
firms functioning in other fields, from the point of view of the protection of 
creditors. Finally, a large palette of alternative financing is available for 
incorporated firms which which are not available in the event of the original legal 
form and organisational structure of associations. Nevertheless, it should be 
underlined that in the event of the use of the form of the incorporated football 
firm, it is about the transformation and change of the organisational unit of 
execution and not about a total abandonment of the form of association. The form 
of association will continue to be the main form for football undertakings and a 
fundamental solution for the procurement of capital. Due to the reasons above, 
professional football is partially an exemption in this respect. 
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Abstract: In this paper, an Advanced Static VAR Compensator (ASVC) based on a voltage 

type inverter is presented and analysed. The ASVC, which uses the Pulse Width Modulation 

(PWM) technique, will be modelled in the Park system. Moreover, a low pass filter is 

introduced at the output of the inverter in order to eliminate the high order harmonics. The 

proposed system may compensate inductive or capacitive reactive power. The 

mathematical model thus obtained will be used for the design of a linear quadratic 

Gaussian (LQG) multivariable (MIMO: Multiple Input Multiple Output) control strategy. 

The simulation results obtained with MATLAB software are included and will be 

thoroughly discussed in this paper. 

Keywords: LQG controller; multi-variable control; VAR; Programmed PWM; Low pass 

filter; ASVC; Matlab; Simulink; SimPowerSystems toolbox 

1 Introduction 

Reactive power is known to be responsible for frequency changes in the voltage of 
the network and a weakening of the power factor. 

The increase in the absorption of this reactive energy creates disturbances on the 
transmission line. 

In an ideal AC system, the voltage at each nodal point should be constant and free 
of harmonics, with a power factor close to unity; however these parameters must 
be independent of the size and characteristics of the load of the consumers. This 
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can only be guaranteed if the loads are equipped with a means of reactive power 
compensation, and it is a must that this has very fast dynamic compensation. 
Various classical reactive power compensators have been in use for years, 
particularly those based on thyristors, such as TCR, TSC and SVC. 

The TCR compensator (Thyristor Controlled Reactor) is composed of an 
inductance connected with a Dual switch made up of two thyristors in antiparallel. 
Each thyristor is controlled every half cycle. The control of the reactance depends 
on the load demand by varying the instant of the switching of thyristors [1]. The 
circulating current in the TCR is thus highly inductive due to the presence of the 
reactance; i.e. the compensator can only absorb the reactive power [2] – [6]. 

The TSC Compensators (Thyristor Switched Reactor) are generally composed of 
dual thyristors, each of which controls a capacitor bank. With the presence of 
capacitors, the current always leads the voltage, which will undoubtedly result in a 
flow of reactive power to the network [7]. 

The combination of TCR and TSC devices result in a hybrid compensator called 
an SVC (Static Var Compensator), playing on the thyristor firing instant to obtain 
an equivalent of a continuously variable reactive power source [2] [8] [9]. 
However, this type of compensators exhibits a major drawback, that of being a 
source of harmonics [6]. 

Taking advantage of advances in the field of power electronics, devices of self-
commutation have been adopted, such as the Advanced Static Var Compensator 
(ASVC), which is based on a voltage source inverter. This compensator is very 
flexible to any fluctuation or changes of the loads; it can either deliver or absorb 
reactive power instantaneously to improve the stability and dynamic performances 
of the grid network. 

The signals from the states of the switches of the three-phase inverter are obtained 
through the use of a programmed PWM technique. To improve the quality of 
energy, we have added a resonant filter based on a low pass filter RLC. 

The synthesis of the controller LQG (Linear Quadratic Gaussian) multi-variable is 
based on a mathematical model of multi-state variable of the ASVC for 
simultaneously controlling the voltage in the DC side and the reactive power. 

The control strategy applied to this type of compensator will be validated by 
simulation results using MATLAB software 

2 Main Circuit Configuration of the ASVC 

The proposed circuit of the ASVC (Advanced Static Var Compensator) using a 
programmed PWM technique for DC-AC conversion is illustrated in Figure 1. 
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Figure 1 shows the different blocks comprising the circuit configuration of the 
multi-variable control system of the ASVC compensator. Measurements of the 
currents of Park in both d and q axes and the DC voltage will be added to a white 
noise (this noise is generated by a white noise generator). 

Fluctuations in the DC side voltage and the reactive power may be possible 
because of the multi-variable controller, where the output could provide two 
outputs. The first output is the phase α which is added to ωt. The second output is 
the conversion ratio between the inverter fundamental output voltage and input 
DC voltage (D). With the latter, we can calculate the modulation index (MI) by 
the following equation: 
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Figure 1 

Multi-variable control of the ASVC 
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3 Programmed PWM 

3.1 The Main Objectives of a PWM 

We obtain load currents whose waveform is close to a sine wave by controlling 
the evolution of the duty cycles and thanks to a high switching frequency of the 
devices with respect to frequency of the output voltages. 

To allow fine control of the amplitude of the fundamental output voltages 
generally to a large extent and for a widely variable output frequency. 

3.2 Generation of the Programmed PWM Look Up Table 

This PWM technique is used to calculate the switching instants of the devices so 
as to match certain criteria on the frequency spectrum of the resulting wave. These 
sequences are then stored and used cyclically to ensure the control of the switches. 

The criteria commonly used are: 

 Elimination of harmonics of a certain range. 

 Elimination of harmonics in a specified frequency band. 

In this paper, we have used the tools of Matlab/ Simulink in order to implement 
this programmed PWM [10] technique for generating control signals for switches 
as there is not any block in the SimPowerSystems toolbox. 

The modulation index is varied from 0 to 1.15 in steps of 0.01 (that is to say 115 is 
the value of the modulation index). Each modulation index is shown in a table of 
ωt for a period of 0.02 sec with a sampling time of 0.02/4096. 

The solutions obtained by the Newton-Raphson method to eliminate 10 harmonics 
for each modulation index is stored in an array of size 4 Kbytes (4 × 1024 = 
4096), that is to say 4096 points per cycle. 

Then, two counters were designed (one horizontally to detect the modulation 
index and the other vertically to detect the instant ωt + α and to count from that 
instant for a period of 0.02 sec in steps of 0.02 / 4096), where the first counter 
pointer detects the modulation index (MI). Once the modulation index is detected, 
the pointer of the second counter is attached to the table for the modulation index 
obtained by the first counter from the time ωt + α, as shown in Figure 2. 



Acta Polytechnica Hungarica Vol. 10, No. 4, 2013 

 – 233 – 

SA

MI

SA       SB         SC

SA       SB         SC

0.01

M
I






SB

SC

Programmed PWM Look up Table

w t + 

Figure 2 

Programmed PWM look-up table generation method 

A low pass filter is added to the output of the voltage type inverter in order to 
eliminate high order harmonics produced by the inverter and which are not 
eliminated by the programmed PWM. 

Figure 3 shows how the programmed PWM is implemented in Matlab/Simulink. It 
is composed of two major parts, the first part is the counter which itself is made of 
two counters, one horizontal to detect the modulation index and the other vertical 
to detect the instant ωt + α, the second part is the PMW look up table. 

Figure 4 shows the details of the counter block, where an Mfile was developed 
and implemented as a MATLAB function. 

Finally, Figure 5 shows the generation of the programmed PWM block diagrams 
where three 2 dimensional direct look up tables SIMULINK blocks are used, each 
for one phase. 
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Figure 3 

Programmed PWM block in MATLAB/SIMULINK 

 

Figure 4 

Counter Bloc in MATLAB/SIMULINK 

 

Figure 5 

Inverter Pulses Generating Bloc in MATLAB/SIMULINK 
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4 Modelling and Analysis of the ASVC System 

Functions of the Pulses are given by the following equation: 

 sin
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 w +   
     w  +            w + +   

  

                                                            (2) 

The mathematical model of the ASVC currents in the axes of Park (d-q) is: 
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Where, 

sV  : is the effective value of the source voltage. 

D: is the conversion ratio of the inverter between the fundamental of the output 
voltage and the DC input current. α: is the phase angle between the network 
voltage and the output voltages of the inverter. 

p: Laplace Operator. 

The equation in the DC side in d-q is given by: 

dc
cd

s

dv D
i

dt C
                                                                                                       (4) 

After manipulation, we find the system state multivariable of the ASVC in Park 
[7], [11]: 
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With: 
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Where: 

A is the state matrix, B is the input matrix, C is the output matrix, x is the state 
vector, u is the input vector and y is the output vector. 

5 Synthesis of the Controller LQG MIMO 

The control method LQG consists of an LQR (Linear Quadratic Regulator) with 
the observer states of the system via the method of the Kalman filter. In the case 
where the system state (5) is a linear one or linear around an operating point, we 
can represent it as in the following form: 
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y Cx t v t

 +  + +
  +

                                                           (6) 
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Where w(t) and v(t) represent white noise with zero as mean value, independent, 
respectively, with covariance matrix W and V. 
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1

1
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Where: 

E : mathematical esperance. 

δ : is the Kronecker Symbol. 

The Kalman filter matrices are supposed to be symetrical: 

0T

f fQ Q   and  0T

f fR R                                                                    (7)

 

Where such weighting matrices are given by: 
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The estimating gain Ke of Kalman is obtained by the following relation: 

    1T

e fK t P t C R                                                                                      (10) 

Where Pf is the solution matrix of Riccati equation: 

1 0f f f f f fP A A P P BR B P Q  +  +                                                           (11) 

The synthesis of the LQR controller consists then in finding a matrix with gain L 
and where the optimal feedback control is given by [12]: 

 optu Lx t                                                                                                     (12) 

The minimizing quadratic criterion for obtaining the control law (12) is: 

 
0

LQRJ x Qx u Ru


  +                                                                                (13) 

Where the weighting matrices Q and R are given by: 
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                                                                                                        (14) 

Where: 

I2: is the identity matrix of dimension 2. 

The necessary condition for optimum of the derivative being zero of the cost 
function J LQR leads to the solution: 

1L R B P                                                                                                       (15) 

Where P obeys the algebraic equation of Riccati [13]: 

1P PA A P PBR B P Q


     +                                                                (16) 

Considering the steady state solution of this equation P, which is done in most 
cases in the literature, it is sufficient to solve the following equation: 

1 0PA A P PBR B P Q  +  +                                                                   (17) 

Figure 6 shows the schematic diagram of the LQG control method, where the term 
N is calculated in steady state to eliminate the static error by the following 
equation [14]: 
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The structure of LQG Controller 
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6 System Blocs Design in Matlab/Simulink 

The proposed system is composed of two main parts: one consists of the control 
circuit and the second part is concerned with the power side. 

The bloc representing the controller (control section) MIMO LQG in Matlab 
Simulink is shown in Figure 7. 

 
Figure 7 

Detailed Circuit Diagram of the LQG MIMO 

The simulation model of the ASVC is implemented in Matlab / Simulink as shown 
in Figure 8 using SimPowerSystems toolbox blocs. However, the ASVC is 
implemented by the universal bridge block with IGBT switches. In order to 
synchronize the ASVC with the supply a discrete three phase PLL is used. 

In order to simulate the ASVC operating from 10KVARcapacitive to 
10KVAR inductive two 3 phase RLC parallel loads are used and switched on and 
off with two 3 phase breaker blocks. 

To run the simulation quickly, a discrete mode is chosen in powergui block, which 
is the environment block for SimPowerSystems models. The sample time for the 
simulation is set to the same sampling time (0.02 / 4096) as calculated for the 
PWM look up table as given in section 3.2. 
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Figure 8 

Equivalent Circuit of the ASVC Compensator on Simulink SimPowerSystems toolbox 
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Block Kalman filter in MATLAB / SIMULINK is shown in the following figure: 

 

Figure 9 

Detailed Circuit Diagram of the Kalman filter 

7 RLC Filter Synthesis 

A low pass filter has been chosen to eliminate the high order harmonics produced 
by the inverter which are not eliminated by the programmed PWM technique, 
where the capacitors of the filter are Delta connected. The transfer function of the 
filter is given by: 

2
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                                (19) 

Where: 

ω: is the pulsating frequency. 

ωo: is the particular pulsating frequency. 

This function has a dynamic of the second order. By identifying the denominator 
to the canonical form as follows: 

0 0

2 1j
   w w

+  +   w w   
                                                                                (20) 

After calculation we find: 
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With: 

ξ: is the damping coefficient. 

By fixing Rf =1Ω, ωo=6×ωs (where ωs=2×π×50) and ξ=0.083. After calculation 
we obtain: 
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We choose the commercially available value, thus the values of the filter are: 

3.3fL mH  and  40fC F   

8 Simulation Results 

The simulation results are obtained by using the following parameters: 

Network : 

3.4 , 3.3s sR L mH    

380 , 50sV V f Hz 
 

DC side: 

500sC F   

3
0.8 , 800

2
D v V 

 

Parameters of the LQR MIMO controller: 

The weighting matrices: 
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1 0 0
0.1 0

0 0 0 ,
0 0.1

0 0 1

Q R

 
         

   

The gains of the LQR multi-variable controller: 

1.77 10 -6.6 10 9.74 10

1.042 10 -1.421 10 -9.85 10
L

   
       

-3 -5

-3 -5

9.562 10 -2.05 10

-8.25 10 8.93 10
N

  
  

    

Parameters of Kalman filter 

The weighting matrices: 

2

6295.348384 3963.43796 16105.50938

3963.43796 2669.4649 10797.358445 ,

16105.50938 10797.358445 43686.232225
f fQ R I

 
   
 
   

The gain of Kalman: 

3559.25 11252.76

233364.46 728641.38

11252.76 36072.36
eK

 
   
    

Reactive power load varies between KVAR10 . 

Figure 10 shows the waveforms of the load current iLa, the compensator current ica 
and that of the source isa, respectively, with respect to the supply voltage vsa for 
both inductive and capacitive modes. 

At the time of the operation of the compensator at t = 0.02 sec, we notice that the 
supply current becomes in phase with its voltage. At time t = 0.1 sec, a 
disturbance was applied to the system states, and we notice that despite the 
disruption the current isa stays in phase with its voltage vsa. The DC voltage vdc, 
measured and estimated with its reference and current idc on the DC side as well as 
the shape of the supply and compensator voltages and the modulation index MI, 
are illustrated in Figure 11. Moreover, we noticed that the DC side voltage follows 
perfectly its reference of 800V before and after the disturbance. 
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Figure10 

Waveforms of the source voltage, respectively, with the load, compensator, and source currents 

 

Figure11 

Responses of the DC side voltage and current with network and compensator voltage and modulation 

index MI for vdcref=800V 
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Figure 12 shows from top to bottom the active and reactive power at supply bus 
bar. We notice that the ASVC from t=0.02 sec to 0.16 sec generates 
10KVARcapacitive reactive power to compensate for the inductive reactive power 
absorbed by the load, and from 0.16 sec it absorbs the reactive power generated by 
the capacitive load. 

The estimated and measured reactive currents both follow the reference of the 
reactive current. Finally, the phase angle α between the network voltage and the 
output voltages of the inverter is depicted; it is clear that when the ASVC is in 
capacitive mode α is negative and when the ASVC is in inductive mode it is 
positive. 

 

Figure 12 

Responses of the active and reactive power respectively of the network and compensator, and the 

reactive component of the current of the compensator, and control law α 

Conclusions 

In this paper, an Advanced Static Var Compensator (ASVC) using a voltage type 
inverter has been thoroughly discussed. 

The LQG controller (Linear Quadratic Gaussian) is composed of a regulator, LQR 
MIMO (Multi Input Multi Output), with an observer of the system states through a 
Kalman estimator. 
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The synthesis of the MIMO LQR controller is based on a mathematical model of 
the multi-variable state of the static reactive power compensator in the dq axes of 
Park. The synthesis of the Kalman filter is based on the perturbation matrix (M) 
and by white noise chosen by the manufacturer. 

This control strategy exhibits better speed and good filtering of the white noise, 
with the possibility of controlling simultaneously the reactive component of the 
compensator current icq and the DC side voltage vdc.. 

The switching signals from the semiconductor devices of the three-phase inverter 
are obtained through the use of a programmed PWM technique. 
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