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Abstract: The adaptive network fuzzy inference system (ANFIS)-based wireless sensor 

network (WSN) is designed to serve as a monitor of controller of an indoor air-conditioning 

system. The WSN comprises sensors to monitor the temperature of the indoor space and the 

ANFIS controller is used to control the fans in order to obtain energy-saving benefits. By 

using the application programming interface (API) of WSNs, many applications have been 

developed. The experimental results demonstrate that good data transference and control 

performance have been achieved. 
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1 Introduction 

In this paper, an adaptive network fuzzy inference system (ANFIS)-based wireless 
sensor network (WSN) control system is developed. A reduction in energy con-
sumption is the main challenge of the WSN [1]. The IEEE 802.15.4/ZigBee stand-
ard has been proposed by the ZigBee Alliance to develop standards for cost-
effective and low-power consumption WSNs [2-10]. By using the lower cost, 
lower power consumption ZigBee WSN and efficient ANFIS controller, many 
control applications can be achieved through the network. Recently, many applica-
tions of indoor, outdoor and mobile devices, such as home automation and securi-
ty, vehicle space automation, consumer products, health-care, environmental mon-
itoring and indoor location identification, etc., have been developed to improve 
human quality of life. In particular, these WSNs can provide ideal networking so-
lutions for lower cost and simple installations [1, 2]. 
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The ZigBee, which builds upon the IEEE 802.15.4 standard, defines the physical 
layers and media access control (MAC) layers for lower cost, lower rate, personal 
area networks (PAN). There are three types of ZigBee network topologies defined. 
These networks topologies are star, tree and mesh network topologies, which are 
provided by a framework of application programming interfaces (API) in the ap-
plication layer [2-10]. 

The ANFIS [11] was proposed many years ago and is widely used in research 
works. The ANFIS reveals an efficient learning network and its applications can 
be found in many works in the literature [12-14]. In this paper, the ANFIS control-
ler is used to control the motors of fans for indoor temperature control. The AN-
FIS controller is a user-friendly algorithm and serves as a method for inducing 
many fuzzy if-then rules with suitable membership functions to generate the rela-
tionship fuzzy associated memory (FAM) pairs of inputs/outputs (I/O) and reason-
able fuzzy rules so as to achieve a fuzzy inference system (FIS). A reliable con-
troller can be designed based on this FIS. MATLAB™ Ltd. has provided very use-
ful and user-friendly tools for engineers to design this ANFIS controller [15]. 

In the solution reported in this paper, by using the data measured via the WSN, da-
ta transference and the fan’s motor control are performed by the proposed ANFIS-
based WSN control methodology. This method has great benefits, such as reduc-
ing the power consumption of the indoor space, improving the efficiency of air-
conditioning and saving energy. 

2 Preliminary of ZigBee WSN 

Regarding the MAC layer of ZigBee and integrated peripherals of the WSN mi-
crocontroller (WMCU), the Application Queue APIs (AQA) of the WSN micro-
controller are provided a queue-based interface between applications and both the 
ZigBee stack and the hardware drivers. These AQAs are used to deal with many 
interrupts coming from the MAC layers. There are three types of interrupt imple-
mented by using APIs. The first type is used for the MAC data services, the sec-
ond type is used for the MAC management services and the third type is used for 
handling interrupts of hardware drivers [16, 17]. 

The basic type of network topology is the star topology, which comprises a central 
personal area network (PAN), which is called ‘coordinator’, surrounded by the 
other nodes of the network, which are called ‘end device’. The tree network topol-
ogy has an implicit structure based on parent-child relationships. In the mesh net-
work topology, all devices can communicate directly and can be identical in an ad-
hoc network [16, 17]. In this paper, the star topology of a WSN is used to develop 
the air conditioner controller. Data transference between network nodes can be 
searched or found by any request. The data transference methods are shown in 
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Fig. 1. When transferring data from a coordinator to a node, the node might not 
always be ready to receive the data. In this case, the node will be requested to re-
ceive data frame. Afterwards, the ‘Acknowledgment’ message is sent from coor-
dinator. Finally, the end device will send the ‘Acknowledgment’ message to the 
coordinator once the data transferring has finished. [16, 17]. 

 

Figure 1 

The diagram of data transference method of a WSN 

3 ANFIS-based WSN Controller Design 

The algorithm of ANFIS is based on a least-squares estimation (LSE) and back 
propagation gradient descent methods to identify the membership functions’ pa-
rameters so as to achieve fuzzy inference systems (FIS). A neural network struc-
ture of ANFIS is shown in Fig. 2. This methodology requires a pair of input/output 
data to train the FIS membership function parameters. The developed method of 
ANFIS is briefly described as follows [11]: 

                    iR : If 1x  is 1iA  …and nx  is inA   

then ininii rxpxpu  ..11                                                     (1) 

where iR  denotes the ith fuzzy rules, i=1, 2,..,r; ikA  is the fuzzy set in the ante-

cedent part associated with the kth input variable at the ith fuzzy rule, and 

ini pp ,...,1 , ir  are the fuzzy consequent parameters. 
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The defuzzification of the output u  can be calculated by the method of averaged 
weight as follows: 
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Based on the reason of Takagi-Sugeno (T-S) type fuzzy inference system, the out-
put of ANFIS can be calculated as ininii rxpxpu  ..11 , then Eq. (2) can be 

expressed as 

   nnuwuwu  ..11  

      111111 )()(..)( rwpxwpxw inni   

      



 

nninnnin rwpxwpxw )()(..)( 11  .                                                             (3) 

The ANFIS’s algorithm can be applied directly to Eq. (3) [11]. In the forward di-
rection of the ANFIS algorithm, input signals go forward until layer 4 of Fig. 2 
and the consequent parameters iii rpp ,, 21  are changed. In the backward direction, 

the error values are feedbacked and used to update the premise parameters 

21, xx . When all the values of the parameters are changed, the membership func-

tions are also modified; thus every membership functions of 1iA  and 2iA  are in-

duced. 
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Figure 2 

A two-input one-output ANFIS architecture 
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4 Experimental Results 

The program of the WSN is developed on free software called Code::Blocks. First, 
the program of the coordinator is developed and then the program of the end de-
vice is developed. Every network must have one and only one PAN coordinator, 
and one of the tasks in setting up a network is to select and initialise this coordina-
tor. The network setup process is shown in Fig. 3. The main program of the coor-
dinator and the end device are developed in C language. The architecture of the 
coordinator software is shown in Fig. 4, especially the API of ‘vProcessEv-
entQueues’, which is the most important subroutine of this system. For the config-
uration program, the personal area network identification (PAN-ID) of every end 
device must be set adequately. The development board is produced by Fontal 

Technology Inc., Taiwan. This is a high-power ZigBee Kit (named FT-6200). It 
can provide all the software tools and hardware required to obtain first-hand expe-
rience with the WSN. The entry-level kits contain one base development board 
(BDB) and one sensor development board (SDB). Each board is equipped with a 
high-power IEEE 802.15.4/ZigBee RF module based on the JN-5121 WMCU, 
which provides a much higher coverage range with a 2.4 GHz RF antenna, which 
has the IPEX connector for easier mechanical design than the normal power RF 
module. For the I/O expansion ports, it has 10 useful pins of general purpose in-
put/output (GPIO), which include the universal asynchronous receiver/transmitter 
(UART), analogue-to-digital converter (ADC), digital-to-analogue converter 
(DAC) and Comparator. The sensor development board features temperature and 
humidity sensors [16, 17]. The development board is shown in Fig. 5. 

 
Figure 3 

Diagram of network setup process 
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Figure 4 

Diagram of coordinator software architecture of WSN 

 
Figure 5 

Development boards of WSN 

For the software, Jennic Technology Inc. also provides free Application Program-
ming Interface (API) packages to the peripheral devices on the JN5121 and 
JN513x single-chip IEEE 802.15.4/ZigBee compliant wireless microcontrollers. 
This is known as the Integrated Peripherals API. It details the calls that might be 
made through the API in order to set up, control and respond to events generated 
by the peripheral blocks, such as the UART, GPIO lines and Timers, among others. 
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The software invoked by this API is present in the on-chip ROM. This API does 
not include support for the ZigBee WSN MAC hardware built into the device; this 
hardware is controlled using the MAC software stack that is built into the on-chip 
ROM [16, 17]. 

ZigBee can be used with different sensors, such as: in-vehicle or home automation, 
security management, industrial, environmental controls and personal medical 
care. In this paper, the ZigBee WSNs are used to design the indoor air conditioner 
controller by means of the ANFIS-based WSN control methodology. The design 
concept diagram of the ANFIS-based WSN control is shown in Fig. 6. A star to-
pology network is used in this paper. By using UART, the data can be displayed in 
the LCD of different end devices sensors located in four corners of the indoor 
space. Monitoring of the temperature is one of the main experimental aims; the 
temperature sensors on the end devices transmit data to the coordinator, which are 
then also displayed in the LCD through UART. An actual implementation of the 
air conditioner control in the laboratory is shown in Fig. 7. By simulation, the 
ANFIS-based controller described in section 3 is developed. Four end devices are 
used to measure temperature and then transmit that data to the coordinator. After 
manipulation by the ANFIS-based WSN controller, the fuzzy values are returned 
to the end devices located in the four corners of the indoor spaces to control the 
fans and adjust the temperature. The results of the ANFIS design are shown in Fig. 
8. Especially from Fig. 8(b) of this simulation, reasonable fan speeds normalized 
from 0 to 1 are achieved. In this condition, for example, WSN1 has the highest 
temperature; thus, fan1 will be speeded up the most because it has the highest 
fuzzy number of 0.941. In this experiment, the GPIO of every end devices is used 
to perform the digital-to-analogue (D/A) transformation to send the signal to drive 
the motor of the fan. The results of the ten-hour continuous simulation are pre-
sented in Fig. 9. It can be clearly verified that fan 1 will be fully active from the 4th 
hour to the 5th hour, as shown in Fig. 9(b). From these empirical tests and simula-
tions, the WSN control of temperature monitoring is successfully established and 
good performance of the fan motor control is achieved. 

 
Figure 6 

Design concept diagram of ANFIS-based WSN for air conditioner control 
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Figure 7 

Implementation diagram of WSN for indoor temperature monitor 

 
 
 

 

Figure 8 (a) 

ANFIS structure diagram 
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Figure 8 (b) 

ANFIS inference result diagram 

 

 

 
Figure 8 (c) 

One of the ANFIS inference surface diagrams 
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Figure 9 (a) 

 Diagram of measured temperatures of four corners indoor 
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Figure 9 (b) 

Diagram of simulation results of four corners indoor 
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Conclusions 

A design method for the control of indoor an air conditioner by using the ANFIS-
based WSN is proposed. This paper has successfully demonstrated the application 
of the WSN to monitor the indoor temperature. Physical verifications and simula-
tions are also successfully demonstrated to show that satisfactory performance of 
the ANFIS-based WSN control of the motors of the fans, of the data collection 
and of temperature monitoring. 
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Abstract: This paper considers the comparision of the Meyer and Morlet wavelet for 

bearing fault diagnosis. We created a wavelet based upon a transient vibration signal 

model established for signals generated in deep-groove ball bearings with pitting (spalling) 

formulation on their inner race. The wavelet creation used the sub-optimal algorithm 

devised by Chapa and Rao that matches a Meyer wavelet to a band limited signal in two 

steps. We tested the applicability of the matched wavelet for identifying this kind of bearing 

failure. The Morlet wavelet was used as a benchmark for evaluating the performance of the 

matched wavelet since many publications show its successful application. It was shown that 

for analysing exponentially or near-exponentially damped vibration responses like the 

vibration produced by spalling on the inner race of a deep-groove ball bearing, the Morlet 

wavelet is a reasonable choice and gives better results than the Meyer wavelet. 

Keywords: Wavelet analysis; bearing vibration analysis; wavelet matching; condition 

monitoring 

1 Introduction 

It is known that the Discrete Fourier Transform (DFT) is most suitable for testing 
finite-energy, periodic, time-discrete quantities. The reason why the DFT is still 
used effectively for the vibration analysis of bearings is that most of the complex 
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vibrations show periodicity in time. This periodicity is closely related to the 
geometry and rotational speed of the bearing. Thus, the vibration components can 
be determined with reasonable accuracy. 

Wavelet Analysis is a relatively new tool that has been successfully applied in 
many areas of science. In recent years, several researchers have proposed the use 
of wavelet transform to test bearing vibration signals where the FFT was 
ineffective [1-3]. Some scientists recommend the use of existing wavelet basis 
functions, while others create new wavelet bases. The proposed methods also 
differ in applied analysis techniques as well. These are Continuous Wavelet 

Transform (CWT), Discrete Wavelet Transform (DWT), Wavelet-packet analysis, 
Matching Pursuit, etc. 

Junsheng et al. [4] used an impulse response wavelet to analyse faults in a roller 
bearing with CWT. Their wavelet is simply an exponentially damped sinusoid. 
Jiang et al. [5] proposed a hybrid method that combines the Morlet wavelet filter 
and sparse code shrinkage. Kankar et al. [6] compared three machine learning 
techniques for bearing fault diagnosis. These methods were the support vector 
machine (SVM), the artificial neural network (ANN) and self-organizing maps 
(SOM). For feature extraction they used a Meyer and Morlet wavelet. They found 
that the Meyer wavelet performs better with SVM classifier. Sheen [7] effectively 
applied the Morlet wavelet in the envelope detection for the vibration signal and 
found it also useful in the defect diagnosis of bearing vibrations. The application 
of the complex Morlet wavelet with SVM classifier is suggested in [8] for fault 
diagnosis of ball bearings having localized defects on various bearing 
components. Liu et al. [9] suggested an automatic feature extraction algorithm for 
bearing fault diagnosis using a correlation filter-based matching pursuit. 

In wavelet analysis the choice of a wavelet is crucial from an analysis point of 
view. The analysing wavelet is usually independent of the signal investigated. 
Since the wavelet transformation and its derived energy distributions use 
convolution, one can obtain the highest output from these transformations when 
the signal and the wavelet are similar. 

Over the past decade many publications [10-13] have considered creation of a 
matching wavelet to a given signal. Tewfik et al. [10] worked out a design method 
that matches a wavelet to the time domain form of a signal. Chapa and Rao [11] 
developed an algorithm that searches for a matching wavelet in frequency domain. 
Their method is capable of designing Meyer wavelets that approximate the 
wavelet amplitude and phase spectra separately. The cost function is the minima 
of the Mean Squared Error (MSE), calculated from the amplitude spectra and 
group delay of the signal and the wavelet. 

Our aim was to decide whether the Meyer or the Morlet wavelet is the better 
choice for analysing bearing failure. 
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We used Chapa and Rao’s algorithm to create a matching wavelet to the signal 
model of transient vibration generated by an artificially created fault on the inner 
race of a deep groove ball bearing. To evaluate its performance, we used the 
vibration data of a pitted single row deep-groove ball bearing of type 6209. This 
bearing was earlier subjected to an endurance test. We calculated the scalogram of 
the vibration data using the newly created wavelet and the Morlet wavelet as well. 
Then we compared the results and found the better representation with Morlet 
wavelet. 

2 Methods 

2.1 Wavelets, Continuous Wavelet Transform and Scalogram 

Wavelets [14] are functions constructed by translating and dilating a basic 
function called a mother wavelet Ψ (see Eq. (1)). The parameters a and b are 
called scale (dilation) and translation parameters, respectively. The wavelet is a 

normalised   1  function. 
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For Ψ(t) to be a wavelet function and to recover f(t) from its CWT, Ψ(t) should 
satisfy some conditions. If Ψ(t) has a zero average, i.e.: 
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where CΨ is a constant that depends on the choice of wavelet, then there exists a 
Continuous Wavelet Transform (CWT) - Inverse Wavelet Transform (IWT) 
analysis-synthesis pair [15]. 

The CWT of a function f(t) is defined as 
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The benefit of CWT is that by changing the scale parameter, the duration and 
bandwidth of wavelet are both changed, providing better time or frequency 
resolution, but its shape still remains the same. The scale parameter can be linear 
or dyadic. The CWT uses short windows at high frequencies and long windows at 
low frequencies. 

The scalogram [14], defined as the squared magnitude of CWT (Eq. (5)), always 
has non-negative, real-valued time-frequency (scale) distribution. This 
transformation conserves energy. Its resolution in the time-frequency plane 
depends on the scale parameter. 

       
2
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Wavelets can be classified as orthogonal, bi-orthogonal, semi-orthogonal or non-
orthogonal wavelets. 

The Morlet wavelet is a non-orthogonal wavelet given as: 
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where 0 is the centre frequency. 

In the case of 50  , Eq. (6) is simplified to (7): 
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Orthogonal wavelets can be constructed from polynomial spline functions or by 
solving for the filter coefficients such that its Fourier transform, frequency 
response function, satisfies orthogonality and moment conditions [14]. Such 
wavelets are the Shannon, Meyer, Battle-Lemarie and Daubechies compactly 
supported wavelets. 

The Meyer wavelet is defined through the scaling function    as: 
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where    is a tapering function. 
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2.2 Matching Wavelet to a Given Signal 

Chapa and Rao worked out a method that is capable of designing Meyer wavelets 
to match band-limited signals. Their method directly matches a wavelet to the 
signal. The method requires some conditions on the wavelet spectrum amplitude 
and phase. They define the theorem of band-limited scaling function and the band-
limited wavelet as necessary and sufficient conditions for an Orthonormal 
Multiresolution Analysis (OMRA). They introduce a method by which a wavelet 
in OMRA is expressed in terms of scaling function. They also derive constraints 
on the structure of the wavelet phase. The matching algorithm is sub-optimal in 
the sense that it matches the wavelet amplitude and phase independently [11]. 

2.2.1 Matching Wavelet Amplitude 

The starting point of amplitude matching algorithm is the discrete form of the 
refinement equation by which a scaling function can be expressed from a wavelet: 


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2
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 (9)

 

They define the condition on the wavelet spectra  ̂  to guarantee 

orthonormality (Eq. (11)) and an error function (Eq. (10)) as: 

     
3

8

3

2

2 ,),(





 daYWaYE

 (10) 

where: 

    2 FW   

     2ˆ  Y  

 a = scaling coefficient. 

It is shown in [11] that this wavelet construction is Meyer’s spectrum amplitude 
construction exactly. The algorithm searches for the extreme value of cost 
function in a discrete form. Using the symmetric property of the wavelet function, 
their design equation can be expressed in the form: 
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where: 

  3/22
2
2

3/2 211   ll

p

l
l mk  (12) 

1 = vector of all ones. 

Equation (11) can be rewritten in matrix form as 

,1YA  (13) 

where: 

   lji jLi 2.,..,1;.,..,1;2,1,0  A  

This amplitude matching algorithm is a constrained optimization problem that can 
be solved by Lagrange multipliers [11]. 

The error function (Eq. (10)) can be given by 
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Matching amplitudes are given in the form of 
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2.2.2 Matching Wavelet Phase 

The phase matching algorithm is similar to the amplitude matching since it is 
based on MSE criteria, but instead of signal phase, it uses group delay. The group 
delay of a signal is defined as the first order, negative derivative of the phase 

   

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d
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. 
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There are specific constraints on the structure of the wavelet phase (Eq. (20)), 
which is expressed in terms of the phase of the scaling function [11]: 

    ,
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 (17) 

where   is the phase of scaling function    and   is the phase of wavelet 

  . 

The wavelet phase is a symmetric, 2 periodic, even function. The method models 

one period of the negative of the group delay, denoted by  T  as a polynomial 

of order R [11]: 
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where 
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 cr = polynomial coefficients. 

By replicating one period of the group delay at every 2 interval, the group delay 
of the wavelet is modelled as the 2 periodic polynomial of order R [11]: 
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The discrete form of Eq. (19) can be written as (20), where 
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Using vector notation, the group delay is expressed as 

cB , (21) 
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where 
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Negatives of the group delays ψ and  can be expressed in terms of   . 

Applying  
2
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The matching process minimizes the weighted error (Eq. (25)) between the group 

delay of the wavelet   and the desired signal F  [11]. The approximation is 

performed only in the pass-band [11], thus a weighting function Ω (n) is 
calculated from the result of the amplitude matching process: 
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where 
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The optimal values of the polynomial coefficients can be obtained by solving 

.0c 
 (26) 

2.2.3 Matching a Wavelet to Signal Model of Bearing Vibration 

We used the above-mentioned algorithm to create a matching wavelet to the 
transient vibration generated by an inner race fault – a pitting or spalling 
formulation – in a deep groove ball bearing. It is shown in [16] that the rolling 
elements generate a series of amplitude modulated transient pulses when they pass 
over the fault. The amplitude modulation is caused by load distribution; that is, the 
closer the fault is located to the load zone, the higher the amplitude of the transient 
is. One of these impulses can be described as: 



Acta Polytechnica Hungarica Vol. 10, No. 3, 2013 

 – 25 – 

      nn

n
ftt

tC
etAty  2,0,

0
sin 

 (27) 

where fn is the nth natural frequency of bearing system, C is a damping factor, A is 
the initial amplitude and n is an exponent influencing the rise time of the transient. 

In order to create a new wavelet basis function, we used 512 samples of time 
domain data of a transient vibration signal (Fig. 1) described by Eq. (27) with 
A=68.74, n=1.851, C=6.78, and ω0=18.85. 

 

Figure 1 

Transient signal model (A=68.74, n=1.851, C=6.78, ω0=18.85) 

We applied Chapa and Rao’s amplitude and phase matching algorithm [11] on the 
transient signal model of the bearing vibration. The results are shown in Fig. 2. 
The new wavelet amplitude spectra match the amplitude spectra of the transient 
very well in the passband. The MSE of the matching is 0.011. For phase matching 
we used a 16th-degree polynomial. The matched group delay shows satisfactory 
characteristics in the passband. These plots are very similar to the plots introduced 
in [11], since the applied transient pulses are similar in both cases. 

 

Figure 2 

Matching the wavelet amplitude and the group delay in the neighbourhood of the passband (matched 

wavelet amplitude spectra and group delay: continuous line; amplitude spectra and group delay of the 

transient: dashed line) 
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Combining the amplitude and phase spectra together, it is possible to obtain the 
time domain form of wavelet function [11]. It can be seen in Fig. 3 that the new 
wavelet adequately fits the original transient data. 

 

Figure 3 

Transient signal and the new wavelet in the time domain (transient signal: dotted line; wavelet: 

continuous line) 

Since the new wavelet basis cannot be given in closed form we gave the filter 
coefficients in Table 1. The time- and frequency behaviour of the wavelet and the 
impulse responses of filters are shown in Figs. 4 and 5. 

 

Figure 4 

The new wavelet and scaling function in the frequency and time-domain 
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Figure 5 

The impulse responses of filters corresponding to new wavelet 

From Table 1, one can conclude that these Quadrature Mirror Filters (QMF) have 
no compact support. Their effective support is approximately [-10, 10]. But by 
limiting the filter coefficients to this range, we cannot reconstruct the original data 
from the wavelet coefficients completely. The fewer coefficients we use, the more 
error we get during reconstruction. The opposite is also true; that is, more 
coefficients are needed to reconstruct the original data from the wavelet 
coefficients. Since this wavelet was created to match the vibration signal of a 
bearing with a specified fault, it can be used to detect this kind of defect in a 
bearing. 

Table 1 

The new wavelet Ψ(t) filter coefficients {h[k]} and {g[k]} 

k h(n) g(n) 

± 0 0.7948 -0.7948 

± 1 0.4260 0.4260 

± 2 -0.0760 0.0760 

± 3 -0.0872 -0.0872 

± 4 0.0474 -0.0474 

± 5 0.0115 0.0115 

± 6 -0.0166 0.0166 

± 7 0.0068 0.0068 

± 8 -0.0028 0.0028 

± 9 -0.0024 -0.0024 

± 10 0.0069 -0.0069 

± 11 -0.0045 -0.0045 

± 12 -0.0012 0.0012 
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3 Application of Matched and Morlet Wavelet for 
Detection of Spalling in a Bearing 

We examined the applicability of the matched and the Morlet wavelet for 
detecting pitting formulation on the inner race of a deep-groove ball bearing. Our 
aim was to detect transient pulses generated in the bearing to indicate the presence 
of a pitted raceway, i.e. the time of the last possible maintenance before 
catastrophic failure. 

 
Figure 6 

A single row deep-groove ball-bearing of type 6209 used as test specimen 

 
Figure 7 

Pitting formulated on the inner raceway during endurance test 

We used two 6209-type, single-row, deep-groove, radial ball bearings as test 
specimens (Fig. 6). One of them was earlier subjected to an endurance test. As a 
consequence of the repetitive load on the bearing elements, pitting formed on the 
inner ring of the bearing (Fig. 7). The other bearing was free of faults. 
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For the test rig we used a turning machine of E1N type. The inspected bearing was 
mounted on a shaft which was fixed in the chuck. We used a rod fixed in the tool 
post as the support. The rotating nature of the tool post made it possible to apply 
radial load on the outer ring of bearing, where the force was set to be 
perpendicular to the rotating shaft. Our primary goal was to minimize the 
force/vibration transmission path, since noise can come from a number of 
different sources. Mechanical noises can be eliminated by properly set up 
measurement device configuration, while electrical noises usually come from the 
test rig. A portion of the outer ring of bearing was machined by grinding. An 
accelerometer of KISTLER 8702B50 type was attached to its flat area by 
beeswax. 

 

Figure 8 

The measurement setup 

For data acquisition (Fig. 8) we used the following devices: 

 HAMEG, HM507 analog-digital oscilloscope, 100 Ms/s real-time 
sampling rate, 

 KISTLER accelerometer 8702B50, 

 KISTLER 5108 charge amplifier, 

 PCI 6063E PCMCIA DAQ card, 500 ks/s sampling rate. 

The DAQ card was controlled by software developed under the NI 
LabWindows/CVI programming environment. Validation of our software was 
performed using a HITACHI VG-4429 function generator and digital 
oscilloscope. 

Sampling was performed at a constant inner ring speed of 1812 min-1. This value 
satisfies the specifications of American ANSI [17] and German DIN [18] 
standards (1800 min-1 ±2%) concerning bearing vibration measurements. The 
outer ring was stationary, as it delivered radial load. The sampling frequency was 
set to be 20 kHz since the accelerometer’s frequency range ends at 10 kHz. The 
gain was set to unity. 
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The time series data of sampled bearing vibration signal is shown in Fig. 9 and 
Fig. 10. 

 

Figure 9 

Vibration data of the good bearing, fsampling=20 kHz 

 

Figure 10 

Vibration data of the pitted bearing, fsampling=20 kHz 

The vibration data are the results of two distinct measurements, where we could 
not provide exactly the same load on the bearings. Therefore one cannot make a 
final decision comparing the numerical values of vibration amplitudes. These 
figures qualitatively indicate the vibration signals. However, the difference is 
obviously shown. One can notice the repetitive transient pulses with an average 
periodicity of 30 ms. This variation in repetition time is the result of the motion of 
the bearing elements, which are rolling and sliding. 
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Figure 11 

Time-frequency distribution of signal energy of good (left) and pitted bearing (right) using the matched 

wavelet 

The scalogram of the good bearing clearly shows the time-frequency location of 
transients. These pulses do not appear at each rotation. They seem to be random 
signals that might come from the test rig. In contrast, periodically repeating 
transient pulses are clearly seen on the scalogram of the pitted bearing. Their time-
period and frequency can be numerically given. The application of this method 
reduces the incorrect evaluation of vibration data and can be a valuable 
supplement to conventional condition monitoring methods. 

We calculated the scalogram of the same vibration data using the Morlet wavelet 
as well (Fig. 12). The choice of this wavelet is obvious, since many authors report 
its successful application to bearing vibration analysis [5, 7, 8, 15, 19-21]. 

 
Figure 12 

Time-frequency distribution of signal energy of the pitted bearing using the Morlet wavelet 

Comparing the two time-frequency representations that were calculated using the 
matched wavelet (Fig. 11) and the Morlet wavelet (Fig. 12), we notice that the 
Morlet wavelet provided a more realistic result. The Morlet wavelet gave better 
energy concentration. The scalogram calculated by the matching wavelet provided 
better time localization, but its frequency localization is less accurate than that of 
the Morlet wavelet. This raises the question of the cause of better representation 
using the Morlet wavelet, since the matched wavelet was designed using the signal 
model of this type of failure in bearings. 
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4 Examination of the Wavelets and the Signal Model 

The time and frequency domain plots of the matched and the Morlet wavelet are 
shown in Figs. 13 and 14. The wavelet amplitudes were normalized to facilitate 
comparison. 

 

Figure 13 

Time plot of the matched and the Morlet wavelet 

The matched and the Morlet wavelet follow almost the same pattern between the 
[-1.5, 1.5] time interval, where the matched wavelet approximates the Morlet 
wavelet. Most of the signal energy is concentrated in this area. 

 

Figure 14 

Amplitude spectrum of the matched and Morlet wavelet 

The frequency domain form of these wavelets shows their bandpass behaviour. 
The bandwidth of the Morlet wavelet is narrower than that of the matched; that is, 
the Morlet wavelet concentrates more of the signal energy around the centre 
frequency. The wider bandwidth gives shorter time extent; thus the time 
localization ability of the matched wavelet is better. This is also clearly seen in 
Fig. 11. and Fig. 12. 

Comparing the real part of the complex Morlet wavelet in Eq. (7) to the signal 
model of transient vibration produced by a pitting formulation on the inner race of 
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a deep groove ball bearing (Eq. (27)), one can notice the similarity. These 
waveforms are shown in Figs. 15 and 16. The resemblance is clearly seen. 

The frequency domain form of these waveforms shows their bandpass behaviour 
(Fig. 16). The phase characteristics of these waveforms are also similar except for 
the dilation caused by unwrapping their phase. 

Several papers report the successful application of the Morlet wavelet in the field 
of bearing vibration analysis without clarifying the reason for their choice. Since 
the signal model of transient pulses generated by pitting on the inner raceway of a 
deep-groove ball bearing was very similar to the Morlet wavelet, and since the 
wavelet transform and its derived energy distributions give more output when the 
signal and the analysing wavelet are similar, we can conclude that for analysing 
exponentially or near-exponentially damped vibration responses like the bearing 
vibration signal caused by pitting formulation on the inner raceway of a deep-
groove ball bearing, the Morlet wavelet is a reasonable choice that is sure to yield 
good results. 

 

Figure 15 

Signal model of bearing vibration (Eq. (30)) and the Morlet wavelet in the time domain 

 

Figure 16 

Amplitude and phase spectrum of the signal model and Morlet wavelet 
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Conclusions 

This paper showed the creation of a new wavelet that matches the transient 
vibration response generated by pitting on the inner race of a deep-groove ball 
bearing. Wavelet creation is based on Chapa and Rao’s method, where the Meyer 
wavelet amplitude and phase spectra are matched independently to the signal. It 
was shown that the new wavelet can be used for detecting transient pulses 
generated in a bearing. We compared the results with those calculated using the 
Morlet wavelet since many application reported its successful application. We 
found the Morlet wavelet superior to this matched wavelet in representing 
transient signals of bearing vibration where pitting is formulated in the inner 
raceway of a deep groove ball bearing. It was shown that the signal model of this 
kind of bearing failure is very similar to the Morlet wavelet; thus its scalogram 
gives a more accurate time-frequency representation than the Meyer wavelet. 
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Abstract: This paper deals with the Encrypted Key Exchange (EKE) authentication method, 

which offers an opportunity to log on to a server and to authenticate the user itself without 

using a certificate or any direct transmission of the password. This makes the method an 

interesting alternative solution, where at the end of the authentication process generated is 

a key that can be further used for the needs of symmetric encryption. In the paper, an 

implementation of a client-server application that uses EKE authentication method is 

described. This application after a successful login process enables the user to transfer 

files in encrypted form, while the encryption key is generated at the end of the 

authentication process. 

Keywords: authentication; Encrypted Key Exchange; Secure Password Exponential Key 

Exchange; shared key (secret); password; symmetric key 

1 Introduction 
The expert community has dealt with the issue of user authentication during login 
on to a server since the inception of the Internet [21]. The main goal is safe 
authentication using some of the available methods, such as a password or 
certificate. These methods must be durable to attacks whose purpose is to obtain 
passwords or other sensitive data. With this information (user name, password, 
other data, etc.) the attacker could pretend to be an authorized user and log in on a 
server. This paper describes one of the newer methods, the Encrypted Key 
Exchange [2], which combines symmetric and asymmetric cryptography. This fact 
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led us to implement this method in an application allowing the encrypted 
transmission of files. At present, this method is not commonly available in any 
commercial application, which also contributed to the attraction of this topic. 

The first chapter contains a brief description of authentication protocols (methods) 
using a password and their comparison. The second chapter includes a draft of the 
implemented protocol. In the third chapter the implementation of the program 
with a justification for the used implementation techniques is described. The last 
chapter is devoted to the verification of outputs and to evaluation of solutions. 

2 Authentication Protocols 
Cryptographic authentication often relies on ownership of the key authenticated 
by a party. Such a key usually has a length from approximately hundred bits to 
several thousand bits, depending on the used algorithm and the desired security 
level. Experience showed that people have difficulties remembering passwords 
having seven or eight characters. When all uppercase and lowercase letters and 
digits from 0 to 9 are used, a random eight-character password represents less than 
48 bits of randomness. Therefore, we can conclude that even a short random key 
for cryptographic algorithms cannot be reliably memorized by people. 
Cryptographic keys are frequently stored in secure memory in computers or 
special equipment, such as cryptographic servers or smart cards. However, there 
are situations where this form of custody is inconvenient or expensive [12], [18]. 
For this reason, the capability to establish a secure connection that relies on short 
passwords easily memorized by people is desired. 

3 Comparison of Selected Authentication Methods 
Protocols for the creation of the key are designed to be safe in situations where 
participants share their password with only small entropy. At first glance it may 
seem impossible to achieve a key using only a short password that would not be 
vulnerable to brute force attack (a progressive scan of all the possibilities) to find 
the password. This is probably the reason why the first protocols based on 
passwords (password-based protocols) appeared only in 1989. Such first protocols 
used the additional assumption that the client knows the server’s public key 
without sharing password with the server. Later, Bellovin and Merritt presented a 
class of protocols that had this additional assumption implemented [1]. 

The idea of Bellovin and Merritt, the Encrypted Key Exchange (EKE) protocol 
[1], is that the initiator of the protocol chooses a single-shot public key and uses a 
shared password to encrypt the key. The respondent decrypts the public key and 
uses it to send a session (relational) key safely back to the initiator. Assuming that 
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the public keys are always random strings, an attacker who is trying to 
sequentially test all the passwords cannot distinguish which single-shot public key 
was used. Further, even if the correct public key is found, it cannot be used to 
discover the session (relational) key because from the public key it is impossible 
to obtain the private key. There are many variations of the Bellovin Merritt EKE 
protocol as well as many alternative protocols [2], [14], [16]. Recently, the 
protocol was also expanded with proven security features. The original EKE 
protocol does not specify the used encryption algorithm, which is how to convert 
the password into the required key. 

3.1 The Original Bellovin and Merritt’s EKE Protocol 
EKE is closely related to the Diffie-Hellman key agreement, and its basic idea is 
to transfer transient public keys, which were encrypted by a password as a shared 
key. Only parties knowing the password are able to complete the transfer. 
Parameters   (shared password) and L (security parameter) are the shared 
information. As in the basic Diffie-Hellman [4] exchange, the shared key (secret) 
is           , but the algorithm for obtaining the session key      from     is not specified. The protocol requires two exponentiations by both 
parties, which is the same as in case of the basic Diffie-Hellman [4] key exchange. 

In this exchange, as described in Protocol 1, first both sides agree on large prime 
numbers, p, n, and an element, g (2 ≤ g ≤ p - 2), that generates a subgroup of large 
order (public parameters). A chooses a random number,    (public key), generates        , encrypts it with   and sends to B. Sharing the password,  , B decrypts 
the message to obtain the shared key (secret), generates        , also generates 
another random number,             , for the session key, encrypts them and 
sends to A. 

 

A  B 

                    
       →             

          

            
                         

             ←                           

           →                             
       ←       

Protocol 1 

The original Bellovin-Merritt EKE Protocol 
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A decrypts the message to obtain the shared key (secret), also generates a random 
number for the session key and sends it to B. Assuming the final verification is 
successful, both parties can calculate the true session key that will be used for all 
future messages between A and B. [2], [14], [16] 

3.2 The Secure Password Exponential Key Exchange Protocol 
(SPEKE) 

The SPEKE protocol was designed by Jablon [7], [8]. Although SPEKE, like 
EKE, is based on the Diffie-Hellman exchange, the main difference between them 
is in the password used to determine the base that is used in Diffie-Hellman 
exchange [4]. Jablon introduced the basic and extended version of the SPEKE 
protocol. 

Prime p and group G are chosen in a way that           will become a prime, and 

G will have a degree of q. Password,  ,is considered to be a number from     
and then       will surely lie in group G and has a degree of q (assuming that   
is not equal to 1, -1 or 0). Value P is used as a generator of group G. [2] 

Except this special way of defining the generator of the group, the protocol is 
exactly the same as the basic Diffie-Hellman key exchange with key confirmation 
[4]. The shared key (secret) is therefore           . 

The original version of SPEKE has no evidence of safety, but later MacKenzie 
[11] introduced the proof of a slightly modified version. These changes are: 

 P is defined to include the identities of A and B:                  

 The hashes used to form the session key include the identities of A and B, 
the exchanged messages,   and   , the password,  , as well as the shared 
key (secret),    :                         

 The exponents are chosen randomly:             

The expanded version of the protocol, with the    and    verifiers defined in the 
version proposed by MacKenzie [11], is described in Protocol 2. 

The SPEKE protocol consists of two stages. The first one uses Diffie-Hellman [4] 
to establish the shared secret (key)    . Where SPEKE differs from DHEKE is 
that, instead of the commonly used fixed primitive base g, it converts with 
function P the password   into a base for exponentiation. The rest of the first 
stage is pure Diffie-Hellman, where parties A and B start out by choosing two 
random numbers,    and   . A computes by function P message    and sends it to 
B. B computes by function P message    and sends it to A. B also computes the 
shared key    . A also computes the shared key    . [7] 

In the second stage, both A and B confirm the knowledge of     before using it as 
session key    . B sends with message    a proof of     (message   ) – which is 
obtained by a strong one-way hash function    – to A. A verifies that    is correct 
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and sends its proof of     (message   ) – which is obtained by a strong one-way 
hash function    – to B. B verifies    is correct. Assuming the verifications are 
successful, the protocol is complete. [7] 

 
A  B 

                            
   →  
                
            
                       
          

                      
      ←                                                                        
   →   
                                      

Protocol 2 

Secure Password Exponential Key Exchange Protocol 

In this case, shared information are as follows: subgroup G of group     degree           , where p and q are primes; derived password      , where   is 

interpreted as an element of    ; security parameter L. 

For security reasons of the implemented version, and thus the application, we 
decided to implement the above-mentioned version of the SPEKE protocol. 

4 Draft of the Implementation of Authentication 
Procedures 

Based on [17], the SPEKE protocol was implemented in a program for file 
transmission. In this way, both possibilities offered by the protocol – 
authentication and password generation, which will be subsequently used to 
encrypt the transmitted files – will be used. The application is divided into two 
parts: Into the Secure File Share (SFS) Server and Client programs. 
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SFS Server is a server program and SFS Client is a client program in the client-
server architecture. After start the server loads the basic settings from the settings 
file (if it exists), which is saved in the directory where the program runs. 
Otherwise, an error message appears. Next, the servers search the database for 
data on previously added users. Then the servers begin to listen on a specified port 
for user log in requests. Like the server, after the client starts, it loads the basic 
settings from a settings file (if it exists), and then it tries to connect to the specified 
IP addresses and port. After successful connection establishment and client login, 
on the basis of the exchanged messages both parties generate a shared key. From 
that moment on, until an explicit or automatic logging off, the client can transfer 
files located in the shared directory of the server. Files transferred over the 
network are encrypted. 

For the implementation of cryptographic protocols, the Java programming 
language was chosen as it supports very large numbers (several hundred bits), 
hash functions and cryptographic protocols. In addition, for the widest possible 
usage of the resulting program, Java is not platform (PC, Macintosh, etc.) or 
operating system (Microsoft Windows, Linux, Mac OS X, etc.) dependent. Since 
the protocol is implemented for the users logging in to the server, for the user 
management a relational database is used, with which, on the basis of the above- 
mentioned criteria, Java can communicate [15]. The database server is located on 
the same computer as the SFS Server. The database contains only one single table 
with fields of all necessary data about the users. For each user registered, there are 
an identification number, name, password, and a flag indicating whether the user 
has access to the server. Field ID is the primary key table. To avoid adding more 
records with the same user, name entry is set as unique. For security reasons, the 
file transfer was only implemented from the server to the client, which will 
prevent a possible leakage of the key, followed by logging in of the attacker to the 
server and transfer potentially dangerous files to the server. 

As the symmetric cryptography protocol used to encrypt the transmitted file, 
Advanced Encryption Standard (AES) protocol was used. AES encrypts by blocks 
in length of 128 bits and supports key in lengths of 128, 192, and 256 bits. After 
successful logging in using the SPEKE protocol, the client and server agree on the 
key that can be used for symmetric cryptography. In order to generate a 
sufficiently strong key and also to ensure security of the logging in to the server, 
primes of at least 500 bits will be used. The agreed key length has approximately 
the same length as the length of primes used in the protocol, which is certainly 
greater than the length of keys supported by AES protocol. For this reason the key 
for AES will be the first 128, 192, or 256 bits from the agreed key. In the Protocol, 
a hash function is also used. In order to ensure the highest security, the SHA-512 
function will be used. 
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5 Communication Principles 
The complete authentication process and activities performed by the individual 
sides are described in Figure 1. After the initial initialization, the application starts 
to listen on a port. If someone connects to this port, another thread starts. At the 
beginning, the tread waits until the connecting side sends its user name. Then it 
sequentially checks the following things to see whether the user can log in: 

 First it checks whether the user is logged in with that user name. 
o If the user is logged in the application sends an error message. 
o If not, it checks if the user name is registered in the database. 

 Next, if the user is not registered it sends an error message. If yes, the 
application checks whether the user has not been banned on the server. 
When the user has passed the final check he can proceed with logging in. 

The next procedure of authentication and generation of a common symmetric key 
is in conformity to the described SPEKE protocol in the previous chapter. If a 
problem occurs during the client authentication, the server immediately terminates 
the connection. 

After successful logging in, the server sends the structure of the shared folder to 
the client. Then, until the end of connection, the server waits for a request from 
the client to resend the folder structure or for file transfer. Connection can be 
terminated in three ways: the client logs out, the server terminates an inactive 
connection after a timeout, or disconnection occurs due to network failure. 

Upon termination of the connection the thread ends. In order to facilitate the work, 
the application was extended with a graphical user interface. On the client side, all 
communication (logging in, reloading the shared directory tree of the server, file 
transfer) with the server is performed in separate threads. With this method it is 
possible to save or load client settings, which consist of an IP address, server port 
and a local directory in which the files are downloaded. 

After successful login, the structure of the shared directory tree of the server is 
accepted. When the user wants to transfer a file, a separate thread will start and as 
parameters the data obtained during logging in process are used. That is the key by 
which the file transfer will be encrypted. In case the connection is not successful, 
the application displays an error message. 

During file transmission, for each file the server first sends a message that 
indicates the client wants to transfer a file. Pieces of the file are always transmitted 
in a fixed size (by default 1024 B). Before file transmission, a check is performed 
as to whether the file exists in the destination directory. If so, the user chooses 
whether to overwrite it. The user can terminate file transfer at any time. 
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Figure 1 

Authentication process 
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6 Implementation of the Authentication Procedures 
Due to the requirements mentioned in the draft section of this paper, we decided to 
use the Java programming language. This language contains the Java 
Cryptographic Extension (JCE) extension, by which it is possible to use common 
cryptographic functions. The Java Virtual Machine (JVM) allows platform 
independence. 

Complying with [22], we chose MySQL as the database server. However, the 
structure of the database tables is not difficult for administering except that for the 
command line is also possible to use GUI tools such as MySQL Administrator. 
Communication with the database server consists of several steps that define the 
JDBC process. 

Communication with the client consists of several parts. First, the message 
exchange happens in conformity with the SPEKE protocol described in chapter 
two. During this exchange, the client authenticates itself and a symmetric 
cryptography key is also generated. After successful completion of this phase of 
the program until the end of the connection, incoming requests from the client are 
awaited. The client can request a file transfer or retransmission of the shared 
directory tree structure of the server. However, if the client does not send the 
request within a specific amount of time (15 minutes by default), the connection is 
automatically terminated. During the process of authentication and symmetric key 
generation, the BigInteger variable type is used. The problem with the variables of 
the common Math class is that it works with ints and doubles types. These types 
can hold only finite numbers and have limited precision. The BigInteger class can 
hold arbitrarily large numbers. 

At first, two primes, p and q, are required to satisfy the condition          . For 

safety reasons it was decided to use a prime length of 500 bits. Since sending 
unencrypted primes is a security risk and since the generation of two large primes 
that meet a given condition may last for an indefinite but certainly long time, these 
primes are statically assigned and are to be generated by generators of 
cryptographically strong pseudo-random numbers. 

A cryptographically strong pseudo-random number corresponds at least with the 
test of the statistical random number generator specified in FIPS [6]. Furthermore, 
SecureRandom must give non-deterministic output that is a cryptographically 
strong sequence of numbers corresponding with the description in RFC 1750, 
Randomness Recommendations for Security [5]. Non-deterministic output that is 
a cryptographically strong sequence of numbers corresponds with the description 
in [5]. In the following, a probable prime number, p, is generated. Then, the 
variable q is saved as a number, which is the result of p subtracted by 1. Then, it is 
divided by 2. Next, a new number, q, is calculated. This will continue until primes 

p and q are generated, which satisfy the equality          . 
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During initialization it is necessary to establish communication channels through 
which the process of authentication can be performed. I/O in Java is based on the 
use of streams. Input data streams read data by bytes and write them by bytes on 
the output. All classes for working with streams are based on abstract classes 
InputStream and OutputStream. After creating the communication channels, user 
authentication will be performed, which was described in the previous chapter. 
The generation of the symmetric key                         consists of sub-
processes that are specific to each number (variable) of the key. After 
authentication and generation of the symmetric key, an initial AES setup is done. 

After successful authentication of the client and preparation of AES cipher, the 
server starts to wait for requests from the client. The following steps were 
described in the previous section. Before sending a file, first it is checked whether 
the file exists and if not the client is informed. In the next step, pieces of the 
transmitted file will be determined. Subsequently, the file size is sent to the client 
to know how many bytes to expect. Sending the file itself is performed in a cycle. 
After the end of file transfer, the input stream associated with the transferred file is 
closed. Finally, it is checked whether the number of sent bytes is equal to file size. 

7 Verifying the Implemented Method 
Verification of the solution was divided into three parts: verification of the 
functionality of the implementation of cryptographic functions; verification of the 
behaviour of the application during occurrence of errors; verification of overall 
functionality of both programs (SFS Server and Client). These verification 
procedures will be the subject of interest in the following sections. 

The application was also subjected to performance tests, which showed no 
noticeable lags. 

7.1 Verification of Functionality of the Implementation of 
Cryptographic Functions 

Verifying the functionality of the implementation of the cryptographic protocols 
was performed in such a way that, instead of the generation of numbers, a 
message fingerprint fixed assigned numbers were used, which were chosen not to 
meet the conditions necessary to continue the process of authentication: 

 change of properly generated number     to a number -1, 0, or 1; 
 change of the used password p; 
 change of the messages from which the fingerprints were generated; 
 use of different symmetric keys and initialization vectors during the 

encryption; 
 use of user name that was denied access. 
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Each test resulted in positive results, i.e. the programs behaved in accordance with 
expectations: as soon as the error was detected the authentication process and 
consequently the network connection was terminated. 

7.2 Verification of Behavior of the Application during 
Occurrence of Errors 

When verifying the behaviour of the programs during error occurrence, the below 
errors were intentionally created: 

 At the start of file transfer, the transmitted file was not in the shared 
directory of the server; 

 During transmission, the network connection was interrupted; 
 The network connection was first interrupted for client inactivity, and 

then the client sent a request; 
 Files containing the settings were not in the directory where the program 

was launched; 
 Interrupting the connection between the SFS Server and the database. 

7.3 Verification of the Overall Functionality of the Application 

When verifying the overall functionality of both programs tested, we used the 
situations that occur in normal use of the program without errors. The test results 
were as follows: 

 adding and dropping a user from the database, denying and guaranteeing 
the access, and changing the password of an existing user was always 
successful; 

 user authorized to access was always able to log in; 
 user without access was never able to log in and he was always 

announced about the reason of the failure; 
 the file was always transmitted successfully; 
 in the Graphical User Interface the state of the component always reflect 

the actual state of the program. 

Conclusion and Future Work 

In the fast developing world of the Internet, more and more data and services are 
being published [9]. The number of services where client authentication is 
required and secure transmission of data (such as eBanking) is needed are 
increasing [10]. For this reason, it is necessary to improve authentication and 
encryption mechanisms and increase their security [19], [3]. Most programs and 
services that support secure data transfer use the Secure Shell (SSH) or Secure 
Socket Layer (SSL) technologies. Programs SFS Server and SFS Client are using 
a new approach, authentication with agreement on the symmetric cryptography. 
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During the subsequent transmission of encrypted data, the Encrypted Key 
Exchange (EKE) – specifically the Secure Password Exponential Key Exchange 
(SPEKE) – variant is used. 

The advantage of EKE over commonly used applications is the fact that EKE is 
less common, which means that the methods of attack on this scheme are not yet 
known, in contrast with the methods of attack on commonly used methods, which 
ensures less chance of a successful attack. This advantage, with extension of EKE, 
will certainly become more pronounced. Another advantage of EKE is the fact 
that certificates are not required to prove the credibility of the server or the client, 
which eliminates the need for certificate generation and update.  

The disadvantage of EKE against SSL and SSH is its lower versatility. Any 
application using EKE scheme needs to directly implement it. 

Our application was designed to implement the process of authentication using the 
Secure Password Exponential Key Exchange (SPEKE) scheme as a login 
mechanism on to a server with file sharing capability, which is transmitted 
encrypted. Applications successfully meet these requirements. During tests it was 
confirmed that the processes of authentication and encryption, as well as other 
parts of the programs, are fully functional. Both programs were developed with 
regard to portability to other platforms and operating systems. 

Although the presented approach should seem unnecessary, actual research and 
development in the field of secure file downloading mechanisms are leading to the 
improvement of their abilities, security and flexibility. Our approach offers a 
prototype of a secure file download system that implements a narrowly spread 
encryption protocol. The fact that this protocol is not as widely spread makes the 
system more unique within its application domain. 

In the future, the interoperability between the system and the users will be 
improved by the implementation of Web technologies. The advantage of this 
implementation to the users is that Web applications do not need any installations 
on the client side, so they can be run on any system with an appropriate and 
compatible browser. As mentioned before, in our approach, certificates are not 
required to prove the credibility of the server or the client. So Web technologies 
will make the proposed system more flexible. This will also result in the 
improvements in interoperability with existing systems and clients. 

Future work should also be aimed at the enhancement of the security of stored 
passwords and reduction of the risk that an attacker would obtain the password. 
This could be done by storing only the password’s fingerprint                 
in the database, and not the entire password. Other functions by which the 
applications could be extended are, for example: the generation of a new key for 
each file transfer; more detailed information on the client side (file size); 
management of the shared folder (adding, removal, renaming of files) directly in 
SFS Server. 
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Another task in the future is to extend the application by the ability to recognize 
the count of a session for a given user. At present, more than one user can connect 
to the server with the same login username and password. 
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Abstract: An interpolation of fuzzy sets is an important method in development of efficient 

fuzzy rule systems. An important property of the interpolated set is the distance minimum 

property. As can be seen, the validity of this property depends on the applied distance 

metric. The authors analyse the distance relationship among the base and generated fuzzy 

sets in the case of KH linear interpolation. The paper presents new properties among the 

entropy-based distances and proposes an appropriate method for distance optimum 

interpolation. 
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1 Introduction 
Interpolation is a widely used method to determine the values of a target function 
f() at a position x in a real interval [a,b], where f(a) and f(b) are given but f(x) is 
not known. In a more general approach, the method can be extended for an 

arbitrary domain D with Dxaaa n ,,...,, 21  to determine f(x) from f(a1),..., f(an). 

Our investigation focuses on set D of fuzzy sets. The notion of a fuzzy set was 
introduced by [4]. It is a class of objects with continuous values of membership 
and hence extends the classical definition of a set (to distinguish it from a fuzzy 
set we refer to it as a crisp set). Formally, a fuzzy set is a pair (E, m) where E is a 
set of objects and m is a membership function m : E → [0, 1]. Fuzzy set theory can 
be used in a wide range of domains in which information is incomplete or 
imprecise, such as pattern recognition and decision theory [2] [3]. 

In the area of fuzzy rule interpolation (FRI) [7], the goal is to generate new fuzzy 
rules from existing rules. An important component of FRI is the generation of 
antecedent and consequent fuzzy sets using a Fuzzy Set Interpolation (FSI) 
method. In the most widely used approaches, f(x) is generated as a weighted sum 
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of f(ai) where the weight value depends on the distance between x and ai: In the 
case of linear interpolation, the sum of weights is equal to 1: 

1,)()(
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n

i
i

n

i
ii wafwxf .  

The KH method developed by Kóczy and Hirota [8] uses linear interpolation as a 
standard FSI method. The position of the generated fuzzy set B* is calculated with 
the formula 
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where A denotes the antecedent set and B is the consequence set. The symbol  
denotes a -cut which is defined as Hα = {x  E | mH(x) ≥ α} for any H fuzzy set 
with membership function mH(). In addition to the KH method, several new 
approaches are available in the literature. In the modified α-cut based interpolation 
(MACI) [11], fuzzy sets are described with two vectors containing the left (lower) 
and right (upper) flanks. The improved version of MACI is called the 
multidimensional modified α-cut based interpolation [9], and it extends MACI 
with the fuzziness conservation technique proposed by [10]. A more detailed 
survey of FRI methods can be found in [7] [12], among others. 

In all versions, the distance value [1] has a central role in the interpolation 
algorithm. A semi-metric function to measure the distance DDd : meets 
the following conditions: 

),(),(),(

),(),(
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0),(
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

. (1) 

For the Euclidean space, the most widely used metric is the Minkowski distance 
between two points x and y in n , which is defined as 

1,),(
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(2) 

For sets in Euclidean space there are several variants for the metric function. The 
Hausdorff distance q() is defined as 

.),(infsup),,(infsupmax),( 22
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(3) 
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This can be extended to fuzzy sets as follows. Let E be a finite set and let (E) be 
the set of all fuzzy subsets of E. Then, for two fuzzy subsets A, B  (E), the 
distance in (3) can be extended to the following distance between A and B, 

.),(),(
1

0
  dBAqBAq  

 

A different approach is the Hamming distance for fuzzy sets. Consider two fuzzy 
subsets A, B  (E) with membership functions mA, mB : E → [0, 1]. Then (2) can 
be extended to the following Hamming distance, 

1,)()(),(
/1
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


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rxmxmBAd

r
r

Ex
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(4) 

The Euclidean distance has the following nice property: consider two elements A, 
B in the space, then for every element C that satisfies 

]1,0[,)1(   BAC   

the following equality holds 

0),(),(),(  CAdCBdCAd ,
 

(5) 

i.e., the points of the connecting line are extreme points from the viewpoint of 
distance relationship. This nice property will not in general be met for other 
distances. 

The goal of our investigation is to analyze the relationship between the linear 
interpolation of fuzzy sets and the distance function in the case of a specific 
metric, the entropy-based distance function. The analysis shows that the fuzzy sets 
generated by linear interpolation will not meet (5), and a different generation 
method should be used to fulfill this extreme condition. 

In Section 2, three basic entropy-based distance definitions for fuzzy sets are 
presented. The first approach corresponds to a global entropy difference, the 
second method is based on an element-wise entropy difference and the third 
approach uses a descriptive complexity with symmetric difference of the 
corresponding membership functions. In Section 3, the property of distance 
optimality is investigated in KH interpolation for the different distance 
interpretations. It will be shown that the KH interpolation algorithm is not suitable 
to generate a fuzzy set lying on the distance optimum middle point between the 
operand fuzzy sets. To prove the existence of such an optimum fuzzy set, a 
generation algorithm is also presented in the section. The theoretical 
considerations are demonstrated with numerical examples in the paper. 
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2 Entropy-based Distances 
Different application areas require different similarity and distance interpretations. 
In the case of fuzzy sets, there are basically three main aspects of similarity [5]: 

- similarity of the support set in E (Hausdorff metric); 
- similarity of the values of membership functions (Hamming metric) 
- similarity of the fuzziness of membership functions 

In the latter, we assume a continuous E domain. The fuzziness of A  (E) is 
defined by De Luca and Termini [6] as 






 dxxmSAentropy A ))(()(  
 

where 

).1lg()1()lg()( xxxxxS    

One approach to include the fuzziness into the distance calculation is given by the 
following formula: 

2
1 ))()((),( BentropyAentropyBAdS  . (6) 

As the entropy() function maps the fuzzy sets into  , ds1() meets the 
requirements of a metric function. Another way is to define an element-wise 
difference as 

2/1
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dxxentropyxentropyBAd BAS  

(7) 

where 

)).(1lg())(1())(lg()(}){( xAxAxAxAxSentropyA    

This approach maps the fuzzy sets into a multi-dimensional vector space, where 
the applied Euclidean distance is a metric; ds2() meets also here the requirements 
of a metric function. 

The third approach uses the distance function that is based on a descriptive-
complexity [6]. This distance uses the symmetric difference of the corresponding 
membership functions and is based on the following considerations. Given two 
fuzzy subsets A,B   ([N]) with membership functions mA(x), mB(x), we denote 
by 

 )(),(min)( xmxmxm BABA    

and 

 )(),(max)( xmxmxm BABA  .  
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Define by A  B = (A  B) \ (A  B) the symmetric difference between crisp sets 
A,B. For fuzzy sets A, B   ([N]) define by 

)()()( xmxmxm BABABA   .  

Define a sequence of Bernoulli random variables XA(x) for x  [N] taking the 
value 1 with respect to mA(x) and the value 0 with respect to 1 - mA(x). Define by 
H(XA(x)) the entropy of XA(x), 

))(1log())(1()(log)())(( xmxmxmxmxXH AAAAA  .  

Define the random variable 
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We define a new distance between A, B   ([N]) as 

  
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x
BAS xXH

N
BAd
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1

),(  
 

for discrete domain and 





 dxxXHBAd BAS ))((),(3  

(8) 

for continuous domain. 

In [6] we proved that the function dS3(A, B) is a semi-metric on Φ([N]); i.e., it is 
non-negative, symmetric, equals zero if A = B, and satisfies the triangle inequality. 

Note that for any x  [N] with a crisp membership value, i.e., mA(x)=1, or 
mA(x)=0, we have 1)(  xm

AA
, and hence in this case 0))((  xXH

AA
. This 

means that for a crisp set A (for all xA, mA(x)  {0,1}) our distance has the 
following property (we call this the complement-property) 

0),( AAdist .  

From an information theoretic perspective, this property is expected since 
knowing a set A automatically means that we also know how to describe its 
complement. Hence, there is no additional description necessary to describe A 

given its complement. This is what 0),( AAdist means. It can be seen from the 

definition that the function dist(A, B) may equal zero even when A  B. 

As an example, consider the fuzzy sets A,B,C and the complement A' with 

membership functions as shown in Figure 1. Note that A and its complement are 
crisp sets. The distance matrix D = [di,j] is shown below; the rows and columns 
correspond to A, B, C and A' so that for instance the element d2,3 = dS3(B, C) = 
0.709. 
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Distance matrix D 

As can be seen, C is a translated version of B and they are both the same distance 
from A. This is due to ))10(())((   xXHxXH CABA . B and C are farther apart 

than B and A. Since dS3(A, A') = 0 then each one of B, C is of the same distance to 
A as to A' 

 

Figure 1 [6] 

Fuzzy sets A,B,C and Ac 

 

 

 

3 Distance-Optimal Interpolation Algorithm 
According to (5), a linear interpolation with Euclidean metric generates elements 
with optimal distance. In this paper we obtained experimental results using the KH 
method, which was used to generate the intermediate fuzzy set C for given A,B  

 ([N]). In these tests, the  value runs from 0 to 1. The test results are shown in 
Figure 2. In the Figure, the x-axis shows the value of ; on the y-axis the value 
ddiff(A,B,C) = d(A,C) + d(B,C) - d(A,B) is given. The top (red) line is the 
descriptive complexity distance (dS3()), the middle (blue) line is the element-wise 
entropy distance (dS2()) and the bottom (green) line refers to the entropy-difference 
distance (dS1()). 

The ddiff(A,B,C) value indicates whether the generated C element is the closest 
element to both A and B.  If ddiff(A,B,C) is equal to zero, the triangle inequality 
yields an equality and C lies on the line connecting A to B. 
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Figure 2 

Distance differences for dS1(),dS2() and dS3() 

Based on the test results, we conclude the following: 

Property 1: For the entropy-difference distance dS1(), for elements generated by 
KH interpolation, the distance difference ddiff(A,B,C)  is equal to zero. 

Proof. Let us take trapezoid membership functions with the following parameters 
for a set A: 
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where symbol Aα=c denotes the set of points with the membership function A equal 
to c. The entropy(A) differs from zero only on the intervals (A1,A2) and (A3,A4). 
The entropy value entropy((A1,A2)) is calculated with 
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With corresponding substitutions, the integral can be transformed into the form 
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Thus, the entropy value for the set A, is equal with 
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i.e., it is equal to the length of it non-crisp parts. Taking a C KH-interpolated set 
with parameter , the C will be also a trapezoid fuzzy set with the following 
parameters: 

iii BAC  )1(  .  

It follows from the linearity that also 

)()1()()( BentropyAentropyCentropy     

holds. Thus, 

)}](),(max{)},(),([min{)( BentropyAentrpoyBentropyAentrpoyCentropy    

and ddiff(A,B,C) = 0 is met. 

Assuming the membership function can be approximated with a chain of linear 
segments, the ddiff(A,B,C) = 0 condition is fulfilled for fuzzy sets of arbitrary 
shapes. ▄ 

Property 2.  For every A,B  (E), the dS3(A,B) ≥ dS2(A,B) inequality holds. 

Proof. Consider first the following inequality, 

})({})({))(( xentropyxentropyxXH BABA  . (9) 

for every x  E. The inequality in (9) can be converted into the following 
expression: 

0})({})({})({)(   xentropyxentropyxentropyxK BABA .  

The entropy() function can be substituted with its definition: 

|)1log()1()log()1log()1()log(|

)1log()1()log()(

BBBBAAAA

BABABABA

xxxxxxxx

xxxxxxxxxK




. 

(10) 

where xA denotes mA(x). 

Let us fix xb to a value b and simplify notation xa to x. As (10) contains two 
absolute value expressions, four different subdomains should be defined: 
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In subdomain R1, formula (10) can be written as 
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The extreme point of K() meets the following equation 
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This yields in 

1
)1)((

)1(





xxb

xxb
 

 

and 

2
b

x  . 
 

In subdomain R1, the extreme points lie on the line y = 2x. In a similar way, the 
extreme points are the following in the other subdomains: 
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As can be easily verified, the following conditions are met: 
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.  

Thus, for every b  [0,1], the K(x) function has the following function-value 
segments: zero, increasing, decreasing, zero, increasing, decreasing, zero. From 
this fact, it follows that 

0)( xK   

for every x and b value. Thus condition (9) is met. The measured K() values are 
given in Figure 3. 
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Figure 3 

The K() difference function 

From the fact 
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it follows that 
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Extending the expression to infinite elements, we get the expected property 
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As can be seen, the KH interpolation algorithm is not suitable to generate a fuzzy 
set C lying on the middle point between A and B, i.e. 
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In the next step, an algorithm is presented for generating the required C set. 

Property 3. The required C set can be generated from A, B in such a way that 
every elements of C,(x) is either equal to A(x) or to B(x). 

Proof.  For the required element C, the equation 
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should be met. It follows from definition (8) that 
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In a similar way, as was shown in the proof of Property 2, we get 
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If mA(x) = 1 (or = 0) then mC(x) can be equal to zero (or 1) too. The same is true 
for mB(x) also. ▄ 

Figure 4 shows the dd(x) value for mC(x)  [0..1], mA(x) = 0.1, mB(x) = 0.7. 

 

 

Figure 4 

The dd() difference function 

Based on this result, a constructive algorithm can be given to generate C from the 
sets A and B. The algorithm assigns points to C from A in a greedy way, until it 
reaches the required distance value: 

 Gen(,A,B) 

 C = B 

 i = 1 

 while (dS3(A,C) > dS3(A,B)) { 

  C =A(0..i)  C (i+1..N) 

  i++ 

 } 
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In Figure 5, the fuzzy sets generated by KH and the proposed Gen() function are 
displayed. The two target trapezoid fuzzy sets A and B are shown in Figure 5a. 
The KH interpolated fuzzy set C' with =0.5 is given in Figure 5b in the middle in 
a solid blue line. The interpolated fuzzy set C'' generated with Gen() is shown in 
Figure 5b with a thick brown line. 

In the example, the following distance values can be measured: 
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Thus, the Gen() method yields the required distance relationship for the 
interpolated C set using the descriptive complexity distance. 

 

Figure 5a 

The A and B fuzzy sets 

 

Figure 5b 

The interpolated C sets 
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Conclusion 

This paper analyzes the distance relationship among the base and generated fuzzy 
sets for KH linear interpolation. In the case of Euclidean distance, the usual 
behavior can be seen, but in the case of entropy-based distances, the new 
generated sets do not provide the distance optimum. The paper presents new 
properties among the entropy-based distances and proposes an appropriate method 
of distance optimum interpolation. 
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Abstract: This article deals with the analysis of the temperature factors of die casting and 

the conditions of the service life of moulds. It also describes a mechanism of the origin of 

internal structures and development of crystallisation grains of aluminium castings 

depending on the degree of undercooling. The monitored factors are very important in 

terms of production efficiency and the quality of the casting, which is positively reflected in 

the most important economic indicators of the production. In die casting, the melted metal 

is pressed under high temperature into a mould cavity of significantly lower temperature. 

The mould is then exposed to thermal strain of individual surface layers of the mould 

material. The speed of cooling of the castings in the metal mould increases, causing an 

increase of thermal gradients in the casting. Intensive heat exchange between the casting 

and the metal mould has a negative effect on fluidity, which increases the danger of 

incomplete replenishment and the occurrence of cold joints. 

Keywords: thermal factors of die casting; service life of a mould; quality of a casting 

1 Introduction 

Die casting is a process for producing castings by die casting machines, where 
molten metal is injected into a permanent mould at high speed (10 - 100 m.s-1) and 
under high pressure, Fig. 1. It is a highly productive method of die casting with 
low dimensions tolerance and high surface quality. The quality of the castings 
filled under pressure is influenced by many technological factors, the basics of 
which are: speed of pressing during the cycle of casting, after pressure, the 
temperature of cast alloy, the temperature of the filling chamber, and the 
temperature of a mould. 
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Figure 1 

Scheme of die casting process 

In die casting, the aforementioned input cost is divided among a large number of 
the products in a batch. It allows applying the solutions that secure the dimensions 
and shapes of the castings that are similar to the final parts with the highest 
possible quality of surface. Small or even no allowances for machining decrease 
material cost, number of operations, and overall work expenditure. This results in 
low weight, decreased price of the parts, high efficiency, and high competitiveness 
of the technology. [1, 3] 

Despite recent scientific research engaged in the issue of die casting, many factors 
and problems related to this technology remain unexplained. It also refers to the 
study of impact of thermal factors of casting on the service life of the moulds and 
the quality of the castings. 

2 Thermal Factors of Die Casting 

The basic thermal factors in the die casting process are: the temperature of cast 
alloy, the temperature of pressurised casting chamber, and the temperature of 
mould. 

A significant precondition for the production of high quality castings is keeping an 
optimum temperature of the respective parts of the mould cavity surface. This 
temperature depends on the temperature of the material, the quantity of the metal, 
the method of the cooling of the casting mould, the thermal conductivity of the 
mould material, and the time during which the casting remains in the mould. 
Casting of too hot a material into a cold mould without sufficient surface isolation 
by a suitable lubricating medium causes great straining of the surface layers of the 
casting mould material. Casting of an alloy into a mould with insufficient surface 
temperature results in an early fall in the alloy temperature. The castings then have 
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cold joints (Figure 1), breaks appear on the surface of castings (Figure 2), and 
even good looking castings are not of necessary quality, as in the material 
structure large internal strains occur due to great undercooling. In some cases it is 
demonstrated by  fine surface cracks (Figure 3). In casting the alloy into a mould 
with high temperature of the mould cavity surface, diffusion of the alloy into the 
overheated mould surface occurs. After solidification, it is demonstrated by 
intensive adherence of alloy to a mould and increased bubbles and porosity. 

 

Figure 2 

Cold joint 

 

Figure 3 

Internal scar 

 

Figure 4 

Surface cracks 
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Temperature of a cast alloy – The casting of a very warm alloy into a cold 
mould cavity causes serious strain on the surface layers of the mould material. The 
temperature of the alloy for die casting has to be higher by about 10 – 20 ºC than 
the initial crystallization temperature. 

Temperature of a mould – the casting quality is significantly affected by the 
temperature regime of the mould. When the mould is cold, joints are formed in the 
casting and the surface quality of casting is insufficient. When the mould is very 
hot, the alloys are bonded to the mould and the amount of bubbles and pores 
grows. The temperature of the mould will be maintained constantly at 
approximately 1/3 of the temperature of the cast metal. This is achieved by 
thermoregulation of the mould. 

 

Figure 5 

Temperature field of casting and mould 

Temperature of a filling chamber – when the chamber is preheated before the 
casting process, the temperature of the cast alloy does not decrease before filling 
of the mould cavity. 

The increased rate of cooling of castings in a metal mould in comparison with a 
sand mould causes an increase in temperature gradients in the casting. As a result, 
cure speed increases. Also the wide thickness of the gap between the casting and 
the metal mould, formed by a layer of the protective coating, causes temperature 
distribution, which is shown schematically in Figure 5. Basic thermal resistance is 
represented by the gap in which there is also the biggest temperature (gradient). 
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One of the key issues of the metal moulds heat regime is keeping the balance of 
one thermal cycle. 

The following applies for the thermal balance per one cycle: 

14321 QQQQQ                          (1) 

Where: 

Q1 - is the amount of heat required for preheating of the moulds [J], 

Q2 - is the amount of heat injected by casting [J], 

Q3 - is the amount of thermal energy transferred from the casting to the mould [J], 

Q4  - is the amount of heat minus the heat of the mould leaving the casting [J], 

or: 

0432  QQQ .                (2) 

Then the amount of heat injected by the casting: 

  20)( 12  sSsLk TclTTcmQ ,               (3) 

where: 

 mk  - is weight of casting + 0.6 of intake weight [kg], 

              cL - is the specific heat of molten iron [J.kg-1.K-1], 

 1T  - is the temperature of the liquid metal [ºC], 

 sT
 -   is the solidus temperature [ºC], 

 l - is the latent heat of metal [J.kg-1], 

 cS - is the specific heat of solid metal [J.kg-1.K-1]. 

The amount of heat transmitted by the casting to the mould: 

  11.3 .  fodl TTFQ  ,              (4) 

where: 

 α  - is the heat transfer coefficient [W.m-2.K-1], 

 Fodl - is the casting surface [m2], 

 fT
 - is the temperature of the mould [ºC], 

  τ1 - is the cooling time [s]. 

The amount of heat leaving the mould with the casting: 

 20. 24  TcmQ sk  ,                (5) 
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where: 

 T2 -  is the temperature of the casting taken out from the mould [ºC]. 

The heat balance equation is as follows: 

         11.21 .20.20  fodlsksSsLk TTFTcmTclTTcm           (6) 

3 Thermal Stress and Service Life of Moulds 

As per Figure 6, heat from the liquid metal passes into a mould surface and further 
through a mould wall. 

S, k 

T1 

T 

1 

2 

 

 

Figure 6 

The surface layer 1 and the undersurface layer 2 at filling with the liquid metal 

Then the heat differential dQ from the metal passes into the mould during the time 
differential dt: 

mcdtdtTTSdQ  )( 1 ,                                                           (7) 

where: 

α - is the coefficient of heat transfer between the metal and the mould 
surface, [W.m-2K-1], 

S - is the contact area of the liquid metal and the mould [m2], 

T1 - is the temperature of the liquid metal [°C], 

T - is the temperature of the mould [°C], 

m - is the mass of the mould surface layer [kg], 

c - is the specific heat capacity of the mould material, [J.kg-1K-1].         
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By arrangement and integration of the equation (8) we will get 

  



t T

T
TT

TTd
dt

mc

kS

0 1

1

1

)(
                                                                (8)    

After the integration: 

)1(1

t
mc

kS

eTT


 [°C]                                                                                (9)   

We can write for the heat transfer from the surface layer of the temperature T1 into 
the mould body of the temperature T during the time interval dt: 

dtTTkSmcdT )( 1                                                                                  (10)   

After arrangement and integration: 

 



T

T

t

o

dt
mc

kS

TT

TTd

1 1

1)(
                                                                               (11)        

After further arrangement: 

t
mc

kS

eTT


 1
, [°C]                                                                                            (12)          

The derived courses correspond to the measured results [1, 3] in Figure7. 

t -  it is time [s] 

 

Figure 7 

Course of the temperature in the experimental mould in die casting of aluminum alloy 
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Figure 8 

Dependence of the mould service life in die casting on casting temperature 

To make it simple, we consider the surface layer of the mould as a total. In case 
the layer is loose after the liquid metal enters the mould, then dilatation occurs. 

)( 01 TT                                                                    (13)                                      

where: 

δ - is dilatation of the mould [m], 

α - is the linear coefficient of heat transfer [W.m-2K-1], 

T1 - is the temperature of the mould after the liquid metal enters the mould [°C], 

T0 - is the temperature of the mould before the liquid metal enters the mould [°C]. 

Because the surface layer is a part of the mould, it cannot dilate, and compressive 
stress arises in it: 

1


 E

                                                               (14)                                      

where: 

σ - is the compressive stress of the layer [Pa], 

κ - is the Poisson constant, 

E - is the modulus of mould elasticity [Pa]. 
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This compressive stress causes tensile in the layer under the surface layer. 
However, after removing the casting at cooling of a previously under pressure 
deformed surface layer the tensile stress arises in it. By repeating this process as 
the thermal fatigue in the tensile stress there is a danger of crack formation. After 
hundreds of thousands or more, cycles it really happens, and thus the mould 
service life ends (Figure 8). 

We consider the number N of pressings of the liquid metal into the mould as a 
quasilinear function with an indirectly proportional dependence on the casting 
temperature T. Each elementary increase of the casting temperature dT means a 
lowering of the indirectly proportional cycles of the mould service life 

-
N

dN
                                                                                      (15) 

Then it applies that 

N

dN
kdT                                                                                            (16) 

where: 

  k – constant, 

After the integration from T1 to T and from N1 to N we will get: 

11 lnln NkNkTT                                                                                     (17) 

After arrangement and change to a decadic logarithm: 

KTAN log                                                                                                 (18) 

where: 

A and K are the constants 

k
K

3,2
                                                                                                             (19) 

The relation (18) corresponds to actually measured results according to Figure 8, 
where the logarithm of cycles is N in the temperature of the die casting in the 
casting of single alloys. [14, 17] 
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4 Structural Analysis of Aluminium Castings 

 
Figure 9 

Microstructure of sample edge /250x/ 

For all analysed Al castings, the presence of extra fine crystals is typical, located 
in the area of the casting solidified at the face of a mould. The thickness of this 
area ranges from several µm to 1 mm. In the scratch pattern (Figure 9) the smooth 
transition from the fine crystals to the area with thicker structure can be observed. 
The formation of the area with fine structure relates to the degree of undercooling 
at the face of the mould, which depends mostly on the temperature of the mould. 
By contact between the melt flow and the cool wall of the mould, the temperature 
of which is lower than the one of the melt, crystallisation arises at a very high 
degree of undercooling and precisely limited direction of heat removal. Therefore, 
the area of fine crystals develops with primary orientation in the direction opposite 
to the heat removal direction. [8, 9] 

The structure of aluminium castings of the analysed samples consists of α – solid 
solution (primary released) and eutectic (Figure 10). The eutectic appears to be a 
two-phase structure consisting of α – solid solution and silicon. Dark areas 
represent α – solid solution and the white ones represent the particles of eutectic 
silicon. Even with 2000-fold enlargement, the readability of structure aimed at the 
determination of silicon morphology is indistinctive. Therefore, the analysis of 
eutectic silicon morphology was made by means of a reflection electron 
microscope (REM), (Figure 11) with 6000-fold enlargement. With greater 
enlargement of the area, the presence of eutectic adhesion of individual eutectic 
cells can be seen, demonstrated in the picture by bright zigzag strips of various 
length. The eutectic is anomalous, i.e. the eutectic elements cannot grow by the 
same speed due to whatever causes [4, 5]. 
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Figure 10 

Basic structure (2000 x) 

A fast growing phase is usually the phase with smaller volume rate. In the Al-Si 
system there are Si pseudo dendrites. The degree of undercooling necessary for the 
proceeding of the crystallisation queue for structural phases varies; therefore the 
width of present eutectic elements development area (i.e. area with a typical 
eutectic structure) depends on the gradient of the temperature of the border line 
between solid – liquid phase. Factors influencing the quality of a casting 
represented by mechanical characteristics of the casting are characteristics of α – 
phase and amount, size, and distribution of eutectic silicon. [6, 7] 

 

 

 

 

 

 

 

 

 

Figure 11 

Adhesion of eutectic cells (6000x) 
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Conclusions 

The presented work is aimed at the evaluation of the impact of thermal factors of 
die casting on the service life of the casting mould and the quality of pressurised 
Al-casting represented by the structural parameters of the castings, which the 
individual mechanical characteristics directly depend on [4, 5]. 

In die casting, after certain cycles, thermal fatigue strain of the mould arises. It 
leads to the formation of cracks and ends the service life of the mould according to 
the equation (7) that expresses the dependence of the number of mould service life 
cycles on the casting temperature in the casting of single alloys. 

Further to the analysed scratch patterns of all samples it can be stated, provided 
that castings are produced from alloy of the same chemical structure, that the 
structural parameters are influenced mostly by the speed of cooling. The speed of 
cooling is primary controlled by the die casting temperature and the thermal 
content of the cast alloy (casting temperature). If the mould temperature is the 
same, the structural parameters are influenced only by temperature of the casting 
process [1, 3]. 

The structure and characteristics of the cast metals and alloys are therefore 
significantly influenced by the conditions of crystallisation. With technological 
interventions in the crystallisation process, the mechanical characteristics and 
structure may be improved. The crystallisation motion in practice is mostly 
influenced by the change in the speed of cooling. The increase of undercooling 
causes significant solidification of the melt under pressure due to the intensive 
heat exchange between the melt and the mould, which stimulates the development 
of areas with fine-grained crystals in the casting at the face of the mould, which 
smoothly moves to the area with thicker structure into the centre of the casting. 
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Abstract: This paper presents a structural-mechanical model for describing the tensile 

behavior of textile fabrics in main directions based on the fiber-bundle-cells modeling 

theory and method. The applicability of this model, created by a variable transformed E-

bundle shifted along the deformation axis, was demonstrated by analyzing the tensile load-

deformation behavior and the breaking process including some size effects of a plain woven 

fabric made of OE rotor cotton yarns. 
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1 Introduction 

Fibrous structures such as textile materials, fiber reinforced composites, and linear 
polymers are built up of discrete fiber-like elements such as textile or reinforcing 
fibers or yarns. The adjoining fibers or those intersecting a cross section of a 
fibrous sample create certain small assemblies that are fiber bundles in which the 
fibers show collective group-behavior [1-9]. The fiber bundle can be treated as 
intermediate elements of a fibrous structure, which can represent the statistical 
properties of the geometry or the strength. 

In addition to the classic one [1], L.M. Vas et al. [4-9] have introduced some other 
idealized statistical fiber bundles called fiber-bundle-cells (FBC), and developed a 
modeling method as well as a software called FiberSpace [10-16], and shown that 
they can be applied to modeling some structural and strength properties of fibrous 
materials. 

In this paper, a FBC model for describing the tensile behavior and breaking 
process of textile fabrics in main directions is presented and demonstrated in the 
case of a plain fabric made of OE rotor cotton yarns. 

2 Fiber Bundle Cells-based Modeling Method 

Statistical Fiber Bundle Cells 

Fibers in a fibrous structure can be classified according to their geometry (shape, 
position) and mechanical behavior (strain state, gripping). These fiber classes are 
called fiber bundle cells (FBCs) (Fig. 1) [4-9]. 

  
E-bundle EH-bundle 

  
ES-bundle ET-bundle 

Figure 1 

Structural scheme of the idealized fiber bundle cells 
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Fibers of these FBCs are supposed to be perfectly flexible and linearly elastic and 
to break at a random strain (S). They are straight in the E-bundle, loose (o<0) or 
pre-tensioned (o>0) in the EH-bundle, and oblique (fiber angle 0) in the ET-
bundle, and they are gripped ideally in these cases. Fibers in the ES-bundle are 
straight but they may slip out of their grip at a strain level (b<S) or create fiber-
chains with slipping bonds. The shape, position, and strength parameters of fibers 
are assumed to be independent stochastic variables. 

Considering a constant rate elongation tensile test, the tensile force (F(u)) creates 
a stochastic process as a function of the bundle strain (u). Being aware of the 
relationship between the bundle (u) and fiber strains (), the expected value of the 

tensile force of the FBCs ( F)F(E  ) can be calculated as the sum of the single 

fiber forces using the suitable formulas developed [4-9]. Dividing the expected 
value by the mean breaking force of the fibers, the normalized tensile force of a 
bundle is computed as follows: 

1/)()(0  SFnzFzFH ,       Suz /     (1) 

where n, SF , and S are the number, the mean breaking force and strain of 

fibers, respectively, and z is the bundle strain normalized by the mean breaking 
strain of the fibers. Fig. 2 shows the graphic relationship between the strain of 
individual flexible fibers and the bundle. 
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Figure 2 

Relationship between the strains of single fibers and FBCs 
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In the case of an ES-bundle, bL is the relative slippage way of fibers. In Fig. 3, the 
typical normalized expected value processes calculated at different parameter 
values are plotted for the FBCs. For the numerical calculations, all random 
parameters were assumed to be of normal distribution. 

From Fig. 3 it is obvious that the FBCs can model rather complicated mechanical 
behaviors such as the initial convex part caused by crimped fibers (EH-bundle) or 
the slippages generated plateau beyond the peak (ES-bundle) even if they are used 
in themselves. 
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Figure 3 

Expected value of typical normalized force-strain curves of the FBCs 

Parallel and Serial Connection of Fiber-Bundle-Cells as FBC Models 

In general, several types of FBCs are needed to model the response of a real 
fibrous structure. In most cases the parallel connected FBCs (Fig. 4a), called a 
composite bundle, provide a suitable model, and the resultant expected value 
process is calculated as the weighted sum of the single FBC responses where the 
weights are the fiber number ratios [4-10]. In the case where the size effect, such 
as the gauge length on strength, are examined, serial connection of the same type 
of independent FBCs is suitable to use in creating a bundle chain (Fig. 4b) [9, 11, 
16]. 

E EH ES ET

 

 

EEE

 
(a) (b) 

Figure 4 

(a) Parallel and (b) serial connections of FBCs 
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As the examples in Fig. 5a show, the weighted sum of the normalized force-strain 
curves visible in Fig. 3 (percentages are the relative weight values of FBCs), while 
in Fig. 5b, the effect of the number (m) of serial connected E-bundles is 
demonstrated, causing the decrease of the peak value of the resultant force-strain 
curves that characterizes the tensile strength of the E-bundle chain (VE is the 
relative standard deviation of S). 
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E-bundle chain, VE=0,2
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(b) 

Figure 5 

Normalized mean force-strain curves of parallel (a) and serial (b) connected FBCs 

3 Structural Properties of Fabric Samples 

Let us consider a rectangle sample with length Lo and breadth Bo cut out of the 
fabric in direction  where =0o and =90o are for the weft and warp directions, 
respectively (Fig. 6). Consequently,  is the angle of weft yarns to the length 
direction of the sample and the warp yarns are perpendicular to the weft direction 
(+=/2). 
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











Bo
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



Weft direction

Warp direction
Sample

 

Figure 6 

Disposition of a sample to the main structural directions of the fabric 

The fabric sample is set for tensile test where it is gripped at the ends of Bo 
breadth, and Lo (assuming BoLo, as is usual in practice) is the free or gauge 
length of it; that is, Lo does not include the parts needed for gripping, as can be 
seen in Fig. 7. 

Lo

Bo

A1 A2

A3A4

1'

1"2 0

 

Figure 7 

Classification of yarns according to their gripping position 

The edges of the gripped part of the specimen bounding the free length, 41AA  

and 32AA , can be called gripping lines. The yarns in the sample show different 

mechanical behavior according to the number of their gripped ends at the gripping 
lines (Fig. 7): 

 2-gripped yarns are gripped at both of their ends; 

 1-gripped yarns are gripped at one of their ends; 

 0-gripped yarns are not gripped at any of their ends. 
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4 Concept of Modeling Fabric Samples Using Fiber-
Bundle-Cells 

As a first step in the modeling, the tensile behavior of samples cut out in the main 
structural directions of the fabric will be tested and analyzed by using the FBC 
modeling method neglecting the crimping of yarns, as in the usual finite element 
layer models. 

The expected value of the tensile force process of the E-bundle (Figs. 1-3) related 
to a single yarn (in the direction of the tensile load) can be calculated by the 
following formula [4]: 

  uQuKuFEuF
S 1)]([)(      (2) 

where u is the bundle strain, K is the mean tensile stiffness of the yarns, and Qs 
is the distribution functions of the breaking strain. The yarn parameters can be 
determined by tensile tests of yarn samples of gauge length Lo. Using the formulas 
according to Equation (1) for normalizing Equation (2), we obtain: 

   );()()(1);( ooSo LzRHzLzQzLzFH
S

     (3) 

where the expected tensile characteristic ( ) and the reliability function (RH) of 
the E-bundle are defined by Equation (3). 

All this is valid for gauge length Lo at which the tensile test is performed, and it is 
well known that the tensile strength parameters of yarns depend on the gauge 
length [2, 3]. Supposing the gauge length is changed for L=nLo (n=1,2,…) and the 
section of fibers of length Lo create a so called bundle chain of independent 
elements (Fig. 4a), then the normalized expected tensile process of an E-bundle 
created by fibers of length L can be calculated as follows [16] (Fig. 5b): 

      o

oSS

LL
oSLSL LzQzLzQzLzFH

/
)()( )(1)(1);(        (4) 

It can be noted that formula (4) can be extended for L<Lo as well. Consequently, 
the following relationship can be obtained, which is valid for both 0<L<Lo and 
LLo: 

z

)L;z(FH

z

)n/L;z(FH o
n

o 







     (5) 

According to both modeling and experience, the mean breaking force of yarns and 
its standard deviation increase with a reduction in the gauge length, which is 
known as size effect in the literature [3, 16]. 
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5 Application of the FBC Modell 

5.1 Experimental 

Material Tested 

To demonstrate the applicability of the FBC model of fabric samples, a plain 
woven cotton fabric and its yarn components were tested (Table 1). 

Table 1 

Data of the examined fabric 

Material 
Type Weight 

[g/m2] 

Type 
of 

weave 

Yarn count 
[tex] 

Number of 
yarns 

 [1/cm] 

Twist 
direction of 

yarns 

warp weft warp weft warp weft warp weft 

Cotton 
OE 

rotor 
OE 

rotor 
156 Plain 29.6 29.6 26 22 Z Z 

Tensile Tests Results 

The weft and warp yarns were examined by tensile testing using a gauge length of 
50 mm, as is used normal, e.g. on the KES System. The test speed and the 
pretension were 12 mm/min and 0.2 cN, respectively. The results are summarized 
in Table 2. 

Table 2 

Tensile test result of yarn 

Statistical 
properties 

Yarn (29.6 tex, Z twist) 

Co-ordinates of the breaking point 
Force [cN] Elongation [mm] Strain [%] 

Mean 272.4 3.24 6.5 

S.D. 32.3 0.35 0.7 

C. of V. [%] 11.9 10.76 10.8 

Finally, tensile tests were carried out on fabric samples (Table 3) cut out in main 
directions (weft and warp) with a breadth of 50 using tensile tester Zwick Z50. 
The gauge length and the test speed were 50 mm and 12 mm/min, respectively. 

The strength data are summarized in Table 3, where MaxF denotes the peak value 
of any load-elongation curve that is the breaking force, and the averaged curve 
was calculated by averaging the single load-elongation measurements point by 
point. 
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Table 3 

Tensile test results of fabric samples 

weft_1 weft_2 weft_3

MaxF [N] 418,5 432,8 412,9 380,9
Dl maxF) [mm] 7,31 8,05 7,82 7,31
maxF) [%] 14,62 16,10 15,64 14,62

warp_1 warp_2 warp_3

MaxF [N] 492,0 480,0 500,7 472,4
Dl maxF) [mm] 8,36 8,83 8,82 8,41
maxF) [%] 16,72 17,66 17,63 16,82

Averaged 

curve

Fabric P - Breadth: 50 mm

Measured Averaged 

curve

 

5.2 Results of FBC Modeling 

The results of tensile measurements performed on fabric P in the main structural 
directions and its yarn component form the experimental background of the FBC 
modeling. 

Cutting out a sample in weft direction from the fabric means that the sample is 
built of weft yarns aligned lengthwise and warp yarns aligned crosswise (Fig. 8b). 
Loading this sample in lengthwise direction, the load is taken up by the 2-gripped 
weft yarns, and the 0-gripped warp yarns play just a modifying role by interlacing 
the weft yarns even if densely. In the present paper, the effect of interlacing is 
taken into account as a kind of adhesion between the yarns, that plays an 
important role in the cases of 1- or 0-gripped yarns, but it can be neglected for the 
2-gripped yarns. 

Lo Lo

lo

Lo

a.) E-bundle



b.) Fabric sample c.) E-bundle chain

 

Figure 8 

E-bundle (a), a fabric sample cut out in main direction (b) and E-bundle chain (c) as the model of the 

sample 

Consequently, in a rough view, the sample cut out in main direction creates a 
bundle of 2-gripped yarns with an orientation angle of zero; therefore it can be 
modeled by a simple E-bundle (Fig. 8a). 
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The normalized expected tensile force process related to a single yarn of an E-
bundle is given by Equation (3). The number of yarns loaded is determined by the 
yarn densities (ok, k=1,2) (Table 2), which by multiplying with formula (3) 
provides the FBC estimation of tensile force recorded during a tensile test of a 
sample cut out in the weft (k=1) or warp (k=2) direction: 

   )(1

)](1[)]([)]([

)()()()()(

)(

zFHFBzQzFB

uFEBuFEuFE

kk
Sook

k
S

kk
Sook

k
ookk

S





 


 (6) 

This is valid in the case of an E-bundle built up of yarns of given length Lo. 

Modeling Software FiberSpace is suitable for providing FH
(k)(z) because this 

simple model does not contain any combined FBC. For modeling – in this simple 
case – just the mean and CV of the breaking strain of the yarn are needed, which 
can be found in Table 2. They are respectively denoted by AE (=0.0648) and VE 
(=0.108) in Fiber Space. 

The results of modeling the E-bundle of Lo=50 mm yarns – which was imported to 
Microsoft Excel – can be seen in Fig. 10 (L=Lo=50 mm). This expected tensile 
force process can be approximated by averaging point-by-point measured and 
normalized force-strain curves. According to Fig. 10, the expected yarn strength 
efficiency (which is determined by the peak value of the normalized curve) in the 
fabric sample in main direction is 0.782, that is 78.2%. This is valid for both weft 
and warp directions because of the identical weft and warp yarns and the 
symmetric structure of a plain weave. 

The estimated expected tensile strength in both directions can be calculated by 
using Equation (6). As is usual according to the related standards, the breadth of 
the sample was taken as Bo=50 mm (Table 4). 

The strength values in Table 4 are considered ‘ideal’ when they were calculated as 
the simple product of the number of yarn in the direction of load and the mean 
yarn strength, and the ‘realistic’ ones were obtained by multiplying the latter by 
the expected yarn strength utilization provided by modeling the bundle of yarns of 
50 mm length (Fig. 8a). 

On the basis of Table 4, it can be stated that the measured tensile strength values 
proved to be larger than the estimations denoted by ‘ideal’ or ‘realistic’. This can 
be explained by two facts: 

(1) The mean tensile strength of yarns strongly depends on the gauge length 
used (size effect); the smaller it is, the larger the mean strength is [1-3, 16]. 

(2) The crosswise yarns create a kind of gripping for the tensile loaded yarns, 
sectioning them into short E-bundles which form a so-called E-bundle chain 
(Fig. 8c) [16]. The effective length of these bundles (lo; Fig. 8c) can be 
larger than the distance between the crosswise yarns (; Fig. 8b) because of 
the possibility of some slippage and the strain of yarns at the peak force. 
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Table 4 

Results of FBC modeling using yarns of 50 mm length and measurements (mean) 

 
Estimation 

Weft 
direction 

Warp 
direction 

Yarn strength utilization [%] real 78.2 78.2 

Fabric tensile strength  
calculated for 50 mm width [N] 

ideal 300 354 

realistic 234 277 

Fabric tensile strength measured 
at 50 mm width [N] 

---- 381 472 

The mean strength of these short E-bundles can be much greater than that of the 
longer, but the standard deviation of these short yarn segments is larger as well. 
The strength of this bundle chain is determined by the “weakest link” [2], yet this 
minimum value can be significantly larger than that of the original bundle of long 
yarns. 

Regarding the breaking force only, suppose all the yarn breakages take place in a 
single short bundle (Fig. 9a), meaning that the other bundles are subjected to strain 
only and the model of this behavior can be represented by a short E-bundle and a 
serial connected elastic continuum part (Fig. 9b). 

In this case, the force-elongation relation is governed by the E-bundle, and the role 
of the elastic part is to model the surplus in elongation as the contribution of the 
other bundles. In this model, reaching the peak force value of the bundle, the 
breakage of the chain can occur in a catastrophic way if the breaking bundle 
cannot cover the loss in elongation after the bundle force peak [16]. These drops 
in force can take place after each other if the yarn breakages are distributed over 
several bundles of the chain. 

As the other extreme case, the breakages of single yarns can be evenly distributed 
over the chain, realizing an expected tensile process identical with that of the 
single bundles [16]. 

In reality, the damage and failure process is realized as one between the two 
extreme damage cases. In addition, the yarn chain that is a bundle chain which 
consists of a single yarn can be treated as a lower estimation of the real one [16]. 

Lo Lo

lo lo
a.) b.)

 

Figure 9 

Fabric sample as the serial connection of a single breaking E-bundle and an elastic part 
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In the sense of the “weakest link” concept, Equation (4) describes the expected 
tensile force process of an E-bundle chain where the number of E-bundle is 
n=L/Lo. In this case, the peak value and the half-width of the force-chain curve 
(corresponding to the standard deviation of the yarns) decrease by increasing n or 
L (Fig. 10). At the same time, concerning the tensile strength, the E-bundle chain 
can be considered as a single E-bundle built up of yarns of length L. In this sense 
Equation (4) can be used for bundles of yarns of length smaller than Lo as well. In 
the latter case, the peak value and the half-width increase (Fig. 10). 

FiberSpace model: E-bundle

(Lo=50 mm: AE=0.0648, VE=0.108)
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Figure 10 

Normalized expected force-strain curves of E-bundles with different relative lengths (L/Lo) 

In this extended sense, Fig. 11 shows the normalized peak force values as a 
function of the yarn length, which is the gauge length of the yarns (L) in 
logarithmic scale. 

The results of modeling discussed above give a good basis for analyzing the 
measurements obtained by tensile test of fabric samples. Since our simple FBC 
modeling method applies E-bundles only consequently, the so called structural 
elongation caused by the crimping of the yarns and the elastic pulling out of the 
grips are not modeled, and therefore the first step of the analysis is the 
determination of the structural elongation. 

This is defined by the steepest tangent straight line belonging to the inflexion 
point of the rising part of the force-elongation curve. The structural elongation is 
determined by the intersection point of the tangent and the elongation axis (Fig. 
11). 
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Effect of the gauge length on the E-bundle tensile strength 
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Figure 11 

Peak values of E-bundles versus relative yarn length in logarithmic scale 
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Figure 12 

Measured and averaged force-elongation curve (blue line), shifted E-bundle curve (lilac line), and the 

transformed model curve (red line) for samples cut out of weft direction 
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Warp direction - Breadth: 50 mm
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Figure 13 

Measured and averaged force-elongation curve (blue line), shifted E-bundle curve (lilac line), and the 

transformed model curve (red line) for samples cut out of warp direction 

 

Table 5 

Results of FBC analysis based on E-bundle model 

Sample 
width 

Lo 
[mm] 

Origin of 
result 

Properties Weft Warp 

50 

Measured 

Size of weave cell  [mm] 0.4545 0.3846 

Tensile strength [N] 380.9 472.4 

Tensile stiffness [N/mm] 113 115 

Structural elongation [mm] 3.85 4.26 

Modeled 
by yarns 

Max force [N] 234.4 277.0 

Tensile stiffness [N/mm] 100 115 

Yarn strength utilization [%] 78.21 78.21 

Shifted 
and 

scaled 
model 

Scale factor of elongation [-] 1.35 1.50 

Scale factor of force [-] 1.65 1.60 

Max force [N] 386.7 443.2 

Yarn strength utilization [%] 1.29 1.2514 

Length ratio, n=lo/Lo 0.01190 0.01379 

Effective bundle length, lo [mm] 0.5945 0.6897 

Relative eff. bundle length, lo/ [-] 1.31 1.79 
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Figs. 12 and 13 show the measured and averaged force-elongation curves (blue 
lines) and the steepest tangents. 

In these diagrams the E-bundle model curves (lilac lines) with their initial tangent 
are shifted from the origin by the structural elongation. 

It can be seen in the diagrams (Figs. 12, 13) that the linear variable transformation 
(which is applying the proper scaling) of these shifted E-bundle curves (red lines) 
fits well to the measured ones regarding both the rising and the falling branches of 
the curves. 

The results of the measurements and modeling and model based analysis are 
summarized in Table 5. 

Conclusions 

On the basis of the diagrams and numerical results some essential statements can 
be made. 

(1) The structural elongation caused by the interlacing and crimping of the yarns 
adding to that the elastic pulling out of the grips is rather large (about 8%). 

(2) The large measured structural elongation means that it is important to take 
into account for modeling the deformation and, e.g., the drape behavior of 
the fabric. 

(3) The yarn strength utilization of ideal E-bundle consisting of independent 
yarns of 50 mm length is 78.2%, which is relatively small. The measured 
utilization was larger than 100%, meaning that the interlaced crosswise 
yarns bind together the segments of the loaded yarns, forcing them strongly 
to work together, and by that, a relatively small effective length is realized 
that is much smaller than the gauge length of the fabric sample. 

(4) The effective bundle length values (lo) determined by the shifted and 
rescaled E-bundle curves using Equation (4) are larger than the weave cell 
sizes (), indicating that the crosswise interlacing yarns can slip on the 
loaded ones causing an increase in the bundle length. 

(5) The slippage of interlacing yarns given by the positive difference lo- (see 
Table 5), which is in relation with certain friction and shear effects, indicates 
that it can also be an important factor in modeling the deformation and drape 
behavior of fabrics. 

On the basis of these results, the E-bundle based modeling of the tensile strip test 
of fabrics in the main directions can be well used for analyzing the tensile 
measurements and the structural-mechanical behavior of fabric specimens tested. 
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Abstract: Methods for gas control have been extensively developed for the monitoring of 

air quality, for gas leak control, for the development of ‘electronic nose’ systems, etc. 
Metal oxide gas sensors have been widely used in particular. However, apart from changes 

in the controlled gas concentration, changes in their parameters also depend on ambient 

conditions. The main impact comes from temperature and humidity. Therefore, the 

compensation of these disturbances is important for increasing the accuracy of 

concentration measurements of the controlled gases and the reliability of control. The 

present paper proposes a method for compensating the impact of temperature and humidity 

on gas sensor characteristics using artificial neural networks. This compensation method is 

applied to the control of methane concentration by gas sensors TGS813 and TGS2611. The 

results obtained confirm the applicability of this method. 
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1 Introduction 

Gas systems are widely used for monitoring outdoor and indoor air quality, in gas 
leak control systems, in the chemical industry, in the development and 
implementation of ‘electronic nose’ systems, etc. [1-5]. The control of air 
parameters is important for the protection of the environment and human health, 
as well as for providing safe working conditions. Gas pollution can spread over a 
wide area in a short time, and therefore methods and equipment for its 
measurement and monitoring are being extensively developed. A wide range of 
gas sensors [6-10] have been designed, including metal oxide gas sensors. 
Different kinds of metal oxides such as SnO2, ZnO, Fe2O3, WO3, Co3O4, etc. [11-
16] are used as sensing materials. Their operating principle is based on increasing 
the conductivity of the surface film of the sensitive element when the test gas is 
adsorbed. Depending on the composition of the surface film, the sensor responds 
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to different gases such as carbon monoxide, carbon dioxide, ethanol, methane, 
propane, ammonia, hydrogen sulfide, hydrogen, etc. [6-11]. Metal oxide gas 
sensors have high sensitivity, low cost and a short response time. However, their 
characteristics are influenced by various ambient parameters which act as 
disturbing factors in gas control. Temperature and humidity have a major impact 
among these factors [7-10, 17, 18]. To enhance the measurement accuracy and 
reliability of control, compensating the impact of disturbing factors on gas sensors 
is of prime importance. 

A method for compensating the impact of ambient temperature and humidity on 
gas sensor characteristics by using artificial neuron networks (ANN) is proposed 
in this paper. The method is based on a three-dimensional approximation of the 
gas sensor characteristics employing an ANN. The method is applied to the 
control of methane concentration with gas sensors TGS813 and TGS2611, and the 
results of that implementation are shown. 

2 ANN Compensation Method 

For metal oxide gas sensors, the input quantity is the unknown concentration, 
Conc, of the gas being controlled, which leads to a change in the output quantity 
of the sensor - its resistance, Rs. The ambient factors, temperature, t, and relative 
humidity, RH, which act as disturbing factors, also have an effect on this 
resistance (Fig. 1). 

t RH

Conc Rs
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sensor

 

Figure 1 

Input quantity Conc and disturbing factors t and RH for gas sensors 

Sensor manufacturers usually report gas sensor characteristics as the sensor 
resistance ratio, RoRs / , under various gas concentrations and ambient conditions, 
i.е.: 
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where Rs is sensor resistance, and Ro is resistance for referent concentration, 
temperature and humidity. 
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However, these characteristics are usually given only for some values of the 
disturbing factors 
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                             i= 1,2, …, n . 

It should be noted that in practice it is difficult to calibrate the gas sensor, and the 
impact of disturbing factors is usually given only for characteristics at a fixed 
concentration. 
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                           i= 1,2, …, n . 

If in the application of gas sensors the operating characteristic is chosen for fixed t 
and RH (most commonly at 20С/65%RH), this inevitably leads to measurement 
errors due to changes in ambience. In order to take into consideration the impact 
of t and RH, it is necessary to approximate the transformation function of the 
sensor and use it in applications. 

Based on equation (1), this should be a three-dimensional approximation. 
Difficulties arise owing to the great nonlinearity of characteristics (1) – (3). 
Additionally, as was mentioned, the sensor characteristics usually cannot be given 
at uniform points that can be used in function approximation. 

A theoretical method for polynomial approximation of a multivariable sensor 
characteristic was proposed in [18]. In its practical application only the 
compensation of the impact of humidity, RH, on gas sensor characteristics is 
shown. However, introducing a second disturbing factor (such as temperature), 
would substantially increase the number of equations and coefficients used. 

Artificial neural networks can also be employed for solving different problems 
with many input parameters. It is very common to use ANN for gas and odor 
recognition, the classification of products, the control of environmental 
parameters, etc. [19-23]. In [24] an ANN-based virtual compensator for correcting 
the effect of a disturbing variable in transducers is proposed. That method is 
applied to a strain-gauge transducer-based pressure measurement system. The 
correction is carried out by a nonlinear two-dimensional artificial neural network-
based inverse model of the transducer. ANN has also been used for two-
dimensional approximation of humidity sensor characteristics in order to 
compensate for the impact of one factor - temperature [25]. This approach is 
shown to achieve the highest accuracy for a nonlinear transformation function 
compared to polynomial and interpolation methods. The compensation for 
temperature effects in gas sensors via ANN is reported in [26]. 
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The ANN-based method proposed in this paper aims to compensate for the impact 
on gas sensors of both ambient temperature and humidity through a three-
dimensional approximation of the gas sensor characteristics. 

The method is implemented in two stages: training of the ANN, and real 
measurement and control of gas concentration. 

In the training stage, the calibration characteristics given by the manufacturers are 
used. Input parameters for the ANN are: the gas sensor resistance ratio, RoRs / , 
ambient temperature, t, and relative humidity, RH, and an output parameter – the 
concentration, Conc, of the respective gas. The points of training can be 
complemented, whenever possible, by a functional approximation of 
characteristics (2) and offsets based on (3). 

As a result of the ANN training, a three-dimensional approximation of the sensor 
characteristics is performed with relationships of the type 

 baWRHtRoRsfConc ,,,,,/  ,                                 (4) 

where W, a and b are ANN parameters. 

In the stage of real measurement and control, in addition to measuring the gas 
sensor parameter, it is necessary to measure temperature separately by means of a 
temperature sensor and air humidity by means of a humidity sensor. A schematic 
diagram of the method implementation for one gas is shown in Fig. 2. 
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Figure 2 

Schematic diagram of the implementation of the ANN compensation method for one gas 

On the basis of the approximation relationships obtained (equation (4)) the 
measured gas concentration is determined. The changes in ambient temperature 
and humidity are taken into account, and therefore, their impact on gas sensor 
characteristics is compensated for. 

The method can also be employed for a higher order approximation for a greater 
number of disturbing factors. 
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3 Results and Discussion 

The method is applied to compensate for the impact of temperature and humidity 
on gas sensors TGS813 and TGS2611 for the control of methane concentration. 
Sensor characteristics (2) and (3) at 1000 ppm and 5000 ppm, respectively, given 
by manufacturers have been used [7]. 

For sensor TGS813, Ro is the gas sensor resistance for the referent concentration 
of 1000 ppm and 20°C/65%RH. According to experimental characteristics [7], in 
logarithmic scale, the characteristics  ConcfRoRs /  of the sensor for given t 

and RH are straight lines and can be represented by an equation of the form 

xaay .10   ,          (5) 

where  RoRsy /lg ,  Concx lg . 

These characteristics are parallel straight lines; i.е., coefficient 1a  is constant and 

can be determined by any of the experimental relationship  ConcfRoRs /  for 

constt   and constRH  . 

Variations in temperature and relative humidity lead only to a change in the offset 

0a  of these characteristics. This offset has been calculated on the basis of 

characteristics (3) at the reference concentration for temperature variation in the 
range of -10°С …+40°С and relative humidity in the range of 0…100%RH [7]. 

Thus, the family of characteristics are obtained analytically at various 
temperatures in the range of -10°С …+40°С and fixed humidities of 0, 20, 40, 65 
and 100%RH. Fig. 3 presents this family of characteristics for sensor TGS813 at 
65%RH, showing the impact of temperature. 

 

Figure 3 

Analytically obtained characteristics for sensor TGS813 for temperature variation and 65%RH 
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Similarly, based on the experimental characteristics [7] for sensor TGS2611, the 
families of characteristics have been obtained at temperatures in the range of -
10С to 40С and for fixed values of relative humidity of 35, 50, 65 and 95%RH. 
For this sensor, Ro  is the resistance at a referent concentration of 5000 ppm and 
20С/65%RH. Fig. 4 presents the family of analytically obtained characteristics 
for sensor TGS2611 for temperature variation and 65%RH. 

 

Figure 4 

Analytically obtained characteristics for sensor TGS2611 for temperature variation and 65%RH 

The experimental characteristics, apart from those at 20С/65%RH, and the whole 
set of analytically obtained characteristics for each sensor TGS813 and TGS2611 
is used for ANN training. The experimental characteristics at 20С/65%RH are 
used for checking the accuracy of the proposed method. 

Experiments with various algorithms have been carried out for the ANN training. 
The best convergence for the smallest number of neurons is obtained in training 
with the LM algorithm (Levenberg-Marquardt back propagation). The obtained 
ANN with back propagation of error has three layers: two hidden (input, 
intermediate) and one output layer. The first layer consists of three neurons, one 
for each input quantity, the second layer is made up of seven neurons, and the 
third layer has one neuron (Fig. 5). 

In both the first and second layers the transfer functions of neurons  1
f  and  2

f  

are sigmoidal, and in the third layer  3
f  it is linear. 

The neural network has the following form 

   3211,11,222,33
bbbpIWfLWfLWfY   ,                               (6) 

where ConcY  , RoRsp /1 , tp 2 , RHp 3 . 
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Figure 5 

ANN for approximating the gas sensor characteristics 

Fig. 6 shows the results from the output of trained neural networks for sensors 
TGS813 and TGS2611 and surfaces with different humidity levels are illustrated. 

Thus, on the basis of three-dimensional approximation of sensor characteristics 
resulting from ANN training, the value of methane concentration can be obtained 
when the impact of temperature and relative humidity is compensated for. 

Fig. 7 shows the characteristics obtained by ANN, illustrating the joint impact of 
ambient temperature and humidity on the sensors resistance ratio, RoRs / , at a 
concentration of 1000ppm for sensor TGS813 and 5000ppm for sensor TGS2611. 
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Figure 6 

Results from the output of the trained neural network: а) for sensor TGS813; b) for sensor TGS2611 
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Figure 7 

Impact of ambient temperature and humidity on sensors resistance ratio Rs/Ro: а) of sensor TGS813 at 

referent concentration of 1000ppm; b) of sensor TGS2611 at referent concentration of 5000ppm 
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The algorithm for compensating for the impact of temperature and humidity on 
gas sensors readings by means of ANN in the process of gas control is shown in 
Fig. 8. 

Start
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Measuring current relative 
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Figure 8 

ANN compensation algorithm in gas sensors 

To estimate the error which occurs if there is no compensation for temperature and 
humidity on sensor characteristics, the absolute error 

RHtRHt ConcConcConc ,,                                    (7) 

and normalized error 

%100.
minmax

,
,

ConcConc

Conc RHt
RHtn 




 ,                  (8) 

are calculated, where Conc is the concentration based on the operating 
characteristic without compensation; RHtConc ,  is the real concentration 

corresponding to characteristics given the variation in temperature and relative 
humidity; and minmax ConcConc  is the range of concentration variation for each 

sensor. 

The errors occurring for 1000ppm and 2000 ppm when using the basic 
characteristics of sensors at 20С/65%RH, without taking into account the 
variation in temperature and in relative humidity, are shown in Tables 1 and 2 
respectively. 
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Table 1 

Normalized error for sensor TGS813 without compensation when using the basic characteristic at 

20С/65%RH 

 
t°C /%RH 

Conc, 
ppm 

RHtn , , 

% 

-10°C / 0%RH 1000 -28.7 

-10°C / 0%RH 2000 -60.0 

40°C/100%RH 1000 3.7 

40°C/100%RH 2000 7.3 

Table 2 

Normalized error for sensor TGS2611 without compensation when using the basic characteristic at 

20С/65%RH 

 
t°C /%RH 

Conc, 
ppm 

RHtn , , 

% 

-10°C / 0%RH 1000 -16.5 

-10°C / 0%RH 2000 -32.5 

40°C/100%RH 1000 5.9 

40°C/100%RH 2000 11.9 

These results confirm the necessity of compensating for the impact of temperature 
and relative humidity. 

Using the trained neural network, the values ANNConc  of methane concentration 

have been obtained at various values of resistance, temperature and humidity. The 
absolute error is determined based on these values 

ConcConcConc ANN                                   (9) 

and the normalized error of the ANN method is 

%100.
minmax ConcConc

Conc
n 


 ,                              (10) 

where ANNConc  is the concentration value, determined using the trained neural 

network; Conc is the respective real concentration value from the basic 
experimental characteristics which have not taken part in training; 
and minmax ConcConc  is the range of concentration variation for each sensor. 

The experimental basic characteristics, which have not been used in training, and 
those obtained by ANN for the two sensors are shown in Fig. 9. 

Fig. 10 gives a graphic presentation of normalized errors (equation (10)) when 
employing the proposed method for compensation by ANN. 
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Figure 9 

Experimental basic characteristics and characteristics obtained by ANN 

 

Figure 10 

Normalized errors when implementing the ANN-compensation method 

The obtained results show that the normalized error of the ANN method is in the 
range of -0.05% to +0.35% for sensor TGS813, and -0.1% to +0.3% for sensor 
TGS2611, which confirms the effectiveness of the implementation of the proposed 
ANN compensation method. 
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Conclusions 

On the basis of the research conducted, the following conclusions can be drawn: 

 ambient temperature and humidity have a substantial impact on metal oxide 
gas sensor characteristics; 

 a method is proposed for compensating for the impact of temperature and 
humidity on gas sensors by using ANN for three-dimensional approximation 
of their characteristics; 

 to compensate for the impact of ambient conditions on gas sensors of type 
TGS813 and TGS261 for the measurement and control of methane, a trained 
ANN with back propagation of error with two hidden (input and intermediate) 
and one output layers has been obtained; 

 the three-dimensional approximation of gas sensor characteristics by the 
trained neural network allows the impact of temperature and humidity to be 
compensated for and the normalized error is from -0.05% to +0.35% for 
sensor TGS813 and from -0.1% to +0.3% for sensor TGS2611. 

 the proposed method of compensating for the impact of disturbing factors by 
ANN can also be used for other types of sensors, as well as for performing 
higher order approximation with a greater number of disturbing factors. 
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Abstract: This paper regards the synthesis of intelligent non-visual sensor-based 

navigation, motion planning and the integrated control of indoor ambient adaptive wheel-

based mobile robots in unknown environments with tire-ground interaction uncertainties. 

The problem relates to searching appropriate techniques how to navigate towards a target 

position in an unknown environment when the obstacles to avoid are discovered in real 

time, and how to maintain collision free motion of a high dynamic performance. 

Environments characterized by variable ground surface conditions with immobile obstacles 

of different shapes and sizes will be considered in the paper as unexpected disturbances, 

i.e. system uncertainties. The tools developed to address this issue thus consist of the 

combination of cognitive motion planning and control theory techniques, including a non-

linear model-based approach. Two characteristic approaches to integrated control are 

evaluated in the paper: a kinematical as well as dynamic one, in the sense of control 

efficiency and robustness to the environmental and model uncertainties. Characteristic 

simulation tests are performed to verify the proposed algorithms. 

Keywords: mobile robots; sensor-based navigation; integrated control; tire-ground 

interaction 

1 Introduction 
Mobile wheel-based robots are subjected to many recent research studies with aim 
to provide reliable and robust robotic platforms for broad service applications at 
home, in office, and at public institutions. Mobile robotic platforms form the basis 
for the building (development) of high-tech devices, such as personal robots of 
high performance to be widely used in the future in everyday human life. The 
problem of the use of such advanced intelligent systems is related to the success in 
solving complex cognitive and control tasks, such as intelligent navigation, 
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motion planning and robust control of the system dynamics in conditions of 
unknown, unpredicted and evolving environments. The problem of ambient 
adaptation to the unstructured, confined and cluttered environments as well 
adaptation to the variable ground surface conditions (contingency risks) requires 
the development of efficient control techniques. A combined knowledge-based 
and model-based algorithm that couples navigation and control capabilities into a 
unified control architecture designed for the accurate system navigation and 
integrated control of wheeled robot dynamics is proposed in the paper. 
Autonomous mobile robots are required to have high dynamic performance, in the 
sense of dynamic, non-jerky and smooth motion, in order to ensure the reliable 
performance of tasks imposed. 

Numerous research studies concerning control of wheeled mobile robots were 
reported in [1], [2]. In particular, non-holonomy constraints associated with these 
systems have motivated the development of highly nonlinear control techniques. 
For the sake of simplicity, the control methods are developed mainly for car-like 
mobile robots. The heuristic methods were the first techniques used to generate 
motion based sensors. The majority of these works were derived from classic 
planning methods [3]. The methods of physical analogies assimilate obstacle 
avoidance to a known physical problem. The representative of them is the 
potential field method [4]. There are methods that compute some high-level 
information as intermediate information, which is translated next in motion. The 
nearness diagram navigation [5, 6] is a representative of this method. In paper [7] 
a multi-agent, self-organizing system of mobile robots is controlled by the 
implementation of the genetic algorithm. The solution proposed in paper [8] 
represents an original approach to the design of the 2-DOF Takagi–Sugeno PI-
fuzzy controller based on the stability analysis theorem. For implementation of the 
ethologically inspired robot behavior, a platform based on a fuzzy state-machine 
was suggested in [9]. In paper [10], the method of utilization of the low-resolution 
data for control purposes was applied. In this paper, control is based on fuzzy 
logic, with the deployment of stochastic digital low-resolution time arrays. The 
imprecision of the control method was eliminated by stochastic noise 
superimposed during data gathering, while the negative effects of noise are 
suppressed both by the fuzzy nature of the decision-making process and by the 
energy inertia of the controlled object. 

The considerations to be conducted in the paper will demonstrate a methodology 
of the motion control of mobile robots that combines ad-hoc motion planning and 
obstacle avoidance together with model-based, integrated control of the robotic 
system. The paper is organized as follows: Section 1: introduction. In Section 2, 
the modeling of wheel-based robots is presented. In Section 3, sensor-based 
navigation and motion planning are illustrated. In Section 4, the motion control is 
presented. Simulation examples and verification of the proposed methodology are 
illustrated in Section 5. Conclusions are given in Section 6. 

http://academic.research.microsoft.com/Keyword/39580/stability-analysis
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2 Modeling of Wheel-based Robots 
For the purpose of control system development and the simulation model of a non-
holonomic wheeled robot with differential (skid) steering is considered in the 
paper as presented in Fig. 1. A 2WD indoor mobile robotic platform with 
differential steering and two auxiliary (passive, i.e. non-powered) wheels is 
assumed in the paper as a system representative. A non-linear model of such a 
wheeled mobile robot is considered, taking into account that the robot can move 
on a sloped surface, too. In the general case, surface inclination angle can appear 
in both longitudinal 

x  as well as lateral 
y  direction of motion (Fig. 2) with 

respect to the longitudinal x-axis of the robot body. The direction of the motion, 

i.e. the angle of the forward  (transport) speed vector V


 (Fig. 1), depends on 
amplitudes of particular tire angular velocities, rigid-body parameters as well as 
tire-ground interaction parameters and ground surface condition. The referent 
coordinate system OXYZ  to be considered in the paper is attached to the ground 
surface. The local mobile coordinate system oxyz  is attached to the mass center 

(MC) of the wheeled mobile robot. Robot motion is consequence of differential 
steering, i.e. controlled changing of tires r.p.m. corresponding longitudinal 

2,1, iFxi
 and lateral 2,1, iFyi

 tire forces (Fig. 2), which cause the robot to 

move in the desired direction and with the desired forward speed. The passive 
auxiliary tires have zero traction forces 4,3,0  iFxi

. In the general case, when 

the auxiliary wheels (i.e. their axles) are not collinear with the active (powered) 
wheels, they can slide on the surface against the friction forces. In this case, the 
lateral tire forces 4,3,0  iFyi

appear on the auxiliary wheels. In the general 

case, the forward speed V


is not collinear with the direction of the longitudinal 
wheeled mobile robot axis of symmetry. The angle between the velocity vector V


 

and the longitudinal x-axis of symmetry is defined by the angle   known as the 

slip angle of vehicle [11]. The particular mobile robot wheels perform 
corresponding rotational as well linear movements. Linear tire velocities are 
signed by 4,,1, 


ivi

 in Fig. 1. In the general case, these velocities do not 

coincide with the corresponding direction of robot motion defined by the vector 

V


. The consequence of this is the appearance of tire slipping defined by the 
corresponding angles 4,,1, ii  as presented in Fig. 1. Some important 

geometry parameters of the wheeled robot (rover) are presented in Fig. 1. These 
are: b  is the track of rover, 

xl  is the relative position of the active wheels with 

respect to the robot mass centre (MC) observed along the longitudinal x-
coordinate direction, fl  and 

rl  are corresponding distances of the auxilary wheels 

(front and rear) from the robot MC. 
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Figure 1 

Industrial non-holonomic 2WD wheel-based mobile robot RobuLab10 [12]. Corresponding kinematic 

model of the assumed robotic platform and parameters of interest. 

The vector of the state variables, expressed with respect to the referent coordinate 
system OXYZ can be written in the form: 

 TYX q         (1) 

where X and Y represent corresponding linear displacements (translations) of robot 
body MC determined in the absolute coordinate system attached to the ground 
surface,   is corresponding yaw angle, i.e. turning of the rover about the Z-axis 
measured with respect to the X-axis (Fig. 1). 

2.1 Kinematical Model of a 2WD Robot 

The kinematical model of the robot presented in Fig. 1, with two active and two 
auxiliary non-powered wheels can be defined by the following relation: 




























2

1

//

2/2/




 brbr

rrV
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
       (2) 

where V and   represent corresponding amplitudes of the forward (transport) 
speed as well as yaw-rate of robot rigid-body, rt is tire radius, and 1  and 2  are 

corresponding right and left tire angular velocities. The transport speed V


, 
determined in the plane of motion, has two components – the longitudinal x  and 
lateral y : 

22
yxV 


 V         (3) 
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Two kinematical variables are needed for tire modeling: tire slip ratio 
is  and tire 

slip angle 
i . These variables can be calculated [11, 12] for every particular robot 

tire using the following relations: 

4,,1,
)cos(




 i
r

rv
s

ii

iiii
i 

        (4) 

4,,1,  iii          (5) 

The powered tires i=1,2 have no possibility of steering in a direct way while the 
passive wheels i=3,4 are free for turning about the vertical axis to enable better 
system maneuverability (Fig. 1). The value 

iv  is the corresponding linear speed of 

the centre of mass of the particular i-th robot tire, and 
i  represents the so-called 

tire speed angle defined with respect to the longitudinal direction of motion 
collinear to the longitudinal x-axis of symmetry. The translational (linear) tire 
speeds of tire mass centers are determined by the relations: 
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where the directions of the particular tire velocities (6) are determined by the 
corresponding angles 

i , which are calculated from the expressions: 
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2.2 Model of 2WD Robot Rigid-Body Dynamics 

The model of rigid-body dynamics of the assumed 2WD mobile robot (Fig. 1) is 
presented in Fig. 2. The dynamic model of this robotic system can be defined in 
the following form: 

  SJqFqqhqqHT swccg   ),()(       (8) 

where 13T  is a vector of the generalized forces/torques acting in robot MC. 
The vector T  has three components collinear to the main coordinate directions X, 
Y and Z (Fig. 2): the generalized forces 

XT  and 
YT  and corresponding generalized 
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torque T  about z-axis; 33H  is an inertia matrix of the robot-body; 
13ccgh  is a vector of centrifugal, Coriolis and gravity forces; 13wF is a 

vector of external resistance forces and torques that includes aerodynamic 
resistance, rolling resistance and Coulomb friction forces. Body impact forces 
(moments) as the consequence of an occasional strike of the robot to the 
surrounding objects are also taken into account by the vector 13S . 
Corresponding Jacobian is defined by 33SJ . The vector of generalized forces 

T, defined by (8), can be expressed with respect to the mobile coordinate system 
MC-xy. Then, it can be defined in the form: 
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               (10) 

where 
ixF  and 

iyF (i=1,..,4) are the corresponding longitudinal and lateral traction 

(braking) tire forces (Fig. 2) while b, 
xl ,

fl  and 
rl  are the constructive parameters 

presented in Fig. 1. 

 

Figure 2 

Dynamic model of the assumed 2WD wheel-based robot including traction (braking) forces, resistance 

forces, side impact forces and slope effects 

The relation between the generalized forces and torques T expressed in the 
absolute coordinate system XYZ0  and corresponding forces and torques τ  
defined in the local coordinate system MC-xyz can be defined in the following 
way: 
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The corresponding matrix and vectors given in (8) are assumed in the form [11]: 
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where m is the lump mass of robot system, Iz is the robot’s axial moment of inertia 
with respect to the z- axis, and g is the magnitude of gravity acceleration. The 
resultant vector of the aerodynamic resistance as well as the rolling resistance 
forces and torques is calculated in a way [11]: 
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where 
xK , 

yK  represents corresponding air resistance coefficients of robot body; 

M  is a sum of tire self-aligning torques (slipping resistances about the vertical 

axis) due to robot turning about vertical axis; 
ir

f is a rolling resistance coefficient 

of the i-th tire, and 
izF represents corresponding tire payload. 

The impact force vector S  has in a general case three particular components 

 Ttn SSS S  (Fig. 2). The variation of motion quantity exchanged during the 

robot strike in the particular impact point (Fig. 2) is equal to the impulse of the 
impact force 

nS  produced in the direction n


. The tangential impact force 

component 
tS  depends on strike magnitude and corresponding body friction 

coefficient. Bearing in mind what has been previously said, the following relations 
can be derived: 

 
nSn






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t

Vm scos                            (15) 



A. Rodic et al.                   Sensor-based Navigation and Integrated Control of Ambient Intelligent Wheeled Robots 

 with Tire-Ground Interaction Uncertainties 

 – 120 – 

where t  represents the time interval of impact impulse. The tangential 
component of impact force 

tS  is calculated from the relation: 

tSt


 ns S                               (16) 

where 
s  is Coulomb's friction coefficient characteristic for a relative two bodies 

sliding, i.e. robot-object interaction. In the general case, an impact force causes 
additional rotation of the robot body due to the particular location 

ne  of the 

impact point with respect to the MC (Fig. 2). Then, the turning moment of the 
impact force about the axis that passes through the MC can be defined in a way, 
taking into account that tnp


 : 

  pSε

 ttnn eSeS                             (17) 

Jacobian sJ  in (8) is determined in a form of the transformation matrix that is 

calculated for the case of system rotation about the z-axis for the angle 
s  as the 

relative angle between local yx   and tn   coordinate systems (see Fig. 2). In 

this case, the impact forces and torques SJ s   in (8) can be calculated by the 

relation: 
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2.3 Non-linear Tire Model 

A considerable number of different models of tire force and moment generating 
properties have been proposed in the available literature. The standard description 
of vehicle tire dynamics is the so called the magic formula tire model originally 
introduced by Pacejka and Bakker [13]. The model provides a set of mathematical 
formulae from which the forces and moment acting from road to tire can be 
calculated at longitudinal and lateral slip conditions, which may occur 
simultaneously. The formula (model) expresses the side force 

yF , the aligning 

torque M  and the longitudinal force 
xF  as a function of two arguments - the side 

slip angle defined by (5) and the longitudinal tire slip ratio determined by (4), 
respectively. The general form of the formula, which holds for a given value of 
vertical tire load, looks like: 

    uBarctguBEuBarctgCDuf  sin)(               (19) 

The empiric non-linear Pacejka's tire model is shown in Fig. 3. For constant 
coefficients B, C, D and E the curve exhibits an anti-symmetric shape with respect 
to the origin. The formula is capable of producing characteristics which closely 
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match measured curves for longitudinal 
xF , side (lateral) 

yF  force and self-

aligning torque M  as functions of their respective slip quantities: the slip angle 

  and longitudinal slip ratio s . The output variable stands for either 
xF , 

yF  or 

M  and the input u  may represents s  or  . 

Tire payload, i.e. tire torques of rotation, can be now calculated from the relation: 

txt rF                     (20) 

taking into account the longitudinal tire force 
xF  and tire radius 

tr . Tire payload 

t  as well as tire angular velocity are used as feedback signals for servo-control of 

wheeled robot motion. 

 

Figure 3 

The Magic formula tire model – a graphic presentation 

The model of wheeled robot determined by relations (2 - 20) is used in the chapter 
for synthesis of algorithms for control of robot dynamics in the case of variation 
of tire-ground adhesion parameters, i.e. in the presence of tire-ground interaction 
uncertainties. 

3 Sensor-based Navigation and Motion Planning 
The objective of motion planning techniques is to compute a collision-free 
trajectory to the target configuration that complies with the vehicle constraints 
(Fig. 4). The objective is to move a vehicle towards a target location free of 
collisions with the obstacles detected by the sensors during motion execution. The 
advantage of reactive obstacle avoidance is to compute motion by introducing the 
sensor information within the control loop, used to adapt the motion to any 
contingency incompatible with the initial plans. 

The approach that is elaborated in this section assumes that the robot is equipped 
with the corresponding sensors for the detection of obstacles (sonar proximity 
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sensors and range-finder sensors) in its surrounding, as well as that it operates in 
informatically structured environments [14]. This assumes it should be connected 
to a wireless sensor network that ensures accurate localization of robot and target 
point (Fig. 4) within the work-space at every time instant. When autonomous 
robot moves towards the target position and its sensors detect obstacle(s), a 
corresponding avoiding strategy should be activated. In that sense, robot motion 
can be described as a compromise between avoiding obstacles and moving 
towards the target position as presented in Fig. 4. Autonomous robots react to both 
of the sensed variables (target direction and collision free direction of motion with 
respect to neighbourhood obstacles) to perform autonomous motion. 

 

Figure 4 

Model of sensor-based navigation and motion planning in presence of obstacles with variable tire-

ground interaction conditions 

For accurate navigation and motion planning in the presence of obstacles, the 
robot needs to sense the following variables (see Fig. 4): (i) distance to 
surrounding obstacle(s) within the sensor range (front-rear and right-left sectors of 
acquiring information), (ii) corresponding relative position of obstacles (i.e. angles 
measured relatively to the robot longitudinal x-axis of symmetry), and (iii) relative 
position (azimuth angle) of robot with respect to the target point. Moving towards 
the target point and avoiding obstacles along the path predicted (Fig. 4), a mobile 
robot changes its orientation in the work-space as well as its forward velocity. 
When an obstacle is detected by sensors, the mobile robot slows down and 
changes its direction of motion according to the actual conditions detected. The 
navigation strategy of mobile robot is set to enable the automatic guidance of 
robot in the presence of obstacles and the accurate tracking of the estimated target 
direction. For the purpose of spatial reasoning in unknown and confined 
environments, an appropriate fuzzy inference system (FIS) is commonly used 
technique [14-17] to support such kind of cognitive tasks. In this paper, the FIS 
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system presented in Fig. 5 is designed for collision free robot guidance in 
unknown environments with the presence of obstacles of different shapes and 
sizes. 

The fuzzy navigation system, assumed in the paper to navigate robot in unknown, 
informatically structured environments, is shown in Fig. 5. It represents a multi-
input / multi-output (MIMO) system with six inputs and two output ports. 

 

Figure 5 

Block scheme of the Fuzzy Inference System developed for sensor-based navigation and obstacle 

avoidance in unknown environments 

The following input variables are needed to be acquired from the work-space: 
target direction (azimuth angle of the referent course towards to the goal position); 
the “course” angle is determined relatively to the local coordinate system attached 
to the robot MC, with x-axis oriented along the longitudinal axis of robot platform 
(Fig. 1). The course is positive when the robot has to turn in left and negative 
when it moves right; proximity (distance) to obstacles in the forward direction; 
side proximity to obstacles (right-hand side and left-hand side direction); 
proximity to obstacles with respect to backwards direction; and indicator of 
motion concerning movement forward, backwards or standby status. 

The corresponding output variables of the FIS considered in Fig. 5 are forward 
speed and yaw-rate of the wheeled robot. The FIS membership functions (MF) 
that correspond to the particular fuzzy input ports are presented in Figs. 6a-6d. 
The corresponding MF that corresponds to the output fuzzy ports are shown in 
Figs. 6e and 6f. The MFs chosen in this robot task have predominantly Gauss 
form. 

The FIS rule database consists of 13 rules that allow the system to navigate 
properly in the presence of immobile obstacles. The rule data-base is systematized 
in Tab. 1. Weighting factors related to the particular rules are set to the unit value 
(Tab. 1). Membership functions and fuzzy rules are designed in the Fuzzy Logic 
Toolbox of Matlab/Simulink. 
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a) b) 

      
    c)                    d) 

      
e) f) 

Figure 6 

Fuzzy membership functions used for sensor-based navigation 

input variable: a) “course ” [-1.57, 1.57 rad], b) distance from the obstacles in forward/backwards 

direction, “proximityFwd” or “proximityBck”, [0,3 m], c) distance to obstacles in side directions – 

right and left,“proximityRgt or proximityLft”, [0, 3 m], d) status of motion, “motion”, [-1.5, 1.5 m/s], 

output variable: e) forward speed “speed”, [-1, 3 m/s], f) yaw-rate “yawrate” [-2, 2 rad/s]. 

Table 1 

Data-base fuzzy rules designed to ensure robot navigation in unknown environments with obstacles of 

different geometry and size 
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4 Motion Control 
The control architecture of the wheeled mobile robot considered in the paper 
represents a modular hierarchy distributed structure. The proposed control system 
has two hierarchy levels, high and low. The high control level consists of a 
cognitive block (a knowledge-based block based on the fuzzy inference system 
presented in Fig. 5) coupled with a complementary model-based module. Such a 
controller takes into account the dynamics of the entire robotic system (2)-(20), 
including robot rigid-body dynamics, tire non-linear dynamics and tire-ground 
interaction effects (slipping, rolling resistance, etc.). The high control block is 
charged for sensor data acquisition, signal processing, sensor data fusion, sensor-
based navigation, motion planning and the control of robot dynamics as well the 
appropriate control load distribution per particular robot wheels. 

The low control block ensures the servo-control of DC-motors, whose task is the 
regulation of tire load (traction or braking torques) and tire angular velocities. In 
order to build the control for the wheeled mobile robot (Fig. 1) considered in the 
paper, the following assumptions have to be satisfied: (i) The model presented by 
relations (2 - 20) describes the system’s physical behavior with satisfactory 
accuracy. (ii) The parameters of the model are acquired directly from the system 
by measurement or by estimation using corresponding sensor-based acquired 
information. (iii) In every sampling time it is possible to determine in a precise 
way the location (position) of the robot in the work-space as well as the location 
of the target point (Fig. 4) using corresponding localization sensors. (iv) 
Corresponding tire-ground interaction parameters (slipping and rolling resistance 
coefficients) can be estimated by use of the model described in Section 2. (v) 
Proximity sensors detect obstacles in the range of two meters with satisfactory 
accuracy. 

If the previously listed assumptions are satisfied, the control system proposed in 
the paper is capable of ensuring high dynamic performance as well precise 
tracking of the target direction (Fig. 4). Concerning the accuracy of the model 
presented in Section 2, the relations (2 - 20) describe the entire system behavior 
(physics) including its empiric tire non-liner model. The tires of wheeled robots 
are factors that cause potential uncertainties in the system. Due to these reasons, 
their influence upon the system behavior is significant, and it is very important for 
the control efficiency that the tires’ actual dynamics be modeled in an appropriate 
way. The parameters of rigid body model can be identified directly via 
measurement of the system or calculated based on appropriate measurements (e.g. 
robot mass, moments of inertia, dimensions, etc.). Tire-ground interaction 
parameters (adhesion parameters) are also estimated using appropriate 
experimental measurements and relations describing tire non-linear model. 

The control algorithm of the wheeled mobile robot has to provide accurate path 
tracking and high dynamic performances of entire system. A control algorithm 
capable of providing such performance can be written in the following form [11]: 
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where 
pK  and dK  are corresponding matrices of the proportional and differential 

control gains, while the other values appearing in (21) have been already 
explained in (8). From (11) the generalized forces 

XT , 
YT  and turning (spinning) 

torque T  are determined with respect to the absolute coordinate system (Fig. 1). 

Then, corresponding driving forces and torques in the longitudinal 
x , lateral 

y  

and yaw   direction are calculated from the relations: 
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Generalized forces 
x ,

y  and torque   are produced by corresponding tire forces 

xF  and 
yF  acting in the longitudinal and side directions (Fig. 2). The 2WD rover 

must be considered as an ''over controlled'' system since in the considered 
particular case there are four tire forces ( 1xF ,

1yF , 2xF  and 
2yF , shown in Fig. 2) 

while the global robot motion is performed in three particular coordinate 
directions: x, y and  . The unknown forces 2,1, iFxi

 and 2,1, iFyi
 can be 

calculated indirectly (in a reverse way) from the relations (9) and (10), taking into 
account pre-determined generalized forces/torque 

x , 
y  and   from (22). In 

order to perform one such procedure some additional relation must be provided to 
enable the calculation (by elimination of one unknown variable) of unknown tire 
forces 1xF , 

1yF  , 2xF  and 
2yF . This auxiliary relation that enables a decrease in 

number of unknown variables is: 

122 yy FF                                    (23) 

where 
122 / yy FF  is the corresponding ratio (coefficient) that defines the 

relationship between the particular side force amplitudes 
1yF  and 

2yF  of the right 

and left side wheels. Taking into account relation (23), as well including it into (9) 
and (10), the corresponding three equations upon the three unknown variables 

1xF , 2xF  and 
1yF  can be solved from: 
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From (24) and auxiliary term (23) the unknown tire forces 2,1, iFxi
 and 

2,1, iFyi
 are calculated. The tire forces 4,3, iFyi  

appearing on the auxiliary 

tires are considered as disturbance of the system. The actual control variables of 
the wheeled mobile robot are not tire forces but particular angular velocities of the 
active wheels 2,1, ii  (Fig. 1). Since the longitudinal 2,1, iFxi

 and lateral 

tire forces 2,1, iFyi
 are non-linear functions of the arguments, such as tire slip 

ratio 
is  and tire slip angle 

i , this implies the necessity of an inverse procedure to 

be conducted in order to determine the actual control variables 2,1, ii . 

Accordingly, the corresponding tire slip ratios 2,1, isi
 and tire slip angles 

2,1, ii  should be calculated before. 

Theoretical aspects of modeling, spatial navigation, motion planning and control 
of robot dynamics considered in Sections 2, 3 and 4 will be verified in Section 5. 

5 Verification of the Proposed Methodology 
In order to verify the proposed navigation and control methodology, several 
characteristic simulation experiments are performed and analyzed in this section. 
An industrial, middle size indoor mobile robot platform RobuLab-10 (Fig. 1) is 
assumed for the purpose of simulation experiments whose model parameters are 
taken from the corresponding product-sheet [12] and given in the Appendix of the 
paper. The robot chosen is simulated moving in conditions of unknown 
environment, modeled as kind of an indoor labyrinth scenario (Fig. 7), and in 
conditions of confined work-space with the appearance of different ambient 
contingency risks, such as: variable tire-ground interaction characteristics (e.g. 
variable slipping coefficient and rolling resistance) and irregular geometry (e.g. 
obstacle shapes the and sizes of surrounding obstacles). For this purpose, the 
Virtual WRSN, a specialized modeling/simulation software toolbox for 
Matlab/Simulink, was used [14]. 

The first considered simulation example brings together and compares the 
characteristics of two concurrent control approaches to be applied with mobile 
wheel-based robots, kinematic (differential steering) and a dynamic (skid steering) 
approach. Differential steering is based on the calculation of referent right and left 
tire angular velocities and directly from (2), neglecting the effects of slipping of 
the robot tires and neglecting their distinct non-linear nature. The concurrent skid 
steering approach takes into account the entire rigid-body robot dynamics, non-
linear tire dynamics and variable tire-ground interaction characteristics such as tire 
slipping and rolling resistance. 
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In order to provide an appropriate comparison of two considered concurrent 
control approaches, the simulation conditions assumed should be equal (same) in 
both test cases. This means the same navigation strategy as well as the same 
motion conditions (tire adhesion characteristics) are considered during the 
simulation tests. The slipping coefficient in the considered simulation examples is 
assumed to be 75.0 . This corresponds to a dry, relatively high-adhesive tire-

ground surface. 

 

a)      b) 

Figure 7 

Simulation of wheel traces of the mobile RobuLab-10 robot (Fig. 1) obtained in the cases: 

a) path realized by control algorithm based on use of the kinematical approach, and 

b) path obtained by means of implementation of integrated (dynamic) control 

The curvilinear motion of the mobile robot RobuLab-10 in an assumed labyrinth 
scenario (Fig. 7) was performed from the start-point towards the target-point along 
the target direction in the presence of surrounding obstacles of different shape and 
size. Under the same conditions, the robot-rover is controlled by use of dynamic 
control approach, too. The corresponding wheel traces of one such motion is 
shown in Figs. 7a and 7b. By comparison of performances of the two chosen test 
motions shown in Figs. 7a and 7b, better (smoother) motion appears in the case 
when a dynamic control is applied than in the case when a simplified kinematical 
algorithm is used. Consequently, robot with kinematicaly-based control makes the 
trip in approximately 46 (s) while the same robot needs less time (approximately 
39 (s)) with the use of the dynamic control algorithm to perform the same task. 
The consequence is that the dynamically controlled robot moves noticeable faster 
than the same robot controlled in a kinematically-based way. The robot behaviour 
corresponding to the cases presented in Figs. 7a and 7b, is shown in Figs. 8a and 
8b by presentation of the corresponding state variables as characteristic system 
state indices. 

With the analysis of these two motions, the following conclusion can be brought 
out. The dynamic control of robot motion ensures comparatively better system 
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performance and maneuverability than the concurrent kinematically-based 
algorithm. It is characterized by more smooth and faster motion along the path. In 
addition, in cases of cornering manoeuvres (shown in Sectors B and C, Figs. 7a 
and 7b), the robot keeps (tracks) an imagined middle line of the corridor in a 
better way when it is controlled by the dynamic-based algorithm proposed in the 
paper. 

 

a)      b) 

Figure 8 

Robot state variables captured during the motion through the Sector “A” (Figs. 7): a) actual forward 
speed and yaw-rate of robot obtained in the case of kinematical approach applied to control robot 

motion, b) the same state indices obtained for the case of dynamic approach to control the same system 

In such a way, by use of dynamic approach to control robot motion, less risk of 
collision with surrounding obstacles is attained, especially in the cornering 
manoeuvres. The reason why the dynamic control approach provides better system 
performance than the concurrent kinematical approach can be explained in the 
following way. By calculation of the referent tire angular velocities and directly 
from the robot kinematic model (2), the tire non-liner effects as well as the 
influence of tire-ground interaction factors are not taken in account. 

The second simulation example considered in the paper regards the case when tire 
adhesion parameters vary during robot motion. Instead of the previously 
considered 75.0 , a new decreased friction coefficient of 45.0  is 

introduced as a potential contingency risk of the robot motion. It corresponds to 
the case of a very slippery, low-friction floor surface. The corresponding 
simulation results that demonstrate one such dynamic behaviour are presented in 
Figs. 9a and 9b. Complementary simulation results presented in Figs. 9a and 9b 
are given to support the aforementioned theoretical considerations as well as to 
highlight the benefits of implementation of the proposed dynamic control with 
respect to the simplified kinematical approach to control motion. 

Tire angular velocities are calculated by taking into account the linear tire speed, 
tire slip ratio and tire slip angle. The obtained right and left tire angular velocities 

2,1, ii  for robot motion presented in Fig. 9 are shown in Fig. 10. 
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Conclusions 

The paper regards sensor-based, non-visual navigation and integrated control of 
indoor ambient adaptive wheel-based robots in unknown environments with 
contingency risks. The proposed architecture couples at the high functional level 
two specialized modules: a knowledge-based block and a model-based block. The 
cognitive knowledge-based block is synthesized for sensor-based navigation and 
spatial reasoning while the complementary model-based module is dedicated to 
the integrated control of robot motion and system dynamics. 

 
a)      b) 

Figure 9 
Wheel traces obtained in simulation tests for a characteristic “S”cornering maneuver (Sector C, Figs. 

7a and 7b) in a case of low friction conditions (0.45): a) case when the system is controlled by 
implementation of dynamic, and b) simplified kinematical approach 

 
Figure 10 

Comparison of the tire angular velocities 2,1, ii  observed for a fragment of robot motion (Fig. 9) 

on the low-friction ground surface ( 45.0 ): a) dynamic, and b) kinematical control approach 
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Navigation and control modules are coupled within a unique robot controller that 
is designed to ensure non-visual, target-oriented accurate navigation in unknown 
environments with contingency risks. The risks regard to variable tire-road 
interaction conditions, such as uncertainty in slipping conditions and rolling 
resistance as well as in variety of obstacle shapes and sizes. The cognitive 
navigation module must enable reliable, collision free motion in the presence of 
different obstacles. The proposed integrated control of a mobile robot is designed 
to improve dynamic performances (longitudinal and lateral stability, 
maneuverability in a confined and cluttered environment, etc.) of the robotic 
system and to ensure the accurate tracking of target direction towards a goal point. 
The paper considers the non-linear form of tire model and tire-ground interaction 
effects and proposes how this model can be effectively used for estimation of 
contingency risks and compensation of their influence upon the system. The 
aforementioned control structure ensures better system robustness to the system 
uncertainties of different type and better implementation capabilities of indoor 
mobile robots. 
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the corresponding empiric tire force graphs. Index 1j  is used for the 
longitudinal tire force model, 2j  for the lateral tire model and 3j  for the 
tire self-aligning torque model curves. 

Control gains of the PD regulator to be used in (21) are determined by 
implementing of the Pole Placement Method. 

Table A1 

Kinematical, dynamic and control parameters used in simulation 

Parameter Value Unit 

tr  0.05 m 

fl  0.215 m 

b  0.360 m 

rl  0.235 m 

xl  0 m 

m  20 kg 

zI  0.6042 2mkg  
g  9.81 2/ sm  

xK  1.36 22 / msN  

yK  1.50 22 / msN  

rif  0.02  

s  0.75  

321 ,, BBB  0.0985 , 0.1884 , 0.4966  

321 ,, CCC  1.65 , 1.30 ,  2.40  

321 ,, DDD  38.84 , 38.84 , 12.00 N 

321 ,, EEE  (-7.4617 , -2.8556 , -0.1006) x 105 510   

pk  355.3058 radNm /  

dk  37.6991 radsNm /  

The frequency and the relative damping coefficient of the close-loop control 
system are chosen to be )(00.3 HzfPD   and 00.1PD . That ensures the 

poles of the control system are in the left plane. The following relations are used 
to determine the PD control gains (obtained values are given in Table A1): 

   ddpp

PDdp
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Abstract: The paper examines contagion between the sovereign bond markets of six 

Eurozone countries (France, Germany, Ireland, Italy, Spain, and Portugal) in the period 

from January 2000 to August 2011. A multinomial logistic model is applied to analyze 

contagion based on measuring joint occurrences of large yield changes (i.e., co-

exceedances), while controlling for developments in common and regional factors that 

affect all sovereign bond markets simultaneously. I found that the Eurozone’s stock markets 
(EUROSTOXX50) returns, United States’ Treasury note yields, and the Euro-U.S. dollar 

(EUR-USD) exchange rate significantly impact the probability of extreme positive yield 

moves in the Eurozone’s sovereign bond markets. Positive EUROSTOXX50 returns and 
upside moves in U.S. Treasury note yields increased the probability of extreme positive 

sovereign bond yield moves in the Eurozone, whereas an increase in the EUR-USD 

exchange rate significantly reduced the probability. Conditional volatility in the Eurozone 

stock markets and the money market interest rate do not significantly impact the probability 

of extreme yield increases in the Eurozone’s sovereign bond markets. Furthermore, the 

probability of observing exceedance across Eurozone sovereign bond markets increased 

dramatically during the Eurozone debt crisis compared to the pre-crisis period. This 

study’s results also indicate less synchronous extreme yield dynamics across the Eurozone 

sovereign bond markets during the global financial crisis, especially during the Eurozone 

debt crisis compared to the pre-crisis period. 

Keywords: Sovereign bond markets; Eurozone debt crisis; Contagion 

1 Introduction 
In recent years, European countries have been hit by two episodes of major 
financial market distress: the global financial crisis and the sovereign debt crisis. 
The Eurozone sovereign debt crisis, triggered by mounting concerns about the 
fiscal sustainability of Mediterranean countries, led to a further surge in sovereign 
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bond yields. The shock spilled over to other Eurozone sovereign debt markets, 
thereby raising the question whether public debts across the Eurozone are 
sustainable. Prompted by financial market pressures, large-scale fiscal austerity 
measures have been announced in practically all Eurozone countries and 
sovereign debt management has advanced to the top of the international policy 
agenda. 

As [16] argued, quantifying the exposure of developed countries to sovereign 
bond market spillovers (i.e., exposure to contagion) can help policymakers gain 
insight into overall financing constraints, as well as the external risks an economy 
faces. By analyzing contagion, knowledge is gained regarding whether a shock in 
one segment of a national financial market is transmitted across markets via 
channels that appear only during turbulent periods, or whether these shocks are 
transmitted via channels or inter-linkages that exist in all states of the world (non-
crisis or crisis periods). [11] noted that the effectiveness of economic policy 
measures aimed at reducing a market’s vulnerability to contagion will depend on 
whether the contagion occurred as a result of the transmission of shocks through 
pre-existing, long-term links or through crisis contingent channels. 

The literature includes many definitions of contagion (see e.g. [2], [4], [5], [9], 
[18]). [9] provides one of the most commonly accepted definitions of contagion, 
namely the “shift contagion”, which regards contagion as a shift or change in how 
shocks spread from one country (or asset class) to another during normal periods 
(pre-crisis) and how during crisis periods.1 A common way to measure contagion 
is through the conditional correlation changes between the returns of asset classes. 
Using this approach, contagion is identified if conditional correlation significantly 
increases in the crisis period in relation to the tranquil (non-crisis) periods. This 
method has been applied both empirically and extensively (e.g. by [4], [10]). 

Correlations that give equal weight to small and large returns, however, are not 
appropriate to evaluate the differential impact of large returns (or yields in the 
case of bonds). As [1] argued, when large shocks exceed some threshold they can 
generate panic and propagate across countries. This propagation, however, is 
hidden in correlation measures by the large number of days when little of 
importance happens. Furthermore, the correlation coefficient is not an adequate 
measure of co-movement or interdependence and is difficult to interpret due to its 
sensitivity to heteroskedasticity (see [14] and [10]). The correlation coefficient is 
also a linear measure that is inappropriate if contagion is not a linear phenomenon 
but rather an event characterized by nonlinear changes in market associations [1]. 

                                                           
1  Contagion must be distinguished from interdependence. As [10] argued, if two 

markets are traditionally highly correlated, and the correlation does not increase 
significantly after a shock in one market, then any continued high level of market co-
movement suggests strong and real linkages between the two economies. In this case, 
there is no contagion but only high interdependence. 
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Rather than computing correlations of bond yield changes, here I base the analysis 
of contagion in sovereign bond markets on a measure of the joint occurrences of 
large positive yield changes (i.e., co-exceedances), an extreme value theory 
concept that [1] introduced. Exceedance is defined as an occurrence of a large 
bond yield change, that is, one above a certain threshold. Co-exceedances, on the 
other hand, are joint exceedances of two financial market returns above a certain 
threshold. This measure circumvents problems associated with the correlation 
coefficient because co-exceedances are not biased in periods of high volatility and 
are not restricted to modeling linear phenomena (see [3] and [6]). 

A multinomial logistic regression can be used to model the occurrences of large 
bond yield changes. An important advantage of multinomial logistic analysis is 
that one can condition on attributes and characteristics of the exceedance events 
using control variables (or covariates) measured with information available up to 
the previous day. Following [1], the strength of contagion between sovereign bond 
markets is then measured as the fraction of co-exceedance of extreme positive 
bond yield changes that are not explained by the covariates included in the model. 

In the present paper, I use a method developed by [1] to measure the strength of 
contagion between the sovereign bond markets of six Eurozone countries (France, 
Germany, Ireland, Italy, Spain, and Portugal) in the period from January 2000 to 
August 2011. A multinomial logistic model is applied to measure contagion 
between sovereign bond markets in a pair-wise manner. In other words, contagion 
is measured between pair-wise observed sovereign bond markets. To separate 
contagion from interdependence, I include more covariates in the multinomial 
logistic model than did [1] following suggestions in the empirical literature on 
contagion in the financial markets ([6], [7]). This includes the average stock 
market returns of the Eurozone (proxied by the returns on the EUROSTOXX50 
index); the conditional volatility of the EUROSTOXX50 returns modeled as 
EGARCH(1,1); Eurozone money market interest rate level (3-month EURIBOR); 
U.S. Treasury note yield changes; and returns on the Euro-U.S. dollar (EUR-USD) 
exchange rate. The response of probability estimates to the full range of values 
associated with different covariates are also computed and presented graphically 
to inspect whether the relationship between the probability of (co-)exceedances 
and covariates are linear or nonlinear. A multinomial logit model is specified in a 
way that enables us to investigate whether the most recent episodes of financial 
market distress (i.e., the global financial crisis and the Eurozone debt crisis) 
significantly impacted the probability of contagion in the investigated Eurozone 
sovereign bond markets. 
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2 Methodology 
Exceedances in terms of extreme positive sovereign yield changes in a particular 
country and pair-wise joint occurrence (i.e., joint occurrence in two observed 
sovereign bond markets or co-exceedance) of extreme positive sovereign bond 
yield changes can be modeled as a polytomous variable. The dependent 
polytomous variable at time   (  ;        ) in the present paper can fall into 
one of three categories (       ): no exceedance in any of the pair-wise 
countries (   ); exceedance observed in one of the countries in the pair (   ); 
and co-exceedance. This third category represents a simultaneous exceedance in 
both the countries, representing contagion (   ). Probabilities associated with 
the events captured in the polytomous variables can then be estimated using a 
multinomial logistic model ([1]). An advantage of multinomial logistic analysis is 
that one can condition on attributes and characteristics of the exceedance events 
using control variables (explanatory variables or covariates) that are measured 
using information available up to the previous day. 

The multinomial logit model assumes that the probability of observing category   
(of the three possible categories) in the dependent polytomous variable,   , is 
given by Equation (1) ([11])      (    )       (    )  ∑     (    )    ,      (1) 

where   is a     matrix of covariates (with   being the number of different 
covariates) and   the vector of coefficients (including a constant) of a particular 
category associated with the covariates.2 The covariates included in the model are 
the average stock market returns of the Eurozone (proxied by returns on the 
EUROSTOXX50 index); the conditional volatility of the EUROSTOXX50 returns 
modeled as EGARCH(1,1)3; the Eurozone money market interest rate level (3-
month EURIBOR); 10-year U.S. Treasury note yield changes; and returns on the 
EUR-USD exchange rate. Because I also want to answer the question of whether 
the probability of contagion increases in a crisis period compared to a non-crisis 
period, also two dummy variables are included.4 The first dummy variable 

                                                           
2  To separate contagion from interdependence, it is important to identify common and 

regional factors that impact all countries simultaneously ([6]). A failure to model 
common and regional factors may result in tests of contagion being biased toward a 
positive finding of contagion. 

3  The EGARCH model of [16] stipulates that negative and positive returns have 
different impacts on volatility. 

4  Changes in Treasury note yields and the EUR-USD exchange rate (log) returns are 
included as a proxy for global macroeconomic developments and the associated 
inflation, liquidity, and credit risks (see e.g. [10] and [6]; [16]). The region-specific 
factors that capture local financial market conditions are the Eurozone money market 
rate, EUROSTOXX50 index, and its conditional volatility. As argued by [7], the bond 
markets should not be studied in isolation, because there are interaction effects across 
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represents the crisis period from September 16, 20085 to April 22, 2010 and the 
second represents the crisis period from April 23, 2010 to August 31, 20116. 

Coefficients   are specific to each category, so that there are     coefficients to 
be estimated. The coefficients are not all identified unless one imposes a 
normalization (see [12]). Normalization in the present paper is achieved by setting 
the coefficient of the first category (   ) to be zero. All regression coefficients 
of Equation (1) are thus calculated with respect to the first category (category 1) 
as a base category. 

The model is estimated using maximum likelihood with the log-likelihood 
function for a sample of   observations given by     ∑ ∑        (   )        ,                                                                                (2) 

where     is a dummy variable that takes a value one if observation   takes the  th 
category and zero otherwise. Because     is a nonlinear function of the   , an 
iterative Newton-Rahpson’s estimation procedure is applied. Goodness-of-fit is 
measured using the pseudo-   of [15] where both unrestricted (full model) 
likelihood,   , and restricted (constants only) likelihood,   , functions are 
compared             (          ).       (3) 

After calculating regression coefficients, the probabilities of each of the three 
categories,   , are computed by evaluating the covariates at their unconditional 
values        (     )  ∑     (     )    ,       (4) 

where    is the vector of the unconditional mean values of the covariates. Because 
the coefficients in a multinomial logit model are difficult to interpret, following 
[12] and [1], the marginal changes in probability for a given unit change in the 
independent covariate (i.e., marginal effects) are calculated and tested whether 
they are significantly different from zero. The marginal effects (  ) are given by 
the following equation (see [12]):         |       [   ∑         ]|    .      (5) 

                                                                                                                                     
different asset classes. In their study, [1] included only conditional volatility of the 
stock market, exchange rate returns, and the interest rate level. 

5  On September 16, 2008 the investment bank Lehman Brothers collapsed and started 
the global financial crisis. 

6  On April 23, the Greek government requested a bailout from the EU/IMF. I take this 
date as the start of the sovereign debt crisis in the Eurozone. August 31, 2011 is the 
end of the observation period in the paper. 
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[1] noted that it is often difficult to judge whether changes in probabilities of a 
given category are economically large or small. In the present paper, therefore, I 
also present the responses of probability estimates to the full range of values 
associated with different covariates, rather than just at its unconditional means, 
and present them graphically. 

3 Data and Empirical Results 
Extreme upper tail yield behavior in the sovereign bond markets in the six 
Eurozone countries, listed in Table 1, is analyzed based on the sovereign bond 
yield changes. The daily changes of bond yields were calculated from the yields 
( ) of central-government bonds (bullet issues) with 10 years maturity as   (  )     (    ).7 Days with no trading in any of the observed market were left out. Yield 
changes (and all other variables, i.e. covariates) are calculated as two-day rolling-
average logarithmic changes in order to control for the fact of the different open 
hours of the markets on which the variables in the model are formed.8 The data for 
bond yields are from the Denmark’s central bank.9 Table 1 presents some 
descriptive statistics of the data. 

Table 1 

Descriptive statistics of bond yield changes 

 Period of 

observation 

Min Max Mean Std. 

deviation 

Skewness Kurtosis Jarque-Bera 

statistics 

France 

 

3 January 

2000 – 31 

August 2011 

-0.0492 0.0600 -0.000220 0.01059 0.1360 4.7921 407.3*** 

Ireland 

 

3 January 

2000 – 31 

August 2011 

-0.215 0.0846 0.000139 0.01237 -1.3056 38.1730 15,419.9*** 

Italy 

 

3 January 

2000 – 31 

August 2011 

-0.1406 0.0753 -0.00004 0.009924 -0.6834 19.7355 34,949.3*** 

Germany 

 

3 January 

2000 – 31 

August 2011 

-0.0760 0.0764 -0.000303 0.01208 0.0345 6.3872 1,422.8*** 

Portugal 

 

3 January 

2000 – 31 

August 2011 

-0.3006 0.1449 0.000226 0.01358 -3.3664 93.2459 1.015,175.3

*** 

Spain 

 

3 January 

2000 – 31 

August 2011 

-0.1582 0.0607 -0.000039 0.01101 -1.2329 23.6001 53,357.3*** 

Notes: Jarque-Bera statistics: *** indicate that the null hypothesis (of normal distribution is 
rejected at a 1% significance level, ** that null hypothesis is rejected at a 5% significance 
level and * that the null hypothesis is rejected at a 10% significance level. 

                                                           
7  Bond yield changes are calculated the same way as in [8] and [13]. 
8  The same approach is used by [10]. 
9  The data series for the 3-month EURIBOR and the EUR-USD dollar exchange rate 

were obtained from the web page of Deutsche Bundesbank. The data series of 
EUROSTOXX50 and the 10-year U.S. Treasury note yields are from Yahoo! Finance. 
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All series display significant leptokurtic behavior as evidenced by large kurtosis 
with respect to the Gaussian distribution. The Jarque-Bera test rejects the 
hypothesis of a normally distributed observed time series.10 

Table 2 reports Pearson’s correlation coefficients of the two-day rolling-average 
logarithmic bond yield changes. The greatest linear co-movement11 of bond yield 
changes in the observed period was achieved between the French-German and 
between the Italian-Spanish sovereign bonds, while between the German-
Portuguese and German-Irish sovereign bond yields the smallest correlation is 
observed. 

Table 2 

Pearson’s correlation of sovereign bond yield changes between Eurozone countries 

 France Germany Ireland Italy Portugal Spain 

France 1      

Germany 0.9214 1     

Ireland 0.5277 0.3906 1    

Italy 0.6856 0.5334 0.7063 1   

Portugal 0.4690 0.3288 0.8089 0.6854 1  

Spain 0.6641 0.5286 0.7433 0.9048 0.7299 1 

Notes: all the correlation coefficients are significantly different from zero. 

Following [1] an extreme positive yield change or exceedance is defined as the 
one that lies above the 95th quintile of the marginal yield change distribution. In 
Table 3, the count numbers of exceedances and joint occurrences of extreme 
returns (co-exceedances) are reported. The results in Table 3 are presented as a 
lower triangular matrix, with the diagonal entries representing the number of 
exceedances in the particular country (because only the upper 5% of the extreme 
bond yield changes are of interest to the present study, there are           ‖     ‖      exceedances). The other fields in the lower triangular matrix, 
presented in Table 3, are the counts of pair-wise co-exceedances of daily bond 
yield changes. 

Table 3 

Statistics of the counts of the (co-)exceedances of daily bond yield changes 

 France Germany Ireland Italy Portugal Spain 

France 149      

Germany 118 149     

Ireland 71 68 149    

Italy 97 80 77 149   

Portugal 64 61 97 75 149  

Spain 96 86 89 111 83 149 

Notes: A total of 2,974 daily observations of two-day rolling window bond yield changes 
are observed. The numbers in the table can be explained as follows. For France, there were 
149 occurrences (days) when the two-day rolling-window yield changes exceeded the 95th 
quintile of the marginal yield change distribution in the total observed period. Further, there 

                                                           
10  The stationarity of bond yield changes was also examined, but the results (they lead to 

rejection of the unit root) are not relevant for this study, as I am interested only in the 
upper 5% of the bond yield changes distribution, and are thus not reported. 

11  The Pearson’s correlation is a linear measure of comovement. 
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were 118 days of joint exceedances (i.e., co-exceedances) in the sovereign bond markets of 
France-Germany, 71 days of co-exceedances in France-Ireland sovereign bond markets, 
etc. 

The greatest count of co-exceedances is achieved for the following pairs of 
national sovereign bond markets: Germany-France, Italy-Spain, France-Italy, and 
Ireland-Portugal. The lowest counts of sovereign bond markets are achieved for 
the pairs of France-Portugal and Germany-Portugal. Figure 1 in the Appendix 
illustrates the time series of (co-)exceedances for these pair-wise observed 
sovereign bond markets.12 

Notably, in the period from mid-2000 to mid-2001 and in the year 2007, there 
were almost no exceedances or co-exceedances for the countries investigated and 
illustrated in Figure 1. After the global financial crisis began, in the third quarter 
of 2008, the count of (co-)exceedances across all observed pairs of sovereign bond 
markets increased. It is also evident that after the start of year 2010, the count of 
outcome 2 (exceedance) increased for the sovereign bond markets of France–
Portugal and Germany–Portugal and dominated over outcome 3 (co-exceedance). 
This clearly indicates that extreme (positive) yield dynamics was achieved in only 
one of the countries in the investigated pair, namely Portugal. Judging just from 
Figure 1 and not controlling for the effects of the control variables, contagion in 
the sovereign bond markets would be identified when the counts of outcome 3 
increased compared to non-crisis periods. Between the sovereign bond markets of 
France and Germany, contagion would then be identified in years 2003, 2009, and 
2011 and between the sovereign bond markets of France and Italy in 2003 and 
2009. Similarly, episodes of contagion in other sovereign bond markets could also 
be identified. 

As argued in the Introduction and Section 2 of the present paper, to separate 
contagion from interdependence, one must control for the effects of the control 
variables. In the present paper, this is achieved by estimating multinomial logistic 
model (1). Results of the model are reported in Tables 4a and 4b. 

Table 4a 

Estimates of the multinomial logit regression model (1) for specific pair-wise observed sovereign bond 

markets 

 Fra-Ger Fra-Ire Fra-Ita Fra-Por Fra-Spa Ger-Ire Ger-Ita Ger-Por 

Outcome 2         

Constant -4.881
a 

-3.4170
a
 -5.430

a
 -3.419

a
 -4.339

a
 4.420

a
 -4.792

a
 -3.872

a
 

EUROSTOXX50 

(returns) 

53.650
a
 13.341 7.945 16.080

c
 19.766

c
 25.304

a
 16.066

c
 25.499

a
 

cond. volatility of 

EUROSTOXX50 

returns 

148.895 359.471 325.581 262.860 619.915 175.443 186.174 238.669 

EURIBOR (level) -0.029 -0.233
c
 0.182 -0.219

c
 -0.224 -0.067 0.114 -0.188 

                                                           
12  In total I investigate (co-)exceedances for 15 (     ) pairs of national sovereign bond 

markets. 
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U. S. 10y T.N. 

yield changes 

90.870
a
 56.763

a
 59.529

a
 60.727

a
 51.617

a
 53.234

a
 74.889

a
 62.105

a
 

EUR-USD returns -23.302 -82.663
a
 -29.827 -96.70

a
 -118.543

a
 -41.258

b
 -19.897 -60.050

a
 

Crisis period 1 0.457 0.666
c
 2.024

a
 0.943

a
 0.937

b
 1.913

a
 1.6234

a
 1.625

a
 

Crisis period 2 1.707
a
 2.373

a
 3.402

a
 2.366

a
 2.911

a
 3.474

a
 3.050

a
 2.984

a
 

Outcome 3         

Constant -4.322
a
 -4.608

a
 -4.015

a
 -4.646

a
 -3.981

a
 -4.503

a
 -4.333

a
 -4.732

a
 

EUROSTOXX50 

(returns) 

45.774
a
 21.124

b
 20.135

b
 26.707*

b
 26.419

a
 20.514

b
 25.878

a
 28.807

a
 

cond. volatility of 

EUROSTOXX50 

returns 

137.755 850.377
b
 898.133

b
 754.001

c
 597.595 788.804

c
 909.479

b
 612.837 

EURIBOR (level) -0.065 -0.040 -0.1148 -0.0703 -0.106 -0.0914 -0.1054 -0.0578 

U. S. 10y T.N. 

yield changes 

131.133
a
 108.138

a
 120.650

a
 106.758

a
 113.659

a
 115.404

a
 122.586

a
 108.948

a
 

EUR-USD returns 3.979 -52.205
b
 -69.067

a
 46.594

c
 -36.297 -47.287* -53.392

b
 -43.705 

Crisis period 1 -0.064 -.0419 -1.146
a
 -0.069 -0.579 -0.630 -0.749

c
 0.028 

Crisis period 2 0.726
c
 0.358 -0.913

c
 0.195 -0.730 0.023 -0.772 0.247 

     Log likelihood -562.86 -715.22 -643.57 -718.59   -635.19 -669.04 -667.29   -681.90 

LR chi (14) 464.67 455.87 462.49 476.30 485.63 560.34 510.97 560.14 

Prob.>chi2 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 

Pseudo-R
2 

(McFadden) 

0.292 0.241 0.264 0.249 0.277 0.292 0.277 0.291 

Notes: Estimates of the regression coefficients of model (1) are given. EUROSTOXX50 
(returns) are the two-day, rolling-average log returns of the EUROSTOXX50, whereas 
cond. volatility of EUROSTOXX50 returns are the EGARCH (1,1) conditional volatilities 
of the EUROSTOXX50 two-day rolling average log returns. U.S. 10y T. N. yield (log) 
changes are the two-day, rolling-average log changes of the U.S. Treasury note yields. 
Crisis 1 is a time dummy for the first crisis period (September 16, 2008 – April, 22, 2010) 
and Crisis 2 is a time dummy of the second crisis period (from April 23, 2010 – August 31, 
2011). Outcome 1 (no (co-)exceedance) is the base category. Outcome 2 presents the 
results of model (1) for category 2 (i.e., exceedance in one country only), whereas outcome 
3 presents the results of model (1) for category 3 (i.e. co-exceedance).  a/b/c denote the 1%, 
5%, and 10% significance of the rejection of the null hypothesis that the regression 
coefficient is equal to 0, based on z-statistics. LR chi (14) reports the likelihood-ratio chi-
square test (at 14 degrees of freedom) that for both equations (i.e., for outcome 2 and 
outcome 3) at least one of the covariate’s coefficients is not equal to zero. Prob. > chi2 
reports the probability of getting a LR test statistic as extreme as, or more so, than the 
observed under the null hypothesis (i.e., that all of the regression coefficients across both 
models [i.e. for outcome 2 and outcome 3] are simultaneously equal to zero). 

Table 4b 

Estimates of the multinomial logit regression model (1) for specific pair-wise observed sovereign bond 

markets 

 Ger-Spa Ire-Ita Ire-Por Ire-Spa Ita-Por Ita-Spa Por-Spa 

Outcome 2        

Constant -4.777
a
 -4.054

a
 -4.109

a
 -4.098

a
 -3.148

a
 -5.316

a
 -3.682

a 

EUROSTOXX50 

(returns) 

27.158
a
 2.123 18.287

c
 5.724 2.487 -0.794 5.080 

cond. volatility of 

EUROSTOXX50 

returns 

297.095 455.702 281.783 82.863 277.361 150.641 260.602 

EURIBOR (level) -0.064 0.004 -0.174 -0.104 -0.254
b
 0.163 -0.196 

USA 10y T.N. 

yield changes 

53.659
a
 34.557

a
 25.668

a
 26.014

a
 42.949

a
 44.200

a
 34.415

a
 

EUR-USD returns -78.945
a
 -54.392

a
 -72.904

a
 -80.411

a
 -87.045

a
 -23.325

a
 -112.409

a
 

Crisis period 1 1.765
a
 1.085

a
 1.719

a
 1.466

a
 0.649

c 
2.014

a
 1.117

a
 

Crisis period 2 3.495
a
 2.695

a
 2.537

a
 2.826

a
 1.962

a
 2.885

a
 2.434

a
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Outcome 3        

Constant -4.100
a
 -4.207

a
 -4.138

a
 -4.003

a
 -4.613

a
 -3.659

a
 -4.098

a
 

EUROSTOXX50 

(returns) 

31.068
a
 4.055 3.402 8.336 11.189 8.601 15.328 

cond. volatility of 

EUROSTOXX50 

returns 

534.693 1089.408
a
 685.118

c
 943.504

b
 998.320

a
 1026.443

a
 789.804

b
 

EURIBOR (level) -0.138 -0.140 -0.127 -0.148 -0.026 -0.159 -0.154 

USA 10y T.N. 

yield changes 

120.311
a
 84.020

a
 55.205

a
 73.672

a
 74.32333

a
 75.43978

a
 68.440

a
 

EUR-USD returns -20.364 -132.768
a
 -116.402

a
 -112.486

a
 -117.266

a
 -126.023

a
 -102.325

a
 

Crisis period 1 0.536 -0.543 0.409 -0.319 0.255 -0.653
a
 0.314 

Crisis period 2 -0.770 0.827
c
 2.172

a
 1.311 1.345

a
 0.821

b
 1.433

a
 

     Log likelihood -635.01 -754.90 -708.00 -722.17 -764.40 -677.96 -736.98 

LR chi (14) 544.61 350.08 333.64 353.66 340.20 293.40 356.52 

Prob.>chi2 0.000 0.000 0.000 0.000 0.000 0.000 0.000 

Pseudo-R
2 

(McFadden) 

0.300 0.188 0.191 0.197 0.182 0.178 0.195 

Notes: See notes for Table 4a. 

I find that the regression coefficients of the EUROSTOXX50 returns, U.S. 10-
year Treasury note yield changes, and for some pairs of sovereign bond markets, 
the EUR-USD returns and time dummies are significantly different from zero. 
From the data in Table 4a, it follows that for the sovereign bond markets of France 
and Germany, a one unit (i.e., a 1%) increase in the EUROSTOXX50 returns is 
associated with a 0.53613 increase in the relative log odds of outcome 2 (i.e., 
exceedance in one of the sovereign bond markets) versus outcome 1 (i.e., no 
exceedance in any of the two observed markets). One can also see a 0.578 
increase in the relative log odds of outcome 3 (i.e., co-exceedance) versus 
outcome 1. Similarly, a one unit increase (i.e., 1%) in U.S. 10-year Treasury note 
yields is associated with a 1.489 (1.311) increase in the relative log odds of 
outcome 2 (outcome 3). The pseudo-   is between 0.18 and 0.30. For economic 
interpretation of the regression coefficients, however, one must calculate the 
marginal effects of the estimated coefficients ([12]). The marginal effects and 
probabilities of outcomes are reported in Tables 5a and 5b. 

Turning first to estimated probabilities of outcomes, I find that the probabilities of 
joint extreme yield increases in the pair-wise investigated sovereign bond markets 
range between 0.0205 (or around 2%), for the sovereign bond markets of 
Germany–Portugal, and 0.0397 (or around 4%), for the sovereign bond markets of 
France-Germany, when not controlling for the covariates (see reported 
Probabilities 1 in Tables 5a and 5b).14 As noted, to separate contagion from 
interdependence, it is important to control for common and regional factors that 
impact all countries simultaneously. Evidently, this reduces the probabilities of 
observing outcome 3 (i.e., contagion) because it now ranges between 0.0083 for 
the sovereign bond markets of Germany–Portugal and 0.0168 for the sovereign 
bond markets of Ireland–Portugal (see Probabilities 2, reported in Tables 5a and 

                                                           
13  0.01*53.650, as in the data a 1% is expressed as 0.01. 
14  If the outcomes were independent, then the probabilities of co-exceedances between 

all sovereign bond markets investigated pair-wise would be             . 
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5b). The probability of observing no extreme yield moves in any of the two 
observed sovereign bond markets is the highest for France–Germany (0.9798) and 
lowest for Italy–Portugal (0.958). The probability of extreme yield movement in 
just one of the observed markets in the pair is the lowest for the bond markets of 
France–Germany (0.0088) and the highest for the markets of Ireland–Italy 
(0.0293). The results indicate that the sovereign bond yield dynamics of France 
and Germany were not only the most correlated (see Table 2) of all the markets 
investigated, but also had a very similar time path of extreme yield dynamics 
during the entire observed period. 

Looking at specific covariates, EUROSTOXX50 returns, U.S. Treasury note 
yields, and EUR-USD exchange rate significantly impact the probability of 
extreme yield increases in the Eurozone sovereign bond markets. While positive 
EUROSTOXX50 returns and increased yields of U.S. Treasury notes increase the 
probability of extreme sovereign bond yield across the Eurozone, the increase in 
the EUR-USD exchange rate (i.e., appreciation of the EUR against the USD) 
significantly reduces the probability. The conditional volatility in the Eurozone 
stock markets and the money market interest rate do not significantly impact the 
probability of extreme yield movements in the Eurozone’s sovereign bond 
markets. 

The responsiveness of the dependent (i.e., co-exceedance) variable to shocks in 
the Eurozone stock markets is not uniform across the sovereign bond markets. For 
example, a 1% increase in EUROSTOXX50 returns significantly (at the 5% level) 
increases the probability of extreme increase in bond yields in either the sovereign 
bond markets of France or Germany of 0.0046 (or 0.46%) and a probability of 
observing a contagion (i.e., a simultaneous extreme yield increase in both 
markets) of 0.0051 (or 0.51%). A similar response to shocks in the Eurozone stock 
markets are observed for the bond markets of Germany–Portugal and Germany–
Spain. In other pair-wise investigated sovereign bond markets, only the 
probability of outcome 2 or outcome 3 significantly increased; otherwise, the 
impact is insignificant (the latter can be noticed for the sovereign bond markets of 
Ireland–Italy, Ireland–Portugal, and Ireland–Spain). The increased volatility in the 
Eurozone stock markets significantly increases the probability of simultaneous 
extreme yield dynamics in the sovereign bond markets of France–Italy, Ireland–
Spain, Italy–Portugal, Italy–Spain, and Portugal–Spain. 

Table 5a 

Marginal effects and probabilities of outcomes for particular pair-wise observed sovereign bond 

markets 

 Fra-Ger Fra-Ire Fra-Ita Fra-Por Fra-Spa Ger-Ire Ger-Ita Ger-Por 

Outcome 2         

EUROSTOXX50 

(returns) 

0.4648
a
 0.3220 0.1115 0.4066

c
 0.2337

c
 0.4723

a
 0.3106

c
 0.5340

a
 

cond. volatility 

of 

EUROSTOXX50 

returns 

1.2866 8.6072 4.5548 6.5728 7.3644 3.1658 3.4873 4.9371 
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EURIBOR (level) -0.0002 -0.0057
b
 0.00264 -0.0056

c
 -0.0027 -0.0012 0.0023 -0.0040 

USA 10y T.N. 

yield changes 

0.7805
a
 1.3656

a
 0.8401

a
 1.5341

a
 0.6034

a
 0.9815

a
 1.4475

a
 1.2937

a
 

EUR-USD 

returns 

-0.2039 -2.0148
b
 -0.4195 -2.4714

a
 -1.4202

a
 -0.7678

b
 -0.3808 -1.2619

a
 

Crisis period 1 0.0048 0.0210 0.0681
a
 0.0344

b
 0.0163 0.0780

a
 0.0609

a
 0.0650

a
 

Crisis period 2 0.0309
c
 0.1535

a
 0.2218

a
 0.1588

a
 0.1306

a
 0.2823

a
 0.2184

a
 0.2194

a
 

Outcome 3         

EUROSTOXX50 

(returns) 

0.5113
a
 0.2028

b
 0.2267

b
 0.2287

b
 0.3247

a
 0.1744

c
 0.2325

b
 0.2312

b
 

cond. volatility 

of 

EUROSTOXX50 

returns 

1.5400 8.2095
c
 10.1188

b
 6.5010 7.3173 6.8400

c
 8.2398

b
 4.9732 

EURIBOR (level) -0.0007 -0.0003 -0.0013 -0.0006 -0.0013 -0.0008 -0.0010 -0.0004 

USA 10y T.N. 

yield changes 

1.4710
a
 1.0412

a
 1.357

a
 0.9150

a
 1.4018

a
 0.9961

a
 1.1015

a
 0.8806

a
 

EUR-USD 

returns 

0.0473 -0.4890
c
 -0.7773

a
 -0.3831 -0.4321 -0.4049

c
 -0.4821

b
 -0.3470 

Crisis period 1 -0.0008 -0.0037 -0.0094
a
 -0.0009 -0.0061

c
 -0.0049

b
 -0.0056

b
 -0.0003 

Crisis period 2 0.0103 0.0019 -0.0088
a
 0.0001 -0.0080

b
 -0.0024 -0.0065

b
 -0.0001 

Probabilities 1         

Outcome 1 0.9395 0.9237 0.9324 0.9213 0.9321 0.9227 0.9267 0.9203 

Outcome 2 0.0208 0.0525 0.0350 0.0572 0.0356 0.0545 0.0464 0.0592 

Outcome 3 0.0397 0.0239 0.0326 0.0215 0.0323 0.0229 0.0269 0.0205 

Probabilities 2         

Outcome 1 0.9798 0.9650 0.9739 0.9649 0.9753 0.9720 0.9708 0.9701 

Outcome 2 0.0088 0.0252 0.0147 0.0264 0.0122 0.0192 0.0200 0.0216 

Outcome 3 0.0114 0.0099 0.0115 0.0088 0.0126 0.0088 0.0092 0.0083 

Notes: Probabilities 1 are probabilities of outcomes when one does not control for 
covariates. Probabilities 2 are probabilities of outcomes after controlling for the covariates 
and are calculated by Equation (4). a/b/c denote the 1%, 5%, 10% significance of the 
rejection of the null hypothesis that the marginal effect of the covariate is equal to 0 based 
on z-statistics. The reported marginal effects of the time dummy covariates (Crisis period 1, 
Crisis period 2) show by how much the probability of observing outcome 2 (outcome 3) 
increases when the value of the time dummy variable changes from 0 to 1. 

 

A significant impact on the probability of extreme yield increases in all the 
Eurozone’s sovereign markets is exerted by the yield dynamics of the U.S. 
Treasury notes. For instance, a 1% increase in the yields of U.S. Treasury notes 
increases the probability of an extreme increase in the yields in the sovereign 
bonds of either France or Germany by 0.78% and the probability of contagion 
between the bond markets of France and Germany by 1.47%. 

Appreciation of the euro against the U.S. dollar reduces the probability of extreme 
increases in the yields of Eurozone sovereign bond markets, except in the markets 
of France–Germany. The negative relationship between the exchange rate and 
sovereign bond yields dynamics can be explained as follows. Increased EUR-USD 
exchange rate increases the demand for Eurozone bonds as the expected return on 
the euro denominated bond investment increases. Increased demand for bonds, in 
turn, increases their prices and reduces their yields. The marginal effect of 
covariate is significantly different from zero across all the pair-wise observed 
sovereign bond markets. 
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Table 5b 
Marginal effects and probabilities of outcomes for particular pair-wise observed sovereign bond 

markets 

 Ger-Spa Ire-Ita Ire-Por Ire-Spa Ita-Por Ita-Spa Por-Spa 

Outcome 2        

EUROSTOXX50 

(returns) 

0.3621
a
 0.0589 0.3113

c
 0.1116 0.0657 -0.01339 0.1066 

cond. volatility of 

EUROSTOXX50 

returns 

3.9344 12.5523 4.6130 1.3537 7.4200 1.8063 5.4658 

EURIBOR (level) -0.0008 0.0002 -0.0029 -0.0020 -0.0071
b
 0.0023 -0.0043 

USA 10y T.N. yield 

changes 

0.7073
a
 0.9514

a
 0.4223

a
 0.4957

a
 1.1792

a
 0.5924

a
 .7338

a
 

EUR-USD returns -1.0622
a
 -1.4973

a
 -1.2112

a
 -1.5689

a
 -2.4025

a
 -0.2888 -2.4376

a
 

Crisis period 1 0.0493
b
 0.0464

b
 0.0581

a
 0.0522

b
 0.0229 0.0650

b
 0.0373

b
 

Crisis period 2 0.2243
a
 0.221

a
 0.1181

a
 0.1809

a
 0.1172

a
 0.1412

a
 0.1425

a
 

Outcome 3        

EUROSTOXX50 

(returns) 

0.3053
a
 0.0482 0.0508 0.1262 0.1427 0.1658 0.2234 

cond. volatility of 

EUROSTOXX50 

returns 

5.2769 12.9953 11.2122
c
 14.4642

b
 12.7120

b
 19.714

a
 11.511

b
 

EURIBOR (level) -0.0014 -0.00169 -0.0021 -0.0022 -0.0002 -0.0031 -0.00219 

USA 10y T.N. yield 

changes 

1.1891
a
 1.0025

a
 0.9026

a
 1.1232

a
 .9380

a
 1.4398

a
 0.9935

a
 

EUR-USD returns -0.1917 -1.5842
a
 -1.8977

a
 -1.7020

a
 -1.4727

a
 -2.4191

a
 -1.4650

a
 

Crisis period 1 -0.0048
c
 -0.0059

c
 0.0064 -0.0050 0.0032 -0.0109

b
 0.0044 

Crisis period 2 -0.0071
a
 0.0083 0.0786

a
 0.0259

c
 0.0254

c
 0.0162 0.0310

b
 

Probabilities 1        

Outcome 1 0.9287 0.9257 0.9324 0.9297 0.9250 0.9371 0.9277 

Outcome 2 0.0424 0.0484 0.0350 0.0403 0.0498 0.0256 0.0444 

Outcome 3 0.0289 0.0259 0.0326 0.0299 0.0252 0.0373 0.0279 

Probabilities 2        

Outcome 1 0.9763 0.9585 0.9659 0.9640 0.9580 0.9663 0.9626 

Outcome 2 0.0137 0.0293 0.0174 0.0204 0.0289 0.0141 0.0225 

Outcome 3 0.0100 0.0122 0.0168 0.0156 0.0130 0.0196 0.0149 

Notes: See notes for Table 5a. 

To answer the question of whether the probability of contagion increased during 
the global financial crisis and the Eurozone debt crisis, the marginal effects of the 
dummy variables of Crisis period 1 and Crisis period 2 must be analyzed. The 
time-dummy covariates significantly impact the probability of (co-)exceedances 
across the pair-wise observed markets, except the sovereign bond markets of 
France–Germany. The probability of observing exceedance (i.e., outcome 2) 
during the Eurozone debt crisis increased dramatically compared to the pre-crisis 
period. For example, the probability of extreme upside movement in sovereign 
bond yields increased by 0.28 (or 28%) compared to the pre-crisis period when 
simultaneously analyzing Germany’s and Ireland’s exceedance time series. The 
probability of observing co-exceedance (i.e., outcome 3) of extreme positive bond 
yield changes during the Eurozone debt crisis increased for the sovereign bond 
markets of Ireland–Portugal and for Portugal–Spain, whereas the probability 
reduced for the markets in France–Spain and Germany–Spain. The estimates of 
the marginal effects of the time dummies indicate less synchronous extreme yield 
dynamics across the Eurozone sovereign bond markets during the global financial 
crisis and especially during the Eurozone debt crisis compared to the pre-crisis 
periods. 
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Responses of the probability estimates to the full range of values associated with 
different covariates are computed and graphically presented in Figures 2a (for the 
France–Germany) and 2b (for Germany–Portugal). 

 

 
Notes: Marginal effects are calculated by Equation (5). 

Figure 2a 

Co-exceedance response curves of the sovereign bond markets of France-Germany to changes in 

covariates 

The probability of (co-)exceedance in bond markets clearly increases with the 
stock market returns, but it does so nonlinearly. Stock market volatility increases 
the probability of (co-)exceedance only after it reaches some threshold. From 
Figures 2a and 2b, this is when conditional variance exceeds 0.0015 a day. The 
U.S. Treasury note yield increases highly increase the probability of co-
exceedances in the Eurozone bond markets when yields in the U.S. bond market 
increase by more than 0.02 (2%) a day, whereas the EUR-USD returns increase 
the probability of co-exceedance between the bond markets of Germany-Portugal 
when the exchange rate falls by more than 1% a day. 
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Notes: Marginal effects are calculated by Equation (5). 

Figure 2b 

Co-exceedance response curves of the German-Portugal’s sovereign bond markets to changes in 
covariates 

Conclusion 

In the present paper, a multinomial logistic model was applied to analyze 
contagion between six Eurozone countries based on a measure of joint 
occurrences of large yield changes (i.e., co-exceedances), controlling for 
developments in common and regional factors that affect all sovereign bond 
market simultaneously. I found that Eurozone stock markets (EUROSTOXX50 
returns), U.S. Treasury note yields and the EUR-USD exchange rate significantly 
impact the probability of extreme yield moves in the Eurozone sovereign bond 
markets. Whereas positive EUROSTOXX50 returns and positive U.S. Treasury 
note yield moves increase the probability of extreme positive sovereign bond 
yields in the Eurozone sovereign bond markets, appreciation of the euro against 
the U.S. dollar significantly reduces the probability. The conditional volatility in 
the Eurozone stock markets and the money market interest rate do not 
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significantly impact the probability of extreme yield movements in the Eurozone’s 
sovereign bond markets. 

The probability of observing exceedance during the Eurozone debt crisis increased 
dramatically compared to the pre-crisis periods. The probability of observing co-
exceedance of extreme positive bond yield changes during the Eurozone debt 
crisis increased for the sovereign bond markets of Ireland–Portugal and Portugal-
Spain, whereas the probability reduced for the markets in France–Spain and 
Germany-Spain. The results indicate a less synchronous extreme yield dynamic 
across the Eurozone sovereign bond markets during the global financial crisis and 
especially during the Eurozone debt crisis compared to a pre-crisis period. 

The results of the present study might be of interest for policymakers, central 
banks, and investors in financial markets. Through contagion analysis, one gains 
knowledge of whether a shock in one segment of a national financial market is 
transmitted across markets via channels that appear only during turbulent periods 
or whether these shocks are transmitted via channels or inter-linkages that exist in 
all states of the world (non-crisis as well as crisis periods). 
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Appendix 

 
Notes: Only the time series of (co-)exceedances of yield changes of pair-wise observed 
sovereign bond markets with the highest (first two columns of plots) and the lowest (the 
last column of plots) co-exceedance counts are presented. Outcome 1 presents the 
occurrence of category 1 (i.e., no exceedance in any of the sovereign bond market yield 
changes); outcome 2 presents the occurrence of category 2 (i.e., exceedance in one of the 
sovereign bond market yield changes); and outcome 3 presents the occurrence of category 3 
(i.e., co-exceedance of upper 5% yield changes in both of the national sovereign bond 
markets). 

Figure 1 

Time series of (co-)exceedances in yield changes for several of the pair-wise observed sovereign bond 

markets 
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Abstract: Kinetics of the loading surface of a material gives precious information on the 

level of the hardening of the material. This paper is concerned with the evolution of the 

loading surface during successive actions, such as: (i) plastic deformation, (ii) annealing of 

the pre-strained specimen, and (iii) secondary creep of the treated material. The analysis of 

the loading surface is carried out in terms of the synthetic theory of irrecoverable 

deformation. 

Keywords: loading surface; mechanical-thermal treatment; creep and plastic strain; 

synthetic theory of irrecoverable deformation 

1 Introduction 

Numerous experiments testify that mechanical-thermal treatment (MTT) is an 
effective tool to improve the strength of metals [2, 4, 9, 10]. MTT involves (i) 
plastic deformation of a specimen at room temperature ( 0T ), e.g. in uniaxial 

tension (we give the acting stress symbol 
0

σ x  and we will mark as 
0

ε x  the 

plastic strain induced by 
0

σ x ), and (ii) annealing of the cold-worked specimen in 

unloaded state (let us denote the annealing temperature and duration as 1T  and 1t , 

respectively). As seen in Figures 1 and 2, if we subject the treated specimens to 
creep with stress xσ  and temperature 2T , the creep rate ( xε ) is not a monotonous 

function of the plastic pre-strain 
0

ε x  (with the proviso that the values of xσ , 2T , 

1T , and 1t  are unchangeable). Figure 1 demonstrates the steady-state creep rate 

xε  ( MPa 25σ x , C7002 T ) of Ni+1.18% alloy against plastic pre-strain at 

room temperature 0ε x  developed in the course of preliminary MTT (the 

annealing temperature and duration C70021  TT  and hour 11 t , 

mailto:rusinko.endre@bgk.uni-obuda.hu
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respectively). Figure 2 shows the steady-state creep rate ( MPa 15σ x , 

C5002 T ) of copper as a function of plastic pre-strain at room temperature 

developed in MTT ( C50021 TT , hour 11 t ). In these figures, the points are 

the experiment [2,4], and the solid line is the analytical curve. 

According to Figures 1 and 2, there exists an optimal level of plastic pre-straining 
after which (with intermediate annealing) the rate of stationary creep is minimal. 
The existence of different types of behavior of the tested specimens subjected to 
creep is connected with distinctions in the initial structure of the material formed 
as a result of plastic pre-straining and annealing. Indeed, the structure affects the 
intensity of the processes of polygonization and recrystallization, which control 
the rate of stationary creep. 

 

 

 

 

 

 

 

 

 
Figure 1 

Steady-state creep rate of Ni+1.18% alloy against plastic pre-strain 

 
Figure 2 

Dependence of the steady-state creep rate of copper on the level of preliminarily induced plastic strains 

Another positive effect of MTT is an increase in the duration of the secondary 
creep [2,4], which can be concluded from cavities nucleation and development 
[3]. 

,%
0x

  

17 s,10ε x  
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Due to a plastic strain, the initial (relatively perfect) crystals suffer fragmentation 
and the sizes and orientation of fragments depend on the level of strains. The 
boundaries between the fragments form a three-dimensional grid of dislocations 
which can be regarded as a pileup of dislocations. Subsequent annealing 
ambiguously affects the preliminarily formed dislocation structure promoting the 
initiation of the thermally controlled processes of polygonization and 
recrystallization. The course of one of these processes depends on the level of pre-
straining and the temperature of annealing [5-7, 12]. 

In the case of annealing of an insignificantly cold-hardened material, we observe 
the redistribution of dislocations of the same sign in the form of rearrangement 
into vertical walls. As a result, poorly formed cells appearing as a result of plastic 
deformation become completely surrounded with low-angle boundaries and 
gradually turn into well-formed subgrains in the body of which the density of 
dislocations is lower than in the deformed matrix. The higher (to a certain degree) 
the value of plastic pre-straining, the greater the number of appearing subgrains, 
i.e., the higher the intensity of polygonization. The polygonized structure formed 
in the process of preliminary TMT decreases the level of sliding (both coarse and 
fine) in testing for creep. This fact can be explained by the restriction of the free 
path of dislocations imposed by the preliminarily formed grid of subgrain 
boundaries. 

In the case of annealing of a material with relatively high plastic strains, the 
density of dislocations built in the subgrain boundaries increases and, hence, the 
angle of their mutual orientation also increases. It is known that subgrains with 
large-angle boundaries play the role of centers of recrystallization, i.e., of the 
formation and growth of grains with more perfect structure. In the course of 
recrystallization, the resistance of the metal to plastic deformation significantly 
decreases since the rapid migration of the boundaries intensely “cleans” the 
deformed matrix, which facilitates the motion of dislocations under conditions of 
creep and increases the rate of stationary creep as compared with its optimal 
value. Thus, the optimal degree of plastic pre-straining should be chosen to avoid 
the possibility of intense recrystallization. 

Classic theories such as ageing (time-hardening) theory, flow theory, and strain-
hardening theory [1] are incapable of the modeling of the dependence 

 
0

εε xx f  due to the fact that, in terms of these theories, the creep rate is 

related to the acting stresses and the loading-prehistory is ignored. This fact 
motivates the author to model the effect of MTT utilizing a more efficient model 
able to embrace a wider circle of processes and their interplay: the synthetic 
theory of irrecoverable deformation (ST). 
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2 Mathematical Apparatus: Synthetic Theory 

The analytical description of the dependence of steady-state creep rate xε  on the 

plastic pre-strain 
0

ε x  in the course of MTT is carried out in terms of the synthetic 

theory of irrecoverable deformation [8-11]. The yield limit of a material in the 
three-dimensional subspace (R3) of five-dimensional stress deviator space has the 
shape of a sphere, which correspond to the von-Mises yield criterion: 

22
3

2
2

2
1 σ32

T
SSS   (1) 

where Tσ , depending on the problem considered, is the yield limit ( Sσ ) or the 

creep limit ( Sσ ) of the material; iS ( 3,2,1i ) are coordinate axes in R3. 

In terms of ST, the yield/loading surface is constructed as the inner envelope of 
tangent planes. In the virgin state, sphere (1) is the inner envelope of tangent 
planes, which are equidistant to the origin of coordinate in all directions. A 

loading is presented by a stress-vector, S


, whose components are defined in [8, 
11]. As the stress-vector grows, it translates on its endpoint tangent planes (the 
orientation of tangent plane does not vary during the motion). The planes which 

are not reached by S


 remain stationary. The displacement of a plane symbolizes 
the increment in plastic deformation (plastic slip) within an appropriate slip 
system at a point of a body. The plastic strain developed within one slip system 
defines a microlevel of deformation. The total strain (macrostrain) is calculated by 
the summation (threefold integrals) of the microstrains occurring in activated slip 
systems. 

Consider the case of uniaxial tension when the components of S


 are 

xS σ321  , 02 S , 03 S  [8]. As Sσ32S


, there is only one plane 

tangential to the sphere (1) reached by the vector S


, and it is perpendicular to the 

S


. During further elongation of the S


, new planes become located on the 
endpoint of the stress-vector and – following the rule that a loading surface is the 
inner envelope of planes – the loading surface take the shape of a cone symmetric 
relative to the S1-axis, and its generator is constituted of the boundary tangent 
planes reached by the stress-vector. This cone goes over to the initial sphere in the 
directions where tangent planes remain immovable. 

The plastic strain component in uniaxial tension, 1e , is calculated as [8-11] 



λβα
1 λβλcosβcosβsinφ1

dd
r

e N ,   02 e , 03 e , (2) 
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where Nφ  is referred to as irrecoverable strain intensity (index N  stands for the 

vector normal to the tangent plane, which gives the orientation of the plane), 
which is defined by the following differential equation 

dtKrdd NNN ψφψ  , (3) 

where Nφ  is called defects intensity; dt  is the time differential, r  is the 

constant of material, and K  is a function of the homological temperature and 
current stresses: 

   3σ32exp 21
K

xKKK  , (4) 

where iK  ( 3,2,1i ) are the material constants. 

 

Figure 3 

Orientation of the normal n


 in the subspace R3 

The defects intensity, according to [8, 9], is 

22 σ32ψ TNN H   ,   λcosβsinσ32λcos xNH  nSNS


, (5) 

where NH  ( 3,2,1i ) is a distance to the plane reached by stress-vector; angle β  

gives the orientation of a plane in R3 (the role of angle λ , which is immaterial 
within this article, can be found in [8]). In general, the orientation of the normal in 
R3,  βcosαsin,βcosαcos,βsinn


, is shown in Figure 3. The magnitude of NH  

shows the degree of the hardening of material. Actually, the greater the NH , the 

greater the stress-vector needed to reach the plane. 

When calculating “immediate” plastic deformation ( 0dt ), the formula takes the 
form 

NN rφψ  . (6) 
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For the case of secondary creep ( 0ψ N ), from (3) we have 

rK NN ψφ  . (7) 

The steady-state creep rate strain component is expressed by the relationship 
where the integrand is Nφ . 

If annealing a work-hardened specimen in an unloaded state ( 0φ d ), the formula 

yields 

dtKd NN ψψ  . (8) 

The solution of differential equation (8) is 

 KtNN  expψψ
0

,  

where 
0

ψN  is the defects intensity in the work-hardened material. Therefore, on 

account of formula (5), the distance to the planes after the plastic deformation and 
annealing is 

  22 σ32expψ
0 TNN

KtH  . (9) 

Formula (9) expresses the motion of the planes toward the origin of coordinates. 
This motion for each plane will terminate as it touches the sphere (1). 

3 The Generalization of the Synthetic Theory to the 
Case of MTT 

To evaluate the steady-state creep rate of a metal after MTT, we replace formulae 
(5) and (4) by 

22ψ
NN TNM HH  , (10) 

    3
max21max exp, K

M HKKHfK  , (11) 

where 
NTH  is the distance to a plane after MTT, which characterizes the thermal 

stability of the polygonization structure against the recrystallization during creep. 

In the absence of MTT, PTN
H σ32  and the relation for 

NMψ  from (10) 

degenerates to (5). In formula (10), maxH  is the maximal distance to planes for 

the whole loading history at a given temperature. 
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3.1 Tension of Specimen at Room Temperature 

The plastic strain component, 
01e , is calculated as [8] 

 
00 101 βsin ae ,   ra

S
9πσ2

0  ,  
00

σσβsin 1 xS , (12) 

2

2
4222

ξ

1
ξ

ξ11
lnξ3ξ1ξ5ξ12)ξ(















 
 . (13) 

The loading surface is shown in Figure 4a. The value of maxH  in the plastic 

loading can be obtained from (5) at 2πβ  , 0λ  . 

3.2 Annealing of Deformed Specimen 

Consider the case when the annealing temperature coincides with the temperature 
of the following creep: 21 TT  . 

As seen from (5), the heating of the specimen to the temperature 1T  results in a 

decrease of NH  due to a drop in the value of Tσ  caused by the temperature 

gradient. Since the temperatures of annealing and creep are assumed to be equal, 
the effect of MTT on the steady-state creep rate can be revealed by studying the 
positions of tangent planes relative to the value of Pσ  at 1TT  . If we ignore an 

immaterial duration of the heating from 0T  to 1T , the decrease in NH  can be 

assumed to be of a step-wise nature, which symbolizes the step-wise motions of 
planes toward the origin of coordinates. This fact means that the values of angles 

01λ  and 
01β  remain unchangeable during annealing. Therefore, formula (9) at 

0t  takes the form 

  











λλ      ,ββ2πσ

λλ0  ,2πββ,σσλcosβsinσ
3
2

00

000

11
2

11
222

2

P

PSx
N

H . (14) 

Consider the distance from the origin of coordinates to the point of intersection of 
tangent plane with S1-axis,  tL ,λ,β . For simplicity, while not distorting the 

result, we study the value of L  at 0λ  . From Figure 4a it follows that 

  βsin,β NHtL  . (15) 

In active loading,  
0

σ32β xconstL   for 2πββ
01  . The value of L  

due to the temperature decrease, 01 TTT  , according to (14) and (15), is 
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     



  βsinσσσ

3
2

0,β 22222
0 PSx

tL ,       2πββ
01  . (16) 

As seen from formula (16), the loading surface maintains its shape but the tangent 
planes from the range 2πββ

01   are not on the cone tip (Figure 4b). 

During annealing, according to (9), (11), and (15), we have 

  



 





  22222 σexpσβsinσ

3
2

0 PMSxN tKH . (17) 

        



  βsinσexpσexpσ

3
2

,β 22222
0 PMSMx

tKtKtL , 2πββ
01  . (18) 

Distance 
NTH  is determined by Eq. (17) at 1tt  . 

The presence of MK  in (17) makes it possible to describe the displacement of 

planes even in a load-free state. Indeed, since the distance maxH  appearing in the 

definition of MK  (14) is non-zero ( 0σ
0max  xH ), formula (17) governs the 

displacement of planes during the annealing as 0σ x . Another important feature 

of MK  is that the intensity of the displacements depends, via 
0

σx , on the level of 

plastic pre-strain. 

The behavior of function  βL  at 1tt   depends on the relationships between the 

values of  1
2 expσ tKMS

  and 2σ
P

. If   2
1

2 σexpσ
PMS

tK  ,  βL  grows with 

increasing β ,   0β' L . Otherwise,  βL  is a decreasing function of β . 

The fact that   0β' L  means that, during the annealing, the planes from the 

directions 2πββ
01   travel such distances toward the origin of coordinates 

that their points of intersection with S1-axis lie to the right to the cone tip. 

Therefore, it can be concluded that the loading surface at the end of annealing 
( 1tt  ) retains the shape formed at 0t . 

If   2
1

2 σexpσ
PMS

tK  , L()=const, i.e. the loading surface has a form of cone 

on whose tip there are all the planes that were reached by stress vector at plastic 
loading. The decreasing dependence of  βL  on β  means that the loading surface, 

being the inner envelope of tangent planes, loses the angular point (Figure 4c). 

 

 

 



Acta Polytechnica Hungarica Vol. 10, No. 3, 2013 

 – 161 – 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4 

Evolution of loading surface in the course of preliminary MTT and subsequent creep (boundary planes 

are shown only) 
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3.3 Steady-State Creep of Metal Treated by MTT 

The loading surface in creep (   consttx σ ), similarly to a plastic deformation, 

has a shape of a cone (Figure 4d) which does not vary in time. Insert 
NTH  into 

(6): 

        
   










λ,βσλcosβsinσ

λ,β,σexpσλcosβsinσλcosβsinσ
3
2ψ

1
22

1
2

1
222

00

Px

PMSxx
M

tK

N
, (19) 

where  λ,β
01  is the range of angles β  and λ : 2πββ

01  , 
01λλ0  ; 

 λ,β1  stands for 
011 βββ  , 11 λλλ

0
 . Here we restrict ourselves to the 

case when the creep stress vector S


 is such that the range  λ,β1  is greater than 

 λ,β
01 . As such, the values of 1λ  and 1β  are calculated by equating the 

NMψ  

and 1λ  from  λ,β1  to zero [8, 11]: 

 βsinσσ)β(λcos 1 xP ,   xP σσβsin 1  . (20) 

It must be noted that the loading surface in creep without preliminary MTT is 
formed by the same set of tangent planes,  λ,β1 . However, the planes from the 

diapason  λ,β
01  travel greater distances on the endpoint of the S


 than those 

for the treated material. 

The creep strain rate after MMT, Me1 , is determined by formulae (20), (19), (7), 

and (2): 

  

    























2/π

β

22
λ

0

1

2/π

β

22
λ

0

1

01

0

01

1

1

βλλcosβcosβsinσλcosβsinσexp

βλλcosβcosβsinσλcosβsinσ
3

~π4

ddtK

dd
r

K
e

SxM

PxM

. (21) 

According to (5) and (2), the first integral in (21) gives the creep rate without 

MTT,   11 βsin ae ,  ra
P

9πσ2 , and the second one does the preliminary 

plastic strain 
01e  (formulae (12) and (13)). Therefore, 

  
00 11111 exp

~
eteKKee MM   , (22) 
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where the constK 
~

 is obtained from Eq. (11) at constH x  σ32max . 

For the case when MTT is not carried out, we have 0
01 e  and 11 ee M   . With 

an increase of pre-strain, the term   
01101  exp

~
eteKK M   first increases and 

then tends to zero. 

On the basis of formula (22), in Figure 1 and 2, the analytical and experimental [2, 
4] curves  

011 efe M   are plotted. Good agreement between the analytical and 

experimental data enables us to use formula (22) to predict the steady-state creep 
of metals as a function of preliminary plastic deformation in the course of MTT. 

Conclusions 

The analysis of the evolution of loading surface in the course of mechanical-
thermal treatment and subsequent steady-state creep has been studied. Depending 
on the value of plastic pre-strain, in the course of MTT, the loading surface can 
assume a conic or rounded shape. The analytical results give good agreements 
with experimental data. 

Acknowledgement 

The author expresses thanks to Prof. K. Rusinko (Budapest University of 
Technology and Economics, Hungary) for many useful conversations on the 
topics presented in this article. 

References 

[1] Cadek, J. (1988) Creep in metallic materials, Elsevier 

[2] Bazelyuk, G., Kozyrskii, G., Petrunin, G., Polotskii, I. (1970) Influence of 
Preliminary Ultrasonic Irradiation on the High-Temperature Creep and 
Microhardness of Copper, Fiz. Metal. Metalloved., 29: 508-511 (in 
Russian) 

[3] Devenyi, L., Biro, T. (2003) Investigation of Creep Cavities by Scanning 
Electron Microscope, Materials Science Forum, 414-415: 183-187 

[4] Kozyrskij, G., Kononenko, V. (1966) The Study of the Creep of Prestrained 
Nickel Alloy, Fizika metallov i metallovedenije, 22: 108-111 (in Russian) 

[5] Reger, M., Vero, B., Felde, I., Kardos, I. (2010) The Effect of Heat 
Treatment on the Stability of Centerline Segregation, Strojniski vestnik – 

Journal of mechanical engineering, 56: 143-149 

[6] Reger, M., Vero, B., Csepeli, Zs., Pan, J. (2004) Modeling of Intercritical 
Heat Treatment of DP and TRIP Steels, Transaction of Materials and Heat 

Treatment, 25: 710-715 



A. Rusinko Loading Surface in the Course of Mechanical-Thermal Treatment and Steady-State Creep of Metals 

 – 164 – 

[7] Réger, M., Louhenkilpi, S. (2003) Characterizing of the Inner Structure of 
Continuously Cast Sections by Using of Heat Transfer Model, Materials 

Science Forum 414-5: 461-469 

[8] Rusinko, A., Rusinko, K. (2011) Plasticity and Creep of Metals, Springer 

[9] Rusinko, A. (2002) Analytic Dependence of the Rate of Stationary Creep 
of Metals on the Level of Plastic Prestrain, J. Strength of Metals 34: 381-
389 

[10] Ruszinko, E. (2009) The Influence of Preliminary Mechanical-Thermal 
Treatment on the Plastic and Creep Deformation of Turbine Disks, 
MECCANICA 44: 13-25 

[11] Rusinko, A. (2010) Non-Classical Problems of Irreversible Deformation in 
Terms of the Synthetic Theory, Acta Polytechnica Hungarica 7: 25-62 

[12] Totten, G. E. (2006) Steel Heat Treatment: Metallurgy and Technologies, 
Taylor & Francis 



Acta Polytechnica Hungarica Vol. 10, No. 3, 2013 

 – 165 – 

UWB Radar Signal Processing for Positioning 

of Persons Changing Their Motion Activity 

Jana Rovňáková, Dušan Kocur 

Department of Electronics and Multimadia Communications, 
Faculty of Electrical Engineering and Informatics, Technical University of Košice, 
Park Komenského 13, 041 20 Košice, Slovak Republic 
jana.rovnakova@tuke.sk, dusan.kocur@tuke.sk 

Abstract: In many applications of ultra-wideband (UWB) radar a character of target 

motion is a priori not known and naturally can differ within a group of multiple targets. 

Usually a signal processing aimed at the positioning of only moving persons or only static 

persons leads to a loss of information. To solve this task, the utilization of combined 

processing based on detection of non-stationary signal components in the time domain and 

human respiratory motions in the frequency domain is proposed in this paper. The results 

of such processing are more reliable and robust with respect to motion activity of all 

monitored persons, which is demonstrated by processing of measured UWB radar signals. 

Keywords: Moving targets; positioning; signal processing; static targets; UWB radar 

1 Introduction 

The positioning of persons by an ultra-wideband (UWB) radar has a vast number 
of practical applications. The examples include the tracking of people in 
dangerous environments (for the purposes of fire fighters and/or policemen), 
through rubble localization following an emergency (e.g. an explosion or 
earthquake) or interior monitoring (for unauthorized intruders, or for aged people, 
helping to ensure their health and safety). In such applications, the UWB radars 
have advantages over other systems due to their high spatial resolution, the usage 
of harmless radio waves and the ability of their stimulation signals to penetrate 
through different materials or obstacles [28]. 

Radar signal processing for the purpose of person positioning differs with respect 
to the target motion activity. In the case of living human beings, we can basically 
distinguish between moving persons whose limbs (legs, hands, head, trunk) are in 
motion and static persons whose limbs are motionless, but inner organs (lung, 
heart) still cause geometric alterations of the human body shape discernible by a 
high resolution UWB radar. The positioning of moving targets is usually based on 
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monitoring of non-stationary signal components in the time domain. The target 
positions are then calculated analytically by localization techniques [16], [5], [12], 
or targets are seen as radar blobs in gradually generated radar images (radar 
imaging techniques, [14], [8], [6]). Commonly, the positioning is followed by a 
complex tracking system enabling the monitoring of changing target positions 
during observation time [2], [26], [17]. In the positioning of static persons, target 
detection is very challenging by itself. It is based on the periodical nature of the 
breathing or heartbeat that makes it possible to distinguish it from noise and 
clutter components. In the literature, most of the radar signal processing 
techniques are aimed at searching for the body variations caused by respiratory 
motions [15], [22], [11], but few of them are oriented also to cardiac-induced 
radar signatures [27], [3]. 

In our previous works [18], [9], a complete signal processing procedure for 
through wall tracking of multiple moving targets was introduced and tested on 
radar data acquired by a pseudo-noise UWB radar equipped with one transmitting 
and two receiving antennas [30]. The processing results have proved the ability to 
track a single person moving in a complex environment, such as inside fully 
furnished rooms, behind thick walls with high relative permittivity or even behind 
more walls. Successful tracking of multiple moving targets was achieved in the 
cases when persons did not shadow each other [10]. If during measurement an 
effect of mutual shadowing occurred, only a person moving nearby the radar 
antennas could be tracked (an effective solution is e.g. in application of UWB 
sensor network [19]). Experimental measurements with static persons were also 
realized. By using the same procedure, a motionless person breathing behind a 
wall could be revealed as well, but only when nobody else was moving inside the 
monitored area. A decreased reliability of processing results was also obtained for 
persons changing their motion activity, e.g. when a walking person stops for a 
longer time and becomes a part of the background. 

As in many rescue, surveillance or security operations a character of target motion 
is a priori not known and naturally can differ within a group of multiple targets, an 
application of the procedure for positioning of only moving persons or only static 
persons can lead to a loss of information. Therefore, we suggest the utilization of a 
proper combination of both procedures. This idea is simple, but to our best 
knowledge its results have not yet been presented in the UWB radar literature. For 
that purpose, the description of the combined signal processing procedure for 
positioning of persons with unknown or changing motion activity represents the 
core of this paper. It is introduced in Section 2. The performance of the proposed 
procedure is demonstrated by the processing of UWB radar signals acquired for 
the typical scenario of moving and static target mix. It is outlined and analyzed in 
Section 3. Finally, some advantages and drawbacks of the introduced radar signal 
processing are discussed in the conclusions. 
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2 UWB Radar Signal Processing 

In what follows, the effective procedures for the positioning of moving persons 
and static persons by means of UWB radar will be firstly separately described. 
Within them, the significance of the particular signal processing phases together 
with the specific methods providing stable, good and robust performance for the 
considered application will be outlined. Finally, a fusion principle of both 
procedures resulting in a combined signal processing procedure for the positioning 
of persons with unknown or changing motion activity will be introduced. 

The radar signal processing described in this section was originally designed for 
signals provided by the pseudo-noise UWB radar system using the maximum-
length-binary-sequence (M-sequence) as the stimulus signal [23]. As the signals 
acquired by the M-sequence UWB radar have a form of the impulse responses of 
the environment through which the stimulus signals are propagating, the same 
processing procedures can also be directly applied for signals obtained by means 
of some other kinds of UWB radars, e.g. impulse UWB radars. 

2.1 Procedure for Positioning of Moving Persons 

The chosen signal processing procedure [18] consists of phases responsible for the 
elimination of stationary clutter (methods of background subtraction), the decision 
about the target presence or absence (methods of detection), the estimation and 
association of distances from the same target (methods of time-of-arrival (TOA) 
estimation), the estimation of target positions (methods of localization) and finally 
the monitoring of target motion over time (methods of tracking). If target 
detection and tracking by UWB radar is realized through the walls with known 
parameters (thickness and relative permittivity of the wall), the phase of wall 
effect compensation is added between the phases of TOA estimation and target 
localization. The detailed description of the particular phases of radar signal 
processing together with the corresponding mathematical formulas is provided in 
[18]. The phase significance and recommended methods of signal processing are 
summarized below. 

2.1.1 Background Subtraction 

Raw radar signals can be interpreted as a set of impulse responses of surrounding 
through which the signals emitted by the radar were propagated. The first task of 
radar signal processing is to improve the signal to noise ratio. This is done by 
background subtraction, which especially rejects the stationary and correlated 
clutter, such as antenna coupling, impedance mismatch response and ambient 
static clutter, and allows the response of moving targets to be detected. 
Exponential averaging was chosen from a variety of background subtraction 
methods because of its robust performance and low complexity [29]. 
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2.1.2 Target Detection 

Detection represents a class of methods that on the basis of a statistical decision 
theory determine whether a target is absent or present in the examined radar 
signals. Between detectors able to provide good and robust results in the case of 
multi-target through wall detection by UWB radar, a constant false alarm rate 
(CFAR) detector can be assigned. It is based on the Neymann-Person optimum 
criterion providing the maximum probability of detection for a given false alarm 
rate. In the considered radar signal processing, the CFAR detector that assumes a 
Gaussian clutter model has been applied [4]. 

2.1.3 TOA Estimation 

Binary data representing the detector output form a noticeable trace of the moving 
targets. It represents the time of arrival (TOA) of the electromagnetic waves 
reflected by the target for the particular instants of the observation time. As the 
range resolution of UWB radars is considerably high with regard to the physical 
dimensions of the targets to be detected, the targets are usually represented by 
more TOA values in the detector output. In order to simplify the target 
localization, such distributed targets are replaced by simple targets; i.e. the target 
position in every observation time instant is given by only one TOA. This phase of 
radar signal processing is referred to as the TOA estimation. For its realization, a 
novel algorithm entitled TOA association has been proposed in [20]. It further 
enables the combining of the TOAs estimated from both receiving antennas into 
couples from which the positions of the potential true targets can be computed 
during localization phase. This part of algorithm represents a data-association 
phase and is responsible for the de-ghosting task solution. 

2.1.4 Wall Effect Compensation 

The propagation of electromagnetic waves through a wall results in a delay time 
of signals reflected by targets moving behind the wall. This means that the TOA 
estimated by the previous phase of radar signal processing are time shifted 
because of the wall presence. Their correction can be achieved by the subtraction 
of the mentioned delay time, whereas its estimation is the task of the wall effect 
compensation phase. The method referred to as the target trace correction of the 
2nd kind [21] provides promising results in this area. To use this method, the wall 
parameters, such as the permittivity, permeability and thickness of the wall, must 
be known in advance, or they can be estimated very effectively with the same M-
sequence UWB radar by using the method described in [1]. 
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2.1.5 Target Localization 

The aim of the localization phase is to determine the target coordinates in the 
defined coordinate systems whereby the target locations estimated in consecutive 
time instants create the target trajectory. As the input of this radar signal 
processing phase, the estimated and corrected TOA couples are used. Because the 
considered UWB radar system consists of one transmitting and two receiving 
antennas, only the non-iterative direct method of localization can be employed. In 
this case, the target coordinates are simply calculated by trilateration methods as 
intersections of two ellipses formed on the basis of the estimated TOA couples 
and known coordinates of the transmitting and receiving antennas [16]. 

2.1.6 Target Tracking 

The particular locations of the targets are estimated with certain random error 
usually described by its probability distribution function. Taking into account this 
model of target position estimation, the target trajectory can be further processed 
via tracking algorithms. They provide a new estimation of the target location 
based on the previous positions of the target. Usually, the tracking results in a 
decrease in the target trajectory error and includes trajectory smoothing. In the 
case of multiple targets, track filtering must also deal with track maintenance and 
with the problem of determining which measurements to associate with which 
targets being tracked. From a wide spectrum of tracking algorithms, the multiple 
target tracking (MTT) system using a linear Kalman filtering has been chosen as 
the method to enclose the complex procedure of the UWB radar signal processing 
applied for through wall tracking of the multiple moving targets [7]. 

2.2 Procedure for Positioning of Static Persons 

The basis of the signal processing procedure for static persons positioning was 
originally introduced in [24]. It is quite close to the procedure described in Section 
2.1 except that body movements are markedly restricted. Therefore, the signal to 
clutter ratio will further decrease and the only feature to distinguish the persons 
from static objects is their small movement due to breathing. There are few 
features that serve as a basis for methods to enhance the response from a breathing 
person: 

 Human breathing can be considered as periodical motion over a certain 
interval of time. The frequency of breathing can change slowly with time, 
but it should always be within a frequency band of about 0.2-0.5 Hz. 

 The geometrical variations of the thorax caused by breathing are usually 
quite a bit less than the range resolution of the radar. 
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 The echo due to a breathing person is extremely weak, all the more so 
when the static person is behind an obstacle (e.g. rubble, wall, snow) that 
strongly attenuates the sounding waves. 

 The distance from antennas to the breathing persons does not change 
during the measurement. 

Taking into account these features, the phase of background subtraction is 
supplemented by a breathing enhancement and followed by transformation of the 
radar signals into the frequency domain. Consequently, the estimation of power 
spectral density is used for the breathing detection task. The remaining processing 
phases, i.e. the TOA estimation, wall effect compensation and target localization, 
are the same as in the procedure for the positioning of moving persons, but they 
are applied now on an essentially reduced data set, the size of which corresponds 
to the number of detected static persons. 

It is useful to mention that the UWB radar device applied for the positioning of 
static persons has a great influence on the success of breathing detection. It can be 
explained as follows. As the detection of small movements is based on observing 
the variations of steep signal flanks, the noise should be as small as possible there. 
It is known that the jitter provokes additional noise on the signal flanks and, 
therefore, the short time stability of the radar device is of major importance for 
such applications (the considered M-sequence UWB radar behaves excellently 
with respect to this point) [25]. 

2.2.1 Background Subtraction and Breathing Enhancement 

The method of exponential averaging recommended for background subtraction in 
Section 2.1.1 can be used to advantage also in this case [29]. However, the 
weighing factor controlling the amount of averaging in the background estimation 
should be set now in such a way as to smooth out high frequency variations and 
reveal long term trends in the background estimation (i.e. it provides low-pass 
narrow band filtering). It is done by choosing a longer fraction of the previous 
estimate of impulse response with subtracted background and a smaller fraction of 
the actual measured impulse response. 

In order to further improve the signal-to-noise ratio of a static target echo, the 
impulse response with subtracted background is applied to a so-called range filter 
before the target detection [13]. The range filter helps to improve the signal-to-
noise by reducing the clutter residue and noise resulting from the de-correlation of 
any radio frequency interference due to pseudo-random code transmitted by the 
radar. 

Additionally, breathing as a narrow band process can also be enhanced by the use 
of low-pass filtering. Here, a low-pass filtering with a cut-off frequency higher 
than the highest frequency of breathing (e.g. higher than 1 Hz) can be applied 
along the observation time axis for each propagation time instant to suppress high-
frequency noise [24]. 
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2.2.2 Estimation of Power Spectral Density 

To extract the breathing rate, a horizontal Fast Fourier Transform (FFT, along the 
time observation axis for each propagation time instant) is applied on the radar 
signals after background subtraction and breathing enhancement. The frequency 
of breathing can change with the observation time. However, the bandwidth of 
breathing from one person under observation with radar is likely to be 
considerably less than a priory bandwidth as determined for the whole range of 
respiratory activity for all individuals. Thus, the total energy contained within the 
frequency window can serve as an indicator as to whether breathing is present. 
Finally, the FFT-based Welch periodogram is used for estimating the power 
spectral density (PSD) of the radar signals in the direction of the observation time 
[24]. 

2.2.3 Target Detection 

For the detection of static persons, the CFAR detector mentioned in Section 2.1.2 
or a simpler threshold detector can be advantageously used [4]. The detector is 
applied on the data set represented by the estimated PSD. If a breathing person is 
present in the monitored area, the detector binary output should gain values “1” 
between frequencies 0.2-0.5 Hz corresponding to the expected breathing rate of 
human being. If more static persons are situated inside the area, values “1” should 
occur in more propagation time instants. In order to later estimate for every 
detected target only one spatial position, the frequency responses from interval 
0.2-0.5 Hz are simply summed to one frequency response. Such a response 
represents then the input to the TOA estimation phase. 

2.2.4 TOA Estimation 

The TOA estimation phase is realized via the TOA association method (Section 
2.1.3) [20]. The estimated TOA for every detected static target represents a round 
trip time between the transmitting antenna – the target – and the receiving 
antenna. The TOA multiplied by the light propagation velocity gives the distance 
between them. 

2.2.5 Wall Effect Compensation 

Instead of the target trace correction of the 2nd kind outlined in Section 2.1.4, the 
simpler target trace correction of the 1st kind can be used. The approximate delay 
time is calculated from the elementary equation given in [21]. 
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2.2.6 Target Localization 

If both receiving antennas detect the presence of a breathing person, its position 
will be calculated as the intersection of the ellipses given by the couple of the 
TOAs associated during the TOA estimation phase and corrected during the wall 
effect compensation phase (as long as the wall parameters are known) [16]. If only 
one receiving antenna confirms a target presence, at least the incomplete 
positioning of the static person based on the distance from this antenna can be 
used. The possible locations of the person are then given by the half-ellipse 
situated inside a monitored area. 

2.3 Combined Procedure for Positioning of Persons with 

Unknown or Changing Motion Activity 

The combined procedure exploits the parallel processing of measured radar 
signals via the procedure for the positioning of moving persons (PPMP) and the 
procedure for the positioning of static persons (PPSP) described in the previous 
sections. The procedure flowchart is depicted in Figure 1. It can be seen that 
PPMP runs consecutively as soon as the impulse responses (IRs) are acquired 
from the two receiving channels. This results from the fact that the low complex 
methods of PPMP are always applied only on the actual couple of the IRs (IR 
from receiving antenna Rx1, IR from receiving antenna Rx2). On the other hand, 
PPSP requires for proper functioning a larger set of IRs to be able to distinguish 
periodical breathing from noise and clutter components. 

 

Acquisition of input data: IRs from all receiving channels

Processing of IRs by PPMP

Visual display of monitored area with estimated target positions

Measurement continue?

Number of IRs for PPSP reached?

YES

NO

Processing of IR set by PPSP

Update IR set

YES

NO

 

Figure 1 

The flowchart of the combined procedure for positioning of persons with unknown or changing motion 

activity 
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The processing of the IR set in the frequency domain is also more time 
consuming. Therefore, the information about static person positions comes in at 
slower time intervals. Subsequently, the outputs of PPSP are depicted on the same 
visual display of the monitored area as the PPMP outputs (Figure 1). Although the 
information about static person positions are delayed compared to the true target 
positions, they make the radar processing results more reliable and robust with 
respect to the motion activity of all monitored persons. 

3 Experimental Results 

The performance of the proposed combined PPMP and PPSP procedure is 
demonstrated by the processing of UWB radar signals acquired for a measurement 
scenario with one static person and one moving person changing his motion 
activity during measurement. In the next sections, the applied UWB radar device, 
chosen scenario and obtained processing outputs are described in detail. 

3.1 UWB Radar Device 

An experimental version of the M-sequence UWB radar system equipped with one 
transmitting and two receiving horn antennas was utilized for the measurement 
(Figure 2(a)) [23]. The system clock frequency of the radar device is about 4.5 
GHz, which results in an operational bandwidth of about DC-2.25 GHz. The M-
sequence order emitted by the radar is 9; i.e. the impulse response covers 511 
samples regularly spread over 114 ns. This corresponds to an observation window 
of 114 ns leading to an unambiguous range of about 17 m. The measurement 
speed reaches approximately 13.5 impulse responses per second. 

3.2 Measurement Scenario 

A part of a school dining room of a size approximately 6 m x 17 m was chosen for 
the monitored area. As can be seen from photo in Figure 2(b), the room was 
furnished with high wooden chairs and tables with metallic legs. Within the 
analyzed scenario, two persons, labeled as target A and target B, were present 
inside the monitored area. Target A was at first walking around tables according a 
rectangular trajectory given by the reference positions P1-P13-P15-P3-P1 depicted 
in the measurement scheme in Figure 2(c). Afterwards, the person remained at 
position P1 until the end of measurement. 
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0.15m

1.77m

 

(a) (b) (c) 

Figure 2 

Measurement setup: (a) M-sequence UWB radar located behind the wall, (b) interior of the  

monitored area, (c) scenario scheme with the positions of radar antennas and the reference positions 

Target B was sitting motionless during whole measurement (2 min 36 s) at 
position P5. 

The M-sequence UWB radar system (Figure 2(a)) was located behind a 0.35 m-
thick brick wall, depicted in Figure 2(b). All antennas were placed along a line 
with the transmitting antenna Tx in the middle of Rx1 and Rx2, with the distances 
between adjacent antennas set at 0.4 m (Figure 2(c)). There was no separation 
between radar antennas and the wall (Figure 2(a)). 

3.3 Signal Processing Outputs 

As was explained in Section 2.3, the combined procedure exploits parallel 
processing of the measured radar signals by PPMP and PPSP. Therefore, in what 
follows, the outputs from every processing phase are shown at first for PPMP, 
then subsequently for PPSP, and finally for the combined procedure. 

The raw radar signals corresponding to the measurement scenario and obtained by 
the receiving channels Rx1 are Rx2 are depicted in Figure 3(a) and 3(b), 
respectively. They have the form of a radargram, i.e. a two dimensional picture in 
which the vertical axis is related to the propagation time of the impulse response 
and the horizontal axis is related to the observation time. In these radargrams, only 
a cross-talk signal and the reflections of the emitted electromagnetic wave from 
the wall can be viewed, as they are very strong in comparison with the weak 
signals scattered by the persons. 

This situation is changed after the phase of background subtraction, when the 
primary trace of target A has arisen in the radargrams (Figure 3(c)-3(d)). The trace 
shape corresponds with the target motion; i.e. at first, the person is retreating from 
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the radar antennas, then approaching them and finally remaining at approximately 
the same distance from the radar. Target A was not totally motionless while 
standing (movements with hands and head, turning about) and therefore the 
primary target trace is partially noticeable also in the second half of radargrams 
depicted in Figure 3(c)-3(d). The presence of target B is not observable from these 
figures because this was evaluated as a static background and subtracted from the 
data. 

The CFAR detector outputs are shown in Figure 3(e)-3(f). The false alarm rate 
was adjusted to higher values in order to detect also targets from noisy signals. 
This results in a greater probability of target detection but also in a higher number 
of the false alarms (randomly distributed points in Figure 3(e)-3(f)). By comparing 
Figure 3(e) and Figure 3(f), it can be seen that channel Rx1 has received weaker 
reflections from the standing person. This is caused by the fact that the standing 
person position (the reference position P1) was located nearer to antenna Rx2. 

  

(a) (b) 

  

(c) (d) 
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(e) (f) 

Figure 3 

Signal processing results from PPMP: Part I. Radargram depictive raw radar signals: (a) channel Rx1, 

(b) channel Rx2; Radargram depictive signals with subtracted background: (c) channel Rx1, (d) 

channel Rx2; Radargram depictive detector outputs: (e) channel Rx1, (f) channel Rx2 

A similarity of radargrams obtained by both receiving channels can be seen in 
Figure 4(a), where the TOA couples belonging to the same target are highlighted 
in black. This similarity results from the symmetric and small distance between 
the antennas. In Figure 4(a), the TOA estimated from channels Rx1 and Rx2 are 
outlined in yellow and red, respectively, and both are artificially widened for 
better visibility. Their conjunction implies that both receiving channels captured 
the relevant reflections from the same target. Not associated TOA are considered 
to be false alarms. In this way ghost generation is avoided. 

As the relative permittivity of the wall was not measured for this scenario, the wall 
effect compensation phase has been omitted from the processing. The outputs of 
the localization phase are depicted in Figure 4(b) with magenta crosses. They were 
computed based on the TOA couples from Figure 4(a). Because at further 
distances the reflections of the moving target were captured only alternately by the 
receiving channels, the target locations could not be estimated in these observation 
time instants (around 20-40 ns in Figure 4(a)). Similarly, the positions of the 
standing person were computed in only a few observation time instants, when the 
person moved his hands or turned about. 

The final result from PPMP is illustrated in Figure 4(b) with circles. The circles 
create a target track estimated by the MTT system. In comparison with the target 
positions estimated in the localization phase (“+”), the track is more smoothed and 
complemented about missing positions, if it was possible. The estimated track 
corresponds well with the true rectangular trajectory of moving target A except for 
at the furthest areas, in which the reflection from the person was very weak. While 
standing at the same position, target A was detected too, but only in a few 
observation time instants (left down corner of the rectangular track in Figure 4(b)). 
The sitting target B was not detected at all by PPMP. 
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Figure 4 

Signal processing results from PPMP: Part II. (a) Radargram depictive artificially widened TOA 

estimated from Rx1 (values 1) and Rx2 (values 2) , values 3 indicate associated TOA couples; (b) 

Monitored area depictive the positions of target A estimated in the localization phase (crosses) and in 

the tracking phase (circles), full circles – reference positions,  triangles – radar antennas, lines - wall 

As was mentioned in Section 2.3, to function properly, PPSP requires a larger set 
of IRs in order to be able to distinguish periodical breathing from noise and clutter 
components. The size of the IR set for PPSP processing was set to approximately 
1000 IRs on the basis of experimental testing. As the measurement rate of the used 
M-sequence UWB radar is around 13.5 IRs per second, such amount was reached 
roughly after 75 s. The signal processing outputs of PPSP from the first set of IR, 
i.e. from the observation time interval 1 s - 75 s, are shown in Figure 5, and from 
the second set of IR, i.e. from the observation time interval 75 s - 150 s, are shown 
in Figure 6. 

The raw radar signals are at first processed by the phase of background subtraction 
and breathing enhancement (Figure 5(a)-(b)). In the obtained radargrams, the 
components pertaining to the moving target A are suppressed, and in contrast, the 
components pertaining to the motionless target B are enhanced. The primary trace 
of target B has the shape of a discontinuous line occurring around the propagation 
time 40 ns. 

The estimation of PSD for both channels is depicted in Figure 5(c)-(d). It serves 
for the extracting of the breathing rate. As can be observed from these figures, a 
few values are highlighted in the frequency window 0.2-0.5 Hz, which 
corresponds to the typical breathing rate of human beings. 

The application of the threshold detector correctly designates a presence of one 
static person (Figure 5(e)-(f)). His breathing rate reached values of around 0.25-
0.3 Hz. 

The signal processing outputs from the phase of TOA estimation and localization 
are given in Figures 5(g) and (h), respectively. The summation of the frequency 



J. Rovňáková et al. UWB Radar Signal Processing for Positioning of Persons Changing Their Motion Activity 

 – 178 – 

responses from interval 0.2-0.5 Hz to one frequency response allows us to 
estimate only one couple of the TOA (Figure 5(g)) and one target location (Figure 
5(h)) for every detected person. From the first IR set, the PPSP correctly detected 
and localized the sitting person. As could be expected, the moving target A was 
not detected by PPSP. 
 

  
(a) (b) 

  

(c) (d) 

  
(e) (f) 
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Figure 5 

Signal processing results from PPSP: Part I. Signals with subtracted background and enhanced 

breathing: (a) channel Rx1, (b) channel Rx2; Estimated PSD: (c) channel Rx1, (d) channel Rx2; 

Detector output: (e) channel Rx1, (f) channel Rx2; (g) Estimated TOA couple (the values from both 

channels are very close each other); (h) Estimated position of a static target (square), circles – 

reference positions,  triangles – radar antennas, lines - wall 

After acquiring the second IR set of 1000 IRs from the observation time interval 
75 s - 150 s, the same signal processing steps were realized. The results are 
depicted in Figure 6. The PPSP detected and localized the standing target A in 
addition to the sitting target B (Figure 6(e)-(h)). The breathing rate of target A 
includes more components due to the motion activity of this person (Figure 6(c)-
(f)). It can be explained by the fact that it took some time to slow down breathing 
after walking and the person was also not totally motionless at his position. 
During the TOA estimation phase, two couples of TOA were associated (Figure 
6(g)), which resulted in the computation of two final target locations (Figure 6(h)). 
As can be seen from this figure, the estimated positions correspond very well with 
the true target positions. 
 

  

(a) (b) 
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Figure 6 

Signal processing results from PPSP: Part II. Signals with subtracted background and enhanced 

breathing: (a) channel Rx1, (b) channel Rx2; Estimated PSD: (c) channel Rx1, (d) channel Rx2; 

Detector output: (e) channel Rx1, (f) channel Rx2; (g) Estimated TOA couples; (h) Estimated 

positions of static targets (squares), circles – reference positions P1-P9,  triangles – radar antennas, 

lines - wall 
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The final signal processing outputs from the combined procedure are obtained by 
fusion of results from PPMP and PPSP (Figure 7). During the first part of the 
measurement scenario, PPMP correctly tracks the moving person but only thanks 
to processing by PPSP can the motionless sitting person be detected and localized 
(Figure 7(a)). The imprecision between true and estimated target positions is 
caused by the complexity of the real environment (mainly the presence of the wall 
and furniture and the shadowing of target A by target B). The results for the 
second part of the measurement scenario are illustrated in Figure 7(b). The PPSP 
accurately detected and localized both static persons, but such output was 
available only after acquiring and processing the required IR set. Till then, PPMP 
was providing information about the negligible movements of standing person. 

 
(a) (b) 

Figure 7 
Final signal processing results from combined procedure: obtained for (a) the first part of the 

measurement scenario (observation time interval 1 s - 75 s), (b) the second part of the measurement 
scenario (observation time interval 75 s - 156 s); Red crosses / dashed line – true target position / 

trajectory, blue circles – target positions estimated by PPMP, green square – target positions estimated 
by PPSP, black full circles – reference positions, black triangles – radar antennas, black lines - wall 

Conclusions 

The presented experimental results, as well as the results obtained by the 
processing of similar measurement scenarios, demonstrate the ability of the 
proposed combined processing procedure to obtain from the same measured set of 
UWB radar signals more extensive and more precise information about the 
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positions of monitored persons located behind an obstacle. This advantage is 
reached at the expense of higher computational complexity and time consumption. 
The optimalization of software and hardware can reduce this disadvantage. From 
the point of view of software, the procedure for the positioning of static persons 
should be especially improved. The current version utilizes very simple methods 
which can be replaced by more advanced approaches known from the latest 
research works. From the point of view of hardware, an adequate increase in the 
measurement rate can be very conducive for decreasing the delay in processing 
the results. 
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Abstract: In this paper, the data envelopment analysis method is used to examine the 

competitiveness of higher education in selected countries / regions in Europe. The 

competitiveness of higher education is analyzed on the basis of available information on the 

chosen indicators, interacting with a model of investment which is applied in the field of 

higher education. The purpose of the research is to determine the level of competitiveness 

of higher education of the Republic of Serbia and its Autonomous Province of Vojvodina, as 

a European region, compared to selected European countries. The research results indicate 

that the application of the new investment model would improve the unsatisfactory 

competitiveness of the higher education of the Republic of Serbia and AP Vojvodina. 

Because of the large differences in the competitiveness of higher education among the 

analysed countries / regions, the research results point to the need for a unified approach 

in creating a development strategy and improving the competitiveness of higher education 

in Europe. 

Keywords: competitiveness index; investment model; higher education 

1 Introduction 

Higher education is of particular importance for the economic competitiveness of 

any society, as higher education institutions generate knowledge and develop 

expertise and skills which enable individuals to achieve their personal goals as 

well as become valuable members of society. The competitiveness of higher 

education should be implemented so that it can be enjoyed by all institutions, 

regions and countries, and contribute to a global society based on education [25]. 
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The choice of a higher education investment model has a decisive impact on the 

competitiveness of higher education. It is shown that the quality of teaching, the 

scope and structure of investment, the number of students as well as the 

competitiveness of higher education all depend on the investment model. Different 

investment models result from the social conditions in certain countries, the 

method of implementation of the Bologna Declaration [24], as well as historical, 

educational and cultural characteristics. The choice of the investment model 

depends on the budget capacity but also on the commitment of the state regarding 

the amount of public funds spent on investment in higher education. 

Investment in higher education in Serbia is insufficient. In 2010, it amounted to 

€1,201.90 of budgetary resources per student [22], and in AP Vojvodina, as a 

European region, €1,076.60 per student [22]. Out of the 30 countries/regions 

analysed (26 countries of the European Union, all countries with the exception of 

Luxembourg, which could not be included in the research because of the 

inadequacy of information in the field of higher education, as well as Serbia, AP 

Vojvodina, Croatia and FYR Macedonia), Serbia was 28th, and the AP Vojvodina 

29th in front of the FYR of Macedonia [10]. These data indicate the need to 

implement new investment models for higher education in Serbia, which will 

encourage investment in higher education, especially in its competitiveness and 

ability to be a participant in the competitive market of higher education of the 

European Union. 

This paper analyses the state of the competitiveness of higher education in Serbia 

and AP Vojvodina, through observation and analysis of selected indicators of 

competitiveness and through calculating the index of competitiveness of higher 

education. The goal of this paper is to present an overview of the possibilities for 

increasing the level of the competitiveness of higher education in Serbia by 

implementing a new investment model. 

One of the aims of the present study is an econometric analysis of the rankings of 

Serbia and AP Vojvodina, in terms of the competitiveness of higher education in 

relation to the aforementioned European countries in the period from 2006 to 

2010. Using econometric analysis, this study determines changes in the rank and 

competitiveness index of higher education in Serbia and AP Vojvodina in relation 

to the aforementioned European countries, applying a new model of investment. 

Since the present study analyses the competitiveness of higher education, the 

results are significant for both the professional and the academic community. The 

importance of the study is also reflected in the fact that higher education has a 

crucial influence on the creation of a knowledge based society, on learning and on 

innovation, an important political as well economic goal of all countries of the 

European Union in line with the Lisbon Agenda [18]. Therefore, the study is 

important for the strategy-makers in the European area of higher education, but 

also for development strategy-makers in higher education as well as institutions of 

higher education in Serbia and AP Vojvodina. 
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The paper consists of five chapters. After the introductory section, the second 

chapter refers to the literature review dealing with related research. The third 

section describes the research methodology, and the fourth analyses the results of 

research compared to the index of competitiveness of higher education in the 

selected countries / regions in Europe. The conclusion, based on the analysis of 

survey results, proposes measures and activities to the strategy and development 

policy makers of higher education in the European Union, Serbia and AP 

Vojvodina, in order to improve the competitiveness of higher education. The 

conclusion also points to directions for further research in this area, as well as to 

the limitations of the present study. 

2 Literature Review 

Theoretical discussions on investment in higher education are often limited to one-

off discussions on the details of a particular model of investment, without 

considering the role and impact of higher education on overall social and 

economic development and competitiveness. Further, these discussions rarely 

perceive the performance of individual models from the perspective of a better-

quality investment in higher education, nor do they consider the impact of 

investment on the competitiveness of higher education. Bearing this in mind, the 

theoretical consideration of investment in higher education begins with a review of 

the new trends and paradigms of higher education relating to the role, function and 

impact of higher education on overall social and economic development, as well 

as on competitiveness. 

In the scientific literature, there is a number of different concepts and attitudes 

about the role and impact of higher education on social development, which points 

out the fact that there are a large number of parties interested in the optimal 

functioning of higher education. The views on the role and impact of higher 

education related to functionalism focus on outcomes in higher education. The 

representatives of this concept [1], [19] start from the idea of knowledge as the 

main element of higher education: "knowledge is material, and research and 

teaching are the main technologies" [1, p. 12]. 

Representatives of the functional approach to higher education believe that the 

choice of the most appropriate model of investment in higher education is greatly 

influenced by the fact that changes and integrations are the most important 

challenges of higher education. Investment models can be chosen so that the speed 

of change and the integration of higher education are improved. However, the 

extent to which a particular investment model can be applied in a given system of 

higher education is primarily determined by the required measure of change of the 

education system. 
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In academic debates regarding the most appropriate investment model in higher 

education, there exist both instrumentalist and utilitarian attitudes towards higher 

education, albeit reductionist regarding the understanding of social reality [11], 

[20], [6]. Arguments in favour of the application of one of the investment models 

are based on the expected or actual impact of higher education on social, 

economic and personal development, particularly in terms of the share of public 

and private investment in higher education. Authors who advocate for public 

investment claim that, if it is assumed that employees with a university degree 

earn more than those who have not attained university degrees, in the case of 

progressive tax rates on income, employees with a university education will be 

paying higher taxes. If the future revenue on the grounds of such tax is more than 

current expenditure, increased public investment in higher education is 

automatically justified. On the other hand, investment models in higher education 

where the primary source of income comes from public funds are not considered 

suitable investment models in higher education by some authors [20], [6]. 

According to them, such models do not contribute to the prosperity, development 

and increase of the competitiveness of higher education, and therefore investment 

models which include both public and private sources of funding are preferred. 

Del Rey and Racionero [6] believe that a successful and competitive investment in 

higher education should involve investments from two sources: public, through tax 

subsidies where higher education costs are paid for from general taxation, and 

private, where every student pays for their education through loans. They advocate 

joint investment in higher education, from public and private sources, without 

stating the optimal proportion of such investment [15]. 

In the area of economic development, higher education increases productivity and 

competitiveness, particularly through the growth of the human capital and the 

creation of a better educated, more qualified and more skilled workforce. In 

addition, in the knowledge economy, knowledge production, together with the 

effective and efficient transfer of knowledge to industry (in the broad sense), is 

one of the key factors for economic growth [13], [4], [17]. The connection 

between education and economic growth is suggested by other studies [16], with 

the conclusion that an additional year of schooling leads to an increase in GDP per 

capita of 4%-7%. 

Considering the problem of the competitiveness of higher education, some authors 

[7], [23] state that internationally oriented universities contribute to the 

competitiveness of countries and thus determine whether countries benefit from 

globalization, and in what way. A major obstacle to the greater competitiveness of 

higher education is outdated academic structure and organization of universities, 

rendering them unable to guarantee academic prestige. Academic competitiveness 

can be improved by greater investment in higher education, opening national 

programs of university funding to foreign participants, as well as intensifying 

transnational programs of higher education financing. 
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The amount of tuition paid by students of higher education institutions affects the 

competitiveness of higher education. In many countries, tuition, i.e. the cost of 

higher education covered by students, is regulated by the state through a model of 

investment in higher education. By keeping tuition costs at specified levels, the 

state tries to make higher education more accessible, and this is the main argument 

for the implementation of the policy of regulating the price of tuition. Empirically, 

it turns out, however, that the price flexibility of demand of higher education is 

elastic [5], meaning that if there is no response to changes in tuition by students, 

the increase in demand that occurs as a result of regulated tuition fees is limited. 

Development trends and tendencies in the field of higher education suggest that 

the development of the competitiveness of higher education should be directed 

towards more differentiated higher education systems, especially when there is a 

broad consensus that it is necessary to establish the country's elite universities. 

The fact is that the dual objective of mass access and excellence requires a 

dynamic and competitive sector of higher education [2]. Globalization expands the 

market of higher education beyond state borders, which increases the competition 

and demand for higher education. In order to help differentiate on the basis of the 

quality of higher education, it is believed [12] that higher education institutions 

should be allowed to choose their own tuition rates. 

The analysis of the consequences when institutions are allowed to choose their 

own fees is particularly accentuated, because the fees in such case would represent 

actual costs and market situation of higher education. This would certainly 

encourage competition in the market for higher education. Universities would 

make an effort to stand out by providing a range of specific programs of study, i.e. 

a specific combination of price and quality [3]. The difference between supply and 

demand would be levelled as institutions would become more aware of the real 

needs of the students and their social demands. This would also encourage 

competition to attract students (by giving a discount on tuition fees for example), 

and institutions would try to win over students whose profiles best match the 

specific study programs in their offering. 

It is necessary, however, to note two facts [5]: firstly, there is the possibility of 

expressing the view that the functioning of any institution of higher education 

cannot be the same as other companies that operate in the normal open market. 

While commercial companies mainly operate on the principle of maximizing the 

profits of their investors, institutions of higher education are mostly looking for 

the highest quality and for academic reputation. In this regard, it is difficult to 

expect that the pricing policy of education and tuition, i.e. fees dictated by the 

higher education institutions, would strictly follow the principle of profit 

maximization. Secondly, the planned consequences of the deregulation of the 

prices of tuition fees in higher education would come into play only when the 

market of higher education is completely free. 
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In contrast to the abovementioned studies, which are listed as comparative or 

similar studies in the area of research, this study deals with the econometric 

analysis of the competitiveness of higher education in Serbia and in AP 

Vojvodina, in relation to the competitiveness of 26 countries of the European 

Union, Croatia and the FYR of Macedonia in the period from 2006 to 2010. 

3 Research Methodology 

The competitiveness index of higher education in the 26 studied countries of the 

European Union, Serbia and its AP Vojvodina, as a European region, Croatia and 

FYR Macedonia, is calculated using the modified method modelled on the 

research methodology of calculating the index of competitiveness of European 

countries / regions created by Robert Huggins [21]. The aforementioned 

methodology was originally applied to rank the regions in the UK, as well as the 

countries / regions in the European Union. The period investigated in this paper is 

from 2006 to 2010, and the methodology applied involves the use of methods of 

analysis and synthesis and the use of statistical and mathematical methods, 

particularly data envelopment analysis (DEA method), which is the application of 

linear programming method based on the ranking of countries / regions according 

to individual indicators analysed. 

Determining the competitiveness index of the higher education of these countries 

and AP Vojvodina involves the analysis of the three indicators which are, 

according to the applied research methodology, in function of the change of 

competitiveness of higher education: 

�  The number of students per 1000 population (P1); 

�  100 - the number of students per 100 employees (P2), and 

�  Budgetary resources per student in EUR (P3). 

The study used a modified indicator: 100 – the number of students per 100 

employees, in order to avoid the effect of favouring the country / region that has a 

high unemployment rate. 

The DEA method determines the competitiveness index of the higher education of 

the countries / regions analysed. There are n elements (countries) Ei, i = 1,2, ..., n 

with k parameters each Pij, j = 1,2, ..., k. The condition of using the calculation 

methods and the correct interpretation of the results is that the data are consistent, 

i.e., that the higher value of each indicator has the same positive (or negative) 

effect on the common indicator; otherwise, it is necessary to calculate the 

individual indices through the reciprocal value, opposite number or subtraction of 

a constant. 
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The rank of each element is identified by each indicator
ij
R , so that the element 

with the highest value of the indicator has the rank of 1 and there is an adequate 

number of points assigned to each rank, so that the element with the highest value 

of indicators has the highest number of points: 

ij ij
Y n 1 R                                                                        

(1) 

where: 

ij
Y  : The number of points of element rank 

 
ij

R : Element rank 

n  : Number of elements 

Proxy variables vj for each indicator are introduced and a set of n constraints is 

formed: 

k

ij j
j 1

R v 1, i 1,2,...,n


                                                                                   (2) 

where: 

k  :  Number of indicators 

j
v  : Dummy variables which correspond to certain indicators. 

provided that: 

 
j

0 v 1, j                                                                                                          (3) 

Linear programming, i.e. the DEA method, is used for determining the optimum 

value of the dummy variable with function criteria: 

 

k

ij j i i
j 1

max R v z i 1,2,...,n


                                                                       (4) 

This gives an n set of optimal values of dummy variables  i1 i2 ik
v ,v ,...,v , 

for which the derived indicators are calculated for each element of the set: 

 

k

hj hjh i
j 1

z R v , i,h 1,2,...,n


                                                                      (5) 

where: 

 
 h i

z : Derived indicator 
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hj

v :  Dummy variables that correspond to certain indicators. 

The average value of the derived indicators for each element is the geometric 

mean: 

 

1
n n

i h i
h 1

D z


  
 
                                                                                                   (6) 

With the explanation: 

i
D  :  Geometric mean 

 h i
z  : Derived indicator 

Standardization of the derived indicators is performed: 

average value: 
n

i
i

1
D D

n
                                                                                   (7) 

deviation:  n 2

i
i 1

1
D D

n 
                                                                                (8) 

standardized value: i

i

D D
S





                                                                             (9) 

Calculating the average deviation of the initial values of indicators: 

The average value of the indicator: 
n

j ij
i

1
P P

n
                                                  (10) 

j
P  : Average values of original indicators 

ij
P  : Original value of indicators 

The deviation of the initial values of parameters is adjusted so that the average 

value is 100: 

 

1
2 2

n
ij

j
i 1 j

P
1

100 100
n P

  
      
  

   
                                                                           (11) 

The average deviation of the original value of the indicator is calculated as the 

geometric mean to the formula: 

deviation of the average value: 

1

kk

p j
j 1

 
   

 
                                                  (12) 
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Standardized derived indicators are corrected with an average deviation of the 

initial values of indicators: 

 
i i p

K S 100                                                                                                 (13) 

where: 

 
i

K : Final value of DEA index points. 

The obtained values of the DEA index points 
i

K  indicate the relative position of a 

given element in the set and are in line with the size of the original variables. The 

meaning of the points obtained is in accordance with the meaning of initial 

variables; i.e., if the initial variables indicated a better position of the elements of a 

set, it was shown by the obtained points. 

The study, using the described methodology first, and based on initial data for the 

given indicators, calculated the DEA indices of the competitiveness of the higher 

education of 26 countries of the European Union, Serbia, AP Vojvodina (as a 

European region), Croatia and the FYR of Macedonia for the period from 2006 to 

2010. The indices for Serbia and AP Vojvodina were calculated by the current 

model of investment in higher education [14]. The current model of investment is 

based on a formula with exclusive entrance criteria (the number of students 

enrolled for the first time, the number of teaching and non-teaching staff) in the 

allocation of budgetary resources for public institutions of higher education. 

Thereafter, the authors applied a new investment model in higher education [15] to 

the baseline data for these indicators of competitiveness, which refer to Serbia and 

AP Vojvodina, ex post, in the same conditions. A new investment model in higher 

education is based on a formula that contains a combination of input - output 

criteria (the number of first time enrolments and the number of graduates, the 

proportional cost per student) in the allocation of investment, budgetary resources 

per student in study programs in higher education. By calculating investment costs 

per student in a study program and increasing the number of state-funded students, 

a new investment model, in the long term, encourages the employment of 

graduates. The faster employment of graduates of higher education through 

planning is a qualitative feature of the new model of investment in higher 

education relating to the results of its application. The aim and purpose of the new 

model of investment is the analysis of its influence on the changes in the 

competitiveness ranking of higher education of Serbia and AP Vojvodina, as a 

European region. 
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4 The Research Results 

4.1 The DEA Index of Competitiveness of Selected Countries 
in Europe, Serbia and AP Vojvodina for the Period from 
2006 to 2010 

Using the described methodology, based on the initial indicators of 

competitiveness, the DEA index of competitiveness of higher education and their 

ranking was calculated for the 26 countries of the European Union, Serbia, AP 

Vojvodina (as a European region), Croatia and FYR Macedonia for the period 

from 2006 to 2010, and the data are shown in Table 1. 

Table 1 

DEA competitiveness index of higher education and ranking of selected European countries, Serbia 

and AP Vojvodina, in the period from 2006 to 2010 

2006 2007 2008 2009 2010 
No 

Country 

/Region 
DEA 

index Rank

DEA 

index Rank 

DEA 

index Rank

DEA 

index Rank

DEA 

index Rank 

1 Serbia 57.58 30 56.60 30 59.43 30 56.19 30 55.52 30 

2 AP 

Vojvodina 59.92 29 61.74 29 64.51 29 64.17 29 59.95 29 

3 Croatia 86.07 26 87.87 26 90.74 24 92.06 23 88.27 26 

4 FYR 

Macedonia 70.61 28 71.50 28 69.38 28 76.01 28 77.45 28 

5 Belgium 98.98 19 97.64 20 99.24 20 99.51 19 103.04 12 

6 Bulgaria 94.67 21 99.51 19 102.67 16 103.46 14 98.63 20 

7 Czech Rep. 108.16 12 109.10 13 109.19 10 110.62 9 109.74 11 

8 Denmark 121.52 1 116.69 1 116.84 2 117.36 2 117.05 3 

9 Germany 104.64 15 107.10 14 111.32 6 114.38 5 113.04 6 

10 Estonia 112.49 8 111.94 7 108.04 13 101.23 17 99.92 18 

11 Ireland 114.90 4 112.29 6 109.37 9 103.53 13 102.03 14 

12 Greece 89.54 25 89.08 25 86.81 27 87.73 27 88.20 27 

13 Spain 107.99 13 106.10 15 104.16 15 100.11 18 99.82 19 

14 France 98.25 20 97.56 21 100.18 19 102.30 16 100.97 16 

15 Italy 93.98 22 93.40 23 94.97 23 96.44 22 95.91 23 

16 Cyprus 105.07 14 109.52 11 111.46 5 112.90 7 113.51 5 

17 Latvia 111.53 9 112.82 5 108.67 12 96.98 20 97.17 21 

18 Lithuania 102.38 16 103.19 16 96.81 21 89.78 26 90.41 25 

19 Hungary 91.36 23 89.17 24 88.21 25 89.91 25 91.87 24 

20 Malta 89.89 24 95.67 22 101.67 18 104.14 12 102.77 13 
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21 Netherlands 116.64 3 115.57 2 117.20 1 120.28 1 118.37 1 

22 Austria 110.17 11 110.52 9 112.78 4 115.29 3 115.68 4 

23 Poland 81.80 27 86.71 27 87.36 26 90.87 24 96.81 22 

24 Portugal 111.23 10 110.54 8 110.88 7 112.50 8 110.52 9 

25 Romania 100.04 18 99.90 18 95.77 22 96.84 21 100.02 17 

26 Slovenia 114.38 5 113.05 4 109.07 11 109.44 10 111.05 8 

27 Slovakia 100.59 17 101.29 17 102.24 17 102.48 15 101.91 15 

28 Sweden 118.83 2 114.55 3 114.05 3 114.40 4 117.52 2 

29 United 

Kingdom 114.20 6 110.20 10 110.56 8 113.27 6 112.55 7 

30 Finland 112.59 7 109.19 12 106.43 14 105.83 11 110.31 10 

Source: Eurostat (2010), Statistical Office of the Republic of Serbia (2011), and author's 

own calculations 

Based on the data in Table 1, it can be concluded that the greatest competitiveness 

of higher education among the 30 surveyed countries / regions in Europe is in 

countries where the output criteria and factors involving increased amounts of 

budget investment are the basis of models of investment in higher education. 

Denmark is in the first place in 2006 and 2007, and the Netherlands is in the first 

place in the next three years analysed. Listed after them is another Scandinavian 

country, Sweden, which in the given five-year period is in the second or the third 

place, except in 2009 when the country was listed in the fourth place. In Sweden, 

in recent years, stricter connections were enforced between academic progress and 

budget grants, which is favourable to the further development of higher education 

and its competitiveness. 

Among the other highly industrialized countries, there is significant 

competitiveness of higher education in the five-year period analysed, in the cases 

of Great Britain, Austria and Germany. In these countries, the increased demand 

for higher education scholarships was matched by higher tuition prices. A special 

feature of these industrialized countries is that in the last three years analysed, i.e. 

in 2008, 2009 and 2010, they significantly improved the competitiveness of higher 

education, analysed using the competitiveness index. On the other hand, two 

highly developed industrial countries of the European Union, Italy and France, 

have low competitiveness of higher education, primarily due to lower budget 

allocations per student compared to other developed countries of the European 

Union. This especially applies to Italy, which was located at the 22nd or 23rd place 

in the five-year period, out of the 30 European countries / regions analysed. 

It is important to mention the index of higher education competitiveness of Ireland 

and Cyprus, which are seeking to step up their social and economic development 

based primarily on the principle of the "knowledge society" [18]. While in Cyprus, 

competitiveness was on the rise in the period from 2006 to 2010, in Ireland, 

affected by the economic crisis, it was quite the opposite: there the 

competitiveness of higher education decreased in the five-year period analysed. 
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The lowest competitiveness of higher education among the analysed countries of 

the European Union was found in Greece, in the 25th position in 2007 and 2006 

and in the 27th position in the other three years of the five-year period. The index 

points of the most competitive countries and of the countries with the lowest 

competitiveness indicate that there are clearly noticeable disparities in 

competitiveness of higher education among the analyzed countries / regions, 

because the difference is more than 60 percentage points. 

In the countries of former Yugoslavia, Slovenia was highly ranked in all years of 

the five-year period. This especially applies to 2006 when it ranked fifth, and even 

more so in 2007 when it ranked fourth. Croatia ranks low in 2006, 2007 and 2010, 

at the 26th place, in 2008 at the 23rd place and in 2009 at the 24th place in the five-

year period analysed. The lowest competitiveness of higher education among the 

countries of former Yugoslavia, according to the methodology applied, is found in 

FYR Macedonia. While in Slovenia the applied investment model in higher 

education is characterized by a high degree of financial autonomy of institutions, 

as well as a combination of input and output criteria in the model formula, in the 

current investment model in Serbia, as well as the investment model of Croatia 

and FYR Macedonia, there is a low level of financial autonomy of institutions and 

mostly input criteria in the allocation of budgetary funds. These facts, related to 

the performance of the investment model, affect the competitiveness of the higher 

education of these countries. 

Because of the least favourable initial values of the indicators of the 

competitiveness of higher education, the competitiveness of the higher education 

of Serbia and AP Vojvodina is the lowest of all the European countries analysed. 

According to the competitiveness of higher education, analyzed using the existing 

model of investment in which the criteria are based on inputs, Serbia is at the 30th 

place in all years of the five-year period, and AP Vojvodina is at the penultimate 

29th place. This data indicates the need to implement a new investment model for 

the higher education system in Serbia to improve investment and to increase the 

number of state-funded students and graduates employed, and thus to contribute to 

an increase of higher education competitiveness. 

4.2 DEA Competitiveness Index, Serbia and AP Vojvodina, for 
the Period from 2006 to 2010 after the Implementation of 
the New Investment Model 

Based on the applied methodology, the DEA indices were calculated and the 

rankings of the competitiveness of higher education in Serbia and AP Vojvodina 

were determined and compared to the 26 countries of the European Union, Croatia 

and FYR Macedonia, after the implementation of the new investment model [15]. 

These are shown in Table 2. 
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Table 2 

DEA competitiveness index of higher education and ranking of selected European countries, Serbia 

and AP Vojvodina, in the period from 2006 to 2010 after the implementation of the new investment 

model 

2006 2007 2008 2009 2010 No 

Country 

/Region 
DEA 

index Rank

DEA 

index Rank

DEA 

index Rank

DEA 

index Rank

DEA 

index Rank 

1 Serbia 61.18 30 57.75 30 62.70 30 59.41 30 58.72 30 

2  AP 

Vojvodina 62.94 29 62.71 29 67.45 28 66.94 29 62.68 29 

3 
Croatia 84.93 26 87.50 26 89.94 24 91.33 23 87.24 26 

4 FYR 

Macedonia 68.63 28 70.79 28 67.41 29 74.38 28 75.74 28 

5 Belgium 98.53 19 97.46 20 98.86 20 99.13 19 102.85 12 

6 Bulgaria 94.01 21 99.38 19 102.50 16 103.33 14 98.20 20 

7 Czech Rep. 108.27 12 109.18 13 109.36 10 110.86 9 109.98 11 

8 Denmark 122.33 1 116.91 1 117.39 2 117.96 2 117.71 3 

9 Germany 104.58 15 107.16 14 111.70 6 114.92 4 113.57 6 

10 Estonia 112.74 8 112.03 7 108.03 13 100.85 17 99.44 18 

11 Ireland 115.33 4 112.40 6 109.52 9 103.37 13 101.77 14 

12 Greece 88.43 25 88.66 25 85.61 27 86.56 27 86.93 27 

13 Spain 108.04 13 106.10 15 104.04 15 99.76 18 99.43 19 

14 France 97.78 20 97.40 21 99.89 19 102.13 16 100.70 16 

15 Italy 93.27 22 93.14 23 94.39 23 95.94 22 95.34 23 

16 Cyprus 105.04 14 109.63 11 111.80 5 113.28 7 113.98 5 

17 Latvia 111.68 9 112.91 5 108.64 12 96.31 20 96.47 21 

18 Lithuania 102.00 16 103.06 16 96.10 21 88.65 26 89.21 25 

19 Hungary 90.44 23 88.79 24 87.19 25 88.99 25 90.99 24 

20 Malta 89.02 24 95.50 22 101.56 18 104.15 12 102.70 13 

21 Netherlands 117.21 3 115.78 2 117.82 1 121.08 1 119.16 1 

22 Austria 110.40 11 110.64 9 113.17 4 115.83 3 116.31 4 

23 Poland 80.26 27 86.23 27 86.16 26 89.85 24 96.08 22 

24 Portugal 111.50 10 110.65 8 111.17 7 112.90 8 110.84 9 

25 Romania 99.65 18 99.75 18 95.10 22 96.21 21 99.54 17 

26 Slovenia 114.69 5 113.13 4 109.05 11 109.47 10 111.22 8 

27 Slovakia 100.25 17 101.18 17 101.99 17 102.23 15 101.62 15 

28 Sweden 119.46 2 114.71 3 114.42 3 114.80 5 118.18 2 

29 United 

Kingdom 114.62 6 110.29 10 110.79 8 113.72 6 112.96 7 

30 Finland 112.80 7 109.19 12 106.26 14 105.66 11 110.43 10 

Source: Eurostat (2010), Statistical Office of Serbia (2011), and author's own calculations 
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Based on the data presented in Table 2, it can be concluded that with the 

implementation of a new investment model, the competitiveness of higher 

education of Serbia is increased, compared to the selected European countries in 

each year of the analysed period of five years: in 2006 by 3.60 percentage points, 

in 2007 by 1.15, in 2008 by 3.27, in 2009 by 3.22 and in 2010 by 3.20 percentage 

points. 

In AP Vojvodina there are similar trends, but with lower growth of the 

competitiveness index of higher education. The competitiveness of higher 

education in AP Vojvodina, as a European region, with the implementation of a 

new investment model in higher education is also improved, because the initial 

index points using the new model of investment in 2006 are higher by 3.02, in 

2007 by 0.97, in 2008 by 2.94, in 2009 by 2.77 and in 2010 by 2.73 percentage 

points. It is noted that, due to the low budgetary investment in higher education in 

AP Vojvodina and the fewer students per 1,000 residents, by using the new 

investment model and methodology described, there was a lower pace of the 

growth of the competitiveness index of higher education in relation to the growth 

of the same index in Serbia as a whole. 

According to the new model of investment, there was no change in the rank of 

Serbia in relation to the selected European countries and AP Vojvodina, as a 

European region, since in all years of the five-year period analysed, the 

competitiveness ranking of Serbia remained at the 30th place. It is similar with AP 

Vojvodina, which, using the new investment model in higher education and 

compared to selected European countries improved its competitiveness ranking in 

2008 only. 

Based on these data and facts, it is shown that the application of the new 

investment model contributed to increasing the competitiveness of higher 

education in Serbia and in AP Vojvodina, and its application is necessary and 

expedient. 

Conclusion 

The results of the analysis presented in this paper suggest an unsatisfactory 

competitiveness of higher education of Serbia and AP Vojvodina, as a European 

region. The competitiveness is not adequate to the need and dynamics of 

development of higher education in transition countries like Serbia. Stronger 

social and economic development is conditioned by creating a knowledge based 

society, and by learning and innovation, which includes the need for further 

development of higher education in Serbia and an increase of its competitiveness. 

Therefore, the higher education system should direct its educational and research 

capacity at increasing development needs of society and the economy. 

Facts and figures obtained in this study suggest the need to intensify efforts and 

resources in the field of higher education with the aim of increasing the 

competitiveness of higher education in Serbia and AP Vojvodina, in relation to the 
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countries of the European Union. On the basis of these results, the educational 

authorities in the higher education of Serbia are suggested to implement a new 

investment model. The application of the new investment model would increase 

the volume of investment in higher education, the number of state-funded 

students, the employability of graduates, and thus the competitiveness of higher 

education. 

The results indicate that a unified approach to strategy development and higher 

education competitiveness in the European Union is necessary. This is because 

there are very large differences in the competitiveness of higher education among 

the European countries analysed. The creation of a knowledge based society 

implies a higher share of highly educated population. Thus, the need to increase 

the quality and quantity as well as the international competitiveness of higher 

education is one of the basic issues for which authorities in the higher education 

sector in European countries should find appropriate solutions in the future. 

Restrictions regarding the research are related to the fact that this research did not 

analyse the higher education competitiveness of the EU as a whole. There are also 

limitations regarding the indicators of competitiveness of higher education used to 

calculate the DEA competitiveness index. Some factors which are not only in the 

spheres of policy makers and development strategy of higher education affect the 

change of these indicators, such as demographic changes, the socio-economic 

status of the population, the interest in studying in the function of labour market 

trends, and the like. On the other hand, there is the issue of unemployment or 

employment reduction due to the effects of the economic and debt crisis and its 

impact on the analysed indicators. 

Bearing this in mind, the directions for further research will be related to the DEA 

analysis of the competitiveness index of higher education by researching other 

relevant indicators of competitiveness of higher education, such as the number of 

graduates in the total number of students and higher education participation in 

total employment. 
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Abstract: JAVA is one of the favorite languages amongst software developers. However, the 

numbers of specific software metrics to evaluate the JAVA code are limited. In this paper, 

we evaluate the applicability of a recently developed multi paradigm metric to JAVA 

projects. The experimentations show that the Multi paradigm metric is an effective measure 
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1 Introduction 

One of the important issues in the software development process is to maintain the 

quality of the software. Complex codes are not desirable because they are hard to 

maintain and reduce the quality of the software [1] [2]. The complex codes also 

decrease the understandability and increase the burden on reviewers, testers and 

maintainers. In this point of view, if the complexity is not controlled from the 

beginning of software development, it may cause higher maintainability and 

reduce the quality of the product. As a result, complex code increases the cost of 

software/software product. To overcome this issue, the complexity of the code 

should be controlled. Software metrics are the tools to control the complexity. 

Researchers are making continuous efforts to produce metrics to control the 

complexity of the code. Further, software metrics tend to compare various 

parameters such as cost, effort, time, maintenance, understanding and reliability. 

Metrics are indispensable from several aspects, such as measuring the 

understandability of a code, the testability of the software, the maintainability and 

the development processes [3]. 

Over last two decades, object oriented programming languages have gained 

considerable acceptance from the software development community. Among 

several object-oriented languages, JAVA has become a favorite language for 

developing software products. The popularity of JAVA has arisen as a 

consequence of its unique features. On the other hand, to evaluate the quality of 

the software code written in JAVA, few metrics [4] are available in the literature. 

We mention the effort of researchers [4-10] who tried to control the quality of 

JAVA by considering different aspects and features of JAVA programming. 

Dufour [4] proposed dynamic metrics for JAVA. Cahoon et al. [5] worked on data 

flow analysis for software perfecting linked data structures in JAVA controllers. 

Sudaresan et al. [6] researched practical virtual method call resolution for JAVA. 

Vijaykrishnan et al. [7] have produced tuning branch predictors to support virtual 

method invocation in JAVA. Qian et al. [8] proposed a comprehensive approach 

to array bounds check elimination for JAVA. Erik Ruf [9] proposed a 

methodology for the effective synchronization removal for JAVA. Shuf et al. [10] 

proposed a structured view and opportunities for optimizations by characterizing 

the memory behaviour of JAVA workloads. Mäkelä et al. [11] proposed a new 

client based metric, Lack of Coherence in clients (LCIC), and developed a tool for 

measuring the metric for JAVA projects. The authors tried to improve the quality 

of code through the LCIC metric, which measures how a class is used by other 

classes in a context. In their comparison analysis, the authors also suggested which 

type of refactoring is required. In an another empirical study of JAVA inheritance 

evaluation, Nasseri et al. [12] found that larger and highly coupled classes were 

less cohesive and more frequently moved than smaller and less coupled classes. 

Kaczmarek and Kucharski [13] demonstrated how to estimate size and efforts for 

JAVA based applications. They presented three models of size estimations, which 
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were based on class and method size. The authors concluded that for big projects, 

for example projects of nearly one million lines of code, the average class and 

method size will be independent from the application size. Giuseppe [14] 

proposed a semantic similarity metric which combines the features and intrinsic 

information content. Romano [15] proposed using source code metrics to predict 

change-prone JAVA interfaces. None of the above works evaluate the quality of 

the JAVA code, which is responsible for the understandability and therefore the 

maintainability of the JAVA product. It is worth mentioning that maintainability is 

identified as one of the most important software quality [16] attributes. 

In this paper, we apply a recently proposed metric [17] that was developed for 

multi-paradigm languages on JAVA projects. A multi-paradigm language is a 

language which includes features of two or more than two programming 

paradigms. The metric developed in [17] considered procedural, object oriented 

paradigm, and combined the function point metric [18] to estimate complexity due 

to the functionality of the code/project and an object oriented metric [19] to 

estimate the complexity of object oriented features. The proposed multi-paradigm 

metric [17] was applied in a project written in C++. Since JAVA is also a multi 

paradigm language, which includes features of procedural and object-oriented 

language, we apply the same metric to evaluate JAVA projects. In fact, the agenda 

of the present paper is twofold. Firstly, we want to check the applicability of the 

multi-paradigm metric in JAVA projects; and secondly, we want to perform more 

experimentation for the empirical validation of the multi paradigm metric, given 

that the real applicability of a metric cannot be proved without a series of 

empirical observations [20]. Even more, we will evaluate the theoretical 

soundness of the multi paradigm metric by applying the principles of 

measurement theory to the multi paradigm metric. 

Before moving ahead, we would like to summarize our previous works in this 

area. We have developed metrics for procedural languages [21], object oriented 

languages [19], [22], [23], and multi paradigm languages [17]. One of the 

coauthors of this paper is also involved in developing metrics for various 

purposes, e.g. web-services, [24], [25], SOA and XML schema languages[26], 

[27], Business Process Modeling[28], etc. Another coauthor has proposed a 

scheme for the verification and validation of JAVA code by combining code style 

check and some code metrics to prioritize test cases [29]. 

The structure of the paper is as follows. The definition of the multi paradigm 

metric is given in Section 2. In Section 3, we first evaluate the metric to check its 

soundness from the principles of measurement theory, and then we apply the 

metric on JAVA projects in Section 4. The conclusion of the work is in the last 

section. 
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2 Multi-Paradigm Complexity Measure 

Measurement 

In order to compute the complexity of software system, the authors [17] have 

suggested how to compute the quality of the code by considering that the overall 

complexity of the software system depends on the functionality as well as on 

different factors of the object oriented and procedural parts of the system. 

Accordingly, the computation of the quality of code for multi-paradigm programs 

is presented as, 

Code Quality (CQ): The CQ is defined by the number of function points to the 

complexity values due to all the factors in the multi-paradigm program code. 

CQ = (FP / MCM)* 10,000 (1) 

where, FP [30] is the Function Point calculations for the code, and MCM 

represents the multi-paradigm complexity measurement and computes the 

complexity of the code as given in equation (2). MCM followed the similar 

approach of a metric developed for python [13]. 

lCproceduraCDclassCIclassMCM                           (2) 

where CIclass = Complexity of Inherited Classes, 

CDclass = Complexity of Distinct Class, 

and Cprocedural = Procedural Complexity. 

All these factors are defined as follows: 

The complexity of an independent class is calculated first because it plays a role 

either in the inheritance hierarchy or as a distinct class. In other words, for 

calculating CIclass or CDclass, first it is necessary to calculate Cclass, the 

complexity of an independent class. The complexity (Cclass) of an independent 

class can be computed as: 

)()()()()( cohesionWobjectsWstructuresWvariablesWattributesWCclass   (3.1), 

where Cclass represents the Complexity of a single class. 

In the above formula, the weight due to cohesion is subtracted because it reduces 

the complexity and is desirable from the point of view of software developers [1]. 

The weight of attributes or variables is computed as: 

MNDANDtesor attribuvariables W  *4)(         (3.1.1) 

where AND represents the Number of Arbitrarily Named Distinct 

Variables/Attributes, and 

MND represents the Number of Meaningfully Named Distinct 

Variables/Attributes. 
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Weight of structure: W (structures) is defined as the weight of structure of the 

methods inside the class: 

)()( BCSWstructuresW           (3.1.2) 

where BCS are basic control structures. 

Weight of objects Weight (objects) is computed as: 

2)( objectsW           (3.1.3) 

The weights of objects are assigned as 2, because it is similar as to how an object 

constructor is automatically called while creating it and it is a coupling. In other 

words, calling a function or creating an object represents the same complexity. 

The coupling can also occur due to method calls, which are already considered 

while computing the weight of structure in MCM. 

Weight of cohesion is defined as: 

AMMAcohesionW /)(   (3.1.4) 

where MA represents the Number of methods where attributes are used, and 

AM represents the Number of attributes used inside methods. 

While counting the number of attributes, there is no any importance of AND or 

MND. 

CIclass can be defined as: 

There are two cases for calculating the complexity of the Inheritance classes 

depending on the architecture: 

 If the classes are in the same level then their weights are added. 

 If they are children of a class, then their weights are multiplied due to 

inheritance property. 

If there are m levels of depth in the object-oriented code and level j has n classes, 

then the Cognitive Code Complexity (CCC) [23] of the system is given as 

 
 











m

j

n

k
jkCCCIclass

1 1

                                                                       (3.2) 

CDclass can be defined as: 

...)()(  yCclassxCclassCDclass          (3.3) 

Note: All classes that are neither inherited nor derived from another are parts of 

Cdclass even if they have caused coupling together with other classes. 

Cprocedural can be defined as: 

)()()()( cohesionWobjectsWstructuresWvariablesWlCprocedura   (3.4) 
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Weight of variable W(variable) is defined as: 

MNDANDvarialbesW  *4)(          (3.4.1) 

The variables are defined globally. 

Weight of structure W(structures) is defined as the weights of all the: 

methodobjectBCSWstructuresW .)()(           (3.4.2) 

where BCS are basic control structures, and those structures are used globally. 

‘object.method’ is a reachable method of a class using an object. ‘object.method’ 

is counted as 2, because it is calling a function written by the programmer. If the 

program consists of only procedural code, then the weight of the ‘object.method’ 

will be 0. 

Weight of objects W(objects) is defined as: 

2)( objectsW          (3.4.2) 

Creating an object is counted as 2, as is described above (3.1.3). Here it refers to 

the objects created globally or inside any function which is not a part of any class. 

If the program consists of only procedural code, then the weight of the ‘objects’ 

will be 0. 

NVNFcohesionW /)(         (3.4.3) 

where NF is the number of functions and NV means number of variables. 

Coupling is added inside W (structures) as mentioned in the beginning of the 

description of the metric. 

3 Theoretical Validation 

For the theoretical validation of the proposed metric, we follow the properties 

proposed by Briand et al. [31]. Briand et al. proposed five properties for 

evaluating a complexity metric. These properties provide a useful guideline in the 

construction and validation of complexity measures and have been used by several 

researchers [22], [32], [33]. In the following sections, we provide all these 

properties and evaluate our metric against these metrics. We want to clarify that 

Code quality is dependent on two different complexity metrics: Function Point 

and multi-paradigm complexity measurement. In our formulation, Function Point 

calculation is estimated at the whole project level and MCM is computed at class 

level. The properties proposed by Briand et al. [31] evaluate complexity measures 

which are applied on programs/classes/modules. From this point of view, we 

evaluate MCM against these properties, instead of code quality of multi paradigm 

programs. 
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Property 1: Non-Negativity 

The complexity value given by MCM for a class can never be negative. In our 

formulation there is only one possibility for MCM values to be negative, when the 

weight of cohesion will be higher than that the sum of weights all other factors of 

that class. This is not possible because the weight of cohesion is computed as 

NF/NV, and this number cannot be greater than the sum of number of methods (if 

we assume the weight of each method in class is one), number of attributes and 

other parameters like variables, etc. Hence, MCM satisfies Property 1. 

Property 2: Null Value 

It is possible that the elements of our metric will be absent from the class; in this 

case our metric gives a null value. See the following Table 1. 

Table 1 

Metric value of elements of a class 

Class att str var Obj MA AM Cohesion Comp./MCM 

XX 0 0 0 0 0 0 0 0 

Since the proposed measures can get a null value in a class our measures satisfy 

the Property. 

Property complexity 3 (Symmetry): By changing the order of statements, 

methods, attributes, and variables, there is no effect on our metric values. In other 

words, MCM will not change by changing the order of its elements. 

Property complexity 4 (Module Monotonicity): If we add two classes then the 

MCM values of the combined classes will be equal to the sum of MCM values of 

the individual classes. In our formulation we have also considered the effect of 

interference; i.e. if the classes are in a hierarchy, then first we add the complexity 

of classes which are the same level and then multiply with its parent’s class. In 

this case, also Module monotonicity is preserved. We can take an example of 

classes in our case study. We consider three classes: Figure2P, Rectangle, and 

Oval. Figure2P is a parent class of Rectangle and Oval classes. We add all these 

three classes; the complexity of Rectangle and Oval will be added first and then 

multiplied by the complexity of the Figure2P. According to the property of 

monotonicity: 

The complexity of combined classes in hierarchy will be estimated by: 

Figure2P * (Rectangle + Oval) = 10 * (29 + 29) 

 = 580                                                                                                       (A) 

If we sum the MCM values of all in depended classes, the MCM values of 

combined classes are 

=Figure2P + Rectangle + Oval) 

= 10 +29 + 29 

=68                                                                                                                         (B) 
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From equation A and B it is clear that the complexity of the combined classes is 

always equal to or greater than the sum of the complexity of the independent 

classes. As these examples confirm, our metric satisfies the module monotonicity 

property. 

Property complexity 5 (Disjoint Module Additivity): This property states that if 

the two classes are combined, then the combined class’s complexity will equal to 

the sum of complexity of the independent classes. This is the property of 

additivity, the most important property to achieve the scale of the metric. We will 

take two different examples to check this property, because classes may be 

arranged in two ways, first in the same level and second in different levels in class 

hierarchy. 

1. Consider the two classes at the same level. In our case study, two classes 

Rectangle and Oval are at the same level. Therefore, when we combine 

these two classes we can easily observe that the MCM values of the 

combined classes, i.e. 29+29 =58, will be the same as when we combine 

the classes independently. 

2. If we combine the classes at a different level, we will also find the same 

result. Suppose we combine the Figure 2P- Rectangle and Figure 2P-Oval. 

The MCM values of Figure 2P-Rectangle Class= 10*29= 290 

The MCM values of Figure 2P-Ovel Class= 10*29= 290 

The sum of the these two independent classes 

= MCM values of (Figure 2P- Rectangle + Figure 2P-Ovel) 

= 290+290 

= 580                                                                                                          (C) 

Now we compute the complexity of combined class Figure 2P- Rectangle-

Figure 2P-Ovel, which is computed as 

         =Figure2P * (Rectangle + Oval) = 10 * (29 + 29) 

 = 580                                                                                                       (D) 

From equation C and D, it is proved that MCM satisfies the additive 

property. 

Hence, MCM satisfies this property too. 

After satisfying all these five properties, i.e. additivity, module 

monotonocity, symmetry, null values and non-negative, we can conclude 

that our MCM is a valid and sensible measure from the theoretical point of 

view. Further, if a complexity metric satisfies the fifth property, then the 

metric is also on ratio scale. Property 5 proves that MCM satisfies the 

additive property and is on ratio scale. 
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4 Applicability of Multi-Paradigm Complexity Metric 

on JAVA Projects 

We have selected two projects for empirical validation of our metrics. Both 

projects are available online. We chose online projects due to two reasons: 1. the 

reader may also want to analyze the projects in the same way as the author. 2. 

They are completed and tested projects so one can assume them without any fault. 

The details of both the projects are the following: 

4.1 Chatting Application 

This is an application developed in JAVA for chat. The program is divided into 

two; client-side and server-side [34]. Inside this program inheritance between 

classes are not used; in fact, it has a simpler structure than other compared projects 

though it has a higher level of functionality. Therefore, it has the highest code 

quality. Its number of LOC (Lines of Code) is 1208. 

Firstly, we estimate the MCM and the Function points to evaluate the code quality 

of this project. The components of the MCM are computed and summarized in 

Table 2. 

Table 2 

Chat Application – Classes 

Class att str var obj MA AM cohesion Comp. 

CLIENT_INFO 2 2 0 0 1 2 0.5 3.5 

MainFrame(S) 0 39 4 20 0 0 0 63 

THBind 3 20 0 6 2 3 0.6 28.4 

Client_P 2 102 5 14 2 2 1 122 

MSG_RDR 0 8 0 6 0 0 0 14 

S_Client 0 2 0 2 0 0 0 4 

MainFrame(C) 3 30 4 16 1 3 0.3 52.7 

Form 3 68 0 20 2 4 0.5 90.5 

Sign_UP 0 18 0 16 0 0 0 34 

Frame3 0 15 0 10 0 0 0 25 

CHAT_WIN 2 16 0 12 2 2 1 29 

MSG_READER 0 8 0 2 0 0 0 10 

CMD_L 1 34 0 2 2 1 2 35 

A graph of the complexity values (MCM) for all the classes are shown in Figure 1. 

If we analyze this project (see Figure 1), we can find out that the maximum 

complexity is 122 which belongs to Client_P Class. This class is the most complex 

because it has the highest number of strings (22) and variables (5). In other words, 

this class has several control structures with variables. The average complexity of 
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the classes of this project is 39. The least complex class is CLIENT_INFO with a 

complexity of 3.5. This class includes only two attributes and two strings. 

 

Figure 1 

Complexity of Various Classes of the Chatting Application 

The procedural complexity of this project is summarized in Table 3. 

Table 3 

Chat Application – Cprocedural 

Non-Class var+str+obj Complexity 

Cprocedural 

(S_CHAT) 

9 9 

The main program is not very complex and it consists of 9 variables, strings and 

the object (Table 3). Therefore, its complexity is 9 (Cprocedural). 

Additionally in this project, all the classes are independent and no hierarchy 

amongst the classes is present. So this project 

1. Does not have complexity due to inheritance. i.e CIclass = 0. 

2. All the classes are treated as distinct classes so the complexity of the 

CDclasses will be sum of the complexity of all the classes; i.e., 

 CDclass = 511.1 

Accordingly, the value of MCM is computed as: 

           MCM = CIclass + CDclass + Cprocedural 

                      = 0 + 511.1 + 9 

                      = 520.1 
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The function point of this project is computed with the help of the count total 

computed in Table 4 and the value adjustment factors (VAF) based on the 

responses to the questions [30] given in Table 5. 

Table 4 

Chat Application – FP 

Weighting factor Information 

Domain 

Value 
Count Simple Average Complex Total 

EIs 17 3 4 6 68 

EOs 78 4 5 7 312 

EQs 1 3 4 6 6 

ILFs 0 7 10 15 0 

EIFs 17 5 7 10 119 

Count Total     505 

Table 5 

Responses of questions for VAF 

FP = count total* [0.65 + 0.01 x ∑ (Fi)] 

      = 505 x [0.65 + 0.01 x 32] 

      = 489.85 

Once we compute the MCM and function point (FP), we finally have to compute 

the code quality of the project. 

The code complexity of this project is computed as, 

CQ = (FP / MCM) * 10000 

CQ = (489.85 / 520.1) * 10000 

CQ = 9418.38108 

The code quality of this project is computed as 9418, which represents that the 

complexity of this project is not very high. In fact, CQ values are inversely 

proportional to complexity, i.e. high CQ values correlates to low complexity. This 

point will be clearer when we compare this project with a more complex project 

presented and computed in the next section. 

FP 

Question 

1 2 3 4 5 6 7 8 9 10 11 12 13 14 ∑(Fi) 

Value 

Adjustment 

factor 

0 5 5 3 1 3 3 0 3 2 3 0 0 4 32 
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4.2 Microprocessor Simulator 

Our second project is a Microprocessor simulator. This is a simple 8085 simulator 

program developed in JAVA [35]. This project includes 16 classes and 

encompasses numerous nested loops. Its number of LOC is 2332. Due to its 

extremely complex structure and simpler functionalities, it has a lower CQ value. 

We have to compute MCM and the function points to measure the code quality of 

this project. Table 6 shows the different parameters of MCM for all the classes of 

the project. Based on the complexity values, we have devised a graph for the 

complexities of all the classes in Figure 2. 

Table 6 

Microprocessor Simulator – Classes 

class att str var obj MA AM cohesion Comp. 

UserRam 1 14 0 8 2 1 2 21 

RunPro 1 5 0 0 2 1 2 4 

Proceed1 22 2512 15 0 7 22 0.3 2548.7 

Proceed 17 5454 25 2 13 17 0.7 5497.3 

SetFlag 5 44 0 0 1 5 0.2 48.8 

RunErrors 0 12 0 8 0 0 0 20 

MemArea 4 18 4 6 2 4 0.5 31.5 

InstArea 2 18 0 24 1 1 1 43 

SetC 2 15 3 0 1 2 0.5 19.5 

Check 1 22 8 0 1 1 1 30 

Check1 2 50 0 0 1 2 0.5 51.5 

About 0 10 0 12 0 0 0 22 

Check2 4 16 2 0 1 4 0.2 21.8 

Check3 2 18 2 0 1 2 0.5 21.5 

Check4 3 27 2 0 1 3 0.3 31.7 

FlagsWindow 0 10 2 8 0 0 0 20 

The graph in Figure 2 reflects the trends of the complexity of the classes of the 

projects. The average complexity of the classes is 527, which shows that, in 

general, the complexities of the classes are high. The highest complexity is 5497, 

which belongs to the class Proceed and is a consequence of the fact that this class 

contains the highest number of strings and that the complexity created by these 

strings is 5454. The lowest complexity belongs to the class RunPro, which is 4 due 

to its lowest amount of strings and attributes. 
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Figure 2 

Complexity of Various Classes of the Microprocessor Simulator 

We have to compute the complexity of the main program to calculate the 

procedural complexity (Cprocedural) of the project. The main program of the 

project has no variables, strings or objects, so complexity of this part is estimated 

as zero (Table 7). 

Table 7 

Microprocessor Simulator – Cprocedural 

Non-Class var+str+obj Complexity 

Cprocedural 0 0 

Additionally, this project has several inheritance hierarchies. Figure 3 

demonstrates the hierarchies among different classes. In fact, these hierarchies are 

the main reason of the increment of the overall complexity of the project. 

 

Figure 3 

Microprocessor – Inheritance 

Figure 3 shows that five classes are the child/subclasses in four different 

hierarchies. In one of the hierarchies, the depth of the inheritance tree is two. 
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Proceed class is at level two in the hierarchy. In the formulation of the complexity 

of the classes due to inheritance (CIclass), the complexities of classes are 

multiplied by each other. Accordingly, the total complexity of the classes caused 

by inheritance is computed as: 

CIclass =Complexity of ( MemArea*(RunPro*(Proceed))+ FlagWindows*SetFlag      

  + Check4*SetC +  Check2*Check3) 

              =31.5(4(5497.3)) + 20(48.8) + 31.7(19.5) + 21.8(21.5) 

              = 692659.8 + 976 + 618.15 + 468.7 

             = 694722.7 

The classes which are not in the hierarchy are treated as distinct classes. The total 

complexities of the distinct classes are computed as: 

CDclass = 2736.2 

Subsequently, the complexity of overall projects is calculated as: 

MCM = CIclass + CDclass + Cprocedural 

           = 694722.7 + 2736.2+0 

           = 697458.9 

The function point calculation is estimated with the information domain values for 

the project (to compute the total count) and value adjustment factors, as given in 

Tables 8 and Table 9, respectively. 

Table 8 

Microprocessor Simulator – FP 

Weighting factor Information 

Domain Value Count Simple Average Complex Total 

EIs 0 3 4 6 0 

EOs 17 4 5 7 85 

EQs 0 3 4 6 0 

ILFs 0 7 10 15 0 

EIFs 14 5 7 10 98 

Count Total     183 

Table 9 

Responses of questions for VAF 

FP = count total* [0.65 + 0.01 x ∑(Fi)] = 183 x [0.65 + 0.01 x 19] 

     = 153.72 

FP Question 1 2 3 4 5 6 7 8 9 10 11 12 13 14 ∑(Fi) 

Value Adjustment 

factor 

0 3 0 2 0 0 0 0 3 2 5 0 0 4 19 



Acta Polytechnica Hungarica Vol. 10, No. 3, 2013 

 – 217 – 

The Code quality of the project is computed as: 

CQ = (FP / MCM) * 10000 

CQ = (153.72 / 697458.9) * 10000 

CQ = 2.20400 

The code quality of this project is estimated as 2.20400. 

Now we compare the above two projects. The code quality of both projects are 

computed as 9418 and 2.20. According to the structure of the metric, a high value 

of CQ represents low complexity and vice-versa. This means that the second 

project is comparatively more complex than the first project because its CQ value 

of 2.20 is much smaller than the 9418. The number of classes in the chatting 

application and Microprocessor simulator are 13 and 16, respectively, which are 

not too different (in terms of number). However, the average complexity of the 

Microprocessor class is 527 and the Chat application is 39, which reflects that the 

complexity of classes in Microprocessor simulator is much more complex in 

comparison to the classes of chatting applications. The complexity of the 

Microprocessor simulator is high because it contains a complex structure 

characterized by several nested loops. 

The above two projects are different in nature. The MCM has well differentiated 

both projects in terms of their complexities. These experimentations prove the 

applicability of multi-paradigm metric in JAVA projects. 

Conclusion and Future Work 

A multi-paradigm complexity metric is evaluated through measurement theory 

and applied to the two JAVA projects. The evaluation of compliance with 

measurement theory has proved that this metric satisfies the additive property. 

This additive nature of the metric proves its theoretical soundness. Furthermore, 

the metric is applied to two real JAVA projects. The projects are different in 

nature (in terms of their architecture of the classes), and the MCM demonstrates a 

good differentiation between them in terms of their complexity, which reinforces 

that the MCM is useful in estimating the complexity of JAVA projects. As a 

future work, we aim to fix the thresholds [36] for MCM. To achieve thresholds, 

we will perform more experimentation on real projects in industry. We also plan 

to apply the MCM on projects developed in other languages. 

References 

[1] Francalanci, C., Merlo, F.: The Impact of Complexity on Software Design 

Quality and Costs: An Exploratory Empirical Analysis of Open Source 

Applications White paper available at: (last accessed 16.03.2010) 

 http://is2.lse.ac.uk/asp/aspecis/20080122.pdf 



S. Misra et al.                                                 Multi-Paradigm Metric and its Application on JAVA Projects 

 – 218 – 

[2] Banker R. D., Datar S. M., Zweig, D. (1989) Software Complexity and 

Maintainability, Proceedings of the tenth international conference on 

Information Systems, pp. 247-255, Boston, Massachusetts, United States 

[3] Dawei E. (2007) The Software Complexity Model and Metrics for Object-

Oriented, In Proc. of IEEE International Workshop on Anti-counterfeiting, 

Security, Identification, pp. 464-469 

[4] Dufour B., Driesen K., Hendren L., Verbrugge C. (2003) Dynamic Metrics 

For JAVA, In Proceedings of the Conference On Object-Oriented 

Programming, Systems, Languages, and Applications, October 26-30, 

2003, Anaheim, California, USA, pp. 149-168 

[5] Cahoon B., McKinley K. S. (2001) Data Flow Analysis for Software 

Prefetching Linked Data Structures In JAVA Controller. In Proc. of The 

2001 International Conference on Parallel Architectures and Compilation 

Techniques, pp. 280-291, September 2001, Barcelona, Spain 

[6] Sundaresan V., Hendren L., Razafimahefa C., Rai R. V., Lam P., Gagnon 

E., Godin C. (2000) Practical Virtual Method Call Resolution for JAVA. In 

Proceedings of the Conference on Object-Oriented Programming, Systems, 

Languages, And Applications, pp. 264-280, ACM Press 

[7] Vijaykrishnan N., Ranganathan N. (1999) Tuning Branch Predictors to 

Support Virtual Method Invocation In JAVA. In Proceedings of the 5th 

USENIX Conference on Object-Oriented Technologies and Systems, May 

1999, pp. 16-16 

[8] Qian F., Hendren L., Verbrugge C. (2002) A Comprehensive Approach To 

Array Bounds Check Elimination For JAVA. In Proc. of the International 

Conference on Compiler Construction, Lecturer Notes in Computer 

Science, 2304, pp. 325-341 

[9] Ruf E. (2000) Effective Synchronization Removal for JAVA. In Proc. of 

the ACM SIGPLAN Conference on Programming Language Design and 

Implementation, pp. 208-218 

[10] Shuf Y., Serrano M. J., Gupta M., Singh J. P. (2001) Characterizing the 

Memory Behavior of JAVA Workloads: A Structured View and 

Opportunities for Optimizations. In Proceedings of the 2001 ACM 

SIGMETRICS International Conference on Measurement and Modelling of 

Computer Systems, pp. 194-205 

[11] Mäkelä S. Leppänen V. (2009) Client-based Cohesion Metrics for JAVA 

Programs, Science of Computer Programming, 74(5/6), pp. 355-378 

[12] Nasseri E. Counsell S., Shepperd M. (2010) Class Movement and Re-

Location: An Empirical Study of JAVA Inheritance Evolution, Journal of 

Systems and Software, 83(2) pp. 303-315 



Acta Polytechnica Hungarica Vol. 10, No. 3, 2013 

 – 219 – 

[13] Kaczmarek J. Kucharski M. (2004) Size and Effort Estimation for 

Applications Written in JAVA, Information and Software Technology, 

46(9) pp. 589-601 

[14] Pirró G. (2009) A Semantic Similarity Metric Combining Features and 

Intrinsic Information Content, Data & Knowledge Engineering, 68(11) pp. 

1289-1308 

[15] Romano D. (2011) Using Source Code Metrics to Predict Change-Prone 

JAVA Interfaces, In Proc of 27th IEEE International Conference on 

Software maintenance, pp. 303-312 

[16] Sommerville, I. (2004) Software Engineering, 7th Edition, Addison Wesley, 

2004 

[17] Misra S., Akman I., Cafer F. (2011) A Multi Paradigm Complexity Metric, 

Lecture Notes in Computer Science, 6786/2011, pp. 342-354 

[18] Albrecht A. J. (1979) Measuring Application Development Productivity, 

Proceedings of the Joint SHARE, GUIDE, and IBM Application 

Development Symposium, Monterey, California, October 14-17, IBM 

Corporation (1979) pp. 83-92 

[19] Misra S, Cafer F. (2011) Estimating Complexity of Programs in Python 

Language Technical Gazette, 18 (1) pp. 1-10 

[20] Misra S. (2011) An Approach for Empirical Validation Process for 

Software Complexity Measures, Acta Polytechnica Hungarica, 8(2), pp. 

141-160 

[21] Misra S., Akman I. (2010) Unified Complexity Metric: A Measure of 

Complexity, Proc. of National Academy of Sciences Section A. 80(2) pp. 

167-176 

[22] Misra S., and Akman I. (2008) Weighted Class Complexity: A Measure of 

Complexity for Object Oriented Systems, Journal of Information Science 

and Engineering, 24, pp. 1689-1708 

[23] Misra S., Akman I., Koyuncu M. (2011) An Inheritance Complexity Metric 

for Object Oriented Code: A Cognitive Approach, SADHANA (Springer), 

36(3) pp. 317-338 

[24] Basci D., Misra S. (2011) Metrics Suite for Maintainability of XML Web-

Services’ IET Software 5(3), pp. 320-341 

[25] Basci D., Misra S. (2009) Data Complexity Metrics for Web-Services, 

Advances in Electrical and Computer Engineering, 9(2), pp. 9-15 

[26] Basci D., Misra S. (2011) Entropy as a Measure of Complexity of XML 

Schema Documents’ Int. A. journal of Information Technology, 8(1) pp. 

16-25 



S. Misra et al.                                                 Multi-Paradigm Metric and its Application on JAVA Projects 

 – 220 – 

[27] Basci D., Misra S. (2009) Measuring and Evaluating a Design Complexity 

Metric for XML Schema Documents, Journal of Information Science and 

Engineering, 25(5) pp. 1405-1425 

[28] Tonbul G. and Misra S. (2009) Error Density Metrics for Business Process 

Modeling, In Proc. of the 24th International Symposium on Computer and 

Information Sciences, pp. 542-546 

[29] Lara, P., Fernandez, l. (2008) Test Case Generation, UML and Eclipse, 

Dr.Dobbs Journal, 22 (11) pp. 49-52 

[30] Roger S. P. (2005) Software Engineering – A practitioner’s approach, 6th 

Edition. McGraw-Hill 

[31] Briand L. C., Morasca S., Basily V. R.(1996) Property-based Software 

Engineering Measurement, IEEE Transactions on Software Engineering, 22 

(1), pp. 68-86 

[32] Gupta V, Chhabra J. K. (2009) Package Coupling Measurement in Object-

oriented Software. Journal of Computer Science and Technology 24(2), pp. 

273-283 

[33] Costagliola G., Ferrucci F., Tortora G., Vitiello G. (2005) Class Points: An 

Approach for the Size Estimation of Object-Oriented Systems, IEEE 

Transactions on Software Engineering, 31(1) pp. 52-74 

[34] Source Codes World – Chatting Application (last accessed 21.02.2010) 

Available at: http://www.sourcecodesworld.com/source/show.asp?ScriptID=524 

[35] Source Codes World – Microprocessor Simulator (last accessed 

21.02.2010) 

Available at: http://www.sourcecodesworld.com/source/show.asp?ScriptID=849 

[36] Misra S. (2011) Evaluation Criteria for Object-oriented Metrics, Acta 

Polytechnica Hungarica, 8(5), pp. 109-136 



Acta Polytechnica Hungarica Vol. 10, No. 3, 2013 

 – 221 – 

Hydrodynamic Optimization of Marine 
Propeller Using Gradient and Non-Gradient-
based Algorithms 

Ramin Taheri, Karim Mazaheri 

Laboratory of Hydrodynamic Computation and Optimization Design, Center of 
excellence in Aerospace Engineering Systems, Sharif University of Technology, 
Azadi Ave., Tehran, Iran, POBox:11365-8629 
E-mail: ramintaheri@ae.sharif.ir; mazaheri@sharif.edu 

Abstract: Here a propeller design method based on a vortex lattice algorithm is developed, 

and two gradient-based and non-gradient-based optimization algorithms are implemented 

to optimize the shape and efficiency of two propellers. For the analysis of the 

hydrodynamic performance parameters, a vortex lattice method was used by implementing 

a computer code. In the first problem, one of the Sequential Unconstraint Minimization 

Techniques (SUMT) is employed to minimize the torque coefficient as an objective function, 

while keeping the thrust coefficient constant as a constraint. Also, chord distribution is 

considered as a design variable, namely 11 design variables. In the second problem, a 

modified Genetic algorithm is used. The objective function is to maximize efficiency by 

considering the design variables as non-dimensional blade's chord and thickness 

distribution along the blade, namely 22 design variables. The hydrodynamic performance 

analyzer code is modified by a higher order Quasi-Newton scheme. Also, a hybrid function 

is used to improve the accuracy of the convergence. The solution of the optimization 

problems showed that a nearly 13% improvement in efficiency and a nearly 15% decrease 

in torque coefficient for the first propeller, as well as nearly 10% improvement for 

efficiency of the later propeller, is possible. 

Keywords: Marine propeller; gradient-based optimization algorithm; Genetic algorithm; 

Vortex lattice 

1 Introduction 

The complexity of the flow field in which the propeller must operate efficiently 
will lead a designer to lay out a propeller to overcome most of the dilemma. 
Another difficulty which arises during propeller action is the variation of inflow, 
which has a great influence on propellers. Hence, the range of design is restricted 
for designers. 
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The development of the Momentum theory for marine propellers was the starting 
point of the aerodynamic analysis of rotary wings. Betz [1] firstly introduced the 
lifting line theory and Goldstein [2] and Lerbs [3] consequently improved the 
method. Theodorson extended the vortex theory for highly loaded propeller. Rand 
and Rosen [4], Chang and Sullivan [5] and Chiu and Peters [6] used the lifting line 
theory for their works. Later on, Eckhart and Morgan [7] proposed the Lifting-
Surface correction factors that were then developed further by Pien [8] and 
Kerwin [9]. Chord distribution, wing tip shape and twist angle were shown by 
McVeigh and McHugh [10] and Walsh et al. [11] to be the main factors which 
control the performance of straightened blade propellers. Lee [12] applied the 
vortex lattice methods for the prediction of the hydrodynamic performance of 
marine propellers. Khot and Zweber [13] optimized the structure of a composite 
wing by using gradient based algorithm. The twist angle distribution and a span 
wise chord distribution were optimized by Cho and Lee [14] utilizing gradient 
based optimization with the penalty function method. Also, investigating the 
possibility of maximizing the efficiency by utilizing Genetic algorithm was done 
by Lee and Lin [15]. Later on, Plucinski et al. [16] optimized a self-twisting 
propeller, using a genetic algorithm by considering the orientation angles of the 
fibers in each layer as the design variables for efficiency improvement. For design 
optimization, a propeller performance analysis program was developed and 
integrated into a genetic algorithm by Christoph Burger [17]. The duty of the tool 
is to produce optimal propeller geometry for a given aim, which includes 
performance and/or acoustic signature. Using a genetic optimization algorithm, 
Aykut et al. [30] achieved a more convincible result compared to previous studies. 
Taheri et al. [18, 19] studied the process of both gradient and non-gradient-based 
optimization algorithms. Also, the accomplishment of an inverse design as well as 
the optimization of the propeller were studied and done by Taheri et al. [20, 21]. 

2 Openprop 

OpenProp is a design and analysis tool for propellers and turbines. The code is 
written in MATLAB M-code and the numerical model is based on vortex lattice 
lifting line methods. The capability of the code has been tested by validating an 
experiment results and the numerical method which is used in OpenProp. 
OpenProp began in 2001 and was further developed by Kerwin [22] in 2007. The 
code was improved by Stubblefield in 2008 and Epps in 2009, respectively. 
Development of the OpenProp code suite began at MIT in 2006 under the 
direction of Kimball as a Matlab version of a Fortran code published by Kerwin 
called PVL (Kerwin 2007). Subsequent researchers have extended the 
functionality of the code with the most recent version implemented by Epps 
(Epps, Stanway and Kimball 2009). An explanation of the theory can be found in 
(Epps 2010) which also presents validation of the code as presented in Figure 1 
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below. Further reference to the code and website can be found in (Kimball and 
Epps, 2010). The good agreement between experimental data and numerical 
calculations done by OpenProp and a commercial package (Propeller Blade 
Design, PBD) is shown here. 

 

Figure 1 

Validation of Circulation results calculated by OpenProp and comparison with experimental data and 

PBD (Propeller Blade Design), reprinted with permission from Epps [23] 

 

Figure 2 

Validation of efficiency calculated by OpenProp and comparison with experimental data, reprinted 

with permission from Epps [23] 

First, the circulation distribution is compared, as is shown in Figure 1. Second, 
thrust and torque coefficients, as well as final efficiency distribution over the 
range of propeller performance, has been done and the results are shown in Fig. 2. 
The above illustrations convinced us to rely on this code and use that as a package 
to calculate our hydrodynamic performance needs. 
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3 Propeller Lifting Line Formulation 

In the following calculation, based on moderately loaded lifting line theory, the 
lifting line is the representative of a propeller blade, with trailing vorticity aligned 
to the local flow velocity (i.e., the vector sum of free-stream plus induced 
velocity). Using a vortex lattice with helical trailing vortex filaments shed at 
discrete stations along the blade, induced velocities can be computed. The blade is 
sectioned discretely, having 2D section properties at each radius. Loads are 
computed by integrating the 2D sections load over the span of the blade. The 
velocities and forces (per unit span) on a 2D blade section can be seen in both the 
axial and tangential directions in "Figure 3". Apparent tangential inflow at radius 
r  is tre , while the propeller shaft rotates with angular velocity of ae . Total 

resultant inflow velocity, *V , and its orientation pitch angle can be computed by 
equation (1) and equation (2), respectively. 

 
Figure 3 

Propeller velocity/force diagram, as viewed from the tip towards the root of the blades. All velocities 

are relative to a stationary blade section at radius r, reprinted with permission from Epps [23]. 

This is an equation example: 

* * 2 * 2( ) ( ) .a a a tV V u r V u      (1) 

*

*
arctan( ),a a

i

a t

V u

r V u






 

 (2) 

where a a aV V e  and t t tV V e   are the axial and tangential inflow velocities, 
* *
a a au u e  and * *

t t tu u e   are induced axial and tangential velocities,   is the 

angle of attack, i     is blade pitch angle, re  is circulation, * ( )
i r

F V e   

is (inviscid) Kutta-Joukowski lift force, and vF  is viscous drag force aligned with 
*V . Assuming the Z blades are identical, the total thrust and torque on the 

propeller are 



Acta Polytechnica Hungarica Vol. 10, No. 3, 2013 

 – 225 – 

^

( cos sin ) ( ),
h
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T z F F dr e    (3) 

^

( sin cos ) ( ),
h
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r

Q z F F rdr e     (4) 

where *
iF V   and *21

( )
2v DF V C c  are the magnitude of inviscid and 

viscous force per unit radius,   is the fluid density,
 DC  is the section drag 

coefficient, c is the section chord, and hr  and R are the radius of the hub and 

blade tip, respectively. 

The propeller power consumption is the product of torque and angular velocity 

,P Q  (5) 

The propeller puts power into the fluid when, 0P   (i.e. the torque resists the 
motion). As the useful power produced by the propeller is sTV , where sV  is the 

ship speed (i.e. free stream velocity), the efficiency of propeller is defined by [21] 

.s
TV

Q



  (6) 

After the above calculations, thrust and torque coefficients as well as advanced 
ratio are calculated as follow 

2 4
.T

T
K

n D
  (7) 

2 5
.Q

Q
K

n D
  (8) 

.sV
J

nD
  (9) 

4 Inverse Design 

First, to show the capability of the hydrodynamic analyzer code, the inverse 
design was done by a nearly ill-posed initial guess. This part was only done to 
prove the validity of the results that had been calculated by OpenProp code. For 
this purpose, the circulation distribution along the blade was chosen to reach our 
desired circulation distribution. Following is the function with which we explored 
the validation of the code 

.
desired

I G G   (10) 
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The result of this calculation is shown in "Figure 4". 

 

Figure 4 

Results of propeller inverse design 

4 Optimization Algorithms 

Generally speaking, optimization algorithms are categorized as two major sets. 
The first one is gradient-based algorithms and the other one is non-gradient-based 
algorithms. The act of choosing each set depends on the pros and cons related to 
each category, as well as to the specific conditions for a problem. 

4.1 Gradient-based Algorithm 

For Gradient-based algorithms, the simplest way of calculating derivatives for 
functions is the Finite Difference method. If the round-off error is important, the 
Complex method will be beneficial. There are many methods to calculate the 
derivatives, such as sequential quadratic programming (SQP), which is the most 
popular method for constraint optimization problems. For unconstraint 
optimization problems, Quasi-Newton methods play an important role. Also, by 
adding penalty terms to constraint formulation one can obtain an unconstraint 
approach. One of the sequential unconstraint optimization techniques, called the 
extended linear interior penalty function method, (EIPM) was used here. One of 
the most considerable differences between gradient-based and non-gradient-based 
algorithms is the existence of linear trend associated with number of design 
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variables, while in the latter methods the cost of calculations is increased 
drastically by an increase in number of design variables. 

The Extended linear Interior Penalty function Method (EIPM), one of the 
sequential Unconstrained Minimization Techniques (SUMT), is employed as one 
of the optimization techniques. The aforementioned technique transforms a 
constrained optimization problem into a series of unconstrained optimization 
problems and constructs a pseudo-objective function using penalty functions. 

A constrained optimization problem is stated as [24]: 

minimize ( )

subject to ( ) 0,  j=1,m

h ( ) 0,  1,

f x

g x
j

x k l
k



 

 (11) 

where ( )f x  is objective function. ( )jg x  and ( )kh x  are inequality and equality 

constraints, respectively. The transformed unconstrained optimization problem is 
also stated as: 

.

( , , ) ( ) ( )p p ppseudo objective x r r f x r P x    (12) 

where pr  is a multiplier and will increase in each iteration until it reaches to a pre-

defined value, and ( )P x is a penalty function consists of equality and inequality 

constraints. The final form of the transformed constrained optimization problem is 

( )k k k
S H F x    (13) 

1k k k
H H D

    (14) 

where kD  is defined as follows [25]: 
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i i
D M N      (15) 
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 
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i i i i

i T

i i i

H g H g
N

g H g
   (17) 

where    1 1i i i i i
g f X f X f f       . 

The iterative procedure is, 
I. Start with initial design variables as a vector 0

x  and initiate Hessian 

matrix 
0H .  (commonly identity matrix, 0H I ) 

II. Finding search direction, ( )k k k
S H F x    



R. Taheri et al.  Hydrodynamic Optimization of Marine Propeller Using Gradient and  

 Non-gradient based Algorithms 

 – 228 – 

III. Finding step length,    by a univariate optimization process which 
determines the amount of change in the search direction. 

IV. Updating design variables and then calculating gradient and Hessian of 
the function,  

1k k k
x x S    

V. Checking convergence criteria and going to step II. 

Here, non-dimensional chord distribution is considered as design variables, in fact 
11 variables. 

The test case which has been used was a DTMB 4119 propeller of which the 
geometry characteristics are listed in "Table 1". 

Table 1 

Geometry definition of DTMB 4119 propeller [26] 

/r R  /c D  /p D  qr  /IT D  /tm C  /fm C  

0.2 0.32 1.105 0 0 0.2055 0.01429 

0.3 0.3635 1.102 0 0 0.1553 0.02318 

0.4 0.4048 1.098 0 0 0.1180 0.02303 

0.5 0.4392 1.093 0 0 0.09016 0.02182 

0.6 0.4610 1.088 0 0 0.0696 0.02072 

0.7 0.4622 1.084 0 0 0.05814 0.02003 

0.8 0.4347 1.081 0 0 0.04206 0.01967 

0.9 0.3613 1.079 0 0 0.03321 0.01817 

0.95 0.2775 1.077 0 0 0.03228 0.01631 

1.0 0.0 1.075 0 0 0.0316 0.01175 

Other characteristics that should be considered are: 

1. The propeller inflow is uniform. 

2. The propeller has 3 blades, i.e. N = 3. 

3. The hub-to-diameter ratio is 0.2. 

4. The propeller has no skew and no rake. 

5. The blade sections are designed with NACA 66 modified profiles and a 
camber line of a = 0.8. 

6. The propeller advanced ratio is 0.833j  . 

7.  The direction of rotation is right-handed. 
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4.1.1 Objective Function 

For the abovementioned gradient-based optimization algorithm, the objective 
function would be the torque, and the equality constraint function would be given 
in terms of thrust as below: 

0

0

 ( )  k

  ( )  

( )

t t

t

QMinimize f x

Subject to h x
k k

k

x


  (18) 

Where X represents design variables, f(x) is objective function, and h(x) is 
equality constraint. 

4.2 Genetic Algorithm 

Mitchel [27] states that "Genetic Algorithms were invented by John Holland in the 
1960s and were developed by Holland and his colleagues at the University of 
Michigan in the 1960s and 1970s". Genetic algorithms are a subset of stochastic 
optimization methods, methods in which statistical data play an important role 
[28]. Literally speaking, genetic algorithms are specifically modeled after the 
process of natural selection. In the natural selection process it is obvious that the 
fittest individuals, which have a higher probability for regeneration, also have a 
higher probability to be chosen and being sent for the next generation. 

In an optimization problem, design variables are put into chromosomes and then 
they undergo every chromosomal operation, such as cross-over, the process by 
which chromosomes exchange genes in real-world genetics, mutation and so on. 

The creation of the initial population of random individuals is what the genetic 
algorithm begins with, each of which represents a probable solution in term of 
parameters. The way of well-satisfying the objective function is called fitness, 
which is assigned to each individual consisting of a particular set of design 
variables. In GA terminology, the objective function is the function that 
determines the performance of a particular chromosome (i.e., member of the 
population). 

The fitter the individual, the higher chance of it having children and reproducing 
for the next population. This should be certified by genetic algorithm for modeling 
the process of natural selection efficiently. Pairing off individuals for mating and 
having children will occur for subsequent populations. 

The simplicity of making the chance of having children proportional to the 
relative fitness of an individuals, and mating individuals which are competing in a 
domain of diverse fitness, in which higher fitness means a higher probability of 
winning, both can be equal. 
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As a matter of fact, the existence of the probability which says that a child may 
have a mutation in its genetic code, as well as the randomness of chromosomes 
which are received by father or mother, prevents the algorithm from being trapped 
in a globally non-optimal local minimum or maximum. Before reaching the 
determined number of generations or some other stopping criteria, the process of 
mating, mutation and cross-over will be repeated. After that, by comparing fittest 
individuals iteratively, the global optimum will be found. At the same time, GA 
has some disadvantages. As has been mentioned, in using GA there is a greater 
likelihood that a global optimum solution will be found. However, finding this 
global optimum is not guaranteed. Even if GA is in the neighborhood of the global 
optimum, there is the possibility that through crossover and mutation the global 
optimum may not be achieved. Also, GA does not address the robustness of the 
individual design solutions it creates. GA simply attempts to meet the desired 
goals and will adjust the design parameters accordingly. Thus, it is up to the user 
to ensure the proper operation of GA and to verify that the results are genuine. 
Finally, the satisfactory operation of GA  relies on the accuracy of the system 
models that make up the objective function. 

Here, in order to create the genetic algorithm being modified, a hybrid function is 
used. The hybrid function enables us to specify another minimization function that 
runs after the genetic algorithm terminates. Also, the hybrid function is a function 
by which we can cause the genetic algorithm to be converged faster. For instance, 
after reaching to the region of a highly likely fitter population for the next 
generation, the hybrid function, by using a simple gradient-based algorithm 
(Steepest Descent), helps us to put the design variables in a more efficient 
direction towards an optimum point, instead of just producing a large number of 
populations. Hence, using this scheme decreases the time needed for convergence. 
To implement this method, a gradient-based algorithm is used to lower the 
computational costs. Since in some manners of using genetic algorithm it is 
obvious to find better population for the next generation near the solution point, 
using a gradient-based algorithm can be considered very helpful and reliable. 

In the GA algorithm, the population type specifies the type of input to the fitness 
function. Types and their restrictions here is a double vector, and the population 
size is 20. 

A scaling function is the function that converts raw fitness scores returned by the 
fitness function to values in a range that is suitable for the selection function. Here 
we have used ranked scaling, which scales the raw scores based on the rank of 
each individual, rather than its score. The rank of an individual is its position in 
the sorted scores. The rank of the fittest individual is 1, the next fittest is 2, and so 
on. Rank fitness scaling removes the effect of the spread of the raw scores. 

The selection function chooses parents for the next generation based on their 
scaled values from the fitness scaling function. Here we have used Stochastic 
Uniform, which lays out a line in which each parent corresponds to a section of 
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the line of length proportional to its expectation. The algorithm moves along the 
line in steps of equal size, one step for each parent. At each step, the algorithm 
allocates a parent from the section it lands on. The first step is a uniform random 
number less than the step size. 

Crossover combines two individuals, or parents, to form a new individual, or 
child, for the next generation. Here we have used Scattered, which creates a 
random binary vector. It then selects the genes where the vector is a 1 from the 
first parent, and the genes where the vector is a 0 from the second parent, and 
combines the genes to form the child. 

4.2.1 Objective Function 

minimize ( )

subject to ( ) 0,  j=1,m

h ( ) 0,  1,

j

k

f x

g x

x k l



 

 (19) 

where h
k
 and 

j
g are equality and inequality constraints, respectively. Herein, 

thickness distribution and non-dimensional chord distribution are considered as 
design variables, in fact 22 design variables, under the following conditions as an 
inequality constraint: 

- For structural requirements, minimum foil section thickness should be 
considered. 

- To avoid cavitation, the minimum pressure coefficient should be negative 
and the cavitation is also depth dependent. 

The test case used was a DTRC 4119 propeller, the geometry characteristics of 
which are listed in Table 2. 

Table 2 

Geometry definition of DTRC 4119 propeller [26] 

/r R  /c D  /p D  qr  /IT D  /tm C  /fm C  

0.2 0.32 1.105 0 0 0.2055 0.01429 

0.3 0.3635 1.102 0 0 0.1553 0.02318 

0.4 0.4048 1.098 0 0 0.1180 0.02303 

0.5 0.4392 1.093 0 0 0.09016 0.02182 

0.6 0.4610 1.088 0 0 0.0696 0.02072 

0.7 0.4622 1.084 0 0 0.05814 0.02003 

0.8 0.4347 1.081 0 0 0.04206 0.01967 

0.9 0.3613 1.079 0 0 0.03321 0.01817 

0.95 0.2775 1.077 0 0 0.03228 0.01631 

1.0 0.0 1.075 0 0 0.0316 0.01175 
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where /r R  is non-dimensional radius distribution, /c D  is non-dimensional 
chord distribution, /p D  is non-dimensional pitch distribution, qr  is the rake of 

propeller, /IT D  is the non-dimensional skew of propeller, /tm C  is the non-
dimensional maximum thickness distribution, and /fm C  is the non-dimensional 

camber distribution. 

Other characteristics that should be considered are: 

1. The propeller inflow is uniform. 
2. The propeller has 3 blades, i.e. N = 3. 
3. The hub-to-tip diameter ratio is 0.2. 
4. The propeller has no skew and no rake. 
5. The blade sections are designed with NACA 66 modified profiles and a 

camber line of a = 0.8. 
6. The propeller advanced ratio is 0.833.J   
7. The direction of rotation is right-handed. 

The whole procedure is depicted in Figure 5. First, the code is started from an 
initial guess which is our so-called propeller. Then, Openprop is used to calculate 
the hydrodynamic parameters that are compulsory for the objective function. The 
next step is to find better geometry by implementing the modified genetic 
algorithm. Finally, checking the convergence criteria is done iteratively to quit the 
program. 

 

Figure 5 

Flowchart for optimization process 
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5 Results and Discussion 

The results for the circulation distribution as well as the torque coefficient for the 
first optimization problem are as follows, where higher circulation keeps the 
efficiency higher (Figure 6 and Table 3): 

 
Figure 6 

Radial Circulation distribution. Initial (Lifting Surface Method), Experiment, and Optimized 

Table 3 

Optimized propeller in comparison to the original one 

Type of propeller 
t

K  Q
K    

DTMB 4119 0.1468 0.0264 0.7375 

Present (Optimized) 0.147 0.0227 0.8589 

 

Figure 7 

Reduction in torque coefficient distribution with respect to advanced ratio. Initial (Lifting Surface 

Method), and Optimized. 
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For the second problem, the combination of both hydrodynamic analyzer code and 
modified Genetic algorithm has been done elaborately and the results of any 
improvement are shown in the next consequent figures. The shape of the cross 
sectional airfoils is depicted in Figure 7. Furthermore, the elongated chord 
distribution for optimized propeller in comparison with initial one can be seen in 
Figure 9. A little ripple at the top most of blade’s tip is also demonstrated, which 
is similar to the behavior which was shown by Karim [29]. The time needed for 
calculation was approximately 10 minutes for 113 generations on a personal 
computer with a CPU speed of 3.1 GHz. The history of the convergence is shown 
in Figure 10. Scrutinizing Figure 11, it is obvious that efficiency at the 
predetermined advanced ratio is higher than those for which calculation was done 
for the initial and redesigned ones [29]. In order to reach higher efficiency, as 
shown in both Figure 12 and Figure 13, the thinner camber distribution, whether 
non-dimensional distribution or just the very distribution, should accommodate 
with the length of the blade. Although the new design for the propeller has a lower 
thrust coefficient, it is clear that this penalty can be compensated for by higher 
efficiency, by which the performance of propeller are put considered. Table 3 
shows the thrust and torque coefficients as well as efficiency over time. It is very 
clear that this efficiency is high enough to convince a propeller designer not only 
of the reliability of the method, but also the usefulness of the tool. 

 

Figure 8 

Two dimensional cross section distribution for optimized propeller 

Conclusions 

In this article, to validate our scheme, first we note that our physical analysis tool 
(OpenProp) is clearly validated, as shown in Figure 1, Figure 2 and "Figure 4" for 
our propellers. The result of OpenProp has been compared with experimental data. 

Here we applied two optimization algorithms to a given propeller geometry. For 
gradient based algorithm we have used non-dimensional chord distribution as 
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design variables and have kept thrust coefficient constant as an equality constraint. 
Moreover, we have applied an inverse design scheme to an initial guess for our 
propeller geometry. Figure 4 shows, as expected, very good agreement between 
our results and experimental data. Table 3 compares hydrodynamic shape 
parameters achieved by optimization algorithms with the initial values. The 
efficiency improvement (nearly 13%) shows that the optimized circulation 
distribution was higher than the experimental values; higher circulation leads to a 
higher lift force and, consequently, higher efficiency can be achieved. Also, the 
torque coefficient reduction shown in Figure 7 demonstrates that a nearly 15% 
improvement can be considered possible. 

The second optimization problem presented results from the application of a 
modified genetic algorithm technique to the design optimization of marine 
propeller incorporating vortex lattice method (VLM). In this research, the hybrid 
function was used in order to modify the genetic algorithm modified and to reach 
the final solution more quickly than usual. The performance of the modified 
genetic algorithm coupled with hydrodynamic performance analyzer code seemed 
to be better than one which was used by Karim [29]. Chord distribution and non-
dimensional thickness distribution at twenty two sections have been optimized as 
design variables for efficiency improvement. Achieving a lower torque coefficient 
as well as higher efficiency were clearly possible. Another improvement has been 
applied to the hydrodynamic performance analyzer code, that is, OpenProp, to 
increase the accuracy of the results one order of magnitude higher than the 
previously best one by setting a Quasi-Newton method instead of Newton method 
to reach to the abovementioned purpose. 

References 

[1] Betz, A., “SchraubenPropeller mit geringstem Energieverlust”. K. Ges. 
Wiss. Gottingen Nachr. Math. Phys. Klasse, 1919 

[2] Goldstein, S., “On the Vortex Theory of Screw Propellers”. Proc. R. Soc. 
London Ser. A 123 :440-465, 1929 

[3] Lerbs, H. W., “Moderately Loaded Propellers with a Finite Number of 
Blades and an Arbitrary Distribution of Circulation”. SNAME Trans, 60, 
1952 

[4] Rand, A., and Rosen, A., “A Lifting Line Theory for Curved Helicopter 
Blades in Hovering and Axial Flight”. The 8th European Rotorcraft Forum, 
Aix-en Provence, France, 1982 

[5] Chang, L. K., and Sullivan, J. P., “Optimization of Propeller Blade Twist 
by an Analytical Method”. AIAA Journal, 22(2), 22, 1982 

[6] Chiu, Y. D., and Peters, D. A., “Numerical Solution of Induced Velocities 
by Semi-Infinite Tip Vortex Lines”. Journal of Aircraft, 25(8), 684, 1987 



R. Taheri et al.  Hydrodynamic Optimization of Marine Propeller Using Gradient and  

 Non-gradient based Algorithms 

 – 236 – 

[7] Eckhart, M. K., and Morgan, W. B., “A Propeller Design Method”. 
SNAME Trans. 1955, 63, 1955 

[8] Pein, P. C., “The Calculation of Marine Propellers Based on Lifting 
Surface Theory”. J. of Ship Research, Vol. 5, No. 2 

[9] Kerwin, J. E., “The Solution of Propeller Lifting Surface Problems by 
Vortex Lattice Methods”. Report, Dep. of Ocean Eng., MIT, 2001 

[10] McVeigh, M. A., and McHugh, F. J., “Influence of Tip Shape Chord, Blade 
Number and Airfoil on Advanced Rotor Performance”. The 38th Annual 
Forum of the American Helicopter Society, Anaheim, CA, 1982 

[11] Walsh, J. L., and Bingham, G. J., and Riley, M. F., “Optimization Method 
Applied to the Aerodynamic Design of Helicopter Rotor Blades”. The 26th 
AIAA/ASME/ASCE/AHS structures, Structural Dynamic and Material 
Conference, Orlando, Florida, 1985 

[12] Lee, C. S., Prediction of Steady and Unsteady Performance of Marine 
Propellers with or without Cavitation by Numerical Lifting Surface Theory. 
Ph. D. Thesis, MIT., USA, 1979 

[13] Khot, N. S., and Zweber, J. V., “Design of Flutter Characteristics of 
Composite Wings Using Frequency Constraint Optimization”. Journal of 
Aerospace Engineering, Vol. 16, pp 19-30, 2003 

[14] Cho, J., Lee, S-C., “Propeller Blade Shape Optimization for Efficiency 
Improvement”. Computers and Fluids, Vol. 27, No. 3, pp. 407-419, 1998 

[15] Lee, Y-J., and Lin, C-C., “Optimized Design of Composite Propeller”. 
Mechanics of Advanced Materials and Structures. Vol. 11, pp. 17-30, 2004 

[16] Plucinski, M. M., and Young, Y. L., and Liu, Z., “Optimization of a Self-
Twisting Composite Marine Propeller Using Genetic Algorithms”. 16th 
International Conference on Composite Materials, Kyoto, Japan, 2007 

[17] Burger, C., “Propeller Performance Analysis and Multidisciplinary 
Optimization Using a Genetic Algorithm”. ProQuest Publisher, PHD 
Thesis, Auburn University, 2007 

[18] Taheri, R., Mazaheri, k., “Comparison of Gradiend-based and Genetic 

Optimization Algorithms Applied to wing-body Configuration”. 20th Annual 
International Conference on Mechanical Engineering-ISME2012, School of 
Mechanical Eng., Shiraz University, Shiraz, Iran, 16-18 May, 2012 

[19] Taheri, R., Mazaheri, k., “Rapid Aerodynamic Optimization of Wing and 

Body ConfigurationUsing Gradient Based Approach ”. 11th Annual 
International Conference on Aerospace Engineering, Shahid Sattary 
University of Science and Technologies, Tehran, Iran, 2-4 March, 2012 



Acta Polytechnica Hungarica Vol. 10, No. 3, 2013 

 – 237 – 

[20] Taheri, R., Mazaheri, K., “Blade Shape Optimization of Marine Propeller 

via Genetic Algorithm for Efficiency Improvement”. Proceedings of ASME 
Turbo Expo 2012, Copenhagen, Denmark, June 11-15, 2012 

[21] Taheri, R., Mazaheri, k., “Hydrodynamic optimization of propeller using 

Gradient based approach”. 14th Conference on Fluid Dynamics, Birjand, 
Iran, May 1-3, 2012 

[22] Kerwin, J. E., “Hydorofoils and Propellers”. MIT course, 13.04 lecture 
notes. http://ocw.mit.edu/courses/mechanical-engineering/2-23-hydrofoils-
and-propeller-spring-2007 

[23] Kimball, R. W., and Epps, B., “OpenProp v2.4 propeller/turbine design 
code”, http://openprop.mit.edu, 2010 

[24] S. S. Rao, Engineering Optimization, Theory and Practice. J, Wiely & Sons 
Inc, Fourth Edition, School Of Mechanical Engineering, University of 
Purdue, 2009 

[25] G. N. Vanderplaats, Numerical Optimization Techniques for Engineering 
Design, 1984 

[26] Brizzolara, S, Villa, D, and Gaggero, S. “A Systematic Comparison 
between RANS and Panel Method for Propeller Analysis”. Proc. of 8th 
International Conference on Hydrodynamics, Nantes, France, 2008 

[27] Mitchel, M., “An introduction to Genetic Algorithms”. MIT Press, 
Cambridge, MA, 1998 

[28] Coley, D. A., “An Introduction to Genetic Algorithms for Scientists and 
Engineers”. World Scientific Publishing Co., Singapore, 1999 

[29] Karim, M. M., Suzuki, K., and Kai, H., “Optimal Design of Hydrofoil and 
Marine Propeller Using Micro-Genetic Algorithm”. Journal of Naval 
Architecture and Marine Engineering, December, 2004 

[30] Aykut, S., Kentli, A., Gulmez, S., and Yazicioglu, S., “Robust 
Multiobjective Optimization of Cutting Parameters in Face Milling”. 
Journal of Applied Science, Acta Polytechnica Hungarica, Vol. 9, No. 4, 
2012 



Acta Polytechnica Hungarica Vol. 10, No. 3, 2013 

 – 239 – 

Diagnostic Measurement for the Effective 
Performance of Motor Vehicles 

István Lakatos 

Széchenyi István University 
Department of Road and Rail Vehicle 
Egyetem tér 1, H-9026 Győr, Hungary 
lakatos@sze.hu 

Abstract: Diagnostics means instrumental measurement without dismantling. So measuring 

the engines on rolling roads is not incorporated in this concept, as this measurement is 

accomplished on engines taken out from vehicles. During service, it is often necessary to 

measure the performance of the engines, or to judge the performance projection of some 

corrections. The new method discussed in this article provides a solution to this problem. 

Keywords: drive train; wheel performance; effective performance; free acceleration 

1 Introduction 
The measurement of the effective performance of motor vehicles takes place with 
the aid of bench tests that suggest a dismantled engine. The results of this in case 
of engines are the usually available so called external or total load characteristics. 

In the case of operating vehicles, the possibility to take such measurements is 
quite rare. During diagnostics and repair work it is necessary more and more 
frequently to measure the effective moment and performance of the engines. 

Some rolling roads possess these kind of skills; however even their prices exceed 
the budget of the services. 

Henceforth, I introduce the theoretical background of a new measurement method 
with accessible instruments [6]. 
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2 Measuring Engine Performance on Free Rollers 

2.1 The Theoretical Background of the New Measurement 
Method 

The principle of the measurement method is to accelerate and decelerate the 
unloaded drive train of the studied vehicle on free rollers (there is no need for a 
rolling road). Since we want to measure external characteristics, the measurement 
must be performed under total load conditions [1], [2]. 

Let us write the energy equation for the system displayed in Figure 1; according to 
this equation the temporal change of the introduced work in the system (Pe – 
effective engine performance) equals to the temporal changes of the kinetic 
energy (Ek), the potential energy (Ep) and the diverted heat (Q): 

dt
dQ

dt

dE

dt
dE

P pk
e   (1) 

As the potential energy does not change during the measurement: 

dt
dQ

dt
dEk

Pe   (2) 

The kinetic energy change of the system is displayed in the acceleration of the 
wheel and the rollers, so this element equals to the wheel performance (Pk). 
Though the diverted heat equals to the running loss performance (Pv): 

vke PPP   (3) 

The basic dynamic equation of rotation can be prescribed both for acceleration 
and deceleration phases: 

dt
d

dt

dθωε)(θωMP
2

2

redred





  (4) 

where: 

  the angular velocity of the roller of the rolling road 

 red moment of inertia of the drive train of the vehicle reduced to the 
shaft of the roller of the rolling road 

  angular displacement of the roller 

  angular acceleration of the rollers 

 t time 
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The basic equation of the acceleration phase: 

  f(vg)vpad,ωfv,
"

f(M)v,veszt PPPP   (5) 

]padredjárműáredmot,ggkerék θθ[θεωP    (6) 

where: 

 f(M) the f(M) index elements are the losses depending on the 
tractive force 

 f() the f() index elements are the losses depending on the 
velocity 

 g-index roller 

 mot, red value of the moment of inertia of the engine reduced to the 
shaft of the roller 

 jármű, red value of the moment of inertia of the vehicle reduced to the 
shaft of the roller 

 pad, red value of the moment of inertia of the rolling road reduced to 
the shaft of the roller 

 +-index acceleration 

 --index deceleration 

The basic equation of the deceleration phase: 

  f(vg)vpad,ωfv,
'

f(M)v,veszt PPPP   (7) 

]θ[θεωP padredjárműággfékező    (8) 

In the aforementioned equations the alternations of Pv,f(M) value marked with 
one or two commas refer to a different loss proportion in the acceleration and 
the deceleration phases, as in the latter phase the engine is separated from the 
system. 

The phases of the measurement are the following: 

1 ACCELERATION PHASE: The drive train of the vehicle on the bench 
and the rollers of the rolling road are accelerated, in the studied gear 
accelerated up to the rated engine speed with full load (on full blast). 

2 DECELERATION PHASE: By releasing the clutch, leaving the gear at 
the given position, we let the car decelerate until it stops. 

During the measurement, as there is no external load, the engine has to accelerate 
the moments of inertia indicated in Figure 1. During the deceleration we separated 
the moment of inertia of the engine, so with this exemption the rest of the 
moments of inertia decelerate the system. 
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Figure 1 

Vehicle drive train on free rollers 

During the measurement only one transmitter is needed; we need to measure the 
revolution number (n) of the shafts of the rollers (roller radius: rg). From this we 
can formulate the following data: 

 angular velocity:              , 

 angular acceleration:         

 vehicle speed (the circumferential velocity of the wheel, and the roller) 
         

According to the aforementioned measurements the diagram displayed in Figure 2 
can be recorded. 

 

Figure 2 

Characteristic curve recorded during the measurement 

The following fundamental mechanic equations should be taken into further 
consideration:       (9) 

wheel 
 

roller 
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and             ) (10) 

In accordance with the aforementioned equations we mean by  the reduced 
moment of inertia on the shaft of the roller (red), as we also measure the 
revolution number on the shaft of the roller. 

According to the aforementioned ideas we can state:           (12)           (v) (13) 

Namely, the  function is in accordance with the full load torque curve as regards 
the features of vehicle speed (or even revolution number), while (.) function is 
parallel to the performance curve. 

2.2 Practical Considerations of the Measurement 

The performance rated functions can be seen in Figure 3. It must be interpreted 
before moving on: 

1 ACCELERATION PHASE: the roller is accelerated by the wheel of 
the vehicle, thus the function taken with the measurement (.) is 
proportional with the wheel performance. 

2 DECELERATION PHASE: The roller and the drive train are 
decelerated by the loss of the units after the engine, namely the loss 
performance. 

Namely:                   (14) 

In reverse:                   (15) 

Where:  

 Peff – the effective performance of the engine 
 Ploss – the loss of the drive train 
 Pwheel – the performance deduced on the wheel 

The practical realization of the latter function can be seen in Figure 3, where the 
summary of the proportionate functions about the performance of the wheels and 
the loss of the drive train are indicated. The resultant function is a proportionate 
curve with the (effective) performance of the engine. 
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Figure 3 

Performance proportionate characteristic curve recorded during the measurement 

3 Evaluation of the Measurement Results 
The main condition for evaluating the results of the measurement is to know the 
moment of inertia indicated in the Figure 1. Although these values are not 
available, their shortage can be eliminated with an adequate measurement 
procedure. 

3.1 Validating the External Characteristic Curve of the Engine 
by Roller Bench Test 

If we possess not only rollers but our measuring rollers are the rollers of a vehicle 
bench pad, we have to find the velocity value (v*) that belongs to the local 
maximum of the acceleration phase indicated in Figure 3 [3], [4]. 

As a next step we choose the load characteristics of constant velocity on the roller 
bench, we set the v* velocity, and then we measure the wheel performance with 
full load (Figure 4). 

With these steps the values appear in kW even on the vertical axis of Figure 3, i.e. 
the effective performance curve of the engine is available. 
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Figure 3 

Performance proportionate characteristic curve recorded during the measurement 

The flaw in this method is that the scales of the diagram phases of the acceleration 
and deceleration are not equal, as in one case we should take into consideration 
the (unknown) moment of inertia of the engine, while in the other case it is not 
needed. This fact can be considered only with a correction factor defined 
empirically (generally 10%). 

3.2 Validating the External Characteristic Curve of the Engine 
without Roller Bench Test (New Measurement Method) 

The main point of the measurement method which I elaborated is the following: 

If we do not possess a rolling road, just a roller bed, we need to conduct two free 
acceleration measurements. 

1st Measurement 

Actually, this is equal with the previously mentioned measurement method. 
Equations:                                           (16)                              (17) 
 
2nd Measurement 

In this case we tie an additional flywheel to the shaft of the rollers, which 
enhances the total reduced moment of inertia calculated for the shaft of the roller. 

constant 

wheel 

wheel 

wheel 
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Figure 4 

Roller bench with the rotating mass                                                         (18)                                             (19) 

 

Figure 5 

Diagrams of two subsequent measures 

Although in both of these cases the inertia and naturally the acceleration and 
deceleration of the system are diverse, by calculating the performance the 
performances through the wheel and the performance loss must correspond with 
each other, since the engine that accelerates the system and the drive train that has 
losses are unaltered. 
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Consequently, in the case of the 1st and 2nd measurements, the equations of the 
wheel performance and the drive train loss can be equated in couples: (                            )                                               (20) 
 (20)                                                               (21) 

Thus the following is derived from the 2nd equation:                                                    (22) 

In the above equation the numerator is measured, and the denominator is a datum 
known from the construction. On the basis of this, with the help of the 1st 
equation, even the moment of inertia of the engine can be determined. 

All of this process is naturally controlled and calculated with the aid of adequately 
elaborated measuring software. Consequently, the end result will be an external 
characteristic curve of torque and performance defined by exact values. 

Summary 

There are several advantages to elaborating a new measuring system [5]: 

1 There is no need for a rolling road, and therefore simpler and cheaper 
measuring devices can be developed. 

2 The measurement is more precise, since it defines everything on the basis 
of measuring excluding empirical correction factor. 

The described new method provides an available opportunity for professional 
services, as it is able to define the diagnostic performance of the engine with 
required exactness. 

It is a very important achievement that with the help of diagnostic tools (without 
the removal of the engine) we can get an accurate result of the effective 
performance of the engine, as it significantly differs from the performance result 
of the wheels that can be measured on the rolling road (Figure 6). 
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Figure 6 

Wheel performance– drive train losses – effective performance of the engine 

The value of these losses (Figures 7 and 8) cannot be defined with measuring or 
can only be defined with difficulty. 

 

Figure 7 

Loss depending on tractive force (Gear wheel friction, slip) 

 

Ultimately the most significant result of the new procedure is that it enables us to 
measure the effective performance of the engine, for which we usually possess 
reference data, with adequate accuracy in a testing bench. 

 

Wheel performance Loss performance 

Gearbox  

Gearing 

Bearing friction 

Resistance to rolling 

Engine performance 
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Figure 8 

Loss depending on velocity (oil mixing, ventilation, tyre kneading work) 
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