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Abstract: This paper gives an extension to the Iterative Feedback Tuning (IFT) approach 

that ensures the performance improvement of state feedback control systems for single 

input processes. IFT employs sensitivity functions and the experiments conducted on the 

real-world control system in order to provide an efficient way to deal with the nonlinear or 

ill-defined processes when the model-dependent Linear-Quadratic Regulator (LQR) is not 

successful. An experimental setup is suggested to implement the real-time iterative 

calculation of the gradients in the minimization of the LQR’s objective function. The 

experimental results validate the performance of the proposed IFT algorithm in a 

mechatronics application which deals with the angular position controller for a DC servo 

system with actuator dead zone and control signal saturation. The results show the 

reduction of the LQR’s objective function for a single input process application. 

Keywords: implementation; Iterative Feedback Tuning; mechatronics; state feedback 

control; real-time experiments 

1 Introduction 

The improvement and optimisation of control system (CS) performance is 
normally obtained by minimizing objective functions (OFs) with several 
expressions [1]-[9] including integral quadratic performance indices. This also 
provides a convenient way to deal with the degrees of freedom associated with the 
pole placement design of Multi Input-Multi Output (MIMO) systems. 
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The Linear-Quadratic Regulator (LQR) approach, which is frequently used for the 
tuning of the optimal state feedback CSs, can actually be used only when 
linearized or linear models of the process and the knowledge on all state variables 
available for feedback are assumed. Alternatively, the Iterative Feedback Tuning 
(IFT) [10]-[12] offers a direct data-based offline-adaptive controller tuning 
strategy. IFT solves the problem by a gradient-based minimisation of the OF using 
data collected from the real-world CS. Attractive applications of IFT reported in 
the literature are chemical process control [13], servo drive control [14], [15], 
nonlinear process control [16]-[18], on-line IFT control of processes that vary over 
time [19] and IFT combined with fuzzy control [20]. 

We discussed in [21] the signal processing aspects of the IFT-based state feedback 
control for second-order positioning systems which have an integral component. A 
state-space formulation of IFT is analyzed in [22], and the solution converges to 
the analytical solutions for the state feedback gain matrix and to the Kalman gain. 
A Linear Quadratic Gaussian (LQG) formulation supported by the transfer 
function formulation, validated by digital simulation results for a first order 
process, is offered in [23]. Another LQG formulation dedicated to servo systems 
control with the Kalman filter state observer was validated in our recent paper 
[24]. 

This paper presents an extension of IFT for the optimal state feedback control 
techniques. Our state feedback CS estimates the OF gradients directly on the basis 
of measurements carried out during the CS operation. The accent is put on the 
interpretation of the results obtained in the particular case where a LQR-based 
tuning is attempted. An original IFT-based approach based on a data-based 
algorithm to improve the performance of state feedback control systems for single 
input processes is offered. A comparison between the model-based design for state 
feedback optimal control systems (the LQR problem) and the experimental-based 
design using IFT is carried out. 

The LQR approach is applied in this paper to initially tune the parameters of the 
state feedback controller, and our approach ensures further improvement of the CS 
performance. This improvement is achieved by the alleviation of the OF using 
experiment-based information from the real-world CS. Our approach makes use of 
the LQR to guarantee that the initial controller is sufficiently close to the optimal 
one for the gradient scheme to converge. Our approach is appealing due to several 
situations that can occur in practice: differences between process models and 
reality, process changes in time and modifications of performance specifications. 

This paper is structured as follows: the next section discusses the general 
framework to for tuning the state feedback CSs by means of IFT. Section 3 
focuses on the new IFT algorithm. Section 4 is dedicated to the case study of an 
IFT-based angular position controller for a DC servo system with actuator dead 
zone and control signal saturation. Several practical recommendations for CS 
designers are also given. The conclusions are highlighted in Section 5. Appendix 1 
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shows the connection between the LQR OF, which drives the analytical solutions 
of the optimisation problem, and the IFT OF, which is subjected to practical 
evaluations in our data-based algorithm. 

2 IFT of State Feedback Control Systems 

Let us consider a process characterized by the single input discrete-time linear 
time-invariant (LTI) state-space model 
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where Nk  is the discrete time argument, u is the control signal, 
nT

nxx Rx  ]...[ 1  is the state vector, n is the system order, ynRy  is 

the controlled output, nnRA , 1 nRB , nnRB , 
nnyRC , 

nnyRC  are constant matrices, and nRw  and ynRv  are the 
uncorrelated process noise vector and measurement noise vector, respectively. All 
elements of the vectors w and v are normal independent identically distributed 

random variables with zero means and variances 2
w  and 2

v , respectively. Zero 

initial conditions are assumed throughout the paper for the process dynamics 
without generality loss. The process is supposed to be controllable and observable. 

The vector y is the controlled position and speed in the cases of positioning 
systems and of servo systems in several applications [25]-[32], but our approach is 
not limited to positioning systems, servo systems or mechatronics. The transfer 
characteristics of the actuator and of the measurement instrumentation of the state 
variables nixi ...1  ,  , are both included in the process. The corresponding 

deterministic discrete-time LTI state-space model of the process is 
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The following infinite horizon quadratic performance index can be imposed as 
performance specification of the CS such that its minimization can ensure very 
good CS performance: 



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where T

n ]...[ 1 ρ  is a parameter vector, the state vector and the control 

signal are parameterised by ρ , and the weights are 

0  ,...1,  , ,][  ,0 ...1,   njiqqq jiijnjiijQQ .   (4) 

The parametric optimisation of the state feedback control systems can be 
formulated as the following optimisation problem of finding the optimal parameter 

vector *ρ  which corresponds to the optimal gain matrix T)( *ρ : 

)(minarg
          

* ρρ
ρ

I .       (5) 

The solution to the discrete-time infinite horizon optimisation problem defined in 

(5) is the control law ),()(),( *** kku T ρxρρ   which together with (2) drives 

the state vector to zero under the CS‟s spectrum characterized by the system 
matrix Tcl )( *ρBAA  . 

The reference inputs are commonly introduced for each state variable when it is 
needed to drive the state vector to a different point in the state space. The resulting 
state feedback controller is defined in terms of the control law 
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where T

nrr ]...[ 1r  is the reference input vector, 
ir  are the reference inputs 

that correspond to the state variables nixi ...1  ,  , 
T

nnn xrexre ]...[ 111 e  is the state control error vector that 

consists of the state variable errors niei ...1  ,  , Tρ  is the state feedback gain 

matrix, referred to also as the gain matrix, ρ is the parameter vector, and T 
indicates the matrix transposition. The vector e is applied as an input to the state 

feedback gain matrix Tρ  as shown in Figure 1, where P is the process and C is 

the controller, and the difference from the matrix C in (1) will be pointed out in 
the sequel when necessary. 

 

Figure 1 

State feedback control system structure 
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Introducing reference inputs for the state variables, the optimisation problem 
defined in (5) makes use of the following modified OF: 


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where the control signal error ),( keu ρ  is defined as the difference between the 

control signal and its steady-state value ),( ρu : 

),(),(),(  ρρρ ukukeu
.      (8) 

In order to apply the IFT to solve the optimisation problem (5), using the OF 
defined in (7), we will use a modified OF, referred to as J, defined as follows over 
the finite time horizon N for reasons of practical evaluations of the OF: 
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The OF (9) can be represented by the following approximation if N is sufficiently 
large to capture all transients in the CS response: 

)()( ρρ JI  .                   (10) 

IFT algorithms can conveniently be employed to find a solution *ρ  to the 

optimisation problem 

)(minarg
          

* ρρ
ρ

J

SD

 ,                  (11) 

where DS stands for the stability domain of all state feedback gain matrixes that 
ensure a stable CS. The two optimisation problems defined in (5) and respectively 
in (11) essentially are equivalent. However, differences may appear due to the 
infinite and respectively the finite time horizons in the OFs and to the more 
general stochastic framework that is necessary to be taken into consideration when 
the IFT problem is set. 

The finite time optimal state feedback control problem is characterized by a time-
varying gain matrix, while the infinite time state feedback optimal control problem 

is characterized by a steady-state gain matrix Tρ . The calculation of the matrices 

used in both cases requires process models that are affected by modelling and 
identification errors. In order to solve the optimisation problem (11), a parameter 
vector ρ has to be found such that 
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which, for an OF J defined in (9), becomes 
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The cases of constrained optimisation problems use the Karush-Kuhn-Tucker 
optimality conditions instead of the null gradient given by (12). 

Partial derivatives 
l

ie
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 need to be first calculated in order to obtain the 

derivatives nl
J

l

...1  , 



, in the gradient of the OF. We will present in the next 

section an experimental method developed to calculate these partial derivatives. 

The IFT algorithms are presented as follows in the more general stochastic 
framework. Therefore the OF defined in (9) and evaluated on a finite-time horizon 
becomes a random variable and therefore should be defined as 
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where E{ } is the expectation with respect to the stochastic disturbances. 
However, the deterministic case results in the simplification of the IFT algorithms. 

The IFT algorithms can solve the optimisation problem defined in (14) by using 
the Robbins-Monro stochastic approximation algorithm, which iteratively 
approaches a zero of a function without the need to know its complete expression. 
There is no need for evaluations of the OF, but its first and eventually second 
partial derivatives are important. This result holds not only for the tuning approach 
based on sensitivity functions, but also the stochastic convergence is ensured with 
useful consequences when dealing with real world processes. The parameter 
vector ρ values are iteratively updated according to the following equation: 

0  )],([)( 11 


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est Rρ

ρ
Rρρ ,               (15) 

where Ni  is the current iteration/experiment index, 0 i  is the step size, 

)]([ iJ
est ρ

ρ


 is the unbiased estimate of the gradient, and the regular matrix Ri 

can be the estimate of the Hessian matrix, the Gauss-Newton approximation of the 
Hessian, or the identity matrix in the case of less demanding and slower 

convergent computations. The step size sequence N i

i}{  should evolve in time 

such as to satisfy some bounds. With this regard the conditions to ensure the 
convergence of the stochastic algorithm are given in [10], [12], [22]. 
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3 Description and Implementation of IFT Algorithm 

LQR requires always a linearized model or a collection of local models of the 
process (e.g., in the gain scheduling approach) in order to calculate the optimal 

parameter vector *ρ  which corresponds to the optimal gain matrix T)( *ρ . The 

identification problem itself is a rather complex undertaking in the case of MIMO 
systems, which requires a special design of the experiments. 

On the other hand, the IFT-based approach does not need exact process models, 
and special gradient experiments can be conveniently designed to avoid abnormal 
operation regimes. The initial tuning of the gain matrix is not a problem in the 
case of the LQR-based approach. However, finding an initial stabilising controller 
without knowing the process is not a trivial task. Finally, the IFT can be used to 
fine tune controllers for nonlinear processes under constraints [16]. 

The IFT-based approach offers a notable degree of flexibility. The OF (11) is not 
only weighting the state variable errors and the control signal error associated with 
the LTI state-space model of the CS defined in (1), but it can weigh the reference 
model tracking error trajectories as well. As shown in [18], the IFT can be used as 
an alternative solution to the popular pole placement design of optimal state 
feedback controllers. However, the form in which it is used here is similar to the 
classical LQR optimisation problem. 

As mentioned in the previous section, the main advantage of the IFT resides in its 
gradient computation algorithm together with the stochastic convergence result. 
The MIMO IFT-based approach is particularly well suited to solving the 
optimisation problem defined in (9). From (1) and (6), the LTI state feedback CS 
is characterized by 
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where 11
 )(   n

u q RP x  is the process pulse transfer matrix operator from the 

input u to the state vector x, nn
q

 RP xw )( 1
  is the disturbance pulse transfer 

matrix operator from the process noise vector v to the state vector, and w, x and u 
are defined in accordance with (1). The dependence of the variables involved in 
(17) on ρ  is underlined accordingly. 

As suggested in (13), we need to calculate the derivatives 
l

ie




. Taking into 

account the state feedback control law defined in (6) and the fact that r does not 
depend on ρ , the partial derivatives obtain the expressions 
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The derivative of the CS state vector with respect to a certain process parameter 
nll ...1 ,  , can be expressed as 
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Similarly, the derivative of the control signal in the state feedback control law 
expressed in (6) with respect to the same parameter nll ...1 ,  , is 
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The derivative of the gain matrix Tρ  with respect to one parameter 
l  is a row 

vector with the same dimension as Tρ , but with a single nonzero element that 

takes the value 1, and when multiplied by e it keeps only the thl  state variable 
error. The derivative of the control signal is then 
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where el is the thl  state variable error. Equation (21) shows how to conduct the 
gradient experiments with the process: by injecting an additive term in the control 
signal of the state feedback CS and letting the reference input vector r equal to 
zero, the derivatives of the state variables and of the control signal with respect to 

the parameter 
l  in Tρ  are obtained. The injected term is 

le , i.e., the thl  element 

of the state control error vector obtained in a normal experiment. All specific 
experiments of IFT are described as follows. 
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An initial experiment, called the normal experiment, is carried out to record the 
evolution of the state variables and the corresponding state variable errors and 
control signal error respectively, in the state feedback CS shown in Figure 1. 

Other n gradient experiments are then subsequently carried out in order to 

calculate estimates of the derivatives 
l

ix




 and 
l

u




, and use is made of (17) and 

(21). Let l denote as a superscript the thl  gradient experiment corresponding to 

nll ...1 ,  : 
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Equation (22) provides the basis for the experimental setup (illustrated in Figure 

2) employed in the iterative calculation of the partial derivatives 
l

ix




 and 
l

u




 

needed in the minimization of the OF. We actually obtain at each gradient 
experiment the estimates of the gradient of the state variables with respect to the 
gain matrix parameters. In other words, the state variables of the gradient 
experiments are actually the gradient estimates. This is because at each experiment 

the process noise acts upon the CS. Equation (22) results in 
l

lE




x

x }{ . 

 

Figure 2 

Experimental setup to compute 

l

ix


  and 

l

u


  

The IFT algorithm consists of the following steps: 

- Step 0. Set the step size, the initial controller parameters 0ρ  and the weights 

in the OF. 

- Step 1. Conduct the initial (normal) experiment making use of the CS 
structure presented in Figure 1 and record the evolution of all state variables. 
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- Step 2. Conduct the n gradient experiments making use of the experimental 

setup presented in Figure 2 to obtain all partial derivatives 
l

ix




 and 
l

u




. 

- Step 3. Conduct the normal experiment again such that the states contain 
realizations of noise that differ from the noise at step 2 to ensure the unbiased 
estimate of the gradient. 

- Step 4. Calculate the estimates of the gradient of the OF according to (13). 

- Step 5. Compute 1iρ  in terms of the update law (15). 

Step 0 is done only once. Steps 1 to 5 are repeated iteratively. Step 0 requires an 
initial set of parameters that stabilise the state feedback CS to be obtained here by 
LQR. In the case of Single Input-Single Output (SISO) systems, we can use the 
Ziegler-Nichols tuning [33] or other techniques like the Virtual Reference 
Feedback Tuning [34], [35] in order to get these parameters. 

There exists a difference between the deterministic case and the stochastic case in 
terms of the objective function and of the objectives that are targeted. Specifically, 
IFT is developed as an experimental-based technique in which the noise enters the 
CS and therefore the objective function also contains a factor that depends on the 
noise; therefore the minimization of the energy transfer between the noise and the 
state variables is also attempted, in addition to the minimization of the state 
control error and of the control signal energy that are objectives specific to the 
LQR deterministic problem. This aspect is illustrated in Appendix 1. 

4 Case Study 

The case study is a second-order positioning CS for a modular DC servo system 
with an integral component. The process is characterized by the single input 
discrete-time LTI state-space model defined in (4) with the matrices 

2 ,
3993.7

1867.0
 ,

9471.00

0487.01
ICBA 

















 ,               (23) 

and with the angular position and the angular speed as state variables. The 
experimental setup is built around the INTECO DC servo system laboratory 
equipment. The control signal u for the accepted laboratory equipment is the 
PWM duty-cycle constrained to 11  u . The actuator exhibits a 15.0  
width insensitivity zone applied to u and compensated by an inverse nonlinearity. 
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The simplified model (23) was obtained by the parameter identification of the 
first-principle model of the equipment resulting in the simplified process transfer 
function (considering u as the input and the angular position as the output) 

)]1(/[)( sTsksP P  ,                 (24) 

where 
Pk  is the process gain and T  is the small time constant. The values of the 

process parameters were obtained as 88.139Pk  and s 92.0T . Using the 

notation Ts for the sampling period, the sampling period of s 05.0sT  was set. 

The detailed mathematical model of the process is time variant due to the 
interchanging modules (inertial load, encoder and eventually backlash). The re-
identification is not used in our approach. An experimental scenario is presented 
as follows to illustrate the benefits of the IFT-based approach over the classical 
LQR-based approach. 

The weights Q and λ in the infinite horizon quadratic performance index defined 
in (5) are 

400 , 
2.00

02.0









Q .                 (25) 

The results are presented for a step angular position reference input of 40 rad and 

zero angular speed reference input, i.e., T]040[r . A first order low-pass 

digital filter with a cut-off frequency of 20 rad/s is used in the experiments to 
reduce the errors and the noise that occurs during the measurement of the angular 
speed. This filter will change the process model, but IFT is independent with this 
regard. This choice also supports the idea that the tuning can be carried out 
whenever the process model changes in time, without the need of identification 
and optimal redesign via LQR. 

The weights (25) do not cause the saturation of the actuator. Thus the undesired 
behaviour due to the nonlinearities is avoided. This undesired behaviour usually 
occurs in the LQR-based approach where the nonlinear actuator is not included in 
the process model. 

For benchmarking purposes the control system performance indices that are used 
are the OF, the control signal energy defined as 





N

k

u kuE
0

2 )( ,                  (26) 

the 10% to 90% rise time of the position response (
rt ), and the maximum speed 

( max ). The IFT-based approach is next used to further reduce the OF, taking 

advantage of the experiments conducted on the real-world experimental setup. 
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In order to provide a relevant improvement, we start with a process model that is 
very different from the identified model. This is the same as assuming that the 
process model is time variant or that the identification is not accurate. The starting 
model for the LQR design uses the process parameters 180Pk  and 

s 2.1T  in the transfer function (24). For the weights (25), the state feedback 

gain matrix is 

]0.0213680.020496[)( 211_ LQR

Tρ ,               (27) 

The gain matrix 
1_)( LQR

Tρ  is further tuned using our IFT algorithm. The initial 

step size in the IFT algorithm employed to minimize the OF (9) is set to the initial 

value 80 102  , the values of the consequent step sizes are set in terms of 

(17), and 2IR i  is used. 

The reduction of the value of the OF is emphasized to illustrate that our IFT 
algorithm ensures the performance improvement of the state feedback CS. The 
following expression of the gain matrix is obtained after 15 iterations: 

]0.0173550.018900[)( 212_ LQR

Tρ .               (28) 

The evolution of the OF with respect to the iteration number (i.e., during the 
tuning) is presented in Figure 3. The evolutions of the controller parameters (i.e., 
the elements of the gain matrix) versus the iteration number are presented in 
Figure 4. The time responses of the CS before and after the application of the IFT 
algorithm are presented in Figure 5. 

Figure 4 illustrates that the OF is affected by random disturbances when it is 
evaluated on the real-world process. The values of the OF for the gain matrices 
defined in (27) and (28) are 89.38211_ LQRJ  and 10.37722_ LQRJ , 

respectively. The following performance indices were obtained: 

- for the initial CS response (i.e., before IFT): 5482.2uE , s 94.2rt , 

rad/s 0847.27max  , 

- for the final CS response (i.e., after IFT): 4654.2uE , s 53.2rt , 

rad/s 9519.27max  . 

A discussion on these results follows. The relatively large number of iterations 
shown in this case indicates that the slow convergence is due to the fact that the 
steepest descent direction is used and due to the fact that we are close to the true 
local minimum, and therefore only modest but still quantifiable improvements are 
seen in the figures. In practical situations it suffices to do several experiments in 
order to improve the performance in terms of the OF. 
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Figure 3 

The evolution of the objective function versus the iteration number 

 

Figure 4 

The evolution of the controller parameters versus the iteration number 

 

Figure 5 

Control system responses of the CS before IFT and after IFT 
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The minimization of J is dedicated to reducing the energy transfer from the 
process noise to the state variables. In conclusion, nonzero reference inputs are 
reflected by targeting three objectives: the minimization of the tracking error 
energy, the minimization of the control effort, and the noise rejection problem 
[13]. The improvements via IFT shown in the previous section ensure the 
reduction of the OF value and of its variance, due to the lower sensitivity to noise. 
This idea is also backed up by Appendix 1. 

The time responses of the experimental results shown are not very different, and 
this shows the robustness of state feedback CS with respect to the controller and 
process parametric variations. However, the solution is an evident improvement of 
the LQR design, and when the noise contribution in the OF is small, it is expected 
that the tuning procedure gets near the optimal gain matrix, which results in an 
optimal state feedback CS with robustness properties. When the noise contribution 
is important, the robustness properties of the optimal state feedback CS still hold, 
as suggested by the simulation scenarios with included process noise. 

The weights in the optimisation problems were set so as to ensure the linear 
operation of the process and of the actuator, viz., without entering saturation. The 
experimental results illustrate that the steady-state error of the position response is 
improved in spite of the process nonlinearities. 

IFT requires 1+n real-time experiments per iteration, n of them being successive 
gradient computation experiments. This number cannot be reduced using ideas 
similar to those presented in [36]-[38] because the number of gain matrix 
parameters is equal to the product between the numbers of process inputs and 
outputs. 

Conclusions 

This paper has presented an extension of the IFT approach to improve the 
performance of state feedback CSs where the performance specifications aim the 
minimization of OFs expressed as quadratic performance indices. 

Our general IFT approach provides an efficient way to deal with some of the 
specific problems of ill-defined processes when the strongly model-dependent 
LQR design gives solutions that are far away from the optimal solution. In such 
cases, when the LQR approach cannot anymore allow finding the minimum of the 
OF, the IFT approach can be applied to further reduce the OF. The experimental 
results presented in Section 4 show that the IFT approach, which allows an 
estimation the OF gradients on the basis of sensitivity functions and of real-time 
measurements during the CS operation, can successfully be used. 

A limitation of our IFT approach is that it actually ensures the strong improvement 
of the CS performance and the strong reduction of the OF only with respect to the 
considered particular reference input. Modifications of the reference input will 
yield different results with different dynamic characteristics. Our IFT approach 
does not use state estimators, being developed for a specific situation where all 
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states are measured. However, the introduction of state estimators in future 
research is not problematic because the estimator gain can also be included in the 
IFT algorithm. 

Future research will deal with the extension of the proposed IFT approach to 
MIMO control systems in mechatronics applications and to the tuning of state 
feedback fuzzy control systems. Further study of the convergence of the IFT 
algorithms is needed for all these nonlinear applications. Similar model-free 
tuning methods will be implemented including extremum seeking with emphasis 
on the direct application to the tuning of fuzzy controllers [39]-[42]. 
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Appendix 1. Connection between LQR and IFT objective functions 

This Appendix illustrates the connection between the LQR OF which drives the 
analytical solutions of the optimisation problem, and the IFT OF which is 
subjected to practical evaluations in our data-based algorithm. We assume two 
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cases for the OF, defined in the deterministic case and in the stochastic case 
related to the state feedback CS. The dependence on the parameter vector ρ  is 

omitted for the sake of simplicity. Our development follows a similar development 
to that presented in [43], and the two cases, a) and b), are presented as follows. 

a) The deterministic case. We assume that the following operational relationships 
are valid: 
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where nnq  RρP xr ),( 1
  is the process pulse transfer matrix operator from the 

reference input vector r to the state vector x and 11
 ),(   n

u q RρPr  is the 

process pulse transfer matrix operator from r to the control signal u. The 
dependence on ρ  is assumed but not explicitly written as follows in order to 

simplify notation. 

The infinite horizon OF specific to the formulation of the LQR problem 
corresponding to this case is 
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b) The stochastic case. The following relations hold: 
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The reference input vector and the process noise are assumed to be quasi-
stationary and uncorrelated, i.e., 

0wr )}()({ kkE T .                   (32) 

The expression of the OF used in IFT in this case is 
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The second, the third and the sixth terms in (34) are zero due to the uncorrelation 
between r and w. Therefore the following expression of )(ρJ  is obtained: 
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The term )(ρwJ  is dedicated to the minimization of the energy transfer from w  

to x  and to u . Inherently, in experiment-based tuning via IFT, this objective is 
also targeted in addition to the objectives to minimize the state control error 
energy (set-point tracking) and 

uE . If 0r   and 0  are chosen, the OF 

)(ρJ  enables the minimization of the energy transfer from the process noise to 

the state variables, resulting in a non-robust structure. 
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Abstract: Provisioning 3D video stream-based services online in an acceptable quality, 

even in a wireless access environment, is a big challenge for Future Internet service 

providers. Characterizing the necessary Quality of Service requirements is hard, since only 

a few empirical results are known about the user perceived 3D quality. In this paper a 

statistical analysis of subjective perception of 3D stereoscopic video Quality of Experience 

(QoE) are investigated with respect to network level QoS. The network is configured to 

demonstrate a real environment; thus, GPON-based aggregation is used. Our results show 

characteristics of QoE-QoS relationship in the case of 3D video playback. We also tackle 

the challenge by carrying out GPON-based transport network with IEEE802.11n standard 

based WiFi access measurements focusing the QoE of 3D content. And according to our 

results we propose cubic fitting function for modeling QoE-QoS relationship in the case of 

throughput degradation. 

Keywords: 3D stereoscopic video; Quality of Experience-QoE; Quality of Service-QoS; 

GPON-based network; WiFi network; Mean Opinion Score-MOS; subjective evaluation 

1 Introduction 

The Internet has approached an historic turning-point, when mobile platforms and 
applications are poised to replace the fixed-host/server model that has dominated 
since its inception. The existing Internet architecture has been designed for 
efficient communication but not for real-time data distribution. The exponential 
growth of smart mobile devices with Internet access, and the need of users to be 
“always connected” definitely indicate that the Internet has become the core 
mobile communication environment for business, entertainment, education, and 
for social and human interactions. 

Over the past decades, new network architectures and protocols have been 
proposed that sketch the idea of the Future Internet. Paul et al. [1] presented a 
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comprehensive survey on the networking research on network architecture for 
future networks and the next generation Internet. The articular network neutrality 
aspect, where users are able to access any web content and to use any applications 
according to their choice without restrictions or limitations, is becoming the 
biggest challenge for Internet Service Providers (FISP). 

FISP has to prepare for the capability to support multiple types of terminals, hosts 
and nodes, protocols and applications. The major design goals of FISP networks 
are: mobility as the norm with dynamic host and network mobility at scale; 
robustness with respect to intrinsic properties of wireless medium; trustworthiness 
in the form of enhanced security and privacy for both mobile networks and wired 
infrastructure; and usability features, such as support for context-aware pervasive 
mobile services, evolvable network services, manageability and economic 
viability. 

The Future 3D Media Internet has generated a significant amount of research 
work recently, which should be designed to overcome current limitations of 
network architecture, involving content and service mobility, new forms of 3D 
content provisioning, etc. [15] [3]. A seamless delivery of 3D video streams 
means that the provider needs to be able to observe and react quickly to Quality of 
Service (QoS) problems in transport network, and the importance of Quality of 
Experience (QoE) appears as well. QoE are customer-centric metrics, while QoS 
is network-centric. Human perception of video streams is best characterized in 
term of QoE, which looks at the streaming content from the standpoint of end 
users. Today, in the era of increasing fast resolution, mobile-phone owners 
commonly watch movie trailers or whole films on their small favorite devices, 
while customer satisfaction will remain dominant criteria for future applications. 
Consequently, appropriate QoS support at the service providers side and 
satisfactory level of 3D video QoE at the client side provided through the wireless 
access for mobile handhelds remains a big challenge for Future Internet 
researchers, as well. Investigation of QoE characteristics based on QoS 
degradation for 3D multimedia contents delivery is in focus recently. The 
assessment of QoE in multimedia services can be performed either by subjective 
or objective methodologies [2]. 

More research subjects have brought into focus the QoE and QoS [3] [12] or 
evaluation of stereoscopic images [4] [11] [6] [10], but more investigations are 
needed for appropriate QoE provisioning in wireless network based networks. The 
Gigabit Passive Optical Network (GPON) GPON transport based test-bed with 
wireless client access is an appropriate representation of an environment for 
measurements, and recent research works have appeared for the evaluation of QoE 
for 3D multimedia delivery by means of QoS in Future Internet wireless access 
scenarios. 

This contribution is publishing a few results of subjective tests carried out by 
participants focusing on describing the relationship between QoE and QoS for 3D 
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contents delivery in a real network environment. Obviously, network level QoS 
parameters such as throughput, delay, jitter and packet loss affect user level QoE 
parameters. First, we carried out experiments based on subjective testing of 3D 
video files, where 50 participants observed QoE changes due to the degradation of 
QoS parameters. The results of this experiment are published in [15]. We followed 
up on our experiments and this contribution shows the results of the QoE-QoS 
relationship investigation when one video file was observed in 3D and 2D types of 
visualization, as well. 40 users watched videos with QoS degradations, while jitter 
increased and throughput decreased. The second part of this paper describes a few 
results of an experiment where 36 participants assessed the quality of 3D video 
content when the network was a representative combination of GPON-based 
transport network and IEEE802.11n standard based WiFi access. 

The paper is structured as follows. In Section 2 we explain the network 
environment. Section 3 describes the method of measurements. Section 4 
discusses results in the case of a GPON environment. Section 5 shows a few 
results with a WiFi network, from the client side. Finally, this paper is concluded 
in Section 6. 

2 The Network Environment 

Based on the 3D multimedia transport requirements, the appropriate test network 
was planned and realized. Basically, the multimedia server is connected with a 
broadband and reliable connection, and 3D video contents were transferred 
through the network in unicast mode using TCP transport. Types of encoding and 
compression affect the demand of bandwidth in the case of multimedia content 
transport. The used average bandwidth can be between 10 Mbit/s and 20 Mbit/s 
via stream, or more, but in the case of higher motion level scenes, even 40 Mb/s 
throughput is needed. Videos were displayed by the Nvidia Vision Player v1.6. 

The GPON-based transport network was efficient with 2.5 Gbit/s download speed 
and 1.5 Gbit/s upload speed [7] via broadband and responsible access to video 
server with 3D multimedia streams. The whole GPON-based network architecture 
with wireless sub-networks on the client side is shown in Figure 1. 

The GPON-based transmission network consists of four components: Optical Line 
Terminal (OLT) on the provider side, Optical Network Terminal (ONT) on the 
customer side, optical cables for connecting, and passive splitters that can split 
optical signals in split ratios 1:2. The OLT and ONT devices are managed by the 
Siemens EM-PX manager client. The hardware configuration of the server and 
clients are shown in the Table 1. 
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Figure 1 

The GPON-based network with WiFi sub-networks for 3D video streams investigation 

Table 1 

Hardware configuration of the client and server 

The video server was responsible for the storage and sharing of the 3D and 2D 
video files, which was guaranteed by the VLC program. The WANulator software 
simulated different Internet conditions, such as delay, jitter or packet loss, 
providing the proper QoS degradation level in the transport network, and 
bandwidth limitation was set Netlimiter. 

Figure 2 shows the network architectures of the experiment for both scenarios: 
firstly, when the 2D and 3D videos were delivered and watched on the PCs 
connected directly to the GPON; and secondly, when the 3D video was transferred 
through the GPON to clients with WiFi 802.11n access to the transport network. 

CLIENT Components Notes 

Processor Intel Core 2 Quad, Q8300, 2,5GHz 
Needs: At least Intel Core 2 Duo, or 

AMD X2 Athlon 

Video-card NVIDIA GeForce GT 240 
Needs:  8 series, 9 series or 200 series 

NVIDIA video-card 

Memory 4GB RAM  

Spectacles Nvidia 3D Vision  

SERVER Components 

Motherboard Asus P5B Deluxe 

Processor Intel Core 2 Duo, 2,13GHz 

Memory 1 GB RAM 
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Figure 2 

Network architectures of the experiment without and with the WiFi sub-networks 

3 Method of Measurements 

The common practice for estimating user perception from network-level 
performance criteria is to conduct large experiments in a controlled environment. 
The QoE can be affected by many factors: network features which refer to QoS 
metrics such as packet loss, delay, jitter, reordering, and bandwidth limitation; and 
also multimedia features, which include higher levels’ specific parameters such as 
coding, quantization, bit-rate, frame-rate and motion level. All could have an 
effect on the QoE [12]. 

Mutimedia sequences (undistorted and distorted contents as well) can be scored by 
the Mean Opinion Score (MOS) in the case of subjective evaluation, which is the 
core of our experiments. The Mean Opinion Score (MOS) [17] quality scale 
method is typically applied for voice and video traffic scale (shown in Table 2). 
Reference sequence quality can be also graded by MOS for more detailed results, 
but usually only the outcome needs to be done. 

Based on the first-hand experience of our testing [15], we prepared an 
investigation regarding the QoE-QoS relation not only for 3D video streams but 
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also for 2D content as well. Our goal was to use statistical analysis to obtain more 
information on the relationship between the degradation of QoS parameters and 
QoE evaluations. 

Table 2 

MOS Quality Scale 

 

 

 

 
 

In both cases (in the GPON environment and in the WiFi network topology) 
participants watched a short part of the 3D stereoscopic film Avatar, the features 
of which are shown in Table 3, and had to evaluate the following questions about 
quality during video watching focusing on the empirical quality of the video. 

1) Rate continuity of the video content. 

2) Rate the quality of picture. Did you notice disintegration of picture? 

3) How did you assess the 3D experience on the whole? 

4) How did you feel conformity between the picture and voice? 

5) What was the quality like on the whole? 

Table 3 

Features of the investigated 3D video 

The order of these points was also essential. The first 4 points were about the QoE 
from various points of view. The last one was about QoE on the whole, which is 
usually much more complicated than only the recapitulation of the first 4 points. 
We also asked users to weight their answers for the correct statistical analysis. 
These weights helped us to calculate the weighted average for representation of 
the QoE-QoS relationship based on the subjective tests. 

Score Sequence quality 

5 Excellent 

4 Good 

3 Regular 

2 Bad 

1 Awful 

Title Video codec Audio codec Container format 

Avatar WMPv9 (VC-1 

Simple/Main) 
WMAv2 wmv 

Length (mm:ss) Resolution Video bitrate (kb/s) Audio bitrate (kb/s) 

03:32 1280*720 9646 192 
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4 Test Results in GPON Environment 

We gathered some basic demographic information. 40 users (37 men, 3 women, 
16 wearing glasses, and with an average age of 22) took part in this experiment. 
They watched a trailer for the 3D stereoscopic film Avatar mentioned above and 
also the same part of the film in 2D. A short part was enough because the goal was 
the QoE estimation and not an assessment of the film content [14]. 

Two types of degradation were made on the 3D and 2D video file, as well. And 
the test users scored the videos in the case of the following scenarios via the MOS: 

1) Reference undistorted video files 

2) Videos disturbed only by jitter increase 

3) Videos disturbed by bandwidth limitation and jitter increase 

The value of bandwidth limitation was calculated based on the maximum 
bandwidth demand, which was around 40 Mb/s for the 3D content in the case of 
the highest motion level scenes. The mean value of the bandwidth used was 
around 32 Mb, so we set the bandwidth threshold to 32 Mb/s, which caused 
throughput limitation. This value was set by the Netlimiter software for each 
client. 

Value settings of these scenarios are shown in Table 3 and Table 4. 

Table 3 

Parameters values for jitter degradation 

The results of the reference tests (watching the undistorted video file) showed that 
people who had watched 3D movies or videos before this experiment (36 persons) 
perceived the 3D content as lower quality than the rest of them (4 person). The 
average value of 3D experience (point 3 in the questionnaire) was 3.83 (almost 4, 
i.e. good quality) which was very good score on the whole. 

After evaluation of the averages, we counted the weighted average based on 
weighted answers gathered from users, and we could assign one QoE value to 
every certain value of the QoS parameters. If an answer was given a larger weight 
by the user, this meant that this feature (one of points 1-5 above) was more 
important for the user. A summary of this information is shown in Table 5. 

 

QoS 

setting 

Type of 

video 

Values refer to every 

measuring 
1. test 2. test 3. test 4. test 

Jitter  2D 
9400 packets + 470 burst for 

jitter; Bandwidth limit. none  

Jitter: 100 

ms 

Jitter: 120 

ms 

Jitter: 140 

ms 

Jitter: 160 

ms 

 3D 
9400 packets + 470 burst for 

jitter; Bandwidth limit. none 

Jitter:  90 

ms 

Jitter: 100 

ms 

Jitter: 120 

ms 

Jitter: 160 

ms 
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Table 4 

Parameters values for throughput limitation + jitter 

Table 5 

Summary of weighted values 

3D QoS  reference 90 ms jitter 100 ms jitter 120 ms jitter 160 ms jitter 

3D QoE 4,355 4,225 3,7775 2,955 2,2425 

2D QoS  reference 100 ms jitter 120 ms jitter 140 ms jitter 160 ms jitter 

2D QoE 4,8193 4,771 4,5199 4,143 3,1998 

      

3D QoS  reference 

90ms jitter + 

BW32Mb/s 

100ms jitter + 

BW32Mb/s 

120ms jitter + 

BW32Mb/s 

160ms jitter + 

BW32Mb/s 

3D QoE 4,355 3,625 3,205 2,395 1,8325 

2D QoS  reference 

100ms jitter + 

BW32Mb/s 

120ms jitter + 

BW32Mb/s 

140ms jitter + 

BW32Mb/s 

160ms jitter + 

BW32Mb/s 

2D QoE 4,8193 4,6951 4,0471 3,3898 2,7311 

We can clearly recognize QoE deterioration based on an increase of QoS. 
Observers watched content on two PCs simultaneously and separately connected 
to GPON by two WiFi access points. The NVPv1.6 player was set up with 440 ms 
de-jittering buffer and it was not changed during the whole experiment. 

Figure 3 shows QoE degradation based on jitter increase by using interpolation 
lines in the case of the 2D and 3D video. 

Applying the method of least squares we got the next solutions: 

 2D: 88527.40398079.0000558526.010*41046.1 236  xxx  (6) 

 3D: 22993.40644745.000116773.010*19435.4 236  xxx  (7) 

The QoE-QoS relationship shows a cubic correlation, and the sensitivity is more 
pronounced in the case of 3D video. 

Figure 3 shows the confidence interval (CI) of the QoE values, where the normal 
distribution is applied and a 90% confidence interval, and the critical value was 
calculated for this 90% CI. Lines of averages are plotted with bold lines and the 
margins of CI are plotted with dashed lines. In the case of the 3D video, the CI is 
more descending. 

QoS 

setting 

Type of 

video 

Values refer to every 

measuring 
1. test 2. test 3. test 4. test 

Band-

width 

limit. + 

Jitter  

2D 
9400 packets + 470 burst for 

jitter; Bandwidth  32 Mb/s  

Jitter: 100 

ms 

Jitter: 120 

ms 

Jitter: 140 

ms 

Jitter: 160 

ms 

 3D 
9400 packets + 470 burst for 

jitter; Bandwidth  32 Mb/s 

Jitter:  90 

ms 

Jitter: 100 

ms 

Jitter: 120 

ms 

Jitter: 160 

ms 
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Figure 3 

QoE based on jitter increase 

A jitter value of 90 ms was the threshold for the 3D video, and a jitter value of 
100ms was the threshold for the 2D video when the vision quality was still good, 
without jerkiness and freezing during the watching. The quality rapidly broke 
down from this point and participants were not satisfied with the quality due to 
jerkiness and, later, even a freezing picture. This method of evaluation was used in 
case of jitter increase and throughput limitation at the same time, when the 
threshold values were kept at 90 ms and 100 ms jitter value, but fell down rapidly 
from this point. 
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Figure 4 

Confidence interval of QoE in case of jitter increase 

5 Test Results in a WiFi Environment 

In this experiment 36 participants attended (34 men and 2 women), who study at 
the Budapest University of Technology and Economics. 18 of them wore glasses, 
and their mean age was 22.14. The youngest student was 20 years old, while the 
oldest one was 27. 32 participants had watched 3D movies before the tests. 

Observers watched content on two PCs simultaneously, separately connected to 
GPON by two WiFi access points. When people watched 3D stereoscopic content 
on two PCs simultaneously, playback was not fully fluent especially during higher 
motion level scenes, even in the case without any QoS parameter degradation in 
the transport. Simultaneously, two wireless configurations were investigated and 
loaded condition of them significantly affected our measurements, which could 
appear in real networks as well. Using WiFi channel-13 caused a medium load, 
while channel-3 showed an extremely crowded wireless condition. 
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Figure 5 

QoE scores comparision between scenarios with the moderate bandwidth limitation on channel-13: x-

axis MOS values in case of bandwidth 40 Mb/s and y-axis MOS values in case of bandwidth value 36 

Mb/s with bandwidth limitation 4 Mb/s 

 

Figure 6 

QoE scores comparision between scenarios with the high bandwidth limitation on channel-13: x-axis 

MOS values in case of bandwidth 40 Mb/s and y-axis MOS values in case of bandwidth 28 Mb/s with 

bandwidth limitation 12 Mb/s 
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Figure 5 shows linear regression with small deviation between average scores 
based on observation results in the case of small QoS degradation. This means that 
only small differences appeared in scoring between intact and moderately limited 
playback. In the second case, the video was played back with small QoS 
degradation, namely the bandwidth was limited with 4 Mb/s compared to the 
intact situation. Bandwidth limitation values were calculated on the average 
demand bandwidth value of the 3D stream, which during 95% of the playing time 
was 32 Mb/s, except in case of the highest motion level scenes when spine values 
appeared, exceeded this 32 Mb/s value up to 40 Mb/s. According to our 
experiments, with respect to the offered load, 40 Mb/s was considered as the 
highest load in the network, thus considered as an intact situation. During the 
tests, bandwidth in the transport was limited. The threshold was set to 36 Mb/s 
when the bandwidth limitation was 4 Mb/s, and so on, which caused network QoS 
degradation during our experiments. 

Figure 6 shows a comparison of the results in the intact case and the highest 
bandwidth limitation setting when the bandwidth threshold value was 28 Mb/s 
with bandwidth limitation of 12 Mb/s. As we can see, the linearity disappeared in 
this case. When the quality of continuity became unacceptable because of 
jerkiness and freezing, some participants’ average score still remained above 3 
(regular quality). As can be seen in the figure, these participants were mostly with 
glasses, and they did not assess the poor quality so critically. 

Also, it is observation that only spectacled people scored better the playback with 
higher bandwidth limitation in both cases depicted in Figure 5 and Figure 6. 

In the article [12], the IQX hypothesis is presented, which is a natural and generic 
relationship between QoE and QoS. They demonstrated the feasibility of 
exponential relationship through a couple of case studies, for example 
measurements results for web browsing in a fast network taken from G.1030. Our 
experiments show correlation with quadratic and even with cubic model is much 
better than applying exponential model assuming the limitations of moderate and 
high crowded channel, channel 3 and channel 13, respectively. The applied 
models are shown in Figure 7 and Figure 8. This means that the QoE-QoS 
relationship for 3D stereoscopic video playback shows cubic correlation with R 
square of 0.964 on channel 3. 

We can recognize a bigger contrast in the case of channel 13, as shown in Figure 
8, where a higher QoE were evaluated with better scores at the beginning, but 
from the threshold bandwidth limitation value of 8Mb/s, a stronger QoE decrease 
appeared. The QoE-QoS relationship also shows a cubic correlation with R square 
0.993. This difference from the logarithmic approaches found in [18] [19] and the 
correlation model proposed in [12] is caused by 3D video content specifics 
compared to data centric QoE observations. 
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Figure 7 

QoE mean scores results for 3D video watching carried on channel 3 and compared with quadratic 

model, cubic model, and exponential model 

 

Figure 8 

QoE mean scores results for 3D video watching carried on channel 13 and compared with quadratic 

model, cubic model, and exponential model 
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In the case of services such as video transport, continuity is the most significant 
factor in the case of QoE evaluation. We can recognize it from Figure 9, which 
shows in detail the evaluation of QoE degradation caused by bandwidth limitation 
for each question. From the boxplots the following observations can be made. 

1) The rate of continuity was scored the most critically because the highest mean 
score was only 2.5 (between regular and bad), which was caused by data 
sequences stuck during high motion level parts of video. The threshold 
bandwidth limitation value was 8 Mb/s. In the case of 10 Mb/s and 12 Mb/s 
limitation values, the quality of continuity was unacceptable because of the 
jerkiness and freezing which occurred during playback. 

2) The quality of picture was scored much better than continuity, usually 
between 4 and 3 (good and regular quality), because blurriness did not appear 
during the experiment, even in the worst case. 

3) The assessment of the 3D experience on the whole was not so much criticized 
as the continuity, and the best mean score was 3 - good even for 4 Mb/s 
limitation. This point is interesting, because this means people are still 
accustomed to 2D screening, and they are more tolerant in the case of 3D 
quality impairment than in the case of video continuity stalling or short 
jerkiness. And the 3D QoE, such as the depth of picture, was not so sensitive 
to the QoS degradation than the screening continuity. 

4) Conformity between picture and voice was scored with the biggest deviation 
and was acceptable, except in the last two scenarios with 10 Mb/s and 12 
Mb/s bandwidth limitation values, when due to heavy continuity degradation, 
voice quality also rapidly fell off. 

5) The quality of 3D video watching, like as on the whole, was scored with big 
deviation even in case of no bandwidth degradation. Some people scored it 
with 4 (good) but some even with 2 (bad); therefore, even the best mean score 
is only under three (less than regular quality), representing the most 
subjective part of the experiments. 
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Figure 9 

Boxplots mean scores with deviation for each bandwidth limitation values separately and clustered by 

questions: 1-continuity, 2-quality of picture, 3-3D experience, 4-conformity between picture and voice, 

5-3D video vision quality on the whole 

Consequently, participants were the most sensitive to the fluidness and continuity 
of scenes, and the 3D experience was less important when they evaluated the 
subjective video quality. 

Conclusion 

Within this paper a complex subjective test method of QoE investigation of 3D 
stereoscopic video files has been introduced. The GPON network, with its 
capacity, was suitable for the efficient transport of these contents even in unicast 
mode. 

Firstly, the relationship between the QoE and QoS was shown based on the 
gathered results for 3D stereoscopic multimedia content, compared with results of 
the 2D implementation of the same content. The evaluation of data was carried out 
by IBM Statistics software. QoS metrics such as jitter and throughput limitation 
disturbance were demonstrated by tests results which showed cubic correlation in 
both cases. The quality of 3D presentation, such as depth impression, is influenced 
by multimedia features as well, and dynamic, high-movement sections in video 
are more sensitive to the QoS degradation. 

In Future Internet research, one significant concept is to obtain network neutrality 
by extending of heterogeneity in the network architecture and service support. In 
the second part of this article are presented some results of subjective test results 
of the QoE-QoS relationship character with 36 participants in suitable 
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environment representing a common future environment, the GPON-based 
transport network + WiFi sub-network based on IEEE 802.11n in the 2.4 GHz 
band on the client side. Characteristics of QoE degradation were shown and 
analyzed on gathered MOS scores of participant experiments. The good quality 
guarantee is more complex in the case of WiFi access because the QoE is 
influenced by the nature of wireless technology (such as bandwidth limitation of 
multiple clients or channel interferences) and by the QoS level in transport 
network, as well. Robustness of 3D content, QoS degradation and limitation of 
WiFi network together cause stronger QoE deterioration on the client side. 

The goal was to compare gathered experiments with exponential fitting function 
based on the IQX hypothesis [12] in the case of vision quality investigation of 3D 
stereoscopic video delivery through a WiFi network. Applying the cubic fitting 
function to measurement results leads to better correlation with R Square values 
0.964 and 0.993 than exponential fitting function with R Square values 0.765 and 
0.745 in the investigated bandwidth limitation interval. This different result was 
caused by 3D video content delivery service investigation and subjective QoE 
assessment by users. 

Our results show that the fluidness and permanent continuity of video-streams is 
the most important aspect for good QoE. The primary importance of QoE 
investigation in wireless network environments has came to the forefront due to 
worldwide growth of video-stream presentation on smart small mobile devices, 
and results of this contribution could be helpful for ISPs in the case of 3D based 
multimedia services. 

In the future, more measurements and investigation are needed with various QoS 
disturbances such as delay, jitter and packet loss in a wireless environment and 
with explicit channel parameters such as WiFi Access Category, Beacon time, 
Max. Agg. Frames as long as the resulting A-MPDU fits within the configured 
TXOP limit, etc. considered. The goal is the mathematical modeling of the 
functional relationship between QoE and QoS metrics, which is needed for an 
optimal solution of 3D stereoscopic video contents delivery with appropriate 
display quality. 
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Abstract: This paper is focused on analysing the effects of the chosen colour space on 

image segmentation accuracy for a permanent quality control of the folding process. The 

folding process is one of the basic operations in print finishing, but during this converting 

operation the printed or non-printed substrates are exposed to high tensile stresses. These 

stresses can cause coating cracks on the folding line, which decrease the expected aesthetic 

feature or even the functionality of the product. High production efficiency of the folding 

process could be provided by a control system for automated visual inspection. Such a 

quality control algorithm was proposed by the authors in previous papers. Since the 

proposed algorithm relies on qualitative image segmentation, it is very important to 

determine all the factors which influence the segmentation quality. This paper investigates 

the influence of colour spaces. The applied image segmentation algorithm (Maximum 

Entropy) works on grey-scale images, and therefore only the luminance components of the 

five selected colour spaces (HSI, HSL, HSV, CIE Lab and CIE xyY) were used. The 

segmentation quality was determined by using six different measures (quantitative and 

qualitative), which were combined in order to obtain a single performance measure for 

algorithm evaluation. 

Keywords: colour space; segmentation; fold quality 

1 Introduction 
Folding a paper is one of the basic print finishing operations and its quality control 
is done by the machine operator, inspecting the folded paper mostly visually [2]. 
Besides such technical issues (non-precise register, double sheets folding, paper 
crinkling), the surface cracking along the folding line must be detected and 
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prevented or at least minimised during the folding process. There are different 
fold-ability or crack-resistance evaluation methods well known in the paper 
industry, for example: residual tensile strength, residual tensile stretch, residual 
bending stiffness, folding endurance, etc. [22]. Based on these methods under 
controlled conditions, a detailed investigation can be done for the fold-ability 
properties and fold line crack-resistances of the paper, but for real-time production 
quality control they cannot be applied, since they are time consuming and require 
special equipment. The visual control method which was used in [2], [12], [22] 
and [25] involves a human observer, and thus the obtained results are not 
repeatable, are highly dependable the observer’s experience and are of a subjective 
nature. A simple analysis based on the white pixel analysis of the digitalised 
images of folding lines can be found in [3], [4], [6], [19] and [21]. The presented 
image analysis gave an objective quality grade for surface cracking using 
commercial image analysis software, but the evaluations were done separately 
from the production phase. Although the white pixel analysis solves the 
subjectivity issue, a more complex pattern analysis is needed to explore the true 
nature of the surface damage (quantity, distribution, size, length and width of the 
cracked lines, etc. [9]) and the influence of the printed colour on visual perception 
and therefore on the aesthetic feature. 

With an objective folding quality estimation method implemented in the 
production process, the above described problems could be overcome. As in other 
fields of industry, computer vision based quality control can be applied. 

A basic Objective Folding Quality Assessment (OFQA) was proposed by authors 
[15], which was based on a set of image analysis algorithms in combination with 
neural network (Figure 1). 

 

Figure 1 

Block diagram of the proposed OFQA algorithm 

Due the observed parameters (colour and white pixel analysis, line detection) the 
presented algorithm obtained objective quality measures of the SAPPI evaluation 
scale [2] in a good correlation with subjective grades. Although the initial results 
were promising, they also showed that for the industrial application, further 
development was necessary to improve the method’s accuracy. The development 
and improvement process included a complete revision of some parts of the 
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algorithm and it revealed out that the choice of the proper image segmentation 
method is the most crucial step. On the observed images, in most of the cases, 
three different areas could be noticed: damaged area, printed area and shadow, and 
therefore lightness or intensity based monochrome/grey-scale auto-thresholding 
techniques were selected. Since the final algorithm should work autonomously 
with a wide range of samples, only algorithms with auto-detected thresholds were 
considered. In our previous paper [16], different types of grey-scale image 
thresholding algorithms were analysed, and the best performing algorithms where 
based on entropy thresholding (the so called Maximum Entropy and Renyi 
Entropy). As appropriate colour spaces, two colour spaces were selected: in the 
image processing, the widely used HSL and the perceptual uniform CIE Lab 
colour space. The obtained results indicated that further investigation was 
necessary to find the most suitable colour space for the chosen image 
segmentation method. The aim of this investigation was to evaluate the 
applicability of different colour spaces, in order to improve the image 
segmentation accuracy. 

2 Methods 

2.1 Image Segmentation 

Image segmentation is an essential component of many image analysis and pattern 
recognition applications, conditioning the performance of subsequent analysis 
steps. It can be defined as the process of partitioning an image into a set of non-
overlapping regions whose union is the entire image. Image segmentation 
techniques can vary widely according to the type of image (e.g., binary, grey, 
colour), the choice of mathematical framework (e.g., morphology, image statistics, 
graph theory), the type of features (e.g., intensity, colour, texture, motion) and the 
approach (e.g., top-down, bottom-up, graph-based). The simplest image 
segmentation technique is histogram thresholding, which assumes that the 
histogram of an image can be separated into as many peaks as there are different 
regions present in the image. The early segmentation algorithms were based on 
grey-level segmentation (monochrome). With the requirement changes (the 
emerging need of segmenting colour images) and growth of available 
computational power, the monochrome segmentation techniques have been 
extended to segment colour images. Some colour image thresholding approaches 
consider the 3D histograms that simultaneously contain all the colour information 
in the image, but since the storage and processing of multidimensional histograms 
is computationally expensive, most approaches consider 1D histograms computed 
for one or more colour components in some colour space [8, 11, 18]. 
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In situations where the luminance (intensity) information on an image is 
discriminative enough, the 1D histogram approach can be used. In other words, if 
the intensity (grey) levels of pixels of the object of interest are substantially 
different from the intensity (grey) levels of the pixels belonging to the 
background, a 1D thresholding algorithm can be used to separate objects of 
interest from the background. A well-chosen colour space, whose luminance 
channel carries the most information about the analysed surface, could be much 
more effective than a segmentation based on all channels, especially if it is applied 
in real-time in industrial conditions [7, 11, 17]. 

Based on previous research of the authors [16] which was focused on the 
evaluation of image segmentation algorithms, Kapur et al.`s method was found to 
perform the best for the given class of images (images of folded substrates) and it 
was used further in the evaluation of colour spaces presented in this paper. 

The algorithm evaluation was done with the ImageJ open source image analysing 
software. Since the selected method is implemented under the name 
“MaxEntropy” correlating to the basic concept of the thresholding method in the 
following, it will be referred to as Maximum Entropy [10, 23]. 

The Maximum Entropy thresholding method exploits the entropy distribution of 
the grey-levels in an image. The principle of entropy is based on uncertainty as a 
measure of the information contained in a source. The Maximum Entropy 
thresholding method considers the image foreground and background as two 
different signal sources, and the optimal image thresholding is achieved when the 
resulted image preserves as much information as possible, namely when the sum 
of the foreground and background entropies reaches its maximum [1, 5, 17]. 

Assuming that the h(i) is the normalized histogram of the analysed image, the 
optimum threshold for the Maximum Entropy can be defined as following [23]: 
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In order to improve the quality of the image segmentation, a smoothing filter can 
be integrated as a pre-filter step into the processing chain. By removing redundant 
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details and noise from the input image, the pre-filtering step can reduce the 
problem of complex textures (halftone and rosette pattern of the observed 
surfaces). In our previous paper [16], three different filters were tested and 
evaluated (the Gaussian, Mean and Kuwahara filters). Although the improvement 
was modest, based on the obtained results, the Mean filter was selected for further 
use as the smoothing pre-filter. The pre-filtering and the segmentations were done 
using the ImageJ software, which has a broad range of plug-ins, including the 
plug-in for the Maximum Entropy, named as MaxEntropy, and the Mean filter. 

2.2 Colour Spaces 

A colour space is a geometrical representation of colours in a space and allows for 
specifying colours by means of tree components, whose numerical values define a 
specific colour. They can be distinguished according to their characteristics in the 
following four families [14]. 

Primary spaces based on the trichromatic theory, which states that any colour can 
be expressed as a mixture of three primaries. The primaries correspond to the tree 
types of colour sensing elements (cones) found in the human eye. The primary 
spaces can be [13, 20]: 

 real primary colour space with physically realizable primaries (RGB, rgb), 

 and imaginary primary colour space like (XYZ and xyz), whose primaries 
physically do not exist. 

Luminance-chrominance colour spaces represent colours in terms of luminosity 
(L) and two chromaticity components (Cr1 and Cr2). The luminance-chrominance 
components are derived from the RGB colour space by linear or nonlinear 
transformations. The luminance-chrominance colour spaces can be classified as 
[13, 14, 20]: 

 perceptually uniform spaces (CIE L*u*v* and CIE L*a*b*), which 
determine the correspondence between the colour distance measured in 
colour space and the colour difference perceived by a human observer, 

 television spaces like (YIQ and YUV), where the luminosity and the 
chromaticity signals are separated for the signal transmission, 

 antagonist (opponent) spaces (wb,rg,by and YC1C2) based on the opponent 
colour theory in order to model the human visual system, 

 and other spaces (such as Irg and Yxy or CIE xyY), which cannot be 
directly classified in the above mentioned sub families but are applied in 
colour image analysis as well. 

Perceptual spaces quantify the colour according to the subjective human colour 
perception by means of the intensity, the hue and the saturation of colour. 
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Perceptual spaces can be also considered as luminance-chrominance spaces, since 
they are consisted of a luminance and two chrominance components. The 
perceptual colour spaces have luminance – chrominance components expressed by 
polar coordinates (e.g. HSL, HSV, HSB) [13, 14, 20]. 

Independent axis (or statistically independent component) spaces result from 
other spaces by applying mathematical operations that aim at de-correlating 
individual components (I1 I2 I3, P1 P2 P3, IJK) [14]. 

For the needs of this investigation, five colour spaces were selected with 
luminosity/intensity component. Two colour spaces were selected from the 
luminance-chrominance group (CIE xyY, CIE Lab) and three forms the perceptual 
colour space group (HSL, HSV and HSI). The used image acquisition equipment 
for sample digitalisation obtained the RGB values (sRGB), and therefore  for some 
of the selected colour spaces, the colour components from RGB had to be 
transformed into XYZ space first, using the transform matrix, and then into the 
target spaces, applying the adequate calculations/equations. Details about the basic 
characteristics and transformation equations for intensity channel of selected 
colour spaces are presented in Table 1 [20]. 

Table 1 

Basic characteristics and transformation equations for selected colour spaces [20] 

Colour 
spaces 

Components 
Conversion 

form sRGB to 
XYZ 

Conversion the intensity component 
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xyY 

x, y – chromatic     
component 
Y – luminance 
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where XW, YW and ZW are tristimulus 
values of the reference white 

HSL 
H – hue 
S – saturation 
L – brightness 
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2.3 Samples Preparation 

The proposed OFQA algorithm was developed for image analysis of the captured 
images of printed, folded and gathered substrates. In order to bring into account as 
many as possible different situations from real production process, a test form was 
prepared based on [12] and [25]. The test form consists of five different printed 
colour areas and a blank area for folding, as well as areas for print quality 
assurance. Table 2 shows the enlarged views of the printed areas for folding 
behaviour (surface damage) analysis, their CMYK notation of ink coverage and 
their target use case. 

Table 2 

The printed areas for folding behaviour analysis using CMYK notation 

No. Printed area CMYK notation Comment\explanation 

1. 
 

C 50% 
damage visibility on light halftone 
pattern 

2. 
 

K 50% 
damage visibility on dark halftone 
pattern 

3. 
 

K 100% 
damage visibility on dark solid tone 
with total ink coverage of 100% 

4. 
 

C 40% + M 40% + Y 
50% + K 20% 

damage visibility on simulated colour 
image 

5. 
 

C 80% + M 80% + Y 
80% + K 80% 

folding behaviour at total ink 
coverage of 320% 

The samples were made from uncoated, glossy- and matte-coated paper with basic 
weights of 100 g/m², 140/150 g/m² and 170 g/m². 50 samples of each paper grade 
were prepared in machine and cross grain direction 48 hours after printing at 
standard conditions (a temperature of 22ºC, a relative humidity of 55%). 

The sample-preparing process included the following operations and equipments: 

a) printing of the test forms was performed on KBA Performa 74 offset 
machine (process colours: Sun Chemical WORLD SERIES, plates: Agfa 
Azura TS CtP plates, dampening solution: 3% DS Acedin DH with 8% 
DS IPA, anti-set-off spray powder: DS 2020 B); 

b) cutting the printed test forms into suitable format for folding was done on 
a Perfecta 76 high-speed cutting machine (with a clamping pressure of 20 
and 25 kN); 

c) folding the test forms in machine and cross direction was performed on a 
Horizon AFC546AKT folding machine (only one buckle folding used, 
standard fold rollers: combination of soft polyurethane foam rubber and 
steel roller, standard roller gap adjustment according to the manufacturer 
recommendation [24] working speed of 50 m/min). 
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2.4 Test Images 

After the preparation, the samples were digitalised using a commercial digital 
camera, a flatbed scanner and a USB digital microscope. The basic settings of 
used equipment are presented in Table 3. 

Table 3 

Technical parameters and adjustments for used equipment 

Used equipment Canon A520 CanoScan 5600F Veho VMS-001 

Type 
Commercial digital 

camera 
Flatbed scanner 

USB digital 
microscope 

Colour mode RGB RGB RGB 

Embedded 
colour profile 

sRGB sRGB - 

Resolution resolution 180 ppi resolution 1200 ppi resolution 300 ppi 

Bit depth 8 8 8 

Format JPEG BMP BMP 

Other 

no flash, 100% digital 
zoom, auto white 

balance 
focal length of 5,8 mm 

- 

no light source, 
magnification of 

200X, 
CMOS sensor 

With the obtained digitalisation process, an extensive base image set was derived 
from the folded samples. A subset of 12 images has been selected from the base 
set, covering all three digitalisation methods and four different surface textures: 
halftone cyan, halftone black, solid-tone black and CMYK halftone pattern. The 
CMYK halftone pattern printed area, with 80% of each process colour was 
excluded from the evaluation set since the visual appearance of 320% total 
coverage was very similar to solid tone of black (K 100%). The selected halftone 
patterns present a particular challenge for automated image segmentation due to 
the complex texture – the halftone printed surface with damages (see Figure 2a, b 
and c). 

a)    b)    c)  

Figure 2 

Examples of selected images captured with digital microscope with (a) 50% cyan, (b) 50% black 

halftone printing and (c) rosette pattern of C 40% + M 40% + Y 50% + K 20% 

To recognise the perfect folds without any surface damage is another demanding 
task for an image segmentation algorithm. In order to evaluate the segmentation 
quality for this class, 3 images were added to the selected subset, one image for 
each digitalisation method. Figure 3 presents an example of such a perfect folding. 

javascript:popUp('CMOS')
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Figure 3 

Example of folded paper without surface damages on the folding line 

2.5 Quantitative Measures 

To evaluate the segmentation performance of used colour representation, six 
performance measures have been used: 

Misclassification error (ME) reflects the percentage of background pixels wrongly 
assigned to the foreground, and vice versa. For the two-class segmentation 
problem, ME can be simply expressed as: 
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where BO and FO denote the background and foreground of the ground truth 
image, BT and FT denote the background and foreground areas of the tested image, 
and |.| is the cardinality of the set. ME varies from 0 for a perfectly classified 
image to 1 for a total mismatch between reference and tested image [17]. 

The Hausdorff distance can be used to assess the shape similarity of the 
thresholded regions to the ground-truth shapes. Since the maximum distance is 
sensitive to outliers, Sezgin and Sankur [17] proposed a modification where the 
shape distortion is measured via the average of the Modified Hausdorff distances 
(MHD) over all objects. It can be defined as: 
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where d(fO, FT) denotes the minimal Euclidean distance of a pixel in the 
thresholded image from any pixel in the ground-truth image, and |FO| is the 
number of foreground pixels in the ground-truth image. Since an upper bound for 
the Hausdorff distance cannot be established, the normalization of the MHD 
metric can be performed by computing it’s reciprocate (with a small 
modification): 
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The measure derived by this formula has its optimal at 0 and its worst point at 1, 
as for the ME measure. 
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Positive false detection (PFD) is the proportion of background pixels wrongly 
assigned to the foreground object. Normalization (NPFD) can be done using the 
overall number of pixels in the image. However, in order to maximize the covered 
range in [0, 1], the normalization was done using the number of background 
pixels. 

Negative false detection (NFD) is the proportion of foreground pixels wrongly 
assigned to the background. Normalization (NNFD), following a similar logic as 
for the PFD, was performed using the number of foreground pixels. 

As a derived measure the positive false-negative false detection ratio, or shorten 
false detection ratio (FDR) is defined, too. It serves as an auxiliary measure to 
make the balancedness of false detection values easy to read. It is defined as: 
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This measure has a minimum in 1, which is also its optimum, desired value, 
whereas it’s maximum value cannot be analytically determined. For this reason, 
the following method is proposed for the normalization (NFDR): 
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Relative foreground area error (RAE) was first proposed by [17] and is a 
modification of relative ultimate measurement accuracy (RUMA) measure used by 
Zhang (as cited in [17]). It is a comparison of object properties, more specifically 
the area of the detected and expected foreground. It is defined by the following 
formula: 
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where A0 is the area of reference image and AT is the area of the thresholded 
image. For a perfect match RAE is 0, while if there is zero overlap of the object 
areas, the RAE is 1. 

All these measures require a reference or ground truth image, which was derived 
by hand, segmenting every sample image, marking just the cracked surfaces as 
foreground objects (see Table 4). 
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Table 4 

Selected test images and their ground truth segmented pair 

Type of 
images 

Test images 

1. 2. 3. 4. 5. 
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The attempt to derive a combined measure was presented in [17] with the attempt 
to simplify segmentation quality evaluation. The authors proposed a simple 
averaging of the derived measures. However, since all of the measures carry 
different information about segmentation quality, simple arithmetic averaging 
might not give the best approximate of the overall quality measure. For this reason 
a further analysis of the measures were carried out during this research. As the 
result, the listed measures were divided into two groups: quantitative and 
qualitative measures. In the quantitative group there was just the ME measure. It 
defines the amount of misclassified pixels; hence, it is a direct measure of the 
overall error in detection. All the other measures belong to the second, qualitative 
group. In order to obtain a single, joint performance score (JPS), the following 
formula is proposed: 
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The NPFD and the NNFD were omitted from the JPS since their information is 
contained in the NFDR measure. However, they were used in further analysis to 
compare the behaviour of segmentation using different colour spaces. In order to 
crosscheck the derived results the evaluation was repeated by using just the ME 
measure. The two evaluation results were then compared. 

3 Results and Discussion 
A representative test image and its hand-segmented pair are shown in Figure 4a 
and 4b (as original and ground truth). In Figures 4c, d, e, f and g, the automatically 
segmented images are presented based on the luminance/intensity component from 
the HSI, HSL, HSV, CIE Lab and CIE xyY colour spaces, respectively. 

a)    b)    c)    d)  

e)    f)    g)  

Figure 4 

Example of a (a) test image, (b) its hand-segmented pair and the automatically segmented images based 

on (c) HIS, (d) HSL, (e) HSV, (f) CIE Lab and (g) CIE xyY colour spaces 

All test images were processed by the segmentation algorithm using each of the 
colour spaces. The derived binary images were then pixel-wise compared to the 
appropriate ground truth image generating all six performance measures. Using 
(10), the measures were combined to form a single performance measure. These 
JPS values are presented in Table 5 for all test images and graphically shown in 
Figure 5. 

Based on the average JPS values, the CIE xyY can be recognised as the best 
performing colour space, producing an average JPS value of 0.2293, which is 
significantly better than the second best performance (less than 60% of 0.3976). 
By further analysing each test image, it can be seen that segmentation accuracy 
using CIE xyY colour space results in an even performance throughout the whole 
test set (JPS value is around 0.2). There are three exceptions: 

 4_scan and 4_pict test images, which are presenting a cyan halftone 
substrate. Although, the CIE xyY based segmentation performed the best 
for these samples, significant over-detection could be observed (a 
detailed analysis on substrate type will be presented latter). 



Acta Polytechnica Hungarica Vol. 10, No. 1, 2013 

 – 55 – 

 5_scan test image, which is showing a black halftone sample, was also 
poorly segmented with all colour spaces. As for the previous test images, 
significant over-detection could be observed by a slight advantage for the 
CIE xyY based segmentation. 

 

Figure 5 

Joint performance score values for all test images and colour spaces 

Table 5 

Obtained joint performance score values for all test images 

Test 
images 

HSI HSL HSV CIE Lab CIE xyY 

1_mic 1.072391 1.075942 1.127071 1.053293 0.185257 

2_mic 0.208690 0.207112 0.172954 0.166763 0.218564 

3_mic 0.317635 0.356105 0.386754 0.333201 0.276614 

4_mic 0.112946 0.112013 0.120381 0.108577 0.228994 

5_mic 0.220070 0.213945 0.229888 0.227978 0.019143 

1_scan 0.124323 0.126958 0.105902 0.098954 0.178914 

2_scan 0.670473 0.671548 0.821479 0.761589 0.133970 

3_scan 0.674908 0.667136 0.713143 0.708855 0.174782 

4_scan 0.732409 0.715503 1.044099 0.980283 0.586245 

5_scan 0.566517 0.565210 0.575609 0.588636 0.415236 

1_pict 0.114178 0.111927 0.123873 0.119140 0.217959 

2_pict 0.171629 0.170618 0.177982 0.198934 0.211951 

3_pict 0.095528 0.094056 0.103709 0.097141 0.190041 

4_pict 0.570955 0.559490 0.613510 0.589825 0.402043 

5_pict 0.326565 0.317093 0.317557 0.286431 0.000211 

AVG 0.398614526 0.397643688 0.442260715 0.421306646 0.229328377 
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From the derived results (see Table 5), it can also be noticed that colour spaces 
HSI and HSL performed very similar for the entire set. Their average JPS 
measures differed by less than 0.001, whereas the highest discrete difference was 
0.0385 for the 3_mic sample. Based on the JPS values, HSV can be announced as 
the worst performing colour space with the highest average JPS value. The CIE 
Lab colour space performed worse than HSI or HSL, which confirms the first 
results presented by the authors in [16]. 

In order to crosscheck the proposed joint measure, the same analysis was 
performed based only on the ME measure. These results can be seen in Figure 6. 
As can be noticed, the two charts are similar and the conclusions drawn from them 
are also very similar, with the differences just in magnitudes. However, it can be 
observed that the joint measure emphasises some differences according to 
favourable qualitative measures (see for example 4_mic or 2_scan samples). 

 

Figure 6 

Obtained values for misclassification error for every test image 

In order to analyse the performance of image segmentation for different 
digitalisation techniques and substrate types, the results of JPS were grouped 
accordingly. The results for image acquisition methods are shown in Figure 7. For 
this purpose, the results of the first 4 samples were averaged for each group. The 
fifth sample was omitted because it represents a perfect fold and it will be 
separately analysed. As can be seen, the best overall results (all colour spaces 
performed similarly well) were obtained for the acquisition by digital camera. This 
can be explained by the fact that this type of digitalisation reduces the most the 
effects of halftone and rosette patterns (because of the resolution and the closeness 
of the substrates). It is somewhat unexpected that the scanner based digitalisation 
resulted in the worst segmentations, since this method had ideal illumination, the 
best resolution and no effects of blurring or geometric distortions. Samples 
digitalised by scanner are over-detected, which could be explained by the 
method’s high resolution (emphasized halftone and rosette patterns). The samples 
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derived by digital microscope are segmented somewhat better than those 
digitalised by the scanner. This is also an unexpected result, since one would 
expect that the halftone and rosette patterns are the most emphasized by this 
method. However, it seems that the high magnification helps the algorithm to 
correctly detect the base paper colour, hence helps avoiding misclassification of 
printed surfaces. 

 

Figure 7 

Average joint performance score values by digitalisation methods 

Figure 8 presents performances by printed texture types. As was expected, the best 
results were derived for solid black printed areas (2_mic, 3_pict and 1_scan), 
where the difference between damages and printed surfaces is the biggest. 
Samples with rosette pattern are the second best segmented. At the first glance, 
this result is surprising because of the complex colour pattern (all four process 
colours are present). However, if we consider that the algorithm is working on 
grey-scale images, where these differences are less noticeable, then the results are 
less surprising. Halftone black and cyan samples were the worst segmented. This 
is especially true for the cyan halftone samples, where besides the halftone pattern, 
the relatively small difference between the grey-levels of cyan and paper colour 
renders the correct detection more difficult. It should also be noted that the CIE 
xyY based segmentation had balanced performance for all printed texture types. 

 

Figure 8 

Average joint performance score values by printed texture type 
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The analysis of perfectly folded substrates (no damages visible) was set apart from 
the analysis of other substrates because of two reasons. On one hand, most of the 
measures could not be defined for these samples, making the joint performance 
score less relevant. On the other hand, these samples are special because there 
should be no foreground objects detected (there are no damages). This is a serious 
problem for most of the algorithms, since they are all configured to find a 
foreground object. Viewing this problem from the folding quality assessment point 
of view this would mean that there is a problem of detecting substrates, which 
does not require any action (the folding machine is configured well). The problem 
is even more serious if we consider that these substrates will be the most often 
presented to the OFQA. The results of this separate analysis are presented in 
Figure 9. As can be seen, the CIE xyY based segmentation is superior compared to 
the other three, having almost no over-detection for two (digitalised by 
microscope and digital camera) of the samples and 30% less for the scanned 
sample. 

 

Figure 9 

Joint performance score values for perfectly folded substrates 

The presented results confirm the first conclusions derived by the average JPS, 
that the CIE xyY based segmentation performs the best from the chosen group of 
colour spaces. However, analysing the performances by positive and negative 
false detections, an oddity of the CIE xyY colour space is revealed. Namely, it 
tends to under-detect the damaged surfaces. This is visible in Figure 10, where the 
positive false detections are presented, and in Figure 11, where the negative false 
detections are presented. 

It can be seen that the positive false detection of CIE xyY is the lowest for all 
samples, whereas for the negative false detection, the situation is the opposite, i.e. 
it produces significantly higher values. This behaviour is not always favorable, but 
could be successfully exploited, for example, in a two-stage segmentation process, 
where this step would be used to initially detect damages. 

 



Acta Polytechnica Hungarica Vol. 10, No. 1, 2013 

 – 59 – 

 

Figure 10 

Normalized positive false detection values for all substrates and colour spaces 

 

Figure 11 

Normalized negative false detection values for all substrates and colour spaces 

Conclusion 

This paper presented a detailed evaluation of five colour spaces (HSI, HSL, HSV, 
CIE Lab and CIE xyY) in respect to their influence on image segmentation quality 
for a given set of test samples. The used segmentation algorithm was the 
Maximum Entropy algorithm, which is working on a 1D histogram. For this 
reason only the lightness (luminance) information of the colour spaces was used 
for evaluation. Six different measures have been derived to determine 
segmentation quality: misclassification error, modified Hausdorff distance, 
relative foreground area error, positive and negative false detection and their ratio. 
In an attempt to combine the measures into a unique grade, as a side effect of the 
research, a new combination method was proposed, which combines the metrics 
into a single measure. However, in order to crosscheck the results a separate 
verification, based only on misclassification error, was also performed. The two 
analyses gave similar results, showing that the segmentation shows best 
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performance by using CIE xyY colour space. However, it should be mentioned 
that segmentation based on this colour space tends to under-detect the damaged 
areas, while resulting in almost no false positive detections. This feature could be 
exploited in a two-step segmentation algorithm, where the 1D histogram analysis 
would be the first step. Also, the analysis of the results showed that the samples 
digitalised by a digital photo camera as having the lowest JPS, making this method 
the best choice for acquisition. As was expected, the solid black printed substrates 
were segmented with the least error, while the cyan halftone substrates were the 
hardest to segment. Based on the obtained results, further development and 
improvement of OFQA (Objective Folding Quality Assessment) could be 
achieved in refining the method’s accuracy for real-time and in-line quality control 
on folding machines. 
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Abstract: This paper considers the creation of a transient vibration signal model 

established for signals generated in deep grove ball bearings with pitting (spalling) 

formulation on their inner race. The fault on the inner race was created artificially. The 

derivation of the signal model is based on data acquisition, signal filtering and parametric 

identification. A new filtering method is presented that is suitable to eliminate the effect of 

amplitude modulation and noise that usually arises in the case of bearing vibration 

measurements. We show that a three-parameter signal model is adequate to describe 

unmodulated transient pulses. Our signal model can be used in developing new bearing 

vibration analysis and condition monitoring methods. 

Keywords: Condition monitoring; bearing vibration analysis; model identification 

1 Introduction 

Nowadays, bearings are commonly used components in machinery. This 
component plays a prominent role in the operation of devices. Failure can 
therefore not only cause enormous damage, but sometimes put human lives at risk. 
The failure of rolling element bearings during operation is indicated by the 
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unusual behaviour of the bearings. Improper operation may be indicated by a 
rising or increased vibration level in a bearing. The initial state of "unusual 
behaviour" is usually followed by sudden failure of the bearings. In this way 
bearing failures may have unforeseen consequences, and therefore the periodic 
inspection, preventive maintenance and replacement of defective parts is 
important. 

In order to avoid unexpected failures, various procedures have been developed. 
These include condition monitoring and vibration analysis. All of these methods 
strongly rely upon the kinematical or dynamic model of the bearing. At the early 
stage of bearing failure, micro-cracks develop under the rolling surfaces due to the 
repetitive load on the contacting elements. This usually produces high-frequency 
(ultrasonic) vibrations that can be sensed by acoustic emission methods. In the 
next phase of bearing failure, these cracks reach the surface. When two surfaces 
contact each other in this situation, resonance is excited in the bearing. 

The mathematical model of the vibration response of the bearing with a single 
point defect is investigated in [1, 2, and 3]. The authors in [1 and 2] consider the 
propagation path of the vibration and the effect of load distribution. This type of 
mathematical model is an exponentially damped sinusoid function. Later, in [4, 5], 
the signal model was extended to cases of multipoint defect. 

Another approach is to model the bearing as many degrees of freedom (DOF) 
system. The authors in [6, 7 and 8] use a 2 DOF model, while others in [9] a use 3 
DOF model. These models are based on the Hertzian contact theory, considering 
the centrifugal load effect and the radial clearance. 

Our aim was to develop a realistic signal model of vibration response of a bearing 
with a single-point defect by creating an artificial fault. We set up test equipment 
to record the vibration response of this type of defect, and we also created a model 
with an appropriate numbers of unknowns and tried to find numerical values to fit 
these variables by parametric identification, where the measured and the 
theoretical vibration response are in good agreement. 

2 Establishing a Vibration Signal Model 

Vibrations generated by bearings appear at different frequency ranges. 
Periodically occurring transient pulses are produced at frequencies determined by 
bearing geometry and speed. The frequencies of transient pulses depend on the 
characteristic frequencies of the bearing. There are also low frequency vibrations 
originating from unbalancing. The subject of our examination is the model of 
these transient pulses. 
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2.1 Bearing Selection and Data Acquisition 

The primary consideration at bearing selection was its applicability for testing. We 
had to choose a bearing that can be disassembled and assembled without 
destruction. Taking into account the available resources and above considerations, 
a 6204-type, plastic cage, single row, deep groove radial ball bearing was chosen 
(see Fig. 1). 

 
Figure 1 

An assembled and disassembled deep-groove ball-bearing, type 6204 

In order to obtain a signal model, we had to form a point-wise fault on the surface 
of the inner ring of the bearing. Since bearing material is very hard (HRC 58-65), 
we experimented with applying sulphuric acid and nitric acid on the surface, but 
in neither case was the fault point wise. Finally, we were able to form a single-
point fault (Fig. 2) with an electric arc engraver and with a laser engraver-cutter. 

The shape of the failure created by electric arc differs from the ideal circle, while 
by using a laser beam a hole can be created that is very close to the ideal circular 
shape. The artificially created fault on the inner race of a deep grove ball bearing 
is shown in Fig. 3. 

 

Figure 2 

The “crater” formed on the inner race of the bearing by electric arc (left) and by laser beam (right) 
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Figure 3 

An artificially created fault on the inner race of a deep grove ball bearing 

 

Figure 4 

The machined outer ring 

For the test rig we used a turning machine of E1N type. The bored and 
reassembled bearing was mounted on a shaft fixed in the chuck. We used a rod 
fixed in the tool post as a support. The rotating nature of the tool post made it 
possible to apply radial load on the outer ring of bearing, where the force was set 
to be perpendicular to the rotating shaft. Our primary goal was to minimize the 
force/vibration transmission path, since noise can come from a number of 
different sources. They can be mechanical or electrical noises. Electrical noise can 
be eliminated by properly set up measurement devices, while mechanical noise 
usually comes from the test rig. A portion of the outer ring of the bearing was 
machined by grinding (Fig. 4). An accelerometer of KISTLER 8702B50 type was 
attached to the flat area with beeswax. 
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Figure 5 

Measurement set up 

For data acquisition we used the following devices: 

•  HAMEG, HM507 analogue-digital oscilloscope, 100 Ms/s real-time 
sampling rate, 

•  KISTLER accelerometer 8702B50, 

•  KISTLER 5108 charge amplifier, 

•  PCI 6063E PCMCIA DAQ card, 500 ks/s sampling rate. 

The DAQ card was controlled by software developed under the NI 
LabWindows/CVI programming environment. Validation of our software was 
performed using a HITACHI VG-4429 function generator and digital 
oscilloscope. 

Sampling was performed at a constant inner ring speed of 1812 min-1. This value 
satisfies the specifications of American ANSI [10] and German DIN [11] 
standards (1800 min-1 ± 2%) concerning bearing vibration measurements. The 
outer ring was stationary, as it delivered radial load. The sampling frequency and 
gain were set to be 30 kHz and unity, respectively. 

When a ball rolls over the fatigue point, it excites resonance in the bearing at one 
of the natural frequencies. The amplitudes of excited impulses are proportional to 
the load and influenced by the load distribution factor. The closer a fault is located 
to the load zone, the higher the amplitude of excited impulse is. The repetition 
frequency of impulses is 30.2 Hz and the time between successive impulses is 
T=33 ms. The resonance excited by an impact embedded in noise and the 
corresponding spectrum are plotted in Fig. 6. Since our test rig contains a gearbox 
to transmit power from the motor to the lathe spindle, the gear mesh frequencies 
should appear in the spectrum. These frequencies occupy the higher frequency 
ranges of the spectrum. Using a faultless test bearing of the same type as a 
reference gauge we were able to distinguish between gear mesh and bearing 
frequencies. 
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Figure 6 

Time plot and corresponding amplitude spectra of the bearing with inner race fault 

Bearing defect frequencies could also be calculated from the geometry, which is 
shown in Table 1. 

Table 1 

Bearing defect frequencies of 6204 bearing for n =1812 min-1, stationary outer ring 

BPFI 149.339 Hz 

BPFO 92.261 Hz 

BSF 60.349 Hz 

FTF_i 11.533 Hz 

We used a 6th-order Butterworth 300-1800 Hz band-pass filter to remove the 
unwanted “noise”. 

The signal at the output stage of filter still contains a considerable amount of 
noise. To establish the signal model of this kind of bearing failure we need a 
“noiseless” time signal. To resolve this problem we created a new filtering method 
that used a priori information about the signal. 
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Figure 7 

Time plot and corresponding amplitude spectra of the faulty bearing after filtering 

2.2 Examination of Bearing Vibration Signals 

Bearing vibration signals, especially those which result from pitting formulation, 
are a series of amplitude modulated transient pulses. The source of amplitude 
modulation is the load distribution, which is unequal along the inner or outer ring 
of bearing (Fig. 8). The load distribution (Equation (2)) is expressed in terms of 
the load distribution factor ε. The external radial force generates a number of 
reactive forces whose amplitude varies with the contact function in Eq. (1). That 
is, the closer the fault (pitting) is located to the load zone, the higher the amplitude 
of the transient vibration is. 

In case of ε < 1 the load zone can be characterised by the contact function Ψe [12]. 

( )ε=Ψe 21arccos −  (1) 

The load on a rolling element at arbitrary Ψe
angle is given as: 

( )( ) ,cos1
2
1

1max

n

Ψ
Ψ

ε
=QQ 




 −⋅−⋅
 (2) 

where 
maxQ is the maximum load on a rolling element [12], 2/3=n  for bearings 

with point contact (ball bearings), and 9/10=n for bearings with line contact 
(roller bearings). 
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Figure 8 

Interpretation of load distribution factor ε [12] 

On the basis of static balance, the vertical components of rolling element load 
should be equal to the external radial load: 

( ).cos
0

ΨQ=F
e

Ψ=±Ψ

Ψ=

Ψr ∑
 (3) 

Therefore, 

( )( ) ( ).coscos1
ε2

1
1

0

ΨΨQ=F
e

±Ψ=Ψ

=Ψ

n

maxr ∑ 




 −⋅−
 (4) 

Applying Newton’s second law on (4), i.e. that the acceleration is parallel and 
directly proportional to the net force, it is clear that the instantaneous amplitudes 
of vibration acceleration are determined by the radial load corresponding to 
contact function. That means amplitude modulation. 

2.3 Filtering of Amplitude Modulated Transient Pulses 

Transient signals are finite energy signals by definition (5) 

( ) ,2
∫
∞

∞−

∞dt<txE=  (5) 

where E denotes the energy of signal x(t). 
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For characterising those in the time domain, parameters such as rise-time, 
overshoot, settling-time or fall-time can be used. The shorter its time extent, the 
wider space it occupies from the frequency plane: 

( ) ,1=δ(t)�  (6) 

where �( ) denotes the Fourier transform operator and δ(t) is the Dirac delta 
function. 

Real world electrical signals are usually embedded in noise. In the case of 
vibration measurements we convert the mechanical displacement into voltage. 
Noise might come from the equipment where the investigated part is located. This 
usually happens, even if it operates under normal condition. Noise can also be 
measurement noise that arises during the converting process of mechanical 
quantities into electrical values. Or it might originate from EMC disturbances. But 
it can also be quantization error arising during A/D conversion. 

Depending on the source of the noise, its spectrum may be located within a 
specific frequency area or it might occupy the whole frequency range. The 
filtering of transient signals embedded in noise by conventional methods is 
difficult, since it is hard to establish the cut-off frequencies of the filters 
accurately. 

In certain engineering processes, periodically repeated transient impulses arise 
whose amplitude varies with time depending on some physical parameters. This 
means that the transient impulses amplitude is modulated. The amplitude 
modulation alters the original pulse spectrum. The location of sidebands depends 
on the modulation index and the shape of modulating signal. In addition, this 
spectrum is usually buried in one of the previously mentioned noises, depending 
on the signal to noise ratio (SNR). 

Assuming that each transient impulse is just as likely to appear in the sampled 
data, and its time course – aside from the differences caused by amplitude 
modulation – is the same, we obtain the most accurate frequency domain 
representation if we take as many samples of the pulse as possible. If the transient 
pulses are generated by a deterministic process, the repetition rate is constant or 
well defined. 

The Fourier transform of absolutely integrable finite-energy signals with only a 
finite number of local extremes is a continuous function. Amplitude spectra of 
periodic functions are line spectra, where the distance between individual spectral 
lines is equal to the frequency calculated from the periodicity. As a result, the 
Fourier transform of periodically recurring transient signals must be line spectra. 

When a periodic signal is amplitude modulated, side bands appear in its spectra. 
The spectral line corresponds to the carrier signal and the sidebands to the 
modulating frequency, respectively. 
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One form of amplitude modulation (AM-DSB, or A3E) in time-domain can be 
written as: 

( ) ( )[ ] ( )tctm+A=tx ⋅ , (7) 

where x(t) is the amplitude modulated signal, m(t) is the information (modulating 
signal, base band signal), c(t) is the carrier and A is a constant. 

The general form of the carrier signal 

( ) ( ),sin cctCtc φω +⋅=
 (8) 

where C, φc  and ωc are the amplitude, phase and angular frequency of the carrier. 

The time function of the modulating signal 

( ) ( ),cos φω +⋅= tMtm m  (9) 

where M is the amplitude maxima of the modulating signal, and φ  and ωm are the 
phase and angular frequency of the modulating signal. 

The carrier and the modulating signal frequency can be calculated based on 
Equations (10) and (11). 

π
ω
2

c
cf =

 (10) 

π
ω
2

m
mf =

 (11) 

The carrier frequency is always greater than the frequency of the modulating 
signal: 

mc ff >>
. (12) 

If A=0 then we have double-sideband suppressed-carrier transmission (DSBSC). 

The condition of double-sideband amplitude modulation: A ≥ M. 

The modulation depth can be calculated using 

A

M
m =

 (13) 

Assuming an additive, uniformly distributed "white noise" e(t) with zero mean, 
the amplitude modulated signals embedded in noise can be written in the form: 

( ) ( ) ( )tetx=ty + . (14) 
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White noise is a signal where the consecutive samples do not correlate: 

( ) ( ){ }




≠
=

=
21

21,
2

2
*

1
,0

,
21

tt

tt
teteE ttδσ

, (15) 

where E{e(t)} is the expected value of random variable e(t) (mean value, average 
value) and the asterisk stands for the complex conjugation 

σ2
=E{| e(t)|2} variance of random variable e(t) (power). 

The autocorrelation function of a white noise is a pulse at t1 = t2. 

Since the Fourier transform of the autocorrelation function is the power spectral 
density (PSD), PSD of the white noise is constant throughout the entire frequency 
range. This means that all frequencies are present in the white noise: 

( ){ } .2
ete σ=�  (16) 

The Fourier transform of a noisy, amplitude modulated signal is 

( ){ } ( ){ } ( ) ( ){ } ( ){ } ,tetctm+tcA=ty ���� +⋅⋅  (17) 

where the first part of the right side of the equation is the Fourier transform of the 
carrier, the second part is the Fourier transform of the modulated carrier, and the 
third part is the PSD of white noise. The Fourier transform of the second term in 
Equation (17) can be calculated as follows: 

( ) ( ){ } ( ) ( ) ,ˆˆ
2
1

ωcωm
π

=tctm ⋅⋅�  (18) 

where the hat denotes Fourier transformation. 

The harmonics in this term are symmetrical to the higher-frequency carrier. Those 
harmonics which correspond to the carrier are missing from the spectra. 

Using Equation (18) we see that 

( ) ( ){ } ( ) ( ) ( ) ( )[ ].4224
2
1 ++−+++−⋅ ωδδδδπ www=tctm�

 (19) 

The first part of the right side of Equation (17) represents transient pulses. 

( ) ( ){ }tc=C �ωˆ
 (20) 

This term gives line spectra, since we have periodic function. The distance 
between successive spectral lines is the aforementioned repetition frequency. 

If the amplitude or the frequency of modulating signal changes with time, then the 
position of spectral lines representing carrier frequencies in Equation (17) does not 



L. Tóth et al. Construction of a Realistic Signal Model of Transients for Ball Bearing with Inner Race Fault 

 – 74 –

change, but the amplitude of side bands (second term) and their distance from the 
carrier also alter. The location of the sidebands is determined by the modulating 
signal. 

( ) ( ) ( ){ }tctmM ⋅= �ωˆ
 (21) 

Using Equation (12, 18 and 19) Equation (17) can be rewritten as (22) 

( ) ( ) ( ) .ˆˆˆ 2
eM+CA=Y σωωω +⋅

 (22) 

The second term containing modulation information from Equation (22) by 
spectral sampling can be removed, since it has no spectral component 
corresponding to the carrier frequency: 

( ) ( ) ( ) Ζ∈⋅∆⋅−∑
=

nYfn=Y
N

n

s ,ˆˆ
0

ωωδω  (23) 

where ( )ωsŶ  denotes the sampled spectra, Z denotes the set of integer numbers, 

and ∆f is the periodicity we get from Cepstral analysis: 

( ) ,ˆlog
2
1

][ ω
π

τ τω
π

π

ω deeY jj

∫
−

=�

 (24) 

( ) ( )[ ]τττ ccwheref max, ==∆ . (25) 

To determine the frequency domain form of transient pulses we can use: 

( ) 2ˆ1ˆ
esY

A
=C σω −

 (26) 

The value A is a constant determined by the amplitude of the modulating signal. 
When it is unknown, then let A = 1. The filtered transient pulses can be obtained 
by using inverse Fourier transformation 

( ) ( ){ }ωCtc ˆ1−=� . (27) 

The proposed method consists of: 

− sampling, considering Shannon’s theorem. 

− performing Cepstral analysis to determine periodicities in the spectra. 

− estimating the noise level using signal spectra. 

− sampling the amplitude spectra, according to the results of Cepstral 
analysis. 

− decreasing the amplitude values by the estimated noise level 

− applying inverse Fourier transformation. 
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2.3.1 Application of the Method for Filtering Bearing Vibration Signals 

In our case transient pulses correspond to the carrier wave, while the effect of 
amplitude modulation caused by load distribution factor corresponds to the 
modulating wave (Fig. 9). Applying the filtering method on sampled data of 
vibration of laser drilled bearing, we were able to eliminate the effect of amplitude 
modulation. The time-domain behaviour of each transient in the filtered signal is 
the same, which makes it possible to establish a signal model of transient vibration 
for this type of bearing failure. 

 
Figure 9 

Filtered vibration acceleration signals of the laser drilled bearing 

2.4 Model Identification 

Model identification can be performed in various ways. Our main idea was signal 
enveloping followed by curve fitting. Since the transient signal of this type of 
defect does not contain a frequency modulated component (see Fig. 12), all we 
have to be concerned with is the amplitude modulating element. 

In [3, 12] the signal model of transient pulse generated by a point-wise fault on the 
inner race of a deep groove ball bearing is defined as an exponentially damped 
sine function 

( ) ( ) ,sin teAtx n

tC ⋅⋅⋅= ⋅− ω  (28) 
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where 
nn fπω 2= , fn is the nth natural frequency of bearing system, C is a 

damping factor, and A is the initial amplitude. 

We created our signal model using a priori knowledge of the process. The idea is 
that the transient pulse can be decomposed into two parts: one that is responsible 
for the amplitude rise and decay of the transient in time, and one that corresponds 
to one of the natural frequencies of the bearing. Our signal model consists of 
product of these terms: 

( ) ( ) ( ) ,tntmtx ⋅=  (29) 

where m(t) is the amplitude modulating part and n(t) is the frequency modulating 
part. 

To determine the envelope function m(t) we calculated the magnitude of the 
Hilbert transform of the sampled and filtered transient: 

( ) ( ){ } ,txtm �=  (30) 

where �{ } denotes the Hilbert transform operator. 

The time plot of the sampled and filtered transient and its envelope is shown in 
Fig. 10. 

Equation (28) assumes a sudden rise in the transient pulse. This may be a valid 
way of describing a process in which the excitation of material with shock pulse 
and test of the response is within the same material. The transient pulse emitted by 
a ball rolling into the fault triggers a series of plastic deformation. Our signal 
model takes into account the transient formulation and decay process. We 
assumed that, if coefficients used in our signal model fit well with the envelope of 
the transient, the signal model can be considered appropriate. 

We searched the equation of demodulated transient in the form of the following: 

( ) ,,,),,0[, ℜ∈∞∈⋅⋅= ⋅−
nCAtetAtm

tCn

 (31) 

where A, C, n are process parameters and ℜ  denotes the set of real numbers. 

 
Figure 10 

Time plot of sampled and filtered transient pulse and its envelope 
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We used the Nelder-Mead non-linear simplex method to find the best-fit 
parameters A, n and C that minimize the Mean Squared Error (MSE). The 
calculated best-fit parameters are shown in Table 3. 

Table 3 

Best-fit parameters for the demodulated transient in Equation (31) 

A 5.5749e-6 

n 1.8334 

C 0.008 

MSE 1.8729e-5 

The result of the curve fitting process can be seen in Figure 11. 

 
Figure 11 

The envelope plot of sampled and approximated data 

The curve obtained by approximation displays an adequate fit with the envelope 
of the sampled and filtered data. Because we were able to find parameters with 
which our equation well approximates the envelope of the sampled and filtered 
transient, our signal model can be considered appropriate. We performed the same 
fitting process with four variables. The result showed that value of the fourth 
variable was very close to one. Thus we considered the three-parameter model 
appropriate. 

 
Figure 12 

Instantaneous-frequency plot of the transient 
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To examine the behaviour of the transient in the frequency domain, we calculated 
the instantaneous-frequency values. 

It can be seen in Figure 12 that the instantaneous frequency hardly changes with 
time. This means that the transient is not modulated in frequency. This gives the 
second part of (29) in the following form: 

( ) ( ),sin ttn n ⋅= ω
 (32) 

where nn fπω 2= , fn  and is one of the natural frequencies of the bearing. 

2.5 Model Verification 

We used the vibration samples of a faulty bearing of type 6209 to validate our 
model. After filtering and demodulating the transient we performed the same 
fitting process as before. We were able to find coefficients which gave reasonable 
error (Table 4). 

Table 4 

The best-fit parameters 

A 1.0065e-10 

N 4.583 

C 0.0114 

MSE 0.2765 

The time plot of the sampled transient pulse of vibration signal of the laser-drilled 
bearing and its approximated envelope function are shown in Fig. 13. 

 

Figure 13 

Time plot of sampled signal and simulated transient signal model 



Acta Polytechnica Hungarica Vol. 10, No. 1, 2013 

 – 79 –

3 The Proposed Signal Model 

Our studies have shown that our signal model (Eq. (33)) can be used to describe 
the signal caused by a point-like defect on the inner race of a deep groove ball 
bearing. 

( ) ( ) ℜ∈∞∈⋅⋅⋅⋅= ⋅−
nCAttetAtx n

tCn ,,),,0[,sin ω  (33) 

where nn fπω 2= , and fn is one of the natural frequencies of the bearing. 

Table 5 

Model parameters of Equation (35) 

A 5.5749e-6 

n 1.8334 

C 0.008 

For simulation purpose the values shown in Table 5 can be used. But care should 
be taken as these values change with load. 

Conclusions 

In this paper we developed a new signal model for a point-wise fault on the inner 
race of a deep grove ball bearing. A new filtering method was presented which is 
suitable for eliminating the effect of amplitude modulation and noise that usually 
arise in the case of bearing vibration measurements. We showed that a three-
parameter model is adequate to describe the transient pulses. This model, 
however, does not take into account the magnitude of the load. By doing so it 
would be possible to give quantitative values of the model parameters. Our signal 
model can be used in developing new analysis methods. 
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Abstract: The Anti-lock braking system (ABS) is an active safety device in road vehicles, 

which during hard braking maximizes the braking force between the tyre and the road 

irrespective of the road conditions. This is accomplished by regulating the wheel slip 

around its optimum value. Due to the high non-linearity of the tyre and road interaction, 

and uncertainties from vehicle dynamics, a standard PID controller will not suffice. This 

paper therefore proposes a non-linear control design using input-output feedback 

linearization approach. To enhance the robustness of the non-linear controller, an integral 

feedback method was employed. The stability of the controller is analysed in the Lyapunov 

sense. To demonstrate the robustness of the proposed controller, simulations were 

conducted on two different road conditions. The results from the proposed method 

exhibited a more superior performance and reduced the chattering effect on the braking 

torque compared to the performance of the standard feedback linearization method. 

Keywords: anti-lock braking system; wheel slip; friction model; hybrid systems; feedback 

linearization; PID 

1 Introduction 

The anti-lock braking system is a device that senses when the wheels of a vehicle 
are about to lock during hard-braking and it releases the brakes, so that locking of 
wheels does not occur. This operation results in the improvement of the 
longitudinal stability and hence the driver's steering control, thereby improving 
the driver's ability to avoid obstacles. In addition, the action of the ABS results in 
maximizing the frictional forces between the tyres and the road, consequently 

mailto:sjohn@polytechnic.edu.na
mailto:jimoh.pedro@wits.ac.za
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minimizing the braking distance. Most commercial ABSs have a design objective 
of maximising the friction force between the tyres and the road surface to achieve 
shorter braking distance and better steering control [1, 2]. They are implemented 
using an algorithm that is based on complicated logic rules (table rules) that 
attempt to capture all possible operating scenarios. These rules are executed by a 
control computer that switches on and off solenoid valves to ensure the right 
pressures are delivered to the wheels while avoiding slippage [3]. Current ABS 
research is based on slip control. The goal of the slip control is to track pre-
determined slip trajectory optimally in the face of un-modeled dynamics and 
external disturbances. To achieve this, correct slip estimation, which is crucial in 
the performance of the controller, is necessary [4]. 

The major challenge in controlling the wheel slip is the fact that the tyre and road 
interaction is highly non-linear. In addition, there are uncertainties from the 
vehicle dynamics as well as from the road conditions. These challenges therefore 
require a more robust non-linear control scheme. However, the Proportional 

Integral and Derivative (PID) controller, which is basically a linear controller, 
have been applied to ABS [5, 1, 6, 7]. This is due to the fact that the PID 
controller has been a success story in industrial applications [8, 9]. Solyom S. [1] 
proposed a slip tracking approach in which the design objective is for each wheel 
to follow a reference trajectory for the longitudinal wheel slip. A quarter-car 
model is used for the analysis. A gain scheduled PI(D) controller was 
implemented for the design. Braking commenced from an initial speed of 30m s , 

and the vehicle achieved stopping distances of between 36m  and 41m , which is a 
considerable improvement to currently available ABS. One of the major 
advantages in [1] is exploring the accuracy of the PID controller and ease of 
tuning; however, the model did not consider a number of system dynamics, such 
as the suspension dynamics, braking actuator, and the pitching effect. The PID 
control method has been known to behave poorly when systems are highly non-
linear, and hence Jiang and Gao [7] have proposed a nonlinear PID (NPID) 
controller. The NPID controller incorporates a nonlinear function to the linear PID 
as the major modification to the linear PID. The method of gain scheduling 
implemented for the NPID is same for the linear PID. A comparison between the 
two control methods revealed that the NPID has a better robustness than the linear 
PID when tested on ABS stopping distance, road conditions and tyre conditions. 
The NPID performance shows an average of 25%  improvement over the linear 
PID. 

The non-linearity of the ABS makes it difficult to capture all the dynamics in a 
mathematical model, hence the motivation for the introduction of the sliding mode 
control (SMC). The SMC consists of a robust controller, an equivalent controller 
and a sliding surface estimator. The robust controller compensates for a broad 
range of uncertainties, while the equivalent controller tracks the desired slip. 
However, the major drawback with the SMC is the chattering caused by the non-
linearity in the ABS model, which could affect the life-span of the ABS elements. 
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According to a study by Austin and Morrey [10], it is reported that some 
researchers have tried to solve the chattering problem by introducing a saturation 
function in place of the switching sign function for different road conditions. The 
introduction of the saturation function eliminates the chattering; however, it 
introduces a steady state error [10, 11]. Some authors have proposed other 
solutions to the chattering effect of the SMC. Jing et al [12] proposed a moving 
sliding surface for the slip control, based on global sliding mode control strategy. 
In this method, unlike in the conventional SMC, the sliding surface moves from an 
initial condition to the desired sliding surface, thus achieving fast tracking of the 
desired slip, concluded Jiang et al [12]. This strategy is aimed at eliminating the 
reaching phase that causes chattering in the conventional SMC method. In 
addition, the radial basis function of the neural network is used for the sliding 
mode controller in this work. Simulation results on a quarter-car model comparing 
the proposed method and the conventional method indicate that the proposed 
method reduced the chattering. 

Another new SMC methodology called the grey sliding mode control method 
(GSMC), provides robustness to partially unknown parameters and alleviates the 
chattering in the conventional SMC. This control method is becoming popular as 
an improvement to the standard SMC. It has been applied to various control 
problems [13, 14], including the ABS [15, 16]. In their work, Kayancan and 
Kaynak [15] proposed a grey sliding mode controller for the regulation of the 
wheel slip, on the basis of the vehicle longitudinal speed. The slip controller 
anticipates the slip value as a means of control input. Simulations and 
experimental validations on a quarter-car laboratory ABS test equipment were 
carried out. Simulations and experimentation on sudden changes in road 
conditions were conducted to evaluate the robustness of the controller. The 
proposed controller achieved faster convergence and better noise attenuation than 
the conventional SMC. It was concluded that the GSMC, with its predictive 
capabilities, can be a viable alternative approach when the conventional SMC 
cannot meet the desired performance specifications. 

An investigation conducted by comparing the performances of four different 
control methods (threshold control, PID control, variable structure control and 
fuzzy logic control [17]) concluded that it is difficult for any single ABS control 
method to provide optimal control, accuracy and robustness under all possible 
braking conditions. To compensate for the shortcomings of various ABS 
controller designs, hybrid controllers have been proposed in the literature. For 
example, Assadian [18] investigated a mixed H  and fuzzy logic controller. In 

this study, simulation results showed that using fuzzy logic mapping to vary the 
commanded slip value based on the vehicle deceleration input provides optimal 
results with H  as the main controller or regulator of the torque. Park and Lim 

[19] presented simulation results of a hybrid wheel slip control, employing 
feedback linearisation control method with an adaptive sliding mode control. The 
novelty of this work is the introduction of a time delay to the input. It is claimed 
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that the time delay is necessary to compensate for the actuator's time delay. To 
compensate for the time delay, the sliding mode controller is incorporated to 
bound the uncertainties, using a method proposed by Shin et al [20]. From the 
simulation results it was concluded that the system with the time delay exhibits 
better performance compared with the system without a time delay. 

Chattering of the braking torque is observed when using the feedback linearization 
control method with pole placement. The current work therefore proposes a 
combination of the feedback linearization method with a PID controller. The goal 
of this combination is to reduce the chattering effect on the braking torque. The 
performance of the proposed controller is tested in simulations on two extreme 
road conditions. The results from the proposed method exhibited a superior 
performance and reduced the chattering effect on the braking torque compared to 
the performance of the standard feedback linearization method. 

2 Model Dynamics 

2.1 Quarter-Car Model 

A quarter-car model is used to develop the longitudinal braking dynamics. It 
consists of a single wheel carrying a quarter mass m  of the vehicle, and at any 
given time t , the vehicle is moving with a longitudinal velocity ( )v t . Before 

brakes are applied, the wheel moves with an angular velocity of ( )t , driven by 

the mass m  in the direction of the longitudinal motion. Due to the friction 
between the tyre and the road surface, a tractive force xF  is generated. When the 

driver applies the braking torque, it will cause the wheel to decelerate until it 
comes to a stop. A two degree of freedom quarter-car model is shown in Figure 1. 

 
Figure 1 

Quarter-car model 

Applying Newton’s second law of motion, the equations describing the vehicle, 
tyre and road interaction dynamics during braking are given by Equations (1) and 
(2). 
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The equation describing the wheel rotational dynamics is given by: 

 1
( ) ( ( ))z br F B T sign

J
            (1) 

where   is the angular velocity of the wheel, J  is the rotational inertia of the 
wheel, r  is the radius of the tyre, B  is the viscous friction coefficient of the 
wheel bearings and bT  is the effective braking torque, which is dependent on the 

direction of the angular velocity. 

The equation describing the vehicle longitudinal dynamics is given by: 

21
( ) zv F Cv

m
             (2) 

where v  is the longitudinal velocity of the vehicle, C  is the vehicle’s 
aerodynamic friction coefficient,   is the longitudinal friction coefficient 

between the tyre and the road surface   is the longitudinal tyre slip and zF  is the 

normal force exerted on the wheel. 

The hydraulic brake actuator dynamics is modelled as a first-order system given 
by: 

 1
b b b bT T k P


          (3) 

where bk  is the braking gain, which is a function of the brake radius, brake pad 

friction coefficient, brake temperature and the number of pads [21], and bP  is the 

braking pressure from the action of the brake pedal which is converted to torque 
by the gain bk . The hydraulic time constant   accounts for the brake cylinder’s 

filling and dumping of the brake fluid [21]. 

2.2 Friction Model 

The friction coefficient between the road and the tyre has a significant influence 
on the braking or traction of the vehicle. The wheel slip results in the deformation 
and sliding of tread elements in the tyre/road patch. A simple definition of the 
longitudinal slip (  ) is given by: 

v r

v

 
         (4) 

The frictional forces developed between the tyre and the road surface is a complex 
non-linear problem, which attracted a lot of research work in the eighties to 
nineties [22, 23, 24, 25]. When the rotation of the wheel around its axle is free, 
partly or fully locked, three phenomena are likely to take place; these are free 
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rolling, skidding and full locking. The available maximum acceleration / 
deceleration of the vehicle body is determined by the maximum friction 
coefficient describing the contact of the road and the wheels. For this reason, the 
behaviours of various tyres under various environmental conditions are 
extensively studied [22, 25, 26, 27, 28]. The physics involved in the modeling of 
the rolling phenomenon is complex. Bakker et al. [22] in the late eighties and 
Zanten et al. [29] in the early nineties concentrated on clarifying the role of the so 
called “wheel slip” parameter, which is defined by Equation (4). The wheel slip 
was found to be a critical parameter on which the available maximal friction 
coefficient depends [30], also shown in Figure 2. A parameter essentially identical 
to this wheel slip is found to be crucial by measurements [31]. However, a 
practically useful model need not be so complex. The development of a practical 
friction model may enhance the performance of the ABS controller. 

 

Figure 2 
  Curves for different road conditions 

Equation (4) has a physical deficiency because of the normalization with v . In the 
definition of  , no dependence on the absolute value of v  is taken into account, 

though the relative velocity of the skidding surfaces is determined by v r . 
Most friction models like the magic formulae [22] are affected by this physical 
deficiency. The Burckhardt's model given by Equation (5) on the other hand 
contains the relative velocity of the car body to road, v . 

 2 4
1 3( , ) 1 C C v

x v C e C e
         

     (5) 

where: 

1C  is the maximum value of the friction curve 

2C  is the friction curve shape 

3C  is the friction curve difference between the maximum value and the value at 
1   

4C  is the wetness characteristics, which are in the range 40.02 0.04C s m   
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This formulae was evidently developed for 0v  (   cannot be defined for 0v  ) 
and for  0,r v . Since   and v  are physically independent variables, different 

possible / v  ratios may occur in practice. For example, the 0v   situation may 
happen while 0   that makes   indefinite. Besides this problem, it can be 
observed that the indefinite quantities may appear in the exponent of the 
approximating functions in the model. In order to eliminate these numerical 
difficulties, which could make the results of numerical situations unreliable, the 
present work has adopted a static tyre-road friction model proposed by [32] given 
as: 

0
0 2 2

0

( ) 2
 

  
 




       (6) 

in which 0  can be interpreted as the “optimal slip ratio” and 0  denotes the 

available maximum of the friction coefficient. This model has the advantage that it 
gives a good result when  , and its sign modification can also be 
physically interpreted as turning from braking to accelerating phase, and vice 
versa. However, it also has the special property that for 0v r   (i.e. for rolling 
without skidding) it yields 0  . Therefore, it can describe the case of locked 

wheels when 0v  . 

3 Controller Design 

3.1 Input-Output Feedback Linearization 

In the input-output feedback linearization method, the output y  is differentiated 

r  times to generate an explicit relationship between the output and the input. For 
any controllable system of order n , it will require at most n  differentiations of 
the output for the control input to appear. This implies that r n , where r  is 
referred to as the relative degree of the system. If the control input never appears, 
the system is uncontrollable or undefined. If on the other hand r n , there will be 
internal dynamics, which cannot be seen from the external input-output 
relationship. Depending on whether the internal dynamics are stable or unstable, 
further transformation of the states and analysis is required. The internal dynamics 
are usually difficult to analyse, and hence the zero dynamics are often analysed 
instead [33, 34]. For a well-defined system (i.e. r n ), a controller is designed to 
cancel the non-linearity. For an undefined or uncontrollable system, it is not 
possible to linearise the system. The current work is based on a well-defined 
relative degree as will be shown later. 
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In addition, the feedback linearization control approach is applicable to a class of 
non-linear systems described by the canonical form given by Equation (7) [35]. 

( ) ( )f g u x x x        (7) 

( )y h x         (8) 

where the state variables  1 2,
T

x xx are the wheel angular velocity   and the 

vehicle longitudinal velocity v  respectively, R R®, :f g  are smooth functions 
and y  is the output slip function. It will be shown that the ABS problem is a 

single input single output (SISO) affine non-linear system of the form represented 
by Equation (7). 

The wheel slip dynamics is obtained by taking the derivative of the longitudinal 
wheel slip (Equation 4) with respect to time, assuming that the radius of the tyre 
remains constant. 

d dv d dr

dt v dt dt r dt

    


  
  
  

      (9) 

2

r r
v

vv

                      (10) 

Substituting (1) and (2) into (10) yields the following: 

2
x b xrF T Fr r

v J mv


        

   
                 (11) 

Rearranging (11) and knowing that  0,x zF F   yields the slip dynamics as 

2

0
1

( , )z b

r r
F T

v mv J Jv

   
 

     
 

                (12) 

The slip dynamics represented by Equation (12) resembles Equation (7) where 
2

0
1

( ) ( , ), ( )z

r r
f x F g x

v mv J Jv

   
 

     
 

 and bu T . In this case, ( )f and 

( )g are nonlinear dynamic functions. The goal of the ABS is to track a 

predetermined slip set-point ( )d . At this operating point, it is safely assumed 

that ( ) 0g x  , and hence the control input can be chosen as: 

 1
( )

( )
u f x

g x
                    (13) 

where  is a virtual input. 
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The nonlinearity in (12) is therefore cancelled and a simplified relationship 

between the integral of the output  and the new input  can be presented as: 

                      (14) 

The wheel slip control is an output tracking problem. The objective is to find a 
control action ( )u t  that will ensure the plant follows the desired slip trajectory 

within acceptable boundaries, keeping all the states variables and controllers 
bounded. On this basis, the following assumptions are necessary [36]: 

Assumption 1 

The vehicle velocity v  and wheel speed   are measurable or observable. 

Assumption 2 

The desired trajectory vector defined within a compact subset of Rl , l Î( )
d d

t U , 

is assumed to be continuous, available for measurement, and l £ W( ) xd
t  with 

Wx  as a known bound. 

Let the tracking error ( )e  be given as: 

( ) ( )de t t                      (15) 

and let the new input be chosen as: 

d e                       (16) 

where   is a positive constant. From (13) and (14), the closed-loop tracking error 
dynamics will be: 

0e e                     (17) 

3.2 Stability Analysis 

Even though the control input (16) is shown to provide perfect tracking, as shown 
by (17), it is desirable to show that the system is stable in the Lyapunov sense. 

If the new input   is defined as: 

( 1)
1 ( 1)... ...n

v n nde e x   
                      (18) 

where the design parameters v  and s  are chosen heuristically [37], and   is 

the filtered error signal given by: 

1 2

1 11 2
...

n n

nn n

d e d e
e

dt dt


 

 
                     (19) 
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Taking the derivative of   will yield: 

v                      (20) 

Considering the following Lyapunov function: 

21
2

V                     (21) 

the derivative of (21) will yield: 

( 1) ( 2)

1 ( 1)( 1) ( 2)
...

n n

nn n

d e d e
V e

dt dt


 

 
                     (22) 

It can be seen that 0e   exponentially as 0  over time, while the design 

parameters 1 1... n   are chosen so that the system is stable. For example, if 

before braking (0) (0) 0e e  , then ( ) 0 0e t t   ; this signifies perfect tracking 

of the slip. 

4 Proposed Wheel Slip Controller Scheme 

The current work proposes a hybrid system that combines feedback linearization 
(FBL) and PID controllers to realise the hybrid FBLPID controller. The FBLPID 
hybrid solution for the ABS takes advantage of the FBL approach, in which a non-
linear system is transformed into a linear system [38, 34]. This makes it possible 
to apply a linear PID controller instead of the traditional pole placement 
controller. The problem identified with the FBL method incorporating pole 
placement approach for the ABS is that it inherently chatters. Since the linear 
controller realised from the input-output feedback linearization scheme already 
contains proportional and derivative terms of the error signal, the proposed 
scheme therefore adds an integral term to handle the chattering of the braking 
torque. The arrangement of the proposed hybrid system is shown in Figure 3, and 
the governing equation for the PID controller used in the hybrid system is given 
by Equation 23. 

 

Figure 3 

Hybrid FBLPID slip controller structure 
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1 1
( ) ( )

1
i d

p

i d

T s T s
U s K E s

T s T s
   

      
                (23) 

The Simulink® optimization toolbox incorporating a gradient descent search 
method is used to choose the gains for the PID controller. The gains are presented 
in Table 1 

Table 1 

PID gains for hybrid system 

Parameter Gain 

pK  

iT  

dT  

  

1487  

0.1255  

0.25  

0.025  

5 Simulation Results and Discussions 

In order to evaluate the performance of the proposed controllers, three 
performance indices are adopted. These are: the integral squared error [ISE] of the 

slip  2

0

ft

d dt  , the integral squared control input 2

0

ft

b
T dt , and the stopping 

distance 
0

ft

vdt  [40]. The desired performance will therefore be: small variations 

from the desired slip, less effective braking torque, to achieve a shorter stopping 
distance. 

Simulations are conducted on a straight-line braking operation, braking 
commenced at an initial longitudinal velocity of 80km h , and the braking torque 

was limited to 1200Nm . In order to impose a desired slip trajectory, the following 
reference model is adopted [41]. 

( ) 10 ( ) 10 ( )d d ct t t                      (24) 

where the slip command is chosen to be 0.18c  . 

The parameters and numerical values used are presented in Table 2. 
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Table 2 

System parameters and numerical values 

Symbol Description Value Unit 
m  Quarter-car mass 395 kg  

J  Moment of Inertia 1.6 2 /Nms rad  

r  Radius of wheel 0.3 m  

C  Vehicle viscous friction 0.856 /kg m  

B  Wheel viscous friction 0.08 2 /N kg m s  

  Hydraulic time constant 0.3 s  

b  Hydraulic gain 0.8 Constant 

g  Gravitational acceleration 9.81 2/m s  

d  Desired slip 0.18 Ratio 

Simulations are conducted for high and low friction surfaces with friction 
coefficients of 0.85   and 0.2  , respectively. These friction coefficients 
correspond to dry asphalt and icy road conditions, respectively [42]. The 
simulations are terminated at speeds of about 4km h . This is because as the speed 

of the wheel approaches zero, the slip becomes unstable, therefore the ABS should 
disengage at low speeds to allow the vehicle to come to a stop. 

Simulation results for the vehicle and wheel deceleration for both FBL and 
FBLPID controllers are shown in Figures 4 to 7 for high and low friction road 
conditions. The vehicle deceleration is represented by dash-lines while the wheel 
angular deceleration is represented by a continuous line. Figures 8 to 11 gives the 
slip tracking plots the desired slip is shown in dash-lines and the tracking slip is 
shown as continuous line. It can be observed that in some cases the difference 
between the slip tracking and the desired slip is not obvious; this is a case of 
perfect tracking. The braking torque simulation results are presented in Figures 12 
to 15 for both the standard FBL controller and the proposed hybrid controller, 
respectively. The summarised performance results are presented in Tables 3 and 4. 

The primary objective for developing the hybrid system is to solve the chattering 
effect observed in the FBL controller performance by enhancing the FBL 
controller with a PID controller to smooth-out the control action. The proposed 
hybrid controller achieves stopping distances of 29m  and 103m on high and low 
friction road conditions, respectively. This yields a 6%  improvement on the high 
friction road and 19%  improvement on the low friction road when compared to 
the standard FBL controller. 
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  Figure 4     Figure 5 
    Vehicle & wheel deceleration using FBL    Vehicle & wheel deceleration using FBLPID  

controller with 0.85     controller with 0.85   

 

 

 

Figure 6     Figure 7 
    Vehicle & wheel deceleration using FBL    Vehicle & wheel deceleration using FBLPID  

controller with 0.2     controller with 0.2   

 

Table 3 
Simulation results for 0.85  road condition 

Performance index Specs. FBL Proposed-FBL 

Integral square error min 65.99 0.2113 

Integral square input  2 510Nm  min 2.411 2.083 

Stopping distance  m  50  31 29 

 



S. John et al. Hybrid Feedback Linearization Slip Control for Anti-lock Braking Systems 

 – 94 – 

 

 

Figure 8     Figure 9 
   Slip tracking using FBL with 0.85        Slip tracking using FBLPID with 0.85    

 

 

 

Figure 10     Figure 11 
      Slip tracking using FBL with 0.2            Slip tracking using FBLPID with 0.2    

 

Table 4 
Simulation results for 0.2  road condition 

Performance index Specs. FBL Proposed-FBL 

Integral square error min 1.412 4.148 

Integral square input  2 510Nm  min 0.645 0.481 

Stopping distance  m  50  127 103 
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Figure 12     Figure 13 
Braking torque using FBL with 0.85     Braking torque using FBLPID with 0.85   

       

 

Figure 14     Figure 15 
      Braking torque using FBL with 0.2       Braking torque using FBLPID with 0.2    

The hybrid system equally utilises less effective braking torques when compared 
to the maximum allowable torque. It recorded an effective braking torque of 
1135 Nm  on the high friction road, which is about 1%  higher than the standard 

FBL, and 267 Nm on the low friction road, about 1.5%  above that of the standard 

FBL. Comparing the plots of the hybrid system in Figures 13 and 15 to those of 
the standard FBL in Figures 12 and 14, chattering has been reduced considerably. 
The slightly higher braking torques utilised by the hybrid system is compensated 
for by the reduced chattering. The effective braking torques plots showed a high 
initial torque values at the on-set of the braking on all road conditions, but this 
phenomenon is more pronounced on the low friction road condition. Taking this 
situation into consideration, therefore, the hybrid controller out-performs the 
standard FBL as revealed on the effective braking torque performance index in 
Tables 3 and 4. 
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The slip tracking plots for the hybrid system are shown in Figures 9 and 11. The 
hybrid system exhibits a slight unstable slip situation towards the end of the 
simulation for the high friction road condition. It gives, however, almost perfect 
slip tracking on the low friction road condition. The hybrid system records lower 
performance index values than the FBL with respect to slip tracking, as indicated 
in Tables 3 and 4. 

Conclusion and Future Work 

This paper proposes a hybrid feedback linearization method in combination with a 
PID controller for solving the chattering problem observed in the application of 
the standard feedback linearization to the ABS control problem. The over-all 
performance of the proposed method demonstrates a superior performance over 
the standard FBL controller for the ABS. Correlating the plots with the 
performance results presented in Tables 3 and 4 confirms this assertion. The 
robustness of both controllers, however, can be seen in their performances at low 
friction road conditions, where both the transient and steady state conditions of the 
slip behaved quite well, thereby avoiding excessive slippage. 

The scope of this paper covers vehicle dynamics modeling, controller design and 
analysis and implementation in simulations using the Matlab® / Simulink® 
simulation environment. Future work will investigate the application of 
intelligent-based FBL control scheme. 
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Abstract: Model-based development methods are increasingly being applied in the 

production of software artifacts. The processing of visual models, within these frameworks, 

is an essential issue that can be addressed using graph rewriting techniques. The precise 

definition of graph rewriting-based model transformation requires that beyond the 

topology of the rules, further textual constraints be added. These constraints often appear 

repetitively in a transformation; therefore, constraint concerns crosscut the transformation. 

It is useful to define often applied constraints as physically separated modules and indicate 

the places where to use them. This effort provides solutions to structuring, modularizing 

and propagating repetitively occurring and crosscutting constraints. We propose an 

aspect-oriented approach that allows for consistent constraint management, in which 

repetitive and crosscutting constraints can be semi-automatically identified. 

Keywords: Aspect-oriented constraints; Constraint aspects; Constraint modularization; 

Graph rewriting 

1 Introduction 

Model-based software development [13] [18] applies different software models 
during system development. Model-based approaches highlight the relevance of 
model-driven methods in the software industry. They facilitate defining the 
applications with software models and automatically transform them into 
executable artifacts. 

Model transformations appear in various situations in application development 
[2]. Graph rewriting is a widely utilized technique for model transformation [8] 
[9] [19]. Model transformations, like all software, must be validated to ensure 
their usefulness for each intended application. In [10] [11], an approach has been 
introduced for validating model transformation that applies Object Constraint 
Language (OCL) [14]. Constraints are the pre- and post-conditions of 



L. Lengyel Modularized Constraint Management in Model Transformation Frameworks 

 – 102 – 

transformation rules. OCL as a constraint and query language in software 
modeling is an effective way to define textual constraints [3] [5]. We have already 
demonstrated that it can also be utilized in model transformation definitions [15]. 

Often we require the validation of several rules or whole transformations, which 
may cause the same constraint concerns to appear numerous times in a 
transformation. Regarding this recurrence of constraint concerns, it is beneficial to 
distinguish between the classical constraint repetition and the crosscutting 
constraints. According to [17], the definition for the term concern is "any matter 
of interest in a software system". 

The classical constraint repetition is similar to the frequently appearing lines of 
program code in a source file (also known as code clones). In the source code 
domain, this problem is handled with program segmentation. In most cases, it is 
implemented with functions; the recurring lines of source code are placed into a 
function and the function is then called from the appropriate position. This method 
can be applied to model transformation constraints as well. This can be achieved 
by extracting the repetitive constraints into separated components and, similarly to 
function calls, manually designating the points in the model transformation in 
which they will be applied. 

Regarding crosscutting concerns, the situation is significantly different. As 
opposed to repetitions, crosscutting concerns of a design cannot be modularly 
separated. If a concern attempts to decompose, according to a specified design 
principle, other concerns will crosscut this decomposition. This implies that 
crosscutting is relative to each particular decomposition. 

To summarize crosscutting concerns, there is no way to achieve a modular design. 
In the case of repetitive constraints, consistent constraint management is difficult. 
In order to mitigate these issues, our aim is to physically separate the different 
concerns, namely the structure of the transformation rules and constraints, and 
design them separately. Next, using a weaving mechanism, we generate the 
executable artifact that combines the two concerns. This generated representation, 
containing both repetitive and crosscutting constraints, is similar to a binary file 
compiled from source code and is not edited by the transformation engineer. 
Therefore, no problems arise, despite the generated artifact concerns not being 
separated. 

The approach presented in this paper provides solutions for both repetitive and 
crosscutting constraints. Our previous works [10] [12] have already introduced the 
problem of crosscutting constraints in model transformations. In order for this 
paper to be self-contained, we briefly summarize the constructs and methods we 
have developed for crosscutting constraint management in model transformations. 
The novel results provided by this paper are: (i) the distinction of repetitive and 
crosscutting constraints in model transformations, (ii) the mechanism that handles 
the repetitive constraints and (iii) a generalized, semi-automatic identification of 
repetitive and crosscutting constraints. 
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With the help of a case study, the next section introduces the problem of repetitive 
and crosscutting constraints in model transformations. Section 3 gives background 
information about our model transformation framework and introduces the 
approach developed for managing crosscutting constraints. In Section 4, we 
identify the difference between repetitive and crosscutting constraints and discuss 
the handling of repetitive constraints in model transformations. Section 5 provides 
a generalized method for semi-automatic detection of repetitive and crosscutting 
constraints. Finally, concluding remarks are elaborated. 

2 Constraint Management Problems in Model 
Transformations 

Graph rewriting [16] is a widely applied technique for graph transformation. The 
basic elements of graph transformations are graph rewriting rules. Each rule 
consists of a left-hand side graph (LHS) and right-hand side graph (RHS). 
Initially, performing a rule requires locating an occurrence (match) in which the 
rule is applied on the LHS of a graph and replacing this pattern with the RHS. In 
most model transformation tools, the LHS and RHS of the rules are defined via 
pattern language [1] [8] [9]. In this case, the structure defined by the pattern 
language must be found, not an isomorphic occurrence. 

A precondition assigned to a transformation rule is a Boolean expression that must 
hold at the moment the rule is fired. A postcondition assigned to a transformation 
rule is a Boolean expression that must hold after the completion of the rule. If a 
precondition of a transformation rule is invalid, then the rule fails without being 
fired. If a postcondition of a transformation rule is invalid after the execution of 
the rule, then the transformation rule fails. OCL expressions in model 
transformation rules correlate with it: in the LHS of a transformation rule they 
represent preconditions, and in the RHS, OCL expressions are postconditions [10]. 

The dominant decomposition of model transformations provides the functional 
behavior. The additional constraints ensure the correctness of certain 
transformation properties. These constraints are responsible for correctness, but 
often they are treated with secondary importance. They are applied repetitively 
and in several cases crosscut the transformation. Therefore, it is difficult for the 
designer to perform the intuitive activities required to verify the transformation. 

In order to illustrate the issue of repetitive and crosscutting constraints, a case 
study is introduced. In [12], a variation of the "class model to relational database 
management system (RDBMS)” model transformation (also referred to as object-
relational mapping) [19] is presented. In Figure 1, using the concrete syntax of our 
model transformation environment (VMTS, Section 3.1), the control flow model 
of the transformation is presented. 
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Figure 1 

The control flow model of the transformation ClassToRDBMS 

This model is a stereotypical activity diagram, in which each activity represents a 
rule. According to the goal of the units, the model can be divided into four parts: 
(i) The rules CheckEdges, MatchDirectParent, CompareClassAndParent, 
MatchNextParent, CheckMultipleInheritance, CheckInternalClasses, 
CheckSealedClasses verify the input model. (ii) The rule CreateSchemas and the 
substantial loop in the middle (CreateTable, CreateParentClassHelper, 
AddParentAssociation, ShiftParentClassHelper, DeleteParentClassHelper) are 
responsible for the schema and table creation as well as inheritance-related issues. 
(iii) The rule ProcessAssociations processes the associations. (iv) Finally, the last 
three rules remove the helper nodes and temporary associations. 

In the control flow model, some rules have two outgoing edges. If a rule is 
successful, then the control is passed via the solid line; otherwise, the dashed line 
is used. For example, the first rule (CheckEdges) is successful if there is at least 
one dangling edge in the input model. Therefore, the solid outgoing line goes to 
the end node, because dangling edges are not permitted. If the rule CheckEdges 
was unsuccessful, then the control is passed to rule MatchDirectParent. 

The first seven transformation rules verify five class diagram-related conditions. 
We differentiate between class diagram-related conditions that are general 
language-independent conditions (Conditions 1 and 2), and specific programming 
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language (Conditions 3, 4 and 5). These condition groups form our well-
formedness concerns. 

Condition 1. Each association and inheritance edge should connect two nodes 
because no dangling edges are allowed in class diagrams. This condition is 
checked by rule CheckEdges. The constraints related to this condition are as 
follows: 

          context Association inv DanglingEdges1: 

          self.LeftNodeID is NULL or self.RightNodeID is NULL 

 

          context Inheritance inv DanglingEdges2: 

          self.LeftNodeID is NULL or self.RightNodeID is NULL 

Condition 2. The 'no directed inheritance loop is allowed' condition is checked 
by rules MatchDirectParent, CompareClassAndParent, and MatchNextParent. 
The rule MatchDirectParent selects a class yet to be processed, marks it, then 
matches its direct parent class. Rule CompareClassAndParent verifies that the 
class marked by a previous rule and actual parent class are not the same. The rule 
MatchNextParent matches the direct parent of the actual class. If the rule has 
successfully found the next parent, the control is passed to the rule 
CompareClassAndParent, where the originally marked class, the recently found 
parent, and the actual parent are compared. Otherwise, if there is no next parent, 
then the transformation continues with rule MatchDirectParent in conjunction 
with the next unprocessed class. If all of the classes have been checked, then the 
control is passed to rule CheckMultipleInheritance. If rule 
CompareClassAndParent finds that a class and its parent (direct indirect) are the 
same, then the transformation ends with error. The related constraint: 

          context Class inv ClassAndItsParentAreTheSame: 

          self = self.parentHelper.parent 

Condition 3. No multiple direct parents are allowed. The condition is checked by 
rule CheckMultipleInheritance. If the rule finds a match where a class has more 
than one direct parent, then the transformation terminates with error. 

Condition 4. The building blocks of software applications are components. They 
form the fundamental unit of deployment, version control, reuse, activation 
scoping and security permissions. A component is a collection of types and 
resources that are built to work in unison to form a logical unit of functionality. If 
the visibility of the class is set to 'internal', the type it defines is accessible only to 
types within the same component. The condition is checked by the rule 
CheckInternalClasses. The constraint related to this rule is: 

          context Class inv CheckInternalCondition: 

          self.Internal = true and self.neighborClasses-> 

          exists(neighborClass | neighborClass.package <> self.package) 
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Condition 5. If the 'sealed' attribute of a class is set to true, then other classes 
cannot be inherited from it. The condition is checked by rule CheckSealedClasses. 
The constraint related to this rule is: 
          context Class inv CheckSealedCondition: 

          self.Sealed = true and self.childClasses->size() > 0 

As was mentioned earlier, these conditions are aggregated into condition groups. 
The groups representing the well-formedness concerns are the syntactic well-

formedness and the semantic well-formedness groups. Syntactic well-formedness 
conditions represent the general class diagram-related conditions. However, 
semantic well-formedness conditions are related to a specific programming 
language. Unfortunately, these concerns are logically scattered across several 
transformation rules. The syntactic well-formedness concern affects the rules 
CheckEdges and CompareClassAndParent. Furthermore, the semantic well-
formedness concern affects the rules CheckMultipleInheritance, 
CheckInternalClasses and CheckSealedClasses. In the current case, these rules are 
developed based on their functional requirement, meaning they are designed 
around the functional concern. We could have designed the transformation around 
the well-formedness concerns, but in that case the rules would have crosscut the 
well-formedness conditions. In order to achieve the same functionality, 
transformation rules within a loop should be combined (e.g., with Concurrency 
Theorem [6]), and other rules should be designed in an unintuitive way. 

In conclusion, the transformation cannot be refactored into a modular design in 
which both transformation rules and well-formedness conditions are elegantly 
expressed. Therefore, within these rules we can observe valid crosscutting. 

The transformation rule CreateTable is shown in Figure 2. CreateTable works on 
the non-abstract classes and, based on them, defines tables for the resulting 
software model. The created table gets the same name based on the class. The 
table has an additional primary key column and a separate column for each class 
attribute. The rule matches the package of the class and the schema created for 
that package. Thus, the rule ensures that the table is created and inserted into the 
corresponding schema. In addition to these, CreateTable creates an edge between 
the class and its table. With the help of this edge, the subsequent rules can reach 
the right table from the class. 

In order to ensure certain properties and provide validation for the rule 
CreateTable, six different constraints are propagated to it. Because we cannot 
discuss all transformation rules, we provide statistical data. The transformation 
ClassToRDBMS contains seventeen rules. The constraint NonAbstract appears 30 
times and the constraint Abstract appears 16 times. Furthermore, the constraints 
PrimaryKey and PrimaryAndForeignKey are utilized 6 times. The constraints 
responsible for processing the associations between classes 
(OneToOneOrOneToMany and ManyToMany) are used 4 times. Gathering from 
this, the actual open issue is the repetitively appearing constraints. Further details 
of the transformation can be found in [12]. 
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Figure 2 

Transformation rule CreateTable 

The problems of crosscutting and repetitive constraints make understanding both 
the constraints and model transformation more difficult. Therefore, our goal is to 
achieve a consistent constraint management by separating constraints and weaving 
them automatically. 

3 Backgrounds 

This section introduces the Visual Modeling and Transformation System (VMTS) 
[20], which is our modeling and model transformation framework. The aspect-
oriented constructs provided by the VMTS are also discussed. These aspect-
oriented constructs are used in later sections, during the discussion of the novel 
constraint identification and weaving algorithms. 

3.1 The Visual Modeling and Transformation System 

Visual Modeling and Transformation System (VMTS) supports domain-specific 
modeling via metamodeling. Visual metamodel definitions can be extended 
through textual constraints, defined in OCL. 
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Furthermore, VMTS is a model transformation system which applies template-
based text generation and graph rewriting-based [16] model transformation. 
Templates are used to produce textual output from model definitions in an 
efficient way, while graph transformation describes transformations in a visual 
way. A set of rewriting rules define a graph transformation system. The 
applications of these rules are the elementary operations of graphs. In our 
framework, a model transformation defines the algorithm of a model processing. 
We use graph rewriting rules and a control flow graph, which specifies the 
execution order of the rules. Furthermore, VMTS makes possible the 
verification/validation of the constraints of the transformation rules. 

The results discussed in this paper, handling repetitive constraints (Section 4) and 
semi-automatic modularization of transformation constraints (Section 5), have 
been validated in VMTS as a proof-of-concept implementation. 

3.2 Managing Constraints in an Aspect-oriented Way 

This section provides an overview of aspect-oriented constraint management that 
was developed to address the problem of the crosscutting constraints in graph 
rewriting-based model transformations. Depending on the parameterization 
settings, VMTS provides certain aspect-oriented constraint notions: aspect-

oriented constraints and constraint aspects. In order to turn crosscutting 
constraints into a coherent module, they are separated from the transformation 
rules. If a separated constraint can be parameterized by types only in the constraint 
expression, it is called an aspect-oriented constraint. If a separated constraint is 
parameterized by a model structure, it is referred to as a constraint aspect. 
Subsequent sections introduce the concept of aspect-oriented constraints and 
discuss the advantages of their use in visual model transformations. 

The approach presented highlights the different role of the transformation rule 
constraints and the model constraints. Model constraints, defined in metamodels, 
should always hold for each instance of a certain metatype. However, in model 
transformation, preconditions should hold only at the beginning of the rule 
execution and postconditions at the end of the rule execution. Of course, 
metamodel constraints hold because the input and output models should be valid 
instances of the input and output metamodels; this is ensured by the tool during 
the modeling and can also be checked by the transformation. 

3.2.1 Aspect-oriented Constraints 

In VMTS, aspect-oriented constraints are OCL constraints; we separate them 
physically from transformation rules. Weaver algorithms weave them into the 
rules. The context information of the aspect-oriented constraints is used as a type-
based pointcut. This pointcut, based on the metatype information, selects the 
appropriate rule nodes. This weaving process is referred to as type-based weaving 
[12]. 
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In order to further develop the weaving procedure, we apply weaving constraints. 
A weaving constraint is similar to a property-based pointcut [7]. This is also an 
OCL constraint, which restricts the type-based weaving. Obviously, weaving 
constraint is not added to. Weaving constraints allow for the verification of 
optional conditions during the weaving process. We refer to it as constraint-based 

weaving [12]. 

The physically separated constraints require a weaver that applies type-based and 
constraint-based weaving mechanisms and facilitates the assignment of constraints 
to transformation rules. Our approach addresses the challenge of aspect-oriented 
constraint propagation with the Global Constraint Weaver (GCW) algorithm. The 
GCW algorithm is presented in Section 3.2.3. 

3.2.2 Constraint Aspects 

In order to make both the constraint weaving process and the constraint evaluation 
more efficient, we have developed the concept of Constraint Aspects. A constraint 
aspect is a model structure (pattern) to which we assign textual OCL constraints. 
This means that a constraint aspect, besides the textual conditions, also contains 
structure information, metatype, and multiplicity conditions, as well as weaving 
constraints. The structure, metatype conditions and weaving constraints are 
checked at propagation time, while the OCL constraints are validated during the 
model transformation. 

During the constraint aspect propagation, we search for topological matches 
throughout transformation rules. These matches must satisfy metatype 
requirements. Next, the weaving constraints are verified. 

In comparison, constraint aspects and aspect-oriented constraints can express the 
same conditions, but the structure of the constraint aspects makes their 
propagation to transformation rules more efficient. 

3.2.3 Constraint Weaving 

The constraint weaving is an offline method that is performed once for a 
constraint set and once for a transformation. Because of the two different notations 
of the aspectified constraints, there are also two weaver algorithms in VMTS: the 
Global Constraint Weaver (GCW) and the Constraint Aspect Weaver (CAW). The 
GCW algorithm receives the transformation rule, the aspect-oriented constraints 
and the weaving constraints as input parameters. The CAW receives the 
transformation rule and the constraint aspects as input parameters. The output of 
both weavers is the transformation rule with the propagated constraints. 

The GCW algorithm, using type-based weaving and applying weaving constraints, 
weaves the aspect-oriented constraints to the appropriate rule nodes of the 
transformation rules. The CAW algorithm, using similar methods to GCW, 
weaves constraint aspects into model transformations. 
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4 Managing Repetitive Constraints 

In our approach, model transformation-related problems concerning validation 
constraint management are separated into two groups: namely, the management of 
repetitively appearing constraints and the management of crosscutting constraints. 
This section clarifies the differences between these two types of constraints and 
discusses the methods applied for the handling of repetitive constraints. 

In software engineering, it is advisable to follow the separation of concerns [4] 
(SoC) principle. In essence, this indicates that, in dealing with complex problems, 
the only possible solution is to divide the problem into sub-problems, and then to 
solve them separately. Next, combine the partial solutions to create a complete 
solution. One type of concerns, such as rewriting rules, may smoothly be 
encapsulated within building blocks by means of conventional techniques of 
modularization and decomposition, whereas the same is not possible for other 
types. More specifically, these types crosscut the design and are therefore called 
crosscutting concerns. Because of their specialty, crosscutting concerns raise two 
significant problems: 

- The scattering problem: the design of certain concerns is scattered over many 
building blocks. 

- The tangling problem: a building block can include the design of more than 
one concern. 

Recall that in the validation of model transformations there are two concerns: the 
functionality of the transformation and the constraints ensuring the validation. 
Sometimes modularizing one of the two concerns implies that the other concern 
will crosscut the transformation, and vice versa. 

Both scattering and tangling have several negative consequences for the 
transformations they affect. However, the aim of aspect-oriented methods is to 
alleviate these problems by modularizing crosscutting concerns. Therefore, in the 
case of crosscutting constraints, aspect-oriented methods should be applied in 
order to achieve consistent constraint management. Both logically coherent 
constraints (crosscutting constraints) and repetitively appearing constraints should 
be physically maintained in a modularized manner. 

For the problem of crosscutting constraint management, a solution has been 
provided in [10] and this solution has been summarized in Section 3. Current 
section provides a novel approach for handling repetitive constraints in model 
transformations. 
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4.1 The Constraint Management Process 

As we previously stated, consistent constraint management requires a mechanism 
that supports the handling of repetitive constraints. Our approach provides the 
following methods for their management: 

- Constraints are defined independently from transformation rules. This allows 
us to maintain the constraints in a physically separated place. 

- Constraint calls are defined, along with the designation where the constraints 
should be applied. Using the generalized version of the Global Constraint 
Weaver, the approach automatically assigns the constraints to the indicated 
points of the transformation. 

In this approach, the selection of the rules, where the aspect should be propagated 
(constraint calls), is performed manually by the transformation designer. This 
method is supported by the weaver tool: the potential transformation rule nodes 
are offered for the transformation designer, who can manually select those which 
are required. 

 

Figure 3 

The process of repetitive constraint handling 
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The whole process of repetitive constraint handling, and its role in the model 
transformation, is illustrated in Figure 3. Related to this process, we have 
identified four steps: 

1 Defining and maintaining constraints and transformations. This step is 
performed by the transformation designer. 

2 Selecting the appropriate rewriting rules. This step is also completed by the 
transformation designer. The result of this step is the constraint calls that 
designate the rewriting rules where to propagate the constraints (from where 
the constraints should be called during the transformation). 

3 Propagating the constraints to the rules. This step is executed by the weaver 
component. The weaving method receives the transformation, the constraints, 
and the constraint calls. The result of the weaving process is the 
transformation definition with the assigned constraints. 

4 Executing the transformation. This step is performed by the model 
transformation engine. The inputs are the transformation definition that 
contains the constraints and the input model. The output of the model 
transformation is the generated artifact that can also be a model or optional 
text, e.g. source code. 

4.2 Generalizing the Constraint Weaving 

Based on the Global Constraint Weaver (GCW), presented in Section 3, a 
generalized constraint weaving mechanism has been developed. This Generalized 
GCW (GCW2) method supports the weaving of the following constraint 
constructs: 

- Aspect-oriented constraints driven by weaving constraints (introduced in 
Section 3). 

- Repetitive constraints driven by their constraint calls. 

In this approach, aspect-oriented constraints and repetitive constraints both 
represent constraints which are defined separately from model transformations. 
They are handled separately, because their weaving is driven by different 
constructs. The weaving of aspect-oriented constraints is supported by the 
weaving constraints, and the weaving of repetitive constraints is driven by 
constraint calls. Therefore, these two types of constraints are not mixed. 

The inputs of the GCW2 algorithm include the transformation definition, the 
aspect-oriented constraints with their weaving constraints, and the repetitive 
constraints with their constraint calls. The output of the weaver is the constrained 
transformation. Algorithm 1 depicts the pseudo code of the GCW2 algorithm. 
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Algorithm 1. Pseudo code of the GLOBALCONSTRAINTWEAVER2 algorithm 

1:   GLOBALCONSTRAINTWEAVER2 (Transformation T, ConstraintList AOCs, ConstraintList 

      weavingCs, ConstraintList repetitiveCs, ConstraintCallList constraintCalls) 

2:   for all Constraint AOC in AOCs do 

3:       for all TransformationRule R in T do 

4:          nodesWithProperMetaT ype = GETNODESBYMETATYPE (context type of AOC, R) 

5:          nodesWithProperStructure = CHECKSTRUCTURE (nodesWithProperMetaT ype, R, 

             AOC) 

6:          checkedNodes = CHECKWEAVINGCONSTRAINTS (nodesWithProperStructure, 

             weavingCs) 

7:          WEAVECONSTRAINT (AOC, checkedNodes) 

8:      end for 

9:   end for 

10: for all Constraint RC in repetitiveCs do 

11:    for all ConstraintCall CC in constraintCalls do 

12:        nodesToWeave = EVALUATECONSTRAINTCALL (CC, RC) 

13:        WEAVECONSTRAINT (RC, nodesToWeave) 

14:    end for 

15: end for 

The GCW2 algorithm is passed through a model transformation, a list of aspect-
oriented constraints, a list of weaving constraints, a list of repetitive constraints 
and a list of constraint calls. The algorithm, using type-based weaving and 
applying weaving constraints, weaves the aspect-oriented constraints to the 
appropriate nodes of the rules. Furthermore, the algorithm weaves the repetitive 
constraints to the rules designated by the constraint calls. 

The GCW2 algorithm uses a different block to manage the aspect-oriented 
constraint weaving (line 1-8) and the repetitive constraint weaving (line 9-14). In 
the first block, for each aspect-oriented constraint and transformation rule pair, the 
algorithm identifies the possible places where the constraint can be woven. It then 
checks the surrounding structures of these locations and evaluates the weaving 
constraint for the appropriate places. Finally, the constraint is woven to the correct 
rules. In the second block, for each repetitive constraint and constraint call pair, 
the algorithm decides where to weave the actual repetitive constraint, then 
performs the weaving. 

An example of a constraint that repetitively occurs in transformation 
ClassToRDBMS is the PrimaryKey constraint: 

          context Table inv PrimaryKey: 

          self.columns->exists(c | c.datatype = 'int' and c.is_primary_key) 
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The constraint call used to propagate the constraint PrimaryKey is the following: 

          ConstraintCall_PrimaryKey {constraint: PrimaryKey, rules:  

          CreateTable (Table), CreateParentClassHelper (Table), AddParentAssociation (Table), 

          ProcessAssociations (Table1, Table2)} 

The constraint call definition is named and contains a constraint reference 
(PrimaryKey) and an optional number of rule references. The enlisted rule names 
indicate from where the repetitive constraint should be called. The node names, 
following the rule names, are the parameters of the constraint calls. They 
designate where the exact rule nodes call the constraints. 

The proposed method for handling repetitive constraints facilitates the definition 
of constraints independent of transformation rules and designates the rewriting 
rules, i.e., where to apply them. The approach automatically weaves the 
constraints to the designated points in the transformation. The benefit of this 
approach is that the constraints are maintained in one place and in one copy. 
Furthermore, our method supports a better understanding of both the 
transformations and constraints. 

This section introduced the GCW2 algorithm, which facilitates the constraint 
weaving driven by both weaving constraints and manually defined constraint calls. 
The next section discusses the method to modularize transformation constraints if 
they already exist in model transformations. 

5 Semi-Automatic Modularization of Transformation 
Constraints 

In [12], a mechanism is introduced for systematically identifying crosscutting 
constraints. This section provides a generalized, semi-automatic method for 
modularizing both repetitive and crosscutting constraints. 

In model transformations, some validation or other concerns can be expressed by 
several constraints. These concerns (expressed by more than one constraint) are 
the source of the crosscutting. In our approach, transformation designers can 
aggregate constraints into groups, in which each group represents a concern. The 
examples provided are the syntactic well-formedness and the semantic well-

formedness groups. 

          Group_SyntacticWellFormedness {DanglingEdges1, DanglingEdges2, 

          ClassAndItsParentAreTheSame} 

          Group_SemanticWellFormedness {MultipleInheritance, CheckInternalCondition, 

          CheckSealedCondition} 
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The inputs of the modularization method are the transformation itself and the 
grouping definitions. The expected outputs are the modularized constraints and the 
constraint calls that support the weaving process. The tasks required by the 
modularization method are as follows: 

1. Collect the constraints from the transformation. 

2. Identify the crosscutting constraints. 

3. Identify the repetitive constraints. 

4. Extract the crosscutting constraints as aspects, and generate the constraint 
calls to support their weaving. 

5. Extract the repetitive constraints as aspects, and generate the constraint calls 
to support their weaving. 

In Step 2, the identification of crosscutting concerns is supported by the grouping 
definition. The algorithm checks whether the semantically coherent concerns are, 
physically, in the same rule or scattered across several rules. Concerns represented 
by single constraints cannot crosscut the transformations, but if they appear 
several times they are classified as repetitive constraints. 

The crosscutting constraint identification method, presented in [12], provides the 
coloring and extracting algorithms. These algorithms have been updated to 
support both the repetitive and crosscutting constraint modularization in a general 
way. Based on the groups and the identified concerns, the reworked coloring 
algorithm assigns different colors to the constraints of the transformation. The 
automatic concern identification also accounts for the constraints not appearing in 
any of the user defined groups. In the output of the coloring algorithm, each color 
represents a concern. These concerns should be modularized. After the coloring, 
the extracting algorithm creates aspects from crosscutting and repetitive 
constraints, as well as generates the constraint call definitions. 

The subsequent sections elaborate upon the algorithms, and their operation is 
illustrated with the help of our case study. 

5.1 Generalized Coloring Algorithm 

The algorithm receives the transformation with its constraints and the grouping 
definitions. The expected result is a concern list and a coloring table which 
provides the transformation rule and affected concern relations. 

A concern is represented by a color and can be an optional condition or property 
expressed by one (simple) or several constraints. Examples of this include: the 
well-formedness concerns of our case study, as well as more simplified versions, 
namely, those including an attribute value or the existence of adjacent nodes of a 
specific type. 
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Algorithm 2 shows the pseudo code of the COLORING algorithm. The model 
transformation T and its corresponding groups are passed to the algorithm. The 
algorithm creates a list of rule-constraint pairs. These contain each transformation 
rule-constraint pair assignment, defined in transformation T. Based on their rule 
constraint pair assignment, the algorithm identifies the crosscutting concerns for 
each group (line 4). Next, the coloring table is updated with the actual group 
information, even if there exists no crosscutting related to the actual group. Then, 
the algorithm creates a concern (constraint) list (line 7) in which each member of 
the list represents a separated concern. This means that, if a constraint in the 
transformation contains more than one concern, the constraint is decomposed into 
several constraints. Therefore, more than one list member is created from such 
constraints. Groups are also added to the constraint list. Based on the list of 
constraint, the algorithm identifies repetitive constraints (line 9) and updates the 
coloring table accordingly. 

Algorithm 2. Pseudo code of the COLORING algorithm 

1:   COLORING (Transformation T, GroupList groups) 

2:   ColoringTable coloringTable = new ColoringTable(); 

3:   RuleConstraintPairList ruleConstraintPairs = COLLECTRULECONSTRAINTPAIRS (T) 

4:   for all Group G in groups do 

5:       CrosscuttingList crosscuttings = IDENTIFYCROSSCUTTING (G, ruleConstraintPairs) 

6:       UPDATECOLORINGTABLE (G, ruleConstraintPairs, crosscuttings) 

7:   end for 

8:   ConcernList concerns = COLLECTSEPARATEDCONCERNCONSTRAINTS (T) 

9:   for all Constraint C in constraints do 

10:     ConstraintList repetitives = IDENTIFYREPETITIVECONSTRAINTS (C, concerns) 

11:     UPDATECOLORINGTABLE (C, constraints, repetitives) 

12: end for 

5.2 Generalized Constraint Extracting Algorithm 

The algorithm receives the model transformation and the results of the coloring 
algorithm. The results of the algorithm are the modularized constraints and the 
constraint calls supporting the weaving. 

The algorithm creates the modularized constraints based on the provided concern 
list. The group concerns are handled in a different way from simple constraints or 
constraint part concerns: each member of the group concern is modularized into a 
different constraint. The second part of the extracting algorithm creates the 
constraint calls both for crosscutting and repetitive constraints. These constraint 
calls contain the exact list of the rules from which they should be called. In 
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general, for modularized crosscutting constraints (aspects) we prefer to use 
weaving constraints instead of the constraint calls. This is because with weaving 
constraints more complex conditions can be defined, and this type of weaving 
definition is used when defining these artifacts manually. In the current case, the 
artifacts are created by the extracting algorithm. Our aim is to provide a simple 
method that modularizes the concerns and creates such weaving artifacts that can 
reproduce the original transformation, exactly. Therefore, creating constraint calls 
for crosscutting constraints is the correct decision. 

Algorithm 3. Pseudo code of the EXTRACTING algorithm 

1:   EXTRACTING (Transformation T, ConcernList concerns, ColoringTable coloringTable) 

2:   ConstraintList modularizedConstraints = new ConstraintList () 

3:   for all Concern groupConcern in concerns.GroupConcerns do 

4:       for all Constraint C in groupConcern do 

5:           modularizedConstraints.Add (C) 

6:       end for 

7:   end for 

8:   for all Concern nonGroupConcern in concerns.NonGroupConcerns do 

9:       modularizedConstraints.Add (nonGroupConcern.Constraint) 

10: end for 

11: ConstraintCallList constraintCalls = new ConstraintCallList() 

12: for all ColoringItem coloringItem in coloringTable do 

13:     ConstraintCall constraintCall = CreateConstraintCall(coloringItem, T) 

14:     constraintCalls.Add (constraintCall) 

15: end for 

The EXTRACTING algorithm receives transformation T, the concerns identified by 
the COLORING algorithm and the coloringTable. The algorithm processes the 
concerns in two blocks. In the first block, the group concerns 
(SyntacticWellFormedness and SemanticWellFormedness) are processed; each 
constraint, although related to the group, is independent and is added to the 
modularized constraint list (line 2-6). In the second block, the constraints of the 
non-group concerns are processed: simple constraints and constraint parts (line 7-
9). Next, using the coloring table (transformation rule - constraint mappings), the 
algorithm creates the constraint calls for each constraint. 

Conclusions 

We have discussed that in graph rewriting-based model transformations, the two 
main concerns are functionality, defined by the transformation rules, and the 
validation properties, expressed through constraints. Concerning model 
transformations, we have introduced the problem of repetitive and crosscutting 
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constraints. We have identified the difference between repetitive and crosscutting 
constraints. We have shown that, in certain cases, crosscutting cannot be 
eliminated, but it can be solved by applying aspect-oriented mechanisms. We have 
briefly summarized our previous results related to aspect-oriented constraint 
management in model transformations. As a novel contribution, we have provided 
a mechanism for handling repetitive constraints. Unifying their treatment, we have 
developed a generalized method with its algorithms for semi-automatic 
modularization of repetitive and crosscutting constraints in model transformations. 

The disadvantage of the repetitive constraint management approach regard is its 
being based on manual decisions: the transformation designer should designate the 
points where a constraint call should be applied. Therefore, the designer can miss 
some constraint call definitions, which would result in unexpected behavior of the 
transformation execution, especially in the case of complex transformations. The 
introduced approach has an UML-compliant notation that is easy to use and 
simple to understand. 
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Abstract: A plane problem of failure mechanics is considered for concentrically integrated 

cylinders. It is assumed that the drawing die (internal cylinder) is negative allowance 

strengthened by means of external cylinder (holder), and near the surface of the drawing 

die there are N arbitrarily located rectilinear cracks of length 2lk (k=1,2,...,N). Theoretical 

analysis on definition the negative allowance providing minimization of failure parameters 

(stress intensity factors) of drawing die was carried out on minimax criterion. A simplified 

method for minimization the failure parameters of a hard alloy drawing die was separately 

considered. 

Keywords: hard-alloy drawing die; reinforcing cylinder; negative allowance; cracks; 

stress intensity factors; minimization of drawing die failure parameters 

1 Introduction 

Experience shows [1] the great reliability and durability of multicomponent 
constructions compared to homogeneous ones. At present, sandwich constructions 
are widely used in industry and engineering. While designing high pressure 
apparatus, a circuit of negative allowance connected multicomponent ring under 
internal pressure is often used. A similar circuit is implemented in draw-making 
while drawing the wires and rods of annular cross section. The drawing is a 
process when a wire, a rod or a pipe is given a draft through the hole of a special 
instrument (drawing die) that has some less section than the initial work piece. 
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The drawing dies are manufactured from hard alloys, industrial diamonds (to 
make thin rods) or tool steel (to draw rods and large section pipes). The hard 
alloys and diamond are embedded so that it could freely go in a draw hole and go 
out from the opposite side. The end is caught by a tractive mechanism [2] of a 
drawbench that gives the rod a draft through a drawing block and subjects it to 
deformation, i.e. to reduction and drawing. 

The experience of the drawing industry shows that [2] the failure of hard alloy 
drawing dies with reinforcing rings (holder) occurs because of crack propagation 
arising on the boundary of the working and calibrating zones of the drawing die. 
In this connection, at the stage design of new constructions of drawing dies, it is 
necessary to perform limit analysis of the drawing die in order to determine that 
the would-be initial cracks arranged unfavorably will not grow to disastrous sizes 
and cause failure in the course of rated life. The size of the initial minimal crack 
should be considered as a design characteristic of the material. 

At the current stage of development of engineering, the optimal design of the 
machine parts provided in order to increase their serviceability is of great 
importance. Therefore, the optimal design of composite (multicomponent) 
constructions increases in importance. An increase in the drawing die‟s 
serviceability may be substantially controlled by using design-technological 
methods, in particular by geometry negative allowance of the connection of a 
drawing die and a holder. The solution of a problem of mechanics on the 
determination of such negative allowance of a drawing die and reinforcing ring 
under which the stress field created by this tension could slow down the crack 
propagation in the drawing die, which is of particular interest. 

2 Formulation of the Problem 

Let us consider a stress-strain state in a hard alloy drawing die reinforced with a 
holder under the action of loads normal and tangential to the inner contour. It is 
accepted that the inner contour of the drawing die orifice is close to annular one. 
As is known, the real surface of the tool is never absolutely smooth and always 
has micro or macroscopic irregularities of a technological character. In spite of 
exceptionally small sizes of the unevenness that generate roughness, it has an 
essential effect on various operational properties of tools [3-6]. 

It is assumed that a hard alloy drawing die is negative allowance reinforced with 
the help of an annular ring (holder) made of mean carbon steel. The allowance 
function is not known beforehand and should be defined. Let a negative allowance 
reinforced elastic drawing die with an outer cylinder (ring) have N rectilinear 
cracks of length 2lk (k=1,2,...,N). At the center of the cracks, locate the origin of 
local coordinate systems xkOkyk whose axis xk coincides with the lines of cracks 
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and makes the angle αk with the axis x (Fig. 1). It is assumed that the cracks‟ lips 
are free from external loads. Refer the two-component ring to the polar coordinate 
rθ system of having chosen the origin at the center of concentric circles L0, L, L1 
with radii R0, R, R1 (Fig. 1), respectively. 

 

Figure 1 

Calculation scheme of inverse problem of failure mechanics for a drawing die with reinforcing 

cylinder 

Consider some realization of the rough inner surface of the drawing die. We will 
assume that the plane stress state condition is fulfilled. In the area occupied by the 
two-component ring (drawing die and holder), the stress tensor components σr, σθ, 
σrθ should satisfy the differential equations of plane theory of elasticity [7]. 

Denote by E, μ and E0, μ0 the Young modulus and Poisson ratio of the drawing die 
and reinforcing ring, respectively. The boundary of the inner contour L0 is 
presented in the form: 
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Let the outer contour L1 be free from loads. The boundary conditions of the 
considered problem are of the form: 

p
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 ,    fp
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    on the crack‟s faces 

Here vr, vθ are radial and tangential constituents of the vectors of the displacement 
points of the contour L; g(θ) is the desired allowance function; f is the friction 

factor of the “drawing die-wire rod” pair; 1i ; p is the pressure on the inner 
surface of the drawing die. 

The temperature of the surface layers of the drawing die increases under drawing 
under the action of contact friction. By drawing on the inner surface of the 
drawing die, on the area of contact friction with wire (wire rod), there acts a 
surface heat source heat caused by the outer friction. Tangential forces τ=fp 
promote the release of heat in the contact area of the tool and the wire rod in the 
drawing process. The general amount of heat in a time unit is proportional to the 
power of the friction forces, and the amount of the heat released at the point in the 
contact zone with coordinate θ will be equal to 

  VfpQ  , 

where V is the mean displacement velocity of the wire rod with respect to the 
drawing die (drawing velocity). 

The total amount of heat Q(θ) will be consumed as follows: heat flow in the 
drawing die Qd(θ) and similar heat flow Q1(θ) for increasing the wire rod heat. 

In the case of steady heat exchange, the definition of the temperature field in the 
drawing die and annular holder may be reduced to the solution of boundary value 
problem of heat-conductivity 
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Here T is the temperature in an elastic isotropic drawing die; T0 is the temperature 
in the reinforcing cylinder; λ, λ0 are the thermal conductivity coefficients of the 
drawing die and holder, respectively;   is Laplace‟s operator; T2 is the 
temperature of environment on the external surface of the holder; α2 is the heat 
exchange from the outer cylindrical surface of the holder with external medium; 

  fpVQ
dd

   is the intensity of the surface heat source for a drawing die; αd is a 

coefficient of heat flow separation for a drawing die. 

For finding the allowance function, the statement of the problem should be 
complemented by a condition (criterion) that allows us to determine the desired 
negative allowance. 

According to the Irvin-Orovan theory [8] of quasibrittle fracture, the stress 
intensity factor is a parameter characterizing the stress state in the vicinity of the 
crack end. Consequently, the maximal value quantity of the stress intensity 
coefficient near the crack tip is responsible for the failure of the drawing die‟s 
material. Investigating the basic failure parameters and the influence of allowance 
of the drawing die‟s junction and reinforcing ring, the material properties and 
other factors on them, we can substantially control the failure by design-
technological methods, in particular by varying the negative allowance (the 
function g(θ)). Further, we accept minimization of quantity of maximal stress 
intensity factors on the vicinity of the crack tips in the drawing die. The 
minimization of the maximal value of the stress intensity coefficient will promote 
an increase in the serviceability of the drawing die of the drawing tool. 

Thus, it is required to determine the junction negative allowance g(θ) such that the 
stress field created by it in the loading process prevents the crack from 
propagating. 

Not losing the generality of the stated problem, it is accepted that the desired 
allowance function g(θ) may be represented as a Fourier series. Consequently, the 
coefficients 

kk

d

k
iA    in the expansion of the desired allowance function 

should be managed so that the minimization of the maximal stress intensity factors 
are provided. This additional condition allows to determine the desired function 
g(θ). 

3 The Case of a Single Crack 

In order to solve the stated inverse problem, it is necessary to solve a problem of 
failure mechanics for the “drawing die and reinforcing holder” pair. Represent the 
boundary of the internal contour 1

0L  of the drawing die in the form: 

    HRr  0  
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where 0max / RR  is a small parameter, maxR  is the greatest height of the bulge of 

irregularity of the surface friction, and H(θ) is a function independent of a low 
parameter. 

Using a profilometer, the measurements have been made for a treated surface of 
the drawing die, and the approximate values Fourier coefficients for the function 
H(θ) describing each inner profile of the treated drawing die surface have been 
calculated for the function H(θ). 

We look for temperatures, the stress tensor components and the displacements in 
the drawing die and holder in the form of expansions in small parameter ε: 
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where the terms with ε of higher order are neglected for simplification. Here 
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tangential displacements at a zero approximation; and    11 , vv
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 are first 

approximation displacements. Each of the above approximations satisfies the 
system of differential equations of the plane theory of elasticity [7]. Expanding in 
series the expressions for temperature, stresses and displacements in the vicinity 
r=R0 we obtain the values of constituents of temperature, stress sensor and 
displacement components for r=ρ(θ). 

Using the perturbations method, with regard to what has been said, we arrive at 
the sequence of boundary conditions for the boundary value problems of fracture 
mechanics for a drawing die and reinforcing cylinder 
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At each approximation, the solution of the boundary value problem of heat 
conductivity theory is sought by the method of separation of variables. We find 
temperatures t for a drawing die and t0 for a reinforcing cylinder in the form 
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determined from the boundary conditions of the thermal conductivity theory 
problem (8), (10). Because of their length, the corresponding formulae are not 
presented here. To solve the thermoelasticity problem, we will use the 
thermoelastic displacement potential [9]. 

In the considered problem, the thermoelastic displacement potential for a drawing 
die F and reinforcing cylinder F0 is determined at each approximation by the 
solution of the following differential equations 
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Here α, α0 are the coefficients of linear temperature expansion for a drawing die 
and reinforcing holder, respectively, and μ, μ0 are the Poisson ratio of a drawing 
die and reinforcing cylinder material. We will seek a solution of equations (14) in 
the form: 
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At each approximation, for the functions        rfrfrfrf
nononn

** ,,, , we obtain 

ordinary differential equations whose solutions are found by the method of 
variation of the constants. After determining the thermoelastic displacement 
potentials for a drawing die and reinforcing cylinder using well known formulae 
[9], we calculate the stresses      jd

r

jdjd

r   ,,  and displacements    jdjd

r
vv ,  for a 

drawing die, and also      j
r
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r

0,,    and    jjo

r
vv

0,   for a reinforcing cylinder that 

correspond to the thermoelastic displacement potentials at each approximation. 
The found stresses and displacements for a drawing die and reinforcing cylinder 
will not satisfy boundary conditions (9), (10), respectively. At each 
approximation, it is necessary to find the second stress strain state: 
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r vv   ,,,,  for a 
reinforcing cylinder so that the boundary conditions (9), (11) be fulfilled. 

Consequently, for determining the second stress-strain state at a zero 
approximation, for a drawing die and reinforcing cylinder we have the following 
boundary conditions: 

for 
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We can write the boundary conditions of problem (16)-(17) by means of the 
Kolosov Muskheleshvili formulae [7] in the form of a boundary value problem for 
finding two pairs of complex potentials:      zz

00 ,   for the drawing die, 
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00 ,   for the reinforcing cylinder. 

We will seek the complex potentials in the form [7, 10] 
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Here oi
zteT 11

1   ,    
kk

oi
xgzzez ;11

1     are the desired functions, 

characterizing the displacement discontinuity across the crack line 
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 43 , in the considered case 1k . 
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Using (18)-(21) for finding complex potentials      zz
0

1
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1 ,  and      zz
0
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we represent the boundary conditions in the form: 
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    ixpiR Re,exp01  . 

We denote the left-hand side of the boundary condition (24) by the function 
 i , then we have 
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We assume that the function  i , which is a self-balanced system of forces 
acting on the reinforcing cylinder as viewed from the drawing die, can be 
expanded on the circular contour L (τ=Rexp(iθ)) in a complex Fourier series 


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k

ik

k
eAi
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For determining the complex potentials   z
0

0  and   z
0

0 we have condition 

(26) on the contour L, and the condition 
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on the contour  )exp(111  iRL  . 
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The functions   z
0

0  and   z
0

0  are analytical in the interior of the transverse 

cross section of the reinforcing cylinder 1RzR   and may be represented [7] 

by the series (21). We use the power series method [7] to find the coefficients 
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0 . 

For determining the still unknown quantities 
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A , we consider the solution of the 

problem for a drawing die RzR 0 . After some transformations of the 

complex potentials,   z
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For the functions         )(,)(,,', 65432
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    we will assume 

that they can be expanded in Fourier series 
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Here, the coefficients Dk and Bk depend on the desired function   tg
0

1  and are 

determined by residue theory. 

The boundary conditions (23), (29) are used to determine the coefficients dk, ck 
and the boundary condition (30) is used to determine the quantities Dk. As a result, 
we find: 
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The right-hand sides of the formulas for determining the coefficients ,,,,
kkkk

cdba  

and Ak contain the coefficients of expansions of the allowance function   0
g  

and also the integrals of the desired function   tg
0

1 . 

Satisfying by the functions (18) the boundary condition (17) on the crack faces, 
we obtain a complex singular integral equation with respect to the unknown 
function   xg
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Here, the variables x1, t, l1, 
0
1z  are dimensionless quantities referred to 
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For the inner crack, to the singular integral equation we should add additional 
equality expressing the displacement uniqueness condition in tracing the crack 
contour 

   0
1

1

0
1 



l

l

dttg  (33) 

Under the additional condition (33), the singular integral equation (32) by means 
of algebraization procedure (see the Appendix in [11]) is reduced to the system of 
M algebraic equations for determining M unknowns     Mmtg

m
,...,2,10

1  : 
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If in (34) we pass to the complex conjugate values, we will get M additional 
algebraic equations. The obtained systems of equations with respect to 

    MmtgAcdba
mkkkkk

,...,2,1,,,,, 0
1   permit for a given allowance g(θ) to find 

the stress-strain state of a drawing die and reinforcing cylinder in the presence of a 
crack in the drawing die at a zero approximation. In the stated optimal design 
problem, the coefficients  ,...2,1,0  kiA

kk

t

k
  are to be determined. 

Consequently, the obtained united algebraic system is not still closed. For the 
stress intensity factors near the crack tips at a zero approximation we have: 
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For constructing the missing equations, we require the minimization of maximal 
value of the stress intensity factor 

  min0
max p

K  (36) 
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with regard to restrictions connected with carrying capacity, heat stability of a 
drawing die, unavailability of plastic deformations, and also the fact that 

  ,0
max thp

KK   

where 
th

K is the characteristic of the threshold value of the drawing die material 

fracture toughness which is determined experimentally. 

At a zero approximation, the optimization problem is reduced to the definition of 
the coefficients (the control parameters) of the expansion of the allowance 
function   0

g  in the Fourier series. The quantities   
m

tg
0

1  linearly depend on 

the coefficients  0
0
t

A  of the Fourier series of the allowance function   0
g . 

Consequently, the quantity of the stress intensity coefficient (35) (the objective 
function) also linearly depends on the control parameters (control variables). 
Thus, using the minimax criterion, at a zero approximation, the considered 
problem is reduced to a linear programming problem. 

Numerical calculations are performed by the simplex algorithm. In expansion of 
the allowance function   0

g  we were confined to seven terms. The calculations 

were conducted in conformity to the form of the drawing die N013[12]: R1=65mm; 
2R=29,5 mm; 2R0=5,7 mm. The mechanical characteristics of the drawing die 
material (hard alloy BK6;) and holders (mean carbon steel) were accepted to be 
equal to E=6,28·105 MPa; ν=0,22 and E0=2,06·105 MPa; ν0=0,28. The internal 
pressure p changed within 391-1960 MPa. 

After defining desired quantities of the zero approximation, we can go on to 
construct the solution of the problem at a first approximation. The functions N0 
and T0 are determined on the base of the obtained solution for r=R0. The boundary 
conditions (11) may be written in the form of a boundary value problem for 
finding complex potentials      zz

11 ,   and      zz
1

0
1

0 ,  , which are sought 

in the form similar to (18)-(23) with obvious changes. The further course of the 
solution is the same as at a zero approximation. The obtained singular integral 

equation with respect to      tgtg
1

1
1

1   ,  under additional condition of type (33) by 

means of the algebraization method is reduced to the system of M algebraic 
equations for determining M unknowns     Mmtg

m
,...,2,11

1  . The desired 

coefficients          11111 ,,,,
kkkkk

Acdba  are contained in the right-hand side of this system. 

In the stated optimal design problem, the coefficients      111
kk

t

k
iA    

(k=0,±1,±2,…) should be defined. Consequently, the obtained united algebraic 
system is still closed. For stress intensity coefficients in the vicinity of the crack 
tips, at a first approximation we have: 
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For constructing the missing equations, we use the minimax criterion 

  min1
max p

K  

allowing for the above-mentioned restrictions. 

The quantities   
m

tg
1

1  linearly depend on the coefficients  1t

k
A  of the Fourier 

series of the allowance function   1
g . 

Consequently, the quantity of stress intensity factor (37) (the objective function) 
also linearly depends on control parameters  1t

k
A  (control variables). Thus, the 

optimization problem at a first approximation may also be reduced to a linear 
programming problem. 

Numerical calculation was carried out by a symplex algorithm. The calculation 
results of the allowance function (the coefficients are given in mm) are given in 
Table 1 for the case 0

1 30 ;   1,0/ 01  RRl ;    12/
00

0
1 1,0 i

eRRRz  ; 

p=1200 MPa. 

Table 1 

The values of Fourier coefficients of optimal allowance 

α0 α1 α2 α3 α4 α5 α6 α7 

0,1103 0,0792 0,0714 0,0642 0,0518 0,0489 0,0238 0,0157 

 β1 β2 β3 β4 β5 β6 β7 

 0,0718 0,0452 0,0423 0,376 0,0249 0,0202 0,0105 

If one of the crack ends the internal surface of the drawing die, then at each 
approximation, the equality (33) is replaced by an additional condition that 
expresses finiteness of stresses at the crack edge for r=R0. 

4 The Case of an Arbitrary Number of Cracks 

Now we assume that in the elastic drawing die near the friction surface are N 
rectilinear cracks of length 2lk (k=1,2,…,N) (Fig. 1). We consider the optimal 
design problem, or more exactly, a problem of the definition of such an allowance 
function for the junction of the drawing die and the reinforcing cylinder that 
minimization of maximal value of the stress intensity factors near the crack tips. 

In this case, the problem is solved by analogy with the problem for a single crack. 
The complex potentials    jj

22 ,   and      1,0  , 33  j
jj  are generalized to the 



V. M. Mirsalimov et al. Inverse Problem of Failure Mechanics for a Drawing Die Strengthened with a Holder 

 – 136 – 

case of arbitrary many cracks. By satisfying the boundary conditions on the crack 
edges, at each approximation we obtain the system of N singular integral 
equations of the functions   

k

j

k
xg  (k=1,2,…,N). At each approximation, to the 

system of singular integral equations for the inner cracks we should add the 
additional conditions 
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At each approximation, under the above mentioned conditions by means of the 
algebraization process, the system of singular integral equations is reduced to the 
system of MN   algebraic equations for determining MN   unknowns   
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Construction of the missing equations is realized at each approximation similar to 
the case for one crack. For the stress intensity factors in the vicinity of the crack 
end at each approximation we get 
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(j=0,1; n=1,2,…,N; m=1,2,…,M) 

Using the minimax criterion, in the case of an arbitrary number of cracks, the 
considered problem is reduced to a linear programming problem allowing for the 
mentioned restrictions. 

The numerical calculation was carried out with a symplex algorithm for the same 
form of the drawing die. It is assumed that the drawing die is provided with three 
cracks: 

     ;1,0,05,0/,45 18/
00
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 i
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00

0
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0
3

 i
eRRRzRRl   

The results of calculations of the allowance function (the coefficients are given in 
mm) are cited in Table 2. 
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Table 2 

The values of Fourier coefficients of optimal interference for the case of three cracks 

α0 α1 α2 α3 α4 α5 α6 α7 

0,1291 0,0874 0,0719 0,0648 0,0566 0,0493 0,0341 0,0207 

 β1 β2 β3 β4 β5 β6 β7 

 0,0754 0,0687 0,0546 0,0481 0,0360 0,0204 0,0127 

 

The optimal solution, i.e. the found coefficients αk and βk , promote an increase the 
carrying capacity of a drawing die (drawing tool). 

5 A Simplified Method for Solving the Inverse 
Problem 

In the case of several cracks, the amount of calculations increases. We consider a 
simplified method for solving the problem of the definition of the optimal 
negative allowance for the junction of the drawing die and the reinforcing 
cylinder. Expand the desired allowance function in the Fourier series with that 
amount of terms equal to the number of cracks tips. In the case of N internal 
cracks in the drawing die, we will be restricted by 2N coefficients of the allowance 
function expansion in the Fourier series. We require that at each approximation 
the stress intensity factors in the vicinity of cracks ends be equal zero. Adding 2N 
complex linear algebraic equations to the main resolving equations (they were 
discussed above) we get a closed algebraic system for defining all the unknowns, 
including the coefficients    j

k

j

k
 ,  (j=0,1) of the expansion of the allowance 

function into the Fourier series. 

We assume that N1 cracks have one end of a part on the internal surface of the 
drawing die. Then, the number of the cracks vertices will equal (2N-N1). In this 
case, when a part of the cracks is a surface crack, then in expansion of the desired 
allowance function in the Fourier series we will use (2N-N1) coefficients. 

Require that the stress intensity factors near vertices be equal zero. Adding      
(2N-N1) linear algebraic equations to the main resolving equations, we get in this 
case a closed algebraic system of equations for determining all the unknowns. It is 
appropriate to apply the simplified method for solving a problem on the 
minimization of fracture parameters of a drawing die involving a great amount of 
cracks, when the use of the symplex method causes a great volume of calculations. 
For the numerical solution of the obtained system of equations, we use the Gauss 
method with a choice of the principal element. Thus, the suggested methods of the 
minimization of failure parameters complete each other. 
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Conclusions 

The main equations obtained in the paper allow for the given negative allowance 
by numerical calculations, with the help of the definition of the stress intensity 
factors, to predict the growth of cracks existing in the drawing die and to establish 
the admissible level of deficiency and the maximal values of operation loads 
providing a sufficient reliability margin. At the design stage, the solution of the 
optimal design problem of the definition of the negative allowance in the junction 
of the drawing die and the reinforcing cylinder permits finding the optimal 
geometric parameters of the drawing die and the reinforcing cylinder, which 
ensures an increase in the carrying capacity. It should be noted that the obtained 
results are applicable in the case of a brittle fracture. 

References 

[1] Reshetov D. N.: „State and Tendency of Machine Parts Development‟, 
Vestnik Mashinostroyeniya, No. 10, pp. 11-15, 2000 

[2] Perlin I. L., Ermanok M. Z.: „Drawing Theory‟ Metallurgiya, Moscow, 
1971 

[3] Zolgharnein E., Mirsalimov V. M.: „Nucleation of a Crack under Inner 
Compression of Cylindrical Bodies‟, Acta Polytechnica Hungarica, Vol. 9, 
No. 2, pp. 169-183, 2012 

[4] Thomas T. R.: „Rough Surfaces‟ Longman, London, 1982 

[5] Aykut Ş.: „Surface Roughness Prediction in Machining Castamide Material 
Using ANN‟, Acta Polytechnica Hungarica, Vol. 8, No. 2, pp. 21-32, 2011 

[6] Rusinko A., Rusinko K.: „Plasticity and Creep of Metals‟ Springer, Verlag 
Berlin Heidelberg, 2011 

[7] Mushelishvili N. I.: „Some Basic Problems of Mathematical Theory 
Elasticity‟ Amsterdam, Kluwer, 1977 

[8] Cherepanov G. P.: „Mechanics of Brittle Fracture‟ Mc Graw Hill, New 
York, 1979 

[9] Parkus H.: „Instationare Warmes-Pannungen‟ Springer, Wien, 1959 

[10] Panasyuk V. V., Savruk M. P., Datsyshyn A. P.: „A General Method of 
Solution of Two-Dimensional Problems in the Theory of Cracks‟, Eng. 
Fract. Mech., No. 2, pp. 481-497, 1977 

[11] Mirsalimov V. M.: „Non-One-Dimensional Elastoplastic Problems‟ Nauka, 
Moscow, 1987 

[12] Samoilov V. S., Eichmans E. F., Falkovsky V. A. and others.: „Metal-
Working Hard – Alloy Tool‟ Reference book, Mashinostroyeniya, 
Moscow, 1958 



Acta Polytechnica Hungarica Vol. 10, No. 1, 2013

Representing the Model of Impedance Controlled

Robot Interaction with Feedback Delay in

Polytopic LPV Form: TP Model Transformation

based Approach

Péter Galambos, Péter Baranyi

Computer and Automation Research Institute, Hungarian Academy of Sciences

Kende u. 13-17. H-1111 Budapest, Hungary

{galambos,baranyi}@sztaki.hu

Abstract: The aim of this paper is to transform the model of the impedance controlled robot

interaction with feedback delay to a Tensor Product (TP) type polytopic LPV model whereupon

Linear Matrix Inequality (LMI) based control design can be immediately executed. The paper

proves that the impedance model can be exactly represented by a finite element TP type poly-

topic model under certain constrains. The paper also determines various further TP models

with different advantages for control design. First, it derives the exact Higher Order Singular

Value Decomposition (HOSVD) based canonical form, then it performs complexity trade-off to

yield a model with less number of components but rather effective for LMI design. Then the pa-

per presents various different types of convex TP model representations based on the non-exact

model in order to investigate how convex hull manipulation can be performed on the model. Fi-

nally the presented models are analyzed to validate the accuracy of the transformation and the

resulting TP type polytopic LPV models. The paper concludes that these prepared models are

ready for convex hull manipulation and LMI based control design.

Keywords: LPV/qLPV modeling; impedance conrol; complience control; time delay; telemanip-

ulation; haptics

1 Introduction

The literature of modern control theory shows that the representation of a given

plant has considerable effect on the usability of the proper controller design method

and on the achievable control performance. For instance, in the case of the qLPV

state-space model given in a polytop representation and the LMI (Linear Matrix

Inequality) based design techniques, we can observe that the disposition layout of

the system matrix elements at the very beginning modeling phase already determines
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the set of achievable control performance. Furthermore, the resulting controller really

depends on the applied LMIs, which is why the majority of the related literature

discusses how to manipulate LMIs in order to optimize for multi-objective control

performance. At the same time, one of the key trends in modern control - H∞

based methodologies - bases the optimization of the required control constraints

on integrating weighting functions into the system model before determining the

polytopic representation and constructing the LMI-based synthesis.

Nevertheless, it was not emphasized as much that the LMIs are very sensitive for

the polytop structure. Since the LMI in that sense can be considered as a non-linear

transformation, a little modification of the convex hull may lead to considerable

deviation of the resulting controller. Therefore, one may raise the question whether

the convex hull manipulation plays an important role in the optimization of the

control performance. Actually, this was one of the key motivations to develop the

TP model transformation, which is readily capable of manipulating the convex hull

of the convex polytop representation of a given model. The TP model transformation

is actually a numerical representation of the HOSVD of given functions. It becomes

a control design tool when it is executed on matrix functions, where the matrix

function actually represents the non linear system matrix of a given LPV/qLPV

model. In this general case the TP model transformation can be viewed as a TP type

polytop decomposition technique having various advantages for complexity trade-

off and convex hull manipulation, all relying on the power of the HOSVD. The

key idea and further investigations about the utilization of TP model transformation

is presented in papers [1, 2, 3]. Some further examples for control design oriented

utilization of TP model transformation are in [4, 5, 6, 7, 8, 9, 10]. Authors Chumalee

et al., Rangajeeva et al., Gai et al., Sun et al. and Qin et al. introduce TP model

transformation based novel approaches in avionics related control problems [11, 12,

13, 14, 15], thus leading to pioneering conceptual frameworks. In [16] Precup et

al. introduced novel application-oriented TP models for the automatic transmission

system of vehicles.

Paper [17] discusses the importance of the convex hull manipulation in the polytop

representation based control design and how further improvements on the resulting

control performance can be achieved. The paper also concludes that this manipula-

tion results in a kind of relaxation of the conservativeness of the design. Based on

this paper, Gróf at al. [18] deeply investigate an example how the convex hull ma-

nipulation influences the effectiveness of the LMIs, or even more how the improper

selection of the convex hull may lead to infeasible LMIs. With this investigation, she

has shown that the manipulation of the convex hull is as important as the selection

of the LMIs to reach the best control performance.

In this paper, we examine two types of manipulation techniques. One type performs

complexity trade-off on the number of the LTI vertex models, while the other focuses

on the manipulation of the convex hull. Thus, we create the HOSVD based canonical

form of the impedance model with approximation trade-off and generate different

convex hulls using different convex transformation satisfying various constraints.
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The paper is organized as follows: Section 2 introduces definitions related to TP

model transformation. Section 3 defines the equation of motion of the investigated

delayed dynamical system and specifies the required properties of the expected

model form. In section 4, the properties of the resulted HOSVD-based canonical

form are discussed and a trade-off is performed between the complexity and the

accuracy of the TP model. Section 5 introduces the model with different types of

convex hulls, and section 6 investigates the accuracy of the resulted convex TP

model considering constant and varying time delay. The last section concludes the

paper.

2 Basic concepts

The mathematical background of the TP model transformation and TP model trans-

formation based LMI controller design was introduced and elaborated in [1, 2, 3].

Let us recall some of the related theorems and definitions:

Definition 1 (qLPV model): Consider the Linear Parameter Varying State Space model:

ẋ(t) = A(p(t))x(t) +B(p(t))u(t) (1)

y(t) = C(p(t))x(t) +D(p(t))u(t),

with input u(t) ∈ R
m, output y(t) ∈ R

l and state vector x(t) ∈ R
k. The system matrix

S(p(t)) =

(

A(p(t)) B(p(t))
C(p(t)) D(p(t))

)

(2)

is a parameter-varying object, where p(t) ∈ Ω is a time varying N−dimensional pa-

rameter vector, and Ω = [a1, b1]× [a2, b2]× ..× [aN , bN ] ∈ R
N is a closed hypercube.

p(t) can also include some elements of x(t). In this case, (2) is referred to as a quasi

LPV (qLPV) model. This type of model is considered to belong to the class of non-linear

models. The size of the system matrix S(p(t)) is (k + l)× (k +m).

A wide class of LMI based control design techniques are available for convex poly-

topic model representations; thus the finite element convex polytopic form of (1) is

defined as:

Definition 2 (Finite element polytopic model):

S(p(t)) =

R
∑

r=1

wr(p(t))Sr . (3)

where p(t) ∈ Ω. S(p(t)) is given for any parameter vector p(t) as the parameter

varying combinations of LTI system matrices Sr ∈ R
(k+l)×(k+m) called LTI vertex
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systems. The combination is defined by weighting functions wr(p(t)) ∈ [0, 1]. The term

finite means that R is bounded.

Definition 3 (Finite element TP type polytopic model): S(p(t)) in (3) is given for

any parameter as the parameter-varying combination of LTI system matrices Sr ∈

R
(k+l)×(k+m) .

S(p(t)) =

I1
∑

i1=1

I2
∑

i2=1

..

IN
∑

iN=1

N
∏

n=1

wn,in(pn(t))Si1,i2,..,iN , (4)

applying the compact notation based on tensor algebra (Lathauwer’s work [19]) one

has:

S(p(t)) = S
N

⊠
n=1

wn(pn(t)) (5)

where the (N+2) dimensional coefficient tensor S ∈ R
I1×I2×···×In×(m+k)×(m+k) is

constructed from the LTI vertex systems Si1,i2,...,iN (5) and the row vector wn(pn(t))
contains univariate and continuous weighting functions wn,in(pn(t)), (in = 1 . . . IN ).

Remark 1 : TP model (5) is a special class of polytopic models (3), where the weight-

ing functions are decomposed to a Tensor Product of univariate functions.

Definition 4 (TP model transformation): TP model transformation is a numerical method

that transforms qLPV models given in the form of (1) to the form of (5), so that a large

class of LMI based control design techniques can be applied to the resulting model. De-

tailed description of TP model transformation and application examples can be found

in [1]. The TP model transformation gives a trade-off between the accuracy of the

resulting model and the number of required vertexes for the LMI control design. The

TP model transformation is also capable of providing a convex hull manipulation tool

during execution. For further details please read papers [17, 18].

Definition 5 (HOSVD-based canonical form of qLPV models): The direct result of the

TP model transformation when neither complexity trade-off nor convex hull manipula-

tion is done is the numerical reconstruction of the HOSVD of a given function. It is

like the HOSVD of tensors, but for functions where instead of singular matrices we

have singular functions in an orthonormal structure, and the core tensor contains the

higher order singular values. In the case of a system where matrix functions are used,

the HOSVD canonical form has the same structure; the only difference is that the core

tensor contains the system vertices assigned to the higher order singular values. For

further details please be referred to papers [20, 21].

Definition 6 (Convex TP model): The TP model is convex if the weighting functions

satisfy the following criteria:

∀n, i, pn(t) : wn,i(pn(t)) ∈ [0, 1]; (6)
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∀n, pn(t) :

In
∑

i=1

wn,i(pn(t)) = 1. (7)

Different convex hulls for TP type polytopic qLPV models can be defined. Some of

the basic types are defined as follows:

Definition 7 (SN type TP function): The convex TP function is SN (Sum Normalized) if

the sum of the weighting functions for all x ∈ Ω is 1.

Definition 8 (NN type TP function): The convex TP function is NN (Non-Negative) if

the values of the weighting functions for all x ∈ Ω are non-negative.

Definition 9 (NO/CNO, NOrmal type TP function): The convex TP function is a NO

(Normal) type model if its w(p) weighting functions are Normal, that is, if it satisfies (6)

and (7), and the largest value of all weighting functions is 1. Also, it is CNO (close to

normal), if it is satisfies (6) and (7) and the largest value of all weighting functions is 1

or close to 1.

Definition 10 (IRNO, Inverted and Relaxed NOrmal type TP function): The TP func-

tion is IRNO type if the smallest values of all weighting functions are 0, and the largest

values of all weighting functions are the same.

3 Specification of the modeling problem

Since the extensive work of Hogan [22, 23, 24], wherein the concept of impedance

control and its application was formulated, this control strategy has become one of

the key technologies of modern robot control. Haptic rendering is a special area

of robotics where the haptic device and the virtual environment together forms an

impedance controlled interaction structure where time delays have an unfavorable

effect on the stability of the system. A series of papers from DLR’s researchers

investigate the stability of haptic rendering from various aspects [25, 26, 27]. The

present study focuses on the time delay that occurs in the control loop of the

impedance controlled interaction.

In this paper, impedance model is understood as the dynamic relationship between

the force and the resulted displacement. The impedance model is typically given by

a virtual mass-spring-damper system. In the general case, a task-space impedance

model can be described as

Mẍ+ Bẋ+ Kx+ C(ẋ,x) = F, (8)

where x denotes the Cartesian task space coordinates, M,B and K are symmetric,

positive-definite matrices describing the inertial, damping and stiffness parameters

– 143 –



P. Galambos et al. Impedance Controlled Robot Interaction with Feedback Delay in Polytopic LPV form

respectively, and C contains other non-linear terms of the impedance model, while

F denotes the external forces.

In many cases, the end effector path is prescribed and the displacement results from

the impedance model is added to the predefined path. In this way the robot motion

becomes compliant.

3.1 Equation of the impedance controlled actuation with feedback

delay

Since this paper deals with a generic abstraction, a single degree of freedom model

will be discussed, but the results can be extended to multidimensional cases. Con-

sider the mechanical system depicted by Figure 1(a) as a simplified model of the

impedance controlled robot interaction. Mass m and viscous damping b are virtual

properties defining the desired dynamics of the manipulator, while k denotes the

stiffness of the robot’s environment.

(a) Mass-Spring-Damper system as the simplified

model of impedance controlled robot interaction.

(b) Mass-Spring-Damper model where the effect

of the spring is delayed

Figure 1

Introducing the time-delay in the measurement of the interaction force between the robot and its

environment.

Virtual parameters have to be chosen according to the accuracy ↔ robustness trade-

off [28]: The lower mass and damping result in faster and more accurate tracking

with less robustness against feedback delay, and vice versa.

The equation of motion of this system is as follows:

ẍ(t) =
Fh(t)

m
−

b

m
ẋ(t)−

Fe(t)

m
(9)

Introducing the time-delay τ in the interaction as the overall delay of the force
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monitoring due to the lag of the signal processing and/or network delays:

ẍ(t) =
Fh(t)

m
−

b

m
ẋ(t)−

Fe(t− τ(t))

m
(10)

substituting the interaction force (Fe) by the elastic force (kx) in the formula as the

simplest model of the environment, we get the following equation:

ẍ(t) =
Fh(t)

m
−

b

m
ẋ(t)−

k

m
x(t− τ(t)). (11)

One can see that the resulted equation represents a mass-spring-damper system

where the elastic effect is delayed by τ(t). Figure 1(b) illustrates the resulted model.

3.2 Specification of the expected qLPV reprezentation

In this paper, we search for a representation of the investigated delayed dynamical

system in TP type polytopic form (5), wherein the time delay τ becomes a parameter

of the model and meets the following requirements:

i Fulfills the specifications of HOSVD based canonical form by finding the

minimum number of LTI components that represent the original system in

polytopic structure (4).

ii Complexity trade-off capability by means of approximation.

iii Eligibility for LMI based multi-objective control design.

iv The generated convex hull indirectly supports the feasibility of optimal control

performance under the LMI based design concept.

4 The HOSVD based canonical form

In this section we utilize TP model transformation to determine the so called

HOSVD based canonical form (Theorem 5) of the investigated model (11), which

is a minimum and unique TP type polytopic representation. Since the investigated

delayed model cannot be discretized by sampling in the first step of the TP model

transformation, the discretized system tensor was determined based on the identifica-

tion (see the paper [29]) of the model with multiple delay values. As the TP model

transformation is a fully numerical method, the paper discusses a typical numerical

example, wherein the following model parameters are considered: Mass m = 1kg,

viscous damping b = 100Ns/m, Stiffness of the environment k = 2000N/m, Delay

interval τ = 0..0.07s. It is important to note that the main properties of the polytop

structure are not influenced significantly by the model parameters in a wide range

with practical relevancy.
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Singular values of the HOSVD based canonical form

4.1 Components and structure of the exact HOSVD based canoni-

cal form

After the execution of the TP model transformation on the impedance model, we

get the minimum size qLPV representation composed of 6 LTI vertex models since

the HOSVD leads to 6 non-zero singular values in the second step of the TP model

transformation. Singular values are as follow: σ1 = 2.3414×104, σ2 = 3.5305×102,
σ3 = 1.0331, σ4 = 2.2164× 10−2, σ5 = 1.2964× 10−3, σ6 = 6.9808× 10−5. Note

again that the different model parameters have no substantial effect on the resulted

singular values, on the rank of the model or on the underlying polytopic structure, so

this example properly shows the uniqueness of the representation. The consecutive

singular values decrease exponentially by a factor of two orders of magnitude, which

suggests a balanced contribution of vertices. Figure 2 displays the formation of the

6 singular values.

In the following, the components of the HOSVD based canonical form of the

impedance model are introduced. The system is represented by the vertex models

and the weighting functions. Let us partition the LTI vertices (Scan
r ) as follows:

Scan
r =

[

A B

C D

]

. (12)

As the transformation results in C = [1 0]T and D = 0 for all τ ∈ Ω, only A and

B are written in the list below:
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[AB]can

1
=

[

−1.1515 × 104 −1.1896 × 104 −6.3944
1.1521 × 104 1.1890 × 104 6.3906

]

[AB]can

2
=

[

−1.8082 × 102 1.7522 × 102 3.0496
1.7781 × 102 −1.7209 × 102 −3.0457

]

[AB]
can

3
=

[

2.8404 × 10−1 −2.7537 × 10−1 −6.0693 × 10−1

2.9928 × 10−1 −2.9109 × 10−1 6.0668 × 10−1

]

[AB]can

4
=

[

8.7316 × 10−3 −9.6607 × 10−3 8.6616 × 10−3

8.7412 × 10−3 −9.6704 × 10−3 −8.7600 × 10−3

]

[AB]can

5
=

[

6.6570 × 10−4 6.2594 × 10−4 9.5164 × 10−5

6.6535 × 10−4 6.2629 × 10−4 3.9904 × 10−5

]

[AB]can

6
=

[

−2.5581 × 10−6 −2.5893 × 10−6 4.9197 × 10−5

−2.5570 × 10−6
−2.5904 × 10−6 4.9258 × 10−5

]

Figure 3 shows the weighting functions w(τ) over the range of Ω. The smoothness

of the weighting functions shows that the applied reidentification method is stable

along the investigated range of τ . This means that the applied identification algo-

rithm does not alternate between different local solutions (local minimums). It is

worth mentioning that if the identification method is switching between different so-

lutions, additional ranks could appear in the HOSVD canonical form. By neglecting

the extra singular values, HOSVD is able to (smoothly) approximate the ruggedness

in least-square sense in a way similar to how SVD can be used for noise filtering in

digital signal processing [30]. However, if the fluctuation is large, such approxima-

tion should be applied with circumspection.
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Weighting functions of the HOSVD based canonical form

4.2 Executing trade-off by TP model transformation

As was mentioned before, a trade-off can be determined between the complexity

and the accuracy of the TP type polytopic model. The goal of this subsection is
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to reveal the correlation between the accuracy and the number of utilized vertices.

Considering that the LMI based design process is very sensitive to the complexity

of the polytopic model, it is very important to find the minimum complexity that

reaches the accuracy threshold of the given engineering problem.

Even for the computational solutions of LMI toolbox for MATLAB that introduces

high quality LMI solvers [31], the computational requirements explodes exponen-

tially by the number of vertex models. Over a certain number of vertices, the LMI

solvers may not be able to provide the solution. Considering that the significance of

the vertex models decreases uniformly (Figure 2), there is no theoretically appeal-

ing point from where to cut the less significant vertices to reduce the complexity

of the model. However, a systematically executed trade-off could help to find the

reasonable complexity. The HOSVD based canonical form readily supports a kind

of principal component analysis of the investigated dynamical system model. In this

analysis, the model accuracy is measured by the modeling error ǫr defined as:

ǫr =
∥

∥

∥
SD(Ω,M) − S

D(Ω,M)
Approxr

∥

∥

∥

L2

, (13)

where SD(Ω,M) can be computed using CHOSVD in the second step of the TP

model transformation. S
D(Ω,M)
Approxr

is computed analogously but considers only the

vertex models according to the first r singular values. Modeling errors result as

follows:

ǫ1 = 3.53 × 10
2
≤ 3.541 × 10

2

ǫ2 = 1.0333 ≤ 1.0566

ǫ3 = 2.22 × 10
−2

≤ 2.35 × 10
−2

ǫ4 = 1.3 × 10−3
≤ 1.4 × 10−3

ǫ5 = 6.9808 × 10−5
≤ 6.9808 × 10−5

ǫ6 = 1.1272 × 10−11
≈ 0 (numerically zero)

As matrix [AB]r contains element in the order of magnitude 103, due to the defini-

tion of ǫr, ǫ6 is much larger then 10−15, which is typically considered as numerically

zero if all the matrix elements are in the range of 101. ǫr is upper bounded by the

sum of the singular values of the neglected vertices. The upper bounds are also

displayed in the above list.

Figure 4(a) displays the modeling errors. One can see that the modeling error de-

creases between ǫ6 and ǫ5 much larger then in the case of the other reduction steps.

This measure describes the model accuracy only over the discrete delay values de-

fined by M and does not give information about the correctness between the discrete

points that have been used in the first step of the TP model transformation. To fol-

low a more extensive investigation and to ensure that the resulted TP model is not

under-sampled, let us define the following measure:
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Figure 4

Accuracy-complexity trade-off

Definition 11 (ǫRND1000r )

ǫRND1000r =
∥

∥

∥
SD(Ω,M ′) − S

D(Ω,M ′)
Approxr

∥

∥

∥

L2

, (14)

where M ′ denotes a discretization grid with 1000 randomly generated grid points over

Ω. Grid M ′ is not equidistant and M ′
⋂

M = ∅.

The measure ǫRND1000r compares the reidentified and the approximated systems in

1000 randomly generated points considering the first r vertices of the HOSVD based

model. ǫRND1000r shows the model accuracy better in real situations where arbitrary

varying delays occur. The resulted ǫRND1000r s are listed below:

ǫ
RND1000

1
= 9.6325 × 102

ǫ
RND1000

2
= 2.7698

ǫ
RND1000

3
= 1.2099 × 10

−1

ǫ
RND1000

4
= 1.0519 × 10−1

ǫ
RND1000

5
= 1.0514 × 10−1

ǫ
RND1000

6
= 1.0514 × 10

−1

The values for r = 4, r = 5, r = 6 are almost the same and start to increase only at
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r = 3. Figure 4(b) displays the ǫRND1000r data in logarithmic scale and the big step

by r = 3 is evident.

These results support the hypothesis that the number of non-zero singular values do

not increase, even when the density of M is increased without bounds. Thus, results

show that the representation is minimal and exact. It can also be concluded that

the applied discretization is not under-sampled, hence complexity reduction by ne-

glecting the less significant vertices is well established. Beyond this pure numerical

comparison, the dynamic accuracy of the TP model is also investigated in section 6.

5 Different convex TP model representations

As was already emphasized, LMIs are very sensitive to the shape of the convex hull

that defines the polytopic qLPV representation together with the weighting functions.

Different types of convex hulls of the delayed impedance model can be generated

utilizing the hull manipulation capabilities of TP model transformation. For the sake

of brevity, only the non-exact, CNO type convex model with 3 vertices is detailed

here. Even using the most developed optimization strategies, it is not possible to

generate NO type convex hulls. From the engineering aspect, this hypothesis can

be accepted since the CNO type convex hulls fulfill the requirements of control

synthesis.
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Weighting functions of CNO type convex hull of the reduced TP model with 3 vertices

[AB]cno3

1
=

[

9.7873 × 102 1.0209 × 103 8.6644 × 10−1

−9.7957 × 102 −1.0200 × 103 −8.6591 × 10−1

]

[AB]
cno3

2
=

[

9.4943 × 102 1.0519 × 103 1.0101
−9.5043 × 102 −1.0509 × 103 −1.0091

]

[AB]cno3

3
=

[

1.0005 × 103 9.9947 × 102 1.8247 × 10−1

−1.0007 × 103 −9.9929 × 102 −1.8254 × 10−1

]
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6 Analysis of the convex representation

The goal of this section is to illustrate the dynamical accuracy of the different TP

models. Here the model accuracy is investigated by means of the difference between

the step response of the polytopic model and the original delayed model. Due to the

limited extent of this paper, only a set of practically interesting validation cases have

been included. The comparison is broken into two parts according to the constant

delay and varying delay cases.

6.1 Constant time-delay

Firstly, the dynamic accuracy of the HOSVD based canonical forms of the delayed

impedance model with different complexity is examined. Figure 6 shows the step

responses of the compared models at an arbitrarily chosen constant delay value

(τ = 0.05567). As input signal, a 1N force step was used at 0.1s in the simulation.

Subfigures 6/a-f shows the step responses of TP models with a different number of

neglected less significant vertices. The time plots confirm the result of the modeling

error analysis done in 4.2. As the values of ǫRND1000r suggested, the TP models show

similarly good accuracy with 6, 5 and 4 vertices and the model accuracy begins to

relapse with 3 vertices. A TP model with 2 and only 1 vertices cannot describe the

dynamics of the original delayed system properly.

For the purpose of confidence, the same simulations have been executed on CNO

type TP models with 5, 4 and 3 vertices (Figure 7). As was expected, the time

plots show the same result as the HOSVD based canonical type with equivalent

complexities.

We can conclude that the CNO type TP models with 5,4 and 3 vertices give very

similar responses independently from the complexity. The convex hull of the inves-

tigated polytopic model cannot be formed with less then three vertices because the

resulted domain of LPV models are not on the hyperline that can be defined by the

convex combinations of two vertex systems. The results suggest that the CNO type

convex TP model with 3 vertices provides sufficient accuracy for controller design

purposes.

For the quantitative comparison, the L2 norm of the position error (the square root

of sum of squares) and the maximum error is computed at four arbitrarily chosen τ
values (neither of them are on the grid M ) considering the 1s long execution of the

previously discussed simulation scenario. Results are displayed in Table 1.
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(a) Canonical form with 6 vertices (exact model)
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(b) Canonical form with 5 vertices
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(c) Canonical form with 4 vertices
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(d) Canonical form with 3 vertices
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(e) Canonical form with 2 vertices
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Figure 6

Comparison of the original delayed model and the HOSVD-based canonical form of the TP model with

different complexity
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(b) CNO4
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Figure 7

Comparison of the original delayed model and the CNO type TP model with different complexity

Table 1

Quantitative comparison of the original delayed model and the CNO type TP model with 3 vertices

L2 error Max error

τ = 0.01375s 2.6279× 10−5 9.8521× 10−7

τ = 0.02941s 4.0380× 10−5 5.9765× 10−6

τ = 0.04752s 4.3281× 10−5 1.0500× 10−5

τ = 0.06393s 1.0851× 10−4 1.3048× 10−5
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6.2 Varying time-delay

The models have been compared under varying delay as well. The value of τ(t) was

varied as a sine function of time τ(t) = 0.03 + sin(tπ)0.025. The input signal was

a square wave with the frequency of 2Hz and amplitude of 1N . Figure 8 shows the

result of the simulation.

Figure 8

Comparison under varying delay

Conclusion

In this paper the HOSVD based canonical form of the model of the generic impedance

controlled actuation with feedback delay was determined via a TP model transforma-

tion. A complexity trade off was also performed to determine non-exact TP models

neglecting vertex systems with the less contribution. Via this investigation it has

been proved that the TP model transformation is capable of manipulating the convex

hull of the model wherein time delay τ appears as an external parameter. It has been

shown that a convex polytop structure requires 6 vertex models for exact representa-

tion of the investigated model for any τ ∈ Ω. We presented the correlation between

the number of vertex models and the number of singular values of the HOSVD

based canonical form and the L2 norm based error of the polytopic structure over

the transformation space Ω. In order to satisfy the basic requirements of LMI based

design and further convex hull manipulation based optimization of the control design

SNNN, IRNO and CNO type convex TP models was generated for the reduced 3

vertex model based convex hull.
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Abstract: In this paper, conjoint analysis is used to gain insights into how university 

students value various aspects of the postpaid mobile phone service. Preference-based 

segmentation is performed on the output from the conjoint analysis to isolate homogeneous 

consumer segments that possess similar preferences for mobile phone service. Based on the 

results the study suggests a marketing strategy for mobile phone operators. 

Keywords: Conjoint analysis; students' preferences; mobile phone service; postpaid plan; 

preference-based segmentation 

1 Introduction 

In recent years, the mobile communication market has developed rapidly. At the 
end of 2011, there were 6 billion mobile subscriptions, which is equivalent to 87 
percent of the world population [1]. It has been estimated that by the end of 2013 
there will be 6.9 billion mobile phone subscriptions worldwide [1]. Global mobile 
service revenue in 2009 was 840 billion US$, while the projected revenue for 
2013 is 1038.6 billion US$ [2]. In Serbia, there were 10.2 million subscriptions in 
2011 (corresponding to a 142.99% penetration rate), while the mobile service 
revenue for 2011 reached 846.7 million euros [3]. 

Despite its continued global expansion, mobile user growth is slowing. This 
decline is acute in developed markets, such as Serbia, and reflects saturating 
market conditions [1]. As mobile service providers seek to counter the slowing 
growth, the youth have emerged as an important segment. University students 
have been labeled as one of the most important target markets [4] as well as the 
largest consumer group for mobile phone services [5]. Recently, there have been 
several studies concerning the interaction of young people with mobile phone 
technology, e.g. their attitude [6], motivation [7], psychological effects [8, 9], the 
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impact on their social life [10], and their use of mobile phone services [5, 11]. 
However, there have been only a small number of attempts to explore student 
preferences towards certain features of a mobile phone service offering [12, 13]. 

The mobile phone markets show some changes from one country to the next [14]. 
There are three mobile phone operators in Serbia. All of them offer both prepaid 
and postpaid plans. University students are among the users that widely use 
postpaid services. 

The objective of this paper is to determine the factors affecting the preferences of 
university students for postpaid service plans in Serbia, and to provide insights on 
how mobile phone operators can attract as many subscribers as possible. The 
results of our research are expected to inform mobile phone operators about 
student perceptions regarding various aspects of mobile phone services, and to 
help them design business models and perform successful marketing strategy 
based on the students‟ needs. 

In order to measure student preferences, this paper used conjoint analysis. 
Conjoint analysis is a multivariate technique that can be used to understand how 
an individual‟s preferences are developed. Specifically, the technique is used to 
gain insights into how consumers value various product attributes based on their 
evaluation of the complete product. Conjoint analysis has been widely used in 
marketing literature to evaluate consumer preferences for hypothetical products 
and services [15, 16, 17], as well as for pricing research [18]. The method has 
been applied to understanding the preferences in various markets including retail 
[19, 20], transportation [21], education [22], the labor market in the context of 
personnel selection decisions [23], telecommunications [24, 25] and health care 
services [26]. However, few studies have used conjoint analysis within the mobile 
industry [27, 28, 29]. 

This paper is organized as follows. The research design is covered in the 
following section. The type of data and how the data was collected, are also 
explained in that section. The main part of the paper is devoted to an explanation 
of the empirical results. Finally, the main conclusions are summarized. 

2 Method 

2.1 Conjoint Analysis 

Conjoint analysis is an experimental approach used for measuring customer 
preferences regarding the attributes of a product or service. Originally developed 
in the field of mathematical psychology, conjoint analysis has attracted 
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considerable attention, especially in marketing research, as a method that portrays 
consumer decisions. 

Conjoint analysis, sometimes called „trade-off analysis‟, reveals how people make 
complex judgments. The technique assumes that complex decisions involve not 
only one factor or criterion, but rather several factors „considered jointly‟. It is 
based on the simple premise that consumers evaluate the value of a product or 
service by combining the separate amounts of value provided by each attribute. 
Accordingly, conjoint analysis enables the investigator to better understand the 
interrelationship of multiple factors as they contribute to the preferences. 

Conjoint experiments involve individuals being asked to express their preferences 
for various experimentally designed, real or hypothetical alternatives. These 
hypothetical alternatives are descriptions of potential real-world alternatives, in 
terms of their most relevant features or attributes (both quantitative and 
qualitative); hence, they are multi-attribute alternatives. Lists of attributes 
describing single alternatives are called profiles or concepts. Typically, the set of 
relevant attributes is generated by expert opinions, reviewing the research 
literature and performing pilot research with techniques such as focus groups, 
factor listings, or repertory grids. Two or more fixed values, or “levels”, are 
defined for each attribute, and these are then combined to create different profiles. 

Moreover, the number of product attributes selected must be reconciled with the 
characteristic of the given conjoint method: the traditional approach is ideal in the 
case of a maximum of six attributes, but if more than six attributes must be 
included, then the adaptive conjoint analysis is the appropriate method [30]. 
Though nowadays adaptive conjoint analysis and choice-based conjoint methods 
are very popular, sometimes it is more convenient to use the traditional approach. 
Adaptive conjoint analysis must be computer-administered. The interview adapts 
to respondents‟ previous answers, which cannot be done via the "paper and 
pencil" method. On the other hand, the choice-based conjoint method can be 
administered by PC or via paper and pencil, but results have traditionally been 
analysed at the aggregate, or group, level. Aggregate-level analysis is useful for 
detecting and modeling subtle interactions that may not always be revealed with 
individual-level models. While these advantages seem to favor aggregate analysis 
from choice data, academics and practitioners have argued that consumers have 
unique preferences, and that aggregate-level models which assume homogeneity 
cannot be as accurate as individual-level models [31]. 

Thus, the traditional approach proved the better choice in this study, because it 
calculates a set of utilities for each individual. The experimental procedure 
involves profiles being presented to respondents who are asked to express their 
preferences by rating or ranking real or hypothetical profiles. Preference functions 
are estimated from this data, using ordinary least square regression for rating the 
data, as well as non–metric techniques when the rankings are obtained. 
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2.2 Postpaid Attributes and Their Levels 

The first stage in the design of a conjoint analysis study is the selection of the 
attributes. The selection of key attributes in this study has been carried out through 
a preliminary survey. The survey was conducted using the traditional “paper and 
pencil” method. The respondents were asked to evaluate the significance of each 
of the 10 offered characteristics of post-paid mobile phone packages. The grading 
ranged from 1 to 10, where a score of 10 indicated the most important criterion, 
while the score of 1 indicated the least important criterion. The survey was 
completed by 28 respondents, members of the student population. The average 
score of each of the criteria as well as their ranking are presented in Table 1. A 
high value of standard deviation, especially in the case of the Mobile Phone 
Operator criterion, indicates heterogeneity of preferences of the student 
population. 

A subset of 7 attributes that stood out by their average ranking was selected for the 
conjoint analysis. Although the Mobile Phone Operator criterion was ranked very 
low (last, ninth place) according to the results of pre-research, it has been added to 
the selected set of attributes in order to determine the student preferences towards 
the existing operators in Serbia, as well as their level of satisfaction with their 
currently selected operator. Two criteria have been omitted from further analysis: 
the number of branches of the network operator, and the existence of tariff add-
ons at extra cost. 

Table 1 

The results of the preliminary survey 

Rang Criteria Avg. Rate St. Dev. 

1 Possibility of transferring unused traffic to the next month 8.04 2.25 
2 Conversation billing interval (1s; 60s+1s; 60s+60s) 7.21 2.67 
3 Free internet within package 6.86 2.46 
4 Account balance check (prompt or delayed update) 6.61 2.25 
5 Promotions (discount) after expiration of the signed contract 5.43 2.67 
6 Level of availability and quality of technical support 4.82 2.47 
7 Possibility of choosing preferred phone number 4.57 2.78 

8 Number of branch offices 4.04 2.28 
9 Mobile phone operator 3.82 3.03 

10 The existence of tariff add-ons at extra cost 3.61 1.93 

 

Having chosen the attributes, levels must be assign to them. These should be 
realistic, plausible and capable of being traded. The attributes and levels chosen 
for this study are shown in Table 2. 
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Table 2 

Attributes and their levels 

No. Attribute  Attribute description Attribute levels 
1. Operator Mobile phone operator MTS 

Telenor 
VIP 

2. Transfer Possibility of transferring unused free traffic to the next month Yes 
No 

3. Support Level of availability and quality of technical support High 
Low 

4. Internet Free internet within package Yes 
No 

5. Interval Conversation billing interval 1s 
60s+1s 
60s+60s 

6. Number Possibility of choosing preferred phone number Yes 
No 

7. Promotions Promotions following the expiration of the contract Yes 
No 

8. Checking Account balance check Prompt (update) 
Delayed (update) 

 

Three mobile operators are currently operating in Serbia: MTS, owned by the 
company “Telekom Serbia”, based in Belgrade, Serbia; Telenor, a member of the 
company “Telenor group” which is based in Oslo, Norway; and VIP, a part of the 
company “Telekom Austria”, with headquaters in Vienna, Austria. Accordingly, 
the attribute Operator belongs to the category of nominal attributes, and the 
existing three operators are the levels that are assigned to it. The next attribute, 
Transfer, refers to the possibility of transferring unused free minutes during one 
month (minutes of conversation, SMS, MMS, GPRS ...) to the free minutes 
intended for the next month. The practice of operators in Serbia is that if the 
option is available, the transfered traffic must be used within a certain period of 
time. This attribute is of the ordinal type, with levels where an option Exists (Yes) 
or Does not exist (No). 

Support is an attribute that refers to the availability of technical support in terms 
of possibilities of establishing contact with call center operators. This attribute has 
been included in the analysis because practice has shown that it is frequently 
almost impossible to contact a call center, and the idea was to determine whether 
and to what extent this factor affects overall student preferences. The attribute is 
ordinal, with the levels of High and Low as the levels of availability and quality. 
Internet is an attribute that describes whether the free traffic within the post-paid 
packages includes a certain extent of Internet access. Considering that students are 
the population that has the highest percentage of Internet and modern technologies 
users in Serbia, the assumption is that the existence of this option is an important 
criterion for choosing a particular mobile phone package among the student 
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population. The attribute is ordinal, with the levels Exists (Yes) and Does not exist 
(No). 

Interval is an attribute that shows the manner in which time consumption is billed 
during conversations. The levels are: 1s - there is no rounding-off of the duration 
of a conversation, the exact number of seconds of a conversation shall be deducted 
from the remaining free minutes, or additionally charged if the free minutes have 
been used up; 60s +1s – as soon as a connection is established, the conversation is 
rounded off to 60 seconds, and after the first minute the billing is performed per 
second of conversation; 60s +60s - each initiated minute is billed as a minute 
spent. With certain postpaid packages, operators offer users the possibility to 
select a new phone number according to their wishes. Therefore, the analysis also 
includes the attribute Number, and it has been assigned the levels Exists (Yes) and 
Does not exist (No). 

Promotions is an attribute that refers to the existence of promotions following the 
expiration of a time related contract between the user and operator (e.g., a cheaper 
phone if the user decides to renew a contract, a discount on a subscription for 
several months, etc.). The attribute is ordinal, and the levels are Exists (Yes) and 
Does not Exist (No). Checking is an attribute that refers to the promptness of 
updates of the remaining free traffic, or new billing after the use of a service by 
the user. In Serbia, it often happens that status updates are late by more than a 
week. The attribute is ordinal as the previous one, with the levels Prompt updates 
and Delayed updates. 

2.3 Conjoint Experimental Design 

Once attributes and attribute levels are selected, they must be combined to form 
different hypothetical services for survey respondents to assign preference ratings. 
In this study, a full profile approach was used to design the product profiles. The 
attributes and levels in Table 2 gave rise to 576 possible profiles (32 x 26). Since it 
is difficult, from a customer‟s perspective, to evaluate a large number of service 
profiles, it is necessary to select fewer of them. Therefore in this study the 
fractional factorial experimental design was used. A component of the statistical 
package SPSS 16.0 (Orthoplan) was used to reduce the possible number of 
profiles to a manageable level, while still allowing the preferences to be inferred 
for all of the combinations of levels and attributes. The use of Orthoplan results in 
an orthogonal main effects design, thus ensuring the absence of multicollinearity 
between the attributes. Through the use of this design, the 576 possible profiles 
were reduced to 16. Two control profiles (holdout tasks) were added to the given 
design. These 2 profiles were not used by the conjoint procedure for estimating 
the utilities. Instead, the conjoint procedure calculates correlations between the 
observed and predicted rank orders for these profiles, as a check of the validity of 
the utilities. The 18 hypothetical service profiles considered are shown in Table 3. 
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Table 3 

Hypothetical mobile service profiles 

Profile Operator Transfer Support Internet Interval Number Promotions Checking 
1 MTS Yes High Yes 60s+60s No Yes Prompt 
2 VIP Yes Low No 1s Yes Yes Delayed 
3 Telenor Yes Low No 60s+60s No Yes Delayed 
4 Telenor No High Yes 1s No No Delayed 
5 Telenor Yes Low Yes 60s+s1s Yes No Prompt 
6 MTS Yes High Yes 1s Yes Yes Prompt 
7 MTS No Low No 60s+60s Yes No Prompt 
8 MTS No Low Yes 60s+1s No Yes Delayed 
9 VIP Yes Low Yes 1s No No Prompt 

10 h MTS No High Yes 1s Yes No Delayed 
11 MTS Yes High No 60s+s1s Yes No Delayed 
12 MTS Yes High No 1s No No Delayed 
13 h MTS No High Yes 60s+1s No Yes Prompt 
14 MTS No Low Yes 1s Yes Yes Delayed 
15 VIP No High No 60s+1s No Yes Prompt 
16 VIP No High Yes 60s+60s Yes No Delayed 
17 MTS No Low No 1s No No Prompt 
18 Telenor No High No 1s Yes Yes Prompt 

h holdout profiles 

2.4 Survey 

The survey was conducted in Belgrade, Serbia, in February 2011. Data collection 
was conducted online through a web-based questionnaire. This method of data 
collection was chosen for several reasons: 

 Online surveys are less expensive than the traditional “paper and pencil”. 
In this study specifically, free web hosting and a free domain were used. 

 An online survey can be filled out simultaneously by a greater number of 
people. The number is practically unlimited. 

 The collected data is very easily exported into SPSS or Excel format 

 The questionnaire is available to a greater number of people. 

The questionnaire included: (1) Instructions for completion, (2) Demographic 
questions, and (3) Conjoint questions from an effective experiment plan with two 
control (holdout) tasks. 

The instructions for completion explain to the respondents how the questioning is 
performed. The method of evaluation of whole profiles has been chosen as the 
method of evaluation by the respondents. The respondents expressed their 
preferences for a particular service, or the real or hypothetical combination of 
attributes of the mobile telephony, on a scale of 1 to 9, where 1 stands for 
absolutely undesirable, and 9 stands for absolutely desirable. The questionnaire 
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also included some basic demographic questions, but also questions related to the 
current habits of the students in relation to the services of the mobile operators. 
The aim was to determine whether there is a difference in preferences among 
students of different demographic characteristics. 

Given the subject matter and objective of the research, the respondents were 
exclusively members of the student population and were selected randomly. 
Students were invited via email to complete a questionnaire which, as noted, was 
available online. A list of students' email addresses was drawn both from the some 
student forums and the official faculty mailing lists. We sent an invitation to a 
total of 700 addresses, and 146 students answered the survey (approximately a 
21% response rate). After the elimination of incomplete surveys and ineligible 
participants, 134 eligible surveys were collected. The demographic information is 
summarized in Table 4. 

Table 4 

Demographics of respondents 

Variable Description Count (n=134) Percent (%) 

Gender 
Male 74 55.2% 
Female 60 44.8% 

Monthly income 
/ 88 65.7% 
Occasional income 30 22.4% 
Regular income 16 11.9% 

Residence 
With parents  67 50.0% 
In rented apartment 47 35.1% 
On the Campus 20 14.9% 

Current mobile phone operator 
MTS 73 54.5% 
Telenor 44 32.8% 
VIP 17 12.7% 

Current tariff plan 
Prepaid 60 44.8% 
Postpaid 74 55.2% 

Average monthly traffic 
consumption 

0-500 RSD 27 20.1% 
501-1000 RSD 57 42.5% 
1001-1500 RSD 28 20.9% 
1501-2000 RSD 14 10.4% 
More than 2000 RSD 8 6.0% 

2.5 Conjoint Model Specification 

Having collected the information on individual preferences, the responses needed 
to be analysed. To determine the relative importance of different attributes to 
respondents, the trade-offs that individuals make between these attributes, as well 
as the overall benefit taking into account these trade-offs, a relationship must be 
specified between the attributes‟ utility and the rated responses. The simplest and 
most commonly used model is the linear additive model. This model assumes that 
the overall utility derived from any combination of attributes of a given good or 
service is obtained as the sum of the separate part-worths of the attributes. Thus, 
respondent i‟s predicted conjoint utility for profile j can be specified as follows: 



Acta Polytechnica Hungarica Vol. 10, No. 1, 2013 

 – 167 – 

1 1
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where K is the number of attributes, 
k

L is the number of levels of attribute k, and 

ikl
  is respondent i‟s utility with respect to level l of the attribute k. 

jkl
x  is such a 

{0,1} variable that equals 1 if profile j has attribute k at level l, otherwise it equals 
0. 

ij
  is a stochastic error term. 

The parameters 
ikl

 , also known as part-worth utilities, can be used to establish a 

number of things. Firstly, the value of these parameters indicates the amount of 
any effect that an attribute has on overall utility – the larger the coefficient, the 
greater the impact. Secondly, part-worths can be used for preference-based 
segmentation. Namely, given that part-worth utilities are calculated at the 
individual level, if preference heterogeneity is present, the researcher can find it. 
Respondents who place a similar value on the various attribute levels will be 
grouped together into a segment. Thirdly, part-worths can be used to calculate the 
relative importance of each attribute, which is known as an importance score or 
value (FIik). These values are calculated by taking the utility range for each 
attribute separately, and then dividing it by the sum of the utility ranges for all of 
the factors. Calculations are done separately for each respondent: 
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and the results are then averaged to include all of the respondents: 

1

1
, 1,...,

I

k ik

i

FI FI k K
I 

   (3) 

To estimate the parameters of the model, this paper used the statistical package 
SPSS 16.0 (Conjoint procedure). The parameters were estimated for each 
respondent in the sample individually, as well as for the entire sample. 

3 Analysis and Results 

3.1 Results at the Aggregate Level (Averaged Preferences) 

Results from the analysis are shown in Table 5 and Figure 1. Table 5 presents the 
(averaged) part-worth of each level of the attributes, while Figure 1 is the graph 
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description of the attributes importance. The goodness of fit statistics for the 
estimated models is reported also in Table 5. 

Table 5 

Averaged part-worth utilities 

Attribute levels Part-worth utilities ( )  

Mobile phone operator  
MTS 0.188 
Telenor 0.062 
VIP -0.250 

Possibility of transferring unused free traffic to the next month  
Yes 0.531 
No -0.531 

Level of availability and quality of technical support  
High 0.401 
Low -0.401 

Free internet within package  
Yes 0.508 
No -0.508 

Conversation billing interval  
1s 0.159 
60s+1s 0.047 
60s+60s -0.206 

Possibility of choosing preferred phone number  
Yes 0.302 
No -0.302 

Promotions following the expiration of the contract  

Yes 0.321 
No -0.321 

Account balance check  
Prompt 0.343 
Delayed -0.343 

Constant 4.622 
 
Correlation between the observed and estimated preferences 
 Value Significance 
Person‟s R 0.984 0.000 
Kendall‟s tau 0.908 0.000 
Kendall's tau for Holdouts 1.000  

 

A high value of the Pearson coefficient, 0.984, confirms the high level of 
significance of the obtained results. Similarly, a high value of the Kendall 
correlation coefficient, 0.908, indicates a high level of correlation between the 
observed and estimated preferences. The Kendall coefficient for two holdout 
profiles has a value of 1.000, which is an additional indicator of the high quality of 
the obtained data. 

As we can see in Table 5, when it comes to the only nominal attribute, the 
Operator, the highest average utility is held by the level MTS (0.188), followed 
by Telenor (0.062). The operator VIP was identified by the respondents as 
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undesirable, giving it a negative utility value of (-0.250). All of the other attributes 
are of the ordinal type, and the respondents displayed the expected behavior 
towards them, i.e. the levels that were presumed to have greater utility did indeed 
have it. For example, when it comes to the attribute Interval, the level “1s”, as 
expected, showed a greater utility (0.159) when compared to the intermediate 
level “60s+1s” (0.047) and the least desirable level “60s+60s” (-0.206). 

The constant whose value is 4.622 represents a stochastic error obtained through 
regression analysis, and it is used to calculate the total utility of each profile. 
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Figure 1 

Averaged importance values 

It can be seen in Figure 1 that the most important attribute to users is the attribute 
Operator, and its average importance value at the aggregate level is 17.44%. This 
result is particularly interesting due to the fact that during pre-research, during 
direct method surveying, that same attribute was positioned in the penultimate 
place. Still, the question remains whether such a high importance of the attribute 
Operator is a result of the averaging of attribute importance values at the sample 
level, or the fact that the conjoint analysis revealed hidden respondent preferences. 

The attribute Interval has shown to be second by importance (16.32%). Such a 
high ranking of this attribute is not surprising, because most conversations among 
the student population last for less than a minute. With this in mind, the 
respondents are fully aware of the fact that the package with fewer minutes and 
rounding off to 1 second is better for them then the package with a greater number 
of minutes and rounding off to 60s+1s or 60s+60s. 

Next in line according to importance is the attribute Transfer (14.39%), which 
leads to the conclusion that a great number of respondents do not spend all of their 
free traffic within a month, and therefore they find it important to be able to 
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transfer the traffic onto the next month when it might be used, and therefore avoid 
additional billing. 

High positioning of the attribute Internet (13.40%) is a result of the fact that the 
student population greatly uses the Internet, while mobile phones have become 
devices from which the internet is increasingly being accessed. In addition, there 
are a growing number of mobile phone services that require constant Internet 
access. 

The poor positioning of the remaining attributes can be interpreted as the fact that 
students mostly think about current monthly spending and internet access, while 
the quality of service and potential future promotions have currently no great 
importance among the student population. 
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Figure 2 

Part-worth utility functions 

Figure 2 shows the part-worth utility functions for all of the attributes included in 
the study. It may be noted that all of them are extremely sensitive to level changes, 
but for the attribute Interval this sensitivity varies depending on the interval. 
Namely, the preferences decline much faster in the interval 60s+1s to 60s+60s 
than in the interval 1s to 60s+60s. Nevertheless, only the best levels of each 
attribute increase the overall respondent preferences, while the worst decrease 
them (negative sign for part-worths). 

3.2 Preference-based Segmentation 

A more detailed analysis of part-worths at the individual level revealed wide 
heterogeneity in consumer preferences. Therefore, a cluster analysis was 
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performed to classify respondents into more homogeneous preference groups. 
These part-worths are then used as input for cluster analysis. This approach has 
been conducted by various researchers across industries, in order to determine 
customer segments based on distinct preference profiles [19, 32, 33, 34]. 

The k-means cluster procedure in SPSS 16.0 was used to perform the 
segmentation. Based on the sample size, the solutions were searched in two and 
three clusters. The 3-cluster solution resulted in one segment that was very small 
in size and could not be statistically reliable (n < 15). A 2-cluster solution was 
chosen due to the size of the segments and statistical significance. An analysis of 
variance revealed that the segments in the 2-cluster solution differed significantly 
from each other, with respect to their part-worths generated by the conjoint 
analysis. 

The mean part-worths for each of the levels of the attributes of the two segments 
are given in Table 6, while the importance scores are shown on Figure 3. 

Table 6 

Cluster analysis results of mean part-worths 

Attribute and levels Segment I  
n = 42 (31.34%) 

Segment II  
n = 92 (68.66%) 

Mobile phone operator   
MTS -0.4 0.45 
Telenor 0.57 -0.17 
VIP -0.18 -0.28 

Possibility of transferring unused free traffic to the next month   
Yes 0.36 0.61 
No -0.36 -0.61 

Level of availability and quality of technical support   
High 0.39 0.4 
Low -0.39 -0.4 

Free internet within package   
Yes 0.35 0.58 
No -0.35 -0.58 

Conversation billing interval   
1s 0.73 -0.1 
60s+1s 0.15 0 
60s+60s -0.88 0.1 

Possibility of choosing preferred phone number   
Yes 0.24 0.33 
No -0.24 -0.33 

Promotions following the expiration of the contract   
Yes 0.24 0.36 
No -0.24 -0.36 

Account balance check   
Prompt 0.45 0.29 
Delayed -0.45 -0.29 
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3.2.1 Characteristics of Segment I 

The first and smaller segment consists of 42 respondents (31.34%). The most 
important attribute to them by far is the Interval (importance value = 24.25%), 
while the most preferred is level “1s”. Next by importance is the attribute 
“Operator” with an importance value of 14.61%, while the most preferred operator 
is Telenor (part-worth utility = 0.57). Among the more important attributes in this 
group is also Checking (importance value = 13.55%). 

If we observe the demographic data of the respondents that belong to this 
segment, it can be noted that the majority of them do not live with their parents 
(64.3%), and most of them are already using postpaid services (66.7%). It is also 
interesting that half of them are already using the services of Telenor. Based on 
this data, we can conclude that this segment mostly includes students who do not 
live with their parents, so they find it easier to have their parents pay the monthly 
phone bill instead of having to set aside money for credit several times a month. 
Considering that they also find the manner in which their conversations are billed 
to be important, it can be concluded that they all very careful not to exceed their 
subscriptions. 

An operator who wishes to win this segment over should offer such a service 
where the emphasis would be on rounding off conversations according to the “1s” 
method, with instant balance updates. The possibility of transferring unused traffic 
and free internet within the package would only further attract new users, as well 
as keep the old ones. 
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Figure 3 

Importance values of attributes by segments 
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3.2.2 Characteristics of Segment II 

The second, larger segment consists of 92 respondents (68.66%). The attribute 
with the greatest importance in this segment is the attribute Transfer (importance 
value = 20.1%), and right behind it is the attribute Internet with an importance of 
19.11%. The third attribute by importance is the Support (13.18%), while fourth is 
the attribute Operator (12.03%) with an emphasis on the operator MTS. It is 
interesting that the attribute with the highest importance value in the first segment, 
the Interval, is by far in last place (importance value = 3.29%) in the second 
segment. 

The demographic data of this segment shows that the majority of the respondents 
still live with their parents (56.5%), which is in sharp contrast with the first 
segment. Most of them use the services of MTS (62.0%), which indicates that they 
are satisfied with the current service. 

The offer for this segment should emphasize the transfer of unused traffic, and 
free internet access within the package. Considering the fact that they do not find 
the billing interval to be very important, the model “60s+60s” could be left in this 
case, which allows for higher profits. 

Conclusion 

For mobile phone operators who operate in a highly competitive environment, it is 
very important to investigate the preferences of the segment of young people, who 
make up a significant base of future users. Meeting the needs and desires of this 
category of users can have an outcome of long-term loyalty to a particular 
company and its products or services. 

The purpose of this paper was to use the conjoint analysis method to investigate 
how students from Serbia think when choosing a mobile postpaid package, i.e. 
what is it precisely that makes them choose a package of a specific operator, and 
not the offered services of a competing company. 

The findings of the study are significant to marketers on both the theoretical and 
practical level. On the theoretical level, they add to our knowledge of the relative 
importance of the various mobile phone service factors that influence young 
consumer decisions. On the practical level, the results provide information to 
mobile phone operators which could help them provide appropriate customer 
service levels more effectively. Namely, based on the results showing the level of 
perception that university students have regarding postpaid mobile services, this 
study suggested a marketing strategy for mobile operators. Moreover, the study 
identified two segments that differed according to preferences, and thus suggested 
two different marketing strategies for each of them. 

The implementation of a conjoint analysis should be repeated after a certain 
period of time because user preferences change over time as well, and this is 
especially present in the high tech sector, which also includes mobile telephony. 
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Abstract: Already from the start of the EU ETS, several investigations and analyses have 

shown that the involved actors are far from treating the emission rights uniformly in their 

accounting. There is no accepted and uniformly applicable method to determine the exact 

category and value of these new asset items and to identify how the obligations arising due 

to the reimbursement of emission rights are to be assessed. At the same time, the various 

measurement methods may cause significant differences in the profits reported by 

companies. Therefore, the companies and professional organisations involved in emissions 

trading are indeed entitled to demand clear guidelines about the accounting treatment of 

emission rights. The main problem arising in practice is that it is not clarified nor even 

considered from a theoretical aspect how far the various presentation and measurement 

methods contribute to the original objective of the emissions trading system, and hence 

which procedure would represent the most advantageous approach from accounting and 

social perspectives. The purpose of this research is, through the critical evaluation of the 

contents of national guidelines issued by professional bodies of European countries and 

through the review of the impacts of these specifications, to contribute to the creation of a 

clear and uniformly applicable method in the field of accounting for emission rights. A 

convergence in accounting for emission rights would be beneficial not only for companies, 

but also for professional bodies and legislators, independent of which member state are 

they from. 

Keywords: emission rights; EU ETS; accounting; IFRS 

1 Introduction 
Today it seems to be a more accepted view that the human factor is decisive in the 
currently experienced change of climate, although in many cases there are 
scientific statements to the contrary as well. The natural greenhouse effect is a 
precondition of life on Earth, because it is indispensable for providing a tolerable 
temperature. With the progress of industrialisation, the ratio of greenhouse gases 
has continuously grown in the atmosphere, and this – according to the dominant 
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scientific view – contributes to the global climate change. Each country has 
various means to reduce the anthropogenic factors of global climate change, such 
as decreasing greenhouse gases, and these means include the fostering of 
environmentally conscious thinking, providing precise information to consumers 
about the impact of their consumption decisions on the emission of carbon 
dioxide, and supporting energy efficient solutions and a number of economic and 
financial incentives, of which only one is the setting up of the quota trading 
market on which this paper focuses. [1] 

According to the theoretical model, the emission rights applying to the relevant 
period are distributed among the actors of this market, keeping in mind that the 
permitted emission level should be gradually lowered from period to period by 
each actor. In case an actor (organisation or individual) exceeds the emission level 
permitted for it, it can purchase the required quotas from an actor of the market 
who has surplus emission rights. The market mechanism ensures in this way the 
reduction of total emissions, because first those actors will curb their emissions 
which are able to do so by spending a limited amount, and then they are followed 
by those for whom reduction is much more expensive. In the United States, the 
system set up for sulphur dioxide emissions is based on this model, and the 
European Union bases its scheme introduced for carbon dioxide emissions also on 
this system. 

1.1 The European Union Emissions Trading Scheme (EU 
ETS) 

The Community and its Member States agreed that they would jointly meet their 
obligations to curb the climate change caused by anthropogenic factors, and to 
establish a European market which ensures the efficient trade of the emission 
allowances1 of greenhouse gases. The related guidelines were accepted in 2003. 
The system covers all those sectors which are responsible for most of the EU‟s 
total greenhouse gas emissions. The experimental period (2005 to 2007) of 
introducing the trading system was followed by the first five-year trading period 
between 2008 and 2012, which coincided with the obligation period of the Kyoto 
Protocol. The third period of the system will run from 2013 to 2020. 

For each period, the Member States elaborate their own national plans, in which 
they determine how many allowances will be distributed in the given period, by 
which method and for which facilities. This plan must be approved by the 
European Commission. The competent authority credits the relevant annual 
emission allowances every year by 28 February to the operator‟s account. The 

                                                           
1
  One emission allowance gives eligibility to emit one tonne of carbon dioxide 

equivalent in a specified period. Tonne of carbon dioxide equivalent: one metric tonne 
of carbon dioxide (CO2) or such a quantity of any other greenhouse gas with an 
equivalent global-warming potencial.[8] 
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allowances can be transferred within the Community between entities, and 
between entities within the Community and entities in third countries, if the latter 
recognise the allowances without limitations. The emission allowances are 
generally received free of charge by the operators involved, but depending on the 
Member State‟s decision, one part of the total quantity – up to 5% in the first 
three-year period and up to 10% between 2008 and 2012 – can be purchased at an 
auction. The allowances only apply to the emissions which were made in the 
period for which they were issued. [8] 

Every year, up to 30 April at the latest, the emission allowances corresponding to 
the total controlled emission of the relevant facilities must be surrendered by the 
operator of the facilities to the state, and then the emission allowances handed 
over are cancelled. An operator which does not submit by the deadline the 
allowances of an appropriate quantity covering the previous year‟s emissions must 
pay a fine. The excess emission penalty is 100 Euros on each tonne of carbon 
dioxide equivalent emitted by the facilities, but uncovered by surrendered 
allowances (in the first three-year period the penalty was lower, only 40 Euros). 
Paying the fine does not relieve the operator from handing over in the following 
year the emission allowance of a quantity corresponding to the excess emission. 
[8] 

According to the analyses carried out so far, the EU ETS can be considered to be a 
successful scheme, because it has obviously contributed to the member countries 
meeting their obligations undertaken in the Kyoto Protocol. However, the 
experience gathered in recent years has highlighted several problems, on the basis 
of which the European Commission identified many modification proposals. For 
example, the scope of the ETS will be extended in the future to several new 
industrial branches and sectors. In comparison with the current practice, in the 
period between 2013 and 2020, a much higher ratio of allowances will be 
auctioned, instead of a gratis distribution. 

1.2 The Challenges of Accounting for Emission Rights 

Accounting – as an area responsible for the external and internal data service of 
entities – is involved from several aspects in the emission rights and generally in 
the global climate change. One of the most important issues is: can the emission 
rights be presented as assets, and if so, which asset item should it be, and what is 
the value at which it is advisable to do so. From a theoretical side it is not 
clarified, and hence in practice it causes serious difficulties in identifying and 
classifying the emission rights properly. It is not clear for the entities whether this 
new item should be treated as rights falling into the category of intangibles or as 
securities or perhaps as inventories. In the current system, the organisations obtain 
most of the emission allowances free of charge when they are initially distributed, 
and only a small part is to be purchased in the EU ETS. Of the 26 largest polluters 
in the EU ETS, based on the 2008 statements, as many as 11 present the 
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allowances received through government distribution – i.e. the grants – as 
intangibles, 2 as inventories, and 6 as other assets, while the other enterprises do 
not disclose these figures. Similar proportions are found in the initial disclosure of 
emission rights [18]. The picture is varied regarding the measurement of liabilities 
and provisions arising due to the repayment of emission rights, in both theory and 
practice. The evaluation of emission allowances received as grants is a disputed 
area, but at the same time – because of the magnitude of distributed emission 
allowances – it may have a substantial impact on every entity‟s financial 
statements. 

Already in the first trading period, two trends emerged in the disclosure and 
assessment of emission rights [1]: 

 One of them recommended the showing of net position in the case of 
emission rights. In this event, only the purchased emission allowances may be 
presented in the balance sheet. In the first trading period, lacking any 
regulations, as many as 60% of the examined entities applied this net 
approach [14]. 

 The other trend was the gross method, basically in accordance with the 
experience gathered regarding the sulphur dioxide emission trading system 
launched by the US EPA in 1990. Accordingly, the emission allowances 
obtained as grants should be shown in the balance sheet just like the 
purchased allowances, and they are to be taken into consideration in the 
expenses when they are used as a compensation for the emitted pollution [22]. 
Therefore, the emission rights obtained free of charge are to be treated as a 
government grant, and they are to be shown at the fair value at the time of 
receipt. This creates a basis for the uniform handling of emission rights 
regardless of whether having been obtained by government distribution or by 
purchase. 

According to the IETA2 review of 2007, the gross method was used by only 5% of 
the companies, and this approach was reflected also by the IFRIC 3 published in 
2004 and then withdrawn after less than six months. A review of the 2008 
statements of the 26 largest polluters covered by the EU ETS confirms the finding 
already outlined, namely that contrary to the IFRIC 3 recommendation, most of 
the involved companies use the net method (15 out of the examined 26 
enterprises) [18]. 

                                                           
2  International Emissions Trading Association 
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1.3 IFRIC 3 Interpretation about the Emission Rights 

The IASB3 Interpretations Committee4 issued the IFRIC 3 Emission Rights 
Interpretation on 2 December 2004. In spite of the fact that IFRIC 3 was 
withdrawn by IASB less than six months later in June 2005, this interpretation has 
an impact until this day on the practice of accounting for emission rights [19] [20]. 

The European Financial Reporting Advisory Group (EFRAG) did not recommend 
the endorsing of IFRIC 3 [10], and on this basis, the European Commission did 
not approve the interpretation either, and in June 2005 it was withdrawn by IASB 
[12]. EFRAG‟s argument was that IFRIC 3 did not meet the requirements 
identified in association with the application of international accounting standards, 
i.e. the requirements laid down in Regulation 1606/2002 of the European 
Parliament and Council5, because 

 it is contrary to the true and fair view principle (Directive 83/349/EEC, 
Article 16, clause (3), and Directive 78/660/EEC, Article 2 (3)), and 

 it fails to meet those requirements of clarity, relevance, reliability and 
comparability which are expected of the financial information necessary for 
economic and responsible management decisions [10]. 

EFRAG has expressed its concerns also about the cost model, the revaluation 
model and the accounting entries after the compliance period. In the course of 
applying the cost model – resulting from the different evaluation of assets and 
associated liabilities – mismatch may arise in the balance sheet and in the profit 
and loss statement. The mismatch observed in the case of fair value accounting 
can be traced back to the revaluation of emission rights against equity and the 
evaluation of resulting liabilities against profit and loss. This mismatch also 
prevails after the compliance period, until the debt is settled. EFRAG‟s further 
criticism was that the companies were not allowed – in spite of this being in 
harmony with the standards – to calculate the result of the process at the end of the 
compliance period, including the net effect in the profits [10]. 

Further accounting opportunities featuring in the standards referred to by 
IFRIC 3 

According to IAS 20 dealing with the accounting of government grants, two 
solutions are available in the case of non-monetary government grants: 

 the assets, and the grants associated with the assets, can be presented at a fair 
value in the balance sheet (government grant approach, GGA) or 

 both the assets and the grants can be shown at the nominal amount (nominal 
amount approach, NAA) [17]. 

                                                           
3
  International Accounting Standards Board 

4
  International Financial Reporting Interpretations Committee (IFRIC) 

5
  Regulation (EC) No 1606/2002 of the European Parliament and of the Council 

http://www.efrag.org/
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The IFRIC 3 interpretation had specified accounting based on a fair value. If the 
company applied the nominal amount method, the emission rights and the 
received grant would also be presented at a nominal amount, which would be zero 
in this case, because no emission value prevails. The method practically leads to 
the same result as the net approach, because the grants received and the emission 
rights obtained by the grants balance out each other, i.e., both the so obtained 
emission rights and the grants received appear at a zero value in the balance sheet. 
If the company buys the emission rights, they are booked at the purchase price. 

According to IAS 37, provisions can be generated in two ways: by the gross and 
net liability approaches. The IFRIC 3 interpretation advocated the recognition of 
provisions by the gross method, i.e., presented the liabilities applying to the 
handover of emission rights. 

In the case of recognition provisions by the net approach, the companies do not 
recognise provisions until they have as coverage a volume of emission rights 
necessary for handing over a quota corresponding to the emissions in the period. If 
they do not have a quota to cover the emissions in the subject year, then through 
the application of the principle of best estimate, provisions must be generated for 
the lacking volume. 

2 The Established Practice for the Accounting of 
Emission Rights 

Painting a brief picture above in relation to the problems of emission rights 
disclosure and assessment underlines the justified requirement of companies 
involved in emission trade for clear guidelines in the accounting for emission 
rights [9]. In the following discussion, we shall review and analyse different 
solutions, and then by means of an example, we shall attempt to shed light on the 
conclusions that can be drawn from these methods. We examine how the 
proposals issued by the governments and professional accounting bodies of four 
countries affect the financial statements of companies. These proposals were 
issued by the following institutions: Instituto de Contabilidad y Auditoría de 
Cuentas (ICAC) in Spain [21], the Institut Deutscher Wirtschaftsprüfer (IDW) in 
Germany [13], the Austrian Financial Reporting and Auditing Committee 
(AFRAC) in Austria [1] and the HM Treasury [11] and the Department of Health 
[1] of the Government in Great Britain. 

2.1 The Place of Emission Rights in the Balance Sheet 

The emission rights are presented in each of the examined accounting models, and 
they appear in the statements, but their balance sheet classification and valuation 
can be very different depending on the statutory provisions of each nation and the 

http://www.afrac.at/
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related opinions issued by various accounting bodies. Therefore, emission rights 
are shown within the non-current assets as intangible assets and also among the 
current assets. 

According to the IDW model, the AFRAC model, and the UK fair value model, 
the emission rights are intangible assets which are to be presented in the balance 
sheet among the current assets [1] [1] [13]. According to the guideline, in the IDW 
model, the emission rights associated with the production process must be shown 
as inventories, and the other emission rights as other current assets [13]. In the 
AFRAC model, the emission rights are other current assets [1], and in the UK fair 
value model current asset investments [1]. In the ICAC model, emission rights are 
shown in the balance sheet within the non-current assets as intangible assets [21]. 
In Switzerland, Leibfried and Eisele present the emission rights in the balance 
sheet as non-current assets, among the intangibles [16]. 

2.2 The Initial Recognition of Emission Rights 

The first recognition of emission rights depends on whether the entity has 
acquired the rights against a fair consideration or free of charge (or at a favourable 
rate) by government distribution. In the case of assets obtained against a fair 
consideration, practically no deviation is seen among the various solutions: the 
rights are entered at purchase cost. The IFRIC 3 as well as the British fair value 
model and the Spanish ICAC model also require showing at the market value the 
assets obtained without transferring consideration [1] [11] [15]. In the IDW and 
the AFRAC models, when presenting the emission rights initially, a business 
organisation may choose from two methods. 

- In the German model, in the case of assets received without consideration, i.e., 
government grants, the assets can be entered at zero value (nominal amount) 
and also at the market value which prevailed at the time of distribution [13]. 

- In Austria, the Austrian Commercial Code (UGB) does not provide 
instructions about the evaluation of assets obtained without consideration. 
AFRAC, in its publication about the accounting presentation of emission 
rights, recommends that the rights obtained by a government distribution be 
capitalised at the market value prevailing at the time of subscription. However, 
as an alternative solution, in case the expected emission is higher than the 
quantity of distributed quotas, the entity may disregard capitalising the rights 
received by a government distribution, but it must disclose information about 
the market values [1]. 

2.3 The Initial Recognition of Government Grants 

In the examined accounting systems, the initial recognition of government grants 
is in harmony with the valuation applied for emission rights. In case the emission 
rights obtained without a consideration is featured in the balance sheet at fair 
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value, then the government grant is also shown at fair value. If the emission rights 
are featured at the nominal amount, the government grant also appears in the 
balance sheet at the nominal amount, rights received without consideration are 
featured at a zero value. 

2.4 The Sale of Emission Rights 

The profits of selling emission rights generally fall into the category of operating 
profits. The only exception is the Spanish regulation, where the profits stemming 
from the sale of intangible assets appear as an extraordinary profit [21]. The 
German IDW recommends the presentation of profits resulting from sale as other 
operating revenues [13]. AFRAC recommends the accounting of sales by the 
gross method: cancellation is booked in material expenses, and the consideration 
in the category of sales revenues or other operating incomes [1]. 

In all accounting systems, simultaneously with the sale when the emission rights 
are cancelled, the government grant featuring on the liabilities side must also be 
proportionately cancelled. 

2.5 Subsequent Measurement of Emission Rights 

Except for the British fair value model, the emission rights were evaluated at the 
historical cost. 

- In the Spanish ICAC model, emission rights are presented within the non-
current assets, as intangibles, but the accounting of amortisation is not 
permitted. Impairment must be accounted for the emission rights if the 
recoverable amount determined on the basis of IAS 36 is lower than the book 
value of the assets. Impairment is accounted for as other operating expenses 
[21]. 

- Concerning Swiss entities, Leibfried and Eisele found examples for 
amortisation of emission rights, on the grounds that they have a defined and 
useful business cycle [16]. 

- In Germany and Austria, the “strict lower of cost or market” principle is 
applied in the course of the subsequent measurement of emission rights 
appearing among the current assets. This means that if the fair value on the 
balance sheet date is lower than the book value, a write-down is to be made to 
the fair value at the balance sheet date. In the case of emission rights registered 
at a market value, obtained by government distribution or purchased by the 
enterprise, this method is also applied. No impairment may be accounted for 
assets which are booked at zero value [1] [13]. 

The British fair value model assesses the emission rights featuring among the 
current assets at the fair value of the balance sheet date. In this case, revaluation is 
done against the government grant and not against the revaluation surplus [1]. 
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2.6 Provisions Recognised to Deliver Allowances 
The value of liabilities and provisions recognised to deliver the allowances 
corresponding to the actual emission of the period may show deviations in the 
financial statements. Basically, provisions can be generated in two ways, by the 
gross and net methods (IAS 37). The withdrawn IFRIC 3 used the gross approach, 
and showed the balance sheet date obligation corresponding to the actual emission 
at a fair value to be determined by the best estimate [15]. The difference between 
the evaluations of assets and provisions caused the striking problem that the profit 
impact associated with the given period appeared in several periods and therefore 
the underlying assumption of accrual basis was violated. For overcoming this 
problem, several solutions were developed in practice, as reflected also by the 
accounting recommendations of the examined nations. 
- In Germany, Austria and Spain, an attempt was made to determine the 

recognition value of provisions (liabilities) in a way that the deviation between 
the book value of the rights to be transferred and the value of provisions is 
minimised. In determining the recognition value of provisions, the German and 
Spanish guidelines set out from the assumption that first the rights obtained 
through government grants are used up, and hence the historical cost of these 
rights is taken into consideration in the value of provisions, even if the 
historical cost of the rights is zero (see German nominal value model). In case 
the entity has obtained less emission rights through government grants than the 
actual emission, then as the next step, when determining the amount of 
provisions, it must take into consideration the historical cost of the emission 
rights purchased. If the entity has not bought in the reporting period additional 
emission rights, then according to the German guidelines, provisions for the 
missing quantity of rights are to be generated at the balance sheet date fair 
value of the emission rights, while the Spanish guidelines specify the 
application of the best estimate which can differ from the balance sheet date 
value. According to AFRAC „s guidelines, the determining of liabilities or 
provisions must follow the accepted cost formula (FIFO, weighted average, 
etc.) applied decreasing the emission rights, and the missing quantity of 
emission rights must be entered at the market value at the balance sheet date 
[1] [13] [21]. 

- Based on the guidelines of the British fair value model, provisions must be 
generated for the quantity of rights to be handed over, and the value of 
provisions must be determined at the fair value at the balance sheet date. Since 
the emission rights and the government grants are to be revalued to the balance 
sheet date fair value, at the time of handover – if the rights necessary for 
handover are available to the entity already before the balance sheet date – no 
difference is generated between the book value of the emission rights to be 
handed over and the value of recognised provisions [1]. A difference only 
emerges if the historical cost of the emission rights obtained (purchased or 
granted) after the balance sheet date deviates from the fair value of the balance 
sheet date. 
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2.7 The Subsequent Measurement of Government Grants 

The German, Austrian and Spanish guidelines describe that the incomes resulting 
from the cancellation of government grants should be shown simultaneously with 
the provisions recognised to deliver allowances, the impairment accounted for the 
emission rights and the expenses arising due to the cancelling of emission rights 
[1] [13] [21]. 

According to the English fair value model, the value of government grants 
changes in the course of the subsequent measurement with the value of granted 
emission rights featuring in the balance sheet. A change in profit is only achieved 
if expenses in association with the emission rights were accounted for in the 
relevant period [1]. 

2.8 Deliver of Allowances 

In general, the entities settle the accounts in accordance with their actual 
emissions with the responsible state authority in the business year following the 
reporting period. When the rights are handed over, simultaneously with the 
cancellation of rights, the provisions (liabilities) generated must be eliminated. A 
profit impact emerges if the book value of the assets to the cancelled deviates 
from the value of the provisions (liabilities). In the case of examined accounting 
recommendations and national regulations, this profit impact influences the 
reported operating/business profits of the entity [1] [1] [13] [21]. 

3 Case Study for the Accounting of Emission Rights 
on the Basis of the Presented Accounting Practice 

In the following discussion, we shall show examples based on the German IDW 
and the British DH recommendations, as well as the Spanish ICAC resolution of 
2006, regarding the accounting practices in relation to the emission rights. 

Example6: In a government grant, a quota corresponding to 13,000 tonnes of CO2 

is credited to the account of an entity; the entity does not have a quota brought 
forward from previous years. At the time the quota is credited, the market rate of 
quotas is CU10. The entity‟s business year coincides with the calendar year. It 
draws up an interim report with the end date of 30 June, when the market value of 
quotas is CU12. Until the end date of the interim report, the entity emitted 5,500 
tonnes of CO2, and the expected annual emission is 12,000 tonnes. The entity sells 
in the first six months of the year a quota corresponding to 1,000 tonnes, at 

                                                           
6 Prepared on the basis of IFRIC 3 
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CU11.5. On and after the year-end date, when the emission rights are delivered, 
the market value of the quotas is CU11. 

If the interim financial statement prepared in accordance with the various national 
solutions are compared with the original IFRIC 3 interpretation (Table 1), it is 
found that the total assets calculated according to the cost method crops up again 
in the German market value based model and according to the Spanish ICAC 
resolution, while the British fair value model results in the same balance-sheet 
total as the revaluation model in IFRIC 3. The entities keeping their books on the 
basis of the German nominal amount method significantly deviate from these 
methods. In their case, neither the emission rights nor the government grants 
appear in the balance sheet, and therefore this value is missing also from the 
balance sheet total of the entity. 

The national guidelines recommend the gross method for the assessment of 
provisions [13] [21], but their values show deviations in the interim reports from 
the value recommended by IFRIC 3 which also used the gross method – except for 
the English model [1] [11]. The deviation is the consequence of the various 
measurement methods. In the German and Spanish models, the provisions – in 
harmony with the measurement procedure applied for the emission rights – are 
presented in the balance sheet at the historical cost of the emission rights. (Also in 
the German nominal amount method, but the value of provisions is zero, because 
the emission rights obtained as grants are also entered at this value). Again no 
mismatch emerges in the British model, because both the emission rights and the 
related provisions are evaluated at the balance sheet date fair value. 

Deviations can be experienced also in the value of government grants. The 
balance sheet value of government grant is identical in the German market value 
based model and the Spanish model with the corresponding value based on IFRIC 
3. The government grants are presented at the fair value of the emission rights at 
the grant date. In the case of the German nominal amount method, in accordance 
with the value of the emission rights, the balance sheet value of the government 
grant is zero. In the English fair value model, the balance sheet value of 
government grant is also in harmony with the value of the emission rights, and the 
government grants are shown at the balance sheet date fair value. 

In all the three national models it can be seen that the balance sheet value of the 
emission rights is equal to the sum of balance sheet values in the liabilities side 
provisions and government grants category. Consequently, the national models – 
partly following a different practice – eliminated the mismatch resulting from the 
deviating measurement of liabilities and assets in the IFRIC 3 interpretation. The 
impact made on the profits is also unambiguous: the interim financial statement 
presents the actually realised profits stemming from the sale of emission rights. 
The difference is spectacular in comparison with the IFRIC 3 interpretation. While 
the business events of the first six months demonstrated in the example generated 
CU500 profits according to IFRIC 3, on the basis of the accountings of national 
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models this profit is uniformly CU11,500. Except for the Spanish method, this 
profit is manifest in the profits of the operating and business activities. In the 
Spanish model, the sale of intangible assets is qualified as an extraordinary event, 
i.e., it appears as an extraordinary profit. 

The following explanations can be attached to the balance sheet values at the 
balance sheet date according to the national guidances. In the German market 
value method [13] and also in the Spanish method, the emission rights are featured 
at the historical cost [21]. According to the German nominal amount method, the 
balance sheet value of the emission rights obtained as a grant is zero. The British 
model shows the rights consistently at the balance sheet date fair value. The 
balance sheet date value of a government grant is zero in each method, because 
the grant has been used in the business year [1] [13] [21]. The balance sheet value 
of provisions is in line with the measurement method of emission rights. It can be 
noted in each method that the balance sheet value of provisions is CU5,500 higher 
than the balance sheet value of emission rights. And this amount is nothing else 
but the estimated value of the quota applying to the 500 tonne emission missing 
on the balance sheet date. This expense practically erodes the first six-month 
profits of the entity shown in the example. Already in association with our 
example related to the IFRIC 3 interpretation we have stated that the accumulated 
profit impact was CU6,000 (Table 1). This accumulated profit is shown generally 
in the national reports within the operating profit. The only exception is the 
Spanish statement, where the profit impact resulting from the sale of intangible 
assets is shown in the extraordinary profits [21]. 

In the case of IFRIC 3, in the statements of the business year following the 
balance sheet date, a significant profit impact appears in association with the 
previous year‟s accounting period of the quotas. In the financial statements based 
on the national guidances, however – in the case of an appropriate estimate – the 
profit impact indeed appears in the period with which it is associated and it does 
not influence the profits of the subsequent business years. This means that the 
examined national guidances eliminate the deficiency which IFRIC 3 has been 
accused of, because in this case the underlying assumption of accrual basis is 
manifest. 

3.1 Models Based on Recognising Provisions by the Net 
Method 

In this section, we extend our case study through two different accounting 
methods based on international accounting standards (Table 1); the government 
grants are presented at a fair value in the first one (GGA method) and at nominal 
amount in the second one (NAA method). In both cases the provisions are 
measured by the net method (on the basis of Leibfried et al. [16] and Lorson et al. 
[17]) 
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AFRAC Spain UK model

Interim balance sheet Cost model
Revaluation 

model
Market value 

model
Nominal 

amount model
Market value 

model ICAC model
Fair value 

model GGA model NAA model

Intangible assets (non-current) 120000 144000 120000 120000
Inventories 120000
Cash 11500 11500 11500 11500 11500 11500 11500 11500 11500
Other current assets 120000 144000
Total assets 131500 155500 131500 11500 131500 131500 155500 131500 11500
Profit for the year 500 500 11500 1500 11500 11500 11500 11500 11500
Revaluation surplus 24000
Provisions 66000 66000 55000 55000 55000 66000
Government grants 65000 65000 65000 10000 65000 65000 78000 120000
Equity and liabilities 131500 155500 131500 11500 131500 131500 155500 131500 11500

Balance sheet at the year end
Intangible assets (non-current) 120000 132000 120000 120000
Inventories 120000
Cash 11500 11500 11500 11500 11500 11500 11500 11500 11500
Other current assets 120000 132000
Total assets 131500 143500 131500 11500 131500 131500 143500 131500 11500
Profit for the year -6000 -6000 6000 6000 6000 6000 6000 6000 6000
Revaluation surplus 12000
Provisions 137500 137500 125500 5500 125500 125500 137500 5500 5500
Government grants 0 0 0 0 0 0 0 120000
Equity and liabilities 131500 143500 131500 11500 131500 131500 143500 131500 11500

Cash 6000 6000 6000 6000 6000 6000 6000 6000 6000
Total assets 6000 6000 6000 6000 6000 6000 6000 6000 6000
Profit for the year 12000 0 0 0 0 0 0 0 0
Retained earnings -6000 6000 6000 6000 6000 6000 6000 6000 6000
Equity and liabilities 6000 6000 6000 6000 6000 6000 6000 6000 6000

Table 1
Accounting models for emission rights

IFRIC 3 Germany (IDW) Provisions - net method

Balance sheet at surrender date
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Applying the net method, no provisions are presented in the interim report, 
because the emission rights available will cover the actual emission [16] [17]. This 
measurement method of provisions – in case of the GGA method – makes an 
impact on the valuation of the government grant also: the deferred income is not 
cancelled because no expenses arise. The NAA method leads to a result identical 
with that of the German nominal amount method, because in that case the 
generated provisions – which will be zero at the time of applying the nominal 
amount – are determined based on the historical cost of emission rights. 

In the case of the GGA method, it can be seen that the government grant which 
should appear as deferred income is also featured in the balance sheet on the 
balance sheet date at the market value at the grant date. This raises doubts, 
because pollution emission exceeding the government grant took place in the 
period, i.e., it would be justified to eliminate the government grant as a deferred 
income. This problem does not prevail in the case of the NAA method, because 
both government grants and emission rights are shown at zero value. 

To summarize, in these models the full accumulated profit impact appears in the 
business year when the distributed quotas are actually used. In the subsequent 
year, when the rights are actually delivered, no profit impact is booked, when the 
emission rights, the generated provisions and the amount of government grant are 
cancelled against one another. In the NAA method, due to the zero value of the 
emission rights and the received grant, the purchased emission rights and the 
provisions have to be cancelled. 

4 The Main Questions and Answers Relating to the 
Accounting for Emission Rights 

On the basis of the presented models, the following main questions are outlined in 
association with the accounting for emission rights. 

4.1 Emission Rights: Non-Current Assets or Current Assets? 

Of the emission rights purchased or obtained through a government grant, those 
rights must always be classified as current assets which are realised within 12 
months after the reporting period, in accordance with the definition of standard 
IAS 1 Presentation of financial statements. Can the rights reserved for a longer 
period be considered as non-current assets? IAS 1 (68) emphasises that the 
inventories “that are sold, consumed or realised as part of the normal operating 
cycle” must be shown among the current assets even if their realisation is not 
expected within 12 months after the reporting period. Could this cover the 
emission rights? 
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From the definition of inventories in IAS 2, it is unambiguous that emission rights 
held for a sales purpose are qualified as inventories, but the question is, can rights 
held for own use be treated as inventories? The emission rights relating to the 
production process behave like “materials and supplies” that are consumed in the 
production process. In case the emission rights held for use can also interpreted as 
inventories, then – according to IAS 1 – they must be presented as current assets, 
regardless of the intended period of use. The most common argument against 
recognising the emission rights for use as inventories is that these rights do not 
have a physical substance [19]. Presenting goods without physical substance 
among the inventories is commonly used, but if an asset without physical 
substance behaves as a material, this approach is indeed unusual. In this case, 
users may refer to the substance over form principle. 

4.2 Government Grant and the so Obtained Emission Rights: 
at Fair Value or Nominal Amount? 

The countries that permit accounting on the basis of the nominal amount method 
generally specify a disclosure obligation. Therefore, the necessary information 
about market values are available in the notes. [1] [13] In our view, it would 
globally better enhance the comparability of financial statements if these data 
appeared in the balance sheet. 

4.3 How should the Subsequent Measurement of Emission 
Rights Take Place? 

With the emission rights treated as inventories, the subsequent measurement can 
be brought in accordance with the IAS 2 regulations about the subsequent 
measurement of inventories: the inventories must be evaluated at the lower of the 
historical cost and the net realisable value. If the realisable value is below the 
historical cost, the value of the emission rights must be reduced to the lower 
market value. The realistic assessment of the emission rights and hence their 
revaluation to a higher market value is not possible on the basis of IAS 2. 

4.4 Recognising Provisions by the Gross or Net Method? 

We have demonstrated with the GGA method that as a result of the net approach 
of generating provisions, government grants are not fully eliminated at the end of 
the period because of the lack of relating expense, although it could be necessary 
based on the actual emission of greenhouse gases. In this case, the government 
grant is practically not a deferred income. 
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4.5 How should Provisions and Government Grants be 
Evaluated? 

Government grants imply that the emission rights are based on subsidies, and 
therefore it is obvious that the grants should be presented in the balance sheet at 
the same value as the rights. The provisions – if they are shown by the gross 
method – embody liabilities applying to the handover of rights in association with 
a periodical emission. This obligation may apply also to emission rights obtained 
by a government grant, and in this case the debt part related to the handover of 
these rights must be featured at the same value as that of the assets serving as a 
coverage. If there is no harmony between the evaluations of the assets available 
and the liabilities associated therewith, this leads to mismatch; the most striking 
appearance of this is that the profit impacts do not appear in the period to which 
they actually relate, violating by this the underlying assumption of accrual basis. 
The national models examined during the research found various solutions for this 
problem. 

We attempted to find a consistent solution for our proposals above also in the 
subsequent measurement of provisions and grants. The government grant and the 
so obtained emission rights must be presented at the same value in order to avoid 
any mismatch. In the course of a subsequent measurement, it may happen that the 
value of emission rights is reduced to the net realisable value, the government 
grant is cancelled simultaneously, and therefore the emission rights obtained by a 
grant and the government grant are featured at the same value in the balance sheet. 
A government grant remains in the balance sheet if the emission rights obtained 
through the grant and associated with the reporting period have not been fully 
utilised by the entity, i.e., its total emission in the period was below its permitted 
emission level. The actual emission is reflected by the value of generated 
provisions. The value of provisions depends on how the level of emission 
develops vis-à-vis the available emission rights, and how the entity obtained these 
covering rights. 

Let us assume that an entity has emission allowances exclusively stemming from 
government grants, and they cover the actual emission of the entity. In this case, 
the balance sheet value of provisions must be equal to the value of emission rights 
obtained by a government grant and also handed over as a result of the emission. 
How to proceed if the entity has emission rights stemming from a government 
grant exclusively, but they do not cover the actual emission? The value of the 
provisions must be determined in a way that it approaches as closely as possible 
the value of the rights to be delivered. In case the entity has purchased the missing 
rights before preparing the balance sheet, harmony in the valuation of assets and 
liabilities can be created if the provisions are determined jointly at the book value 
of the rights available on the balance sheet date and at the historical cost of the 
missing rights obtained after the balance sheet date. If the entity obtains the 
missing rights after the reporting period, the value of provisions regarding the 
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missing rights must be determined with the best possible estimate based on the 
most precise information available at the time of preparing the balance sheet. The 
best estimate does not necessarily equal the balance sheet date market value of the 
emission rights. 

In case the entity obtained the emission rights not only through a government 
grant, the value of provisions must be determined on the basis of the book value of 
available rights obtained or purchased. In case the available rights do not cover the 
actual emission, provisions must be generated for the missing rights through the 
application of the principle of best estimate. However, the situation raises many 
questions when the entity has more emission rights than necessary for the actual 
emission: How are the provisions determined and which value of the rights is to 
be considered as the basis for measurement? 

It is only a seemingly appropriate solution to determine the provisions in such a 
case by the cost formulas of IAS 2, moving average price or the FIFO method, 
because these methods could again lead to mismatch. The government grant is to 
be shown as income of the reporting period, to such an extent by which the 
received grant is actually realised. An equilibrium situation prevails if the incomes 
realised due to the emission obtained as a grant is counterbalanced by the 
expenses arising through the provisions generated according to the emission level. 
This is only possible if the provisions, and hence also the expenses, are 
determined primarily at the book value of the emission rights obtained as a grant, 
and the value of the purchased emission rights is only taken into consideration in 
the value of the provisions if the rights obtained by the grant do not provide a 
coverage for the actual emission. The value of liabilities applying to the handover 
of purchased emission rights can then be determined by the moving average price 
or the FIFO method. 

4.6 Where should the Profit Impact Related to the Emission 
Rights be Shown? 

Since the emission of pollutants is part of the production process, regarding the 
quotas held for sale or usage, it is justified in all cases to present the impact on 
profits within the category of operating profits. In certain national regulations, the 
impact made on the profit by certain items is entered as an extraordinary profit. 
An example could be in Spain the impact made on the profit of selling intangible 
assets or in Hungary the showing of received grants as extraordinary revenues. 
Presentation within extraordinary profit distorts the impact made on the operating 
profit. 

Conclusions 

The differing accounting treatment of emission rights causes problems in the field 
of group accounting and comparability, and also places a very high administrative 
burden on companies. In our opinion, taking into consideration the role of 
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emission rights in the production process and the relevant specifications of the 
International Financial Reporting Standards: 

 it is justified to show emission rights as inventories, 

 it is justified that emission rights obtained through a government grant, the 
received government grant and the provision should be presented by the gross 
method, 

 the subsequent measurement of emission rights is to be brought in accordance 
with the standard IAS 2 (Inventories), 

 violating the underlying assumption of accrual basis can be avoided if the 
emission rights, the government grants and the provisions are evaluated in 
line with each other. To this end, the available emission rights must be 
reflected in the value of government grants and provisions. If the emission 
rights do not provide coverage for the actual emission, the liabilities applying 
to the missing rights must be determined by the principle of the best estimate 
(Table 2). 
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Abstract: The technological obsolescence of industrial systems is characterized by the 

existence of challenger units possessing identical functionalities but with improved 

performance. This paper aims to define a new approach that makes it possible to obtain the 

optimal number of obsolete industrial systems which should be replaced by new-type units. 

This approach presents a new point of view compared with previous works available in the 

literature. The main idea and the originality of our approach is that we apply a genetic 

algorithm (GA) by considering the failure frequency, the influence of the 

environment/safety factors of the old-type systems and the purchase/implementation cost of 

the new-type units. These parameters are introduced in order to optimize this type of 

replacement in the context of engineering. 

Keywords: technological obsolescence; industrial systems; replacement policy; failure 

frequency; safety/environment factors; genetic algorithm (GA) 

1 Introduction 
Often the behavior analysis of industrial systems in engineering is based on the 
study of monitoring and diagnostics, but technological obsolescence is neglected 
in the models. Nowadays, technological change is abrupt and the great majority of 
industrial systems are subject to obsolescence. An item becomes obsolete when a 
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new-type unit is available and performs the same functionalities but with 
improved performance. Hence, the necessity of an approach in order to deal with 
technological obsolescence is important for industrial firms. In most previous 
works devoted to the study of the dependability of industrial systems, the authors 
have not taken into consideration technological change. 

In [1-4], several industrial plants were studied in order to achieve models of 
dependable installations, but the influence of technological obsolescence has not 
been considered in the approaches. 

Technological improvement has an impact on the life-cycle of the industrial plants 
due to the unavailability of spare parts, and thus, if this problem is not considered, 
it will generate random and various consequences, such as accidents, stoppage of 
production, environmental disaster, etc. 

The improvement in performance of the new technology items can be understood 
as smaller failure rates, lower pollution, more security, lower energy consumption, 
etc. At the same time, it is difficult to determine the optimal policy for the 
replacement of old technology units by new ones in the context of engineering 
(dependability study) and not only in the context of economics. On the other hand, 
it is economically more interesting for industrial firms to replace the old type units 
gradually to benefit from their residual lifetime. Most often, the authors studied 
the technological obsolescence under two contexts: the first one is strictly based 
on economic assumptions and other parameters are neglected (e.g., [5-7]). The 
second one aims to define an approach that takes into account various parameters 
of engineering and economic elements, such as failure frequencies, costs and 
strategy of maintenance, reliability, etc. We can cite [8-11]. 

The aim of our work is therefore to define a replacement policy of these obsolete 
industrial systems in the context of engineering and to help the decision maker 
find the optimal systems which should be replaced among them. 

This paper summarizes and extends the works presented in previous papers. It is 
organized as follows: Section 2 describes a brief literature review of previous 
works, the assumptions on which they were based, and an overview. Section 3 
illustrates our approach and the assumptions on which it is based, and we conclude 
this section with a case study and numerical results. Finally, we conclude this 
paper by suggesting some possible perspectives and extensions of our approach. 

2 Thematic Review of the Literature 
Several researchers have been studying the problem of technological obsolescence 
in industry from many points of view. The first paper was published by Elton and 
Gruber [5] in 1976. Their work considered one single component characterized by 
an annual income, purchase cost, resale value, which decreases with the age of the 
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component, and an aging factor, which reduces the income. Technological change 
generates efficiency which was given in the model by an increase of an annual 
income of the new-technology unit with a factor denoted g. The failures were not 
considered, but the age of the component was modeled by a linear decrease of the 
income factor, h, generated over time. The model was given as follows: 
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                                                                      (1) 

where r is the discount rate for a period t, I is the purchase cost of the old-
generation component, S is the purchase cost of the new-type unit, s is the resale 
value per time unit of the operating unit and T is the time interval for a component 
replacement. The authors of this work considered that the strategy which 
maximizes the income consists of replacing the component at regular interval T, 
where T is the solution of (1). 

In [6], the authors considered one component subject to technological 
obsolescence. The model was proposed for a discretized time of replacement at 
the appearance of the new-type unit without taking into account the failure rates. 

In [7], the authors considered a geometric technological change of several 
industrial systems and they solved a continuous-time optimization problem to 
define an optimal replacement policy by searching for the optimum of (3). 
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where L(t) is the number of systems in service, a(t) is the installation time of the 
obsolete systems replaced at time t, m(t) is the current investment (the number of 
new installed systems), q(τ,t) is the specific maintenance cost of the vintage τ at 
time t, p(t) is the purchase price and installation cost of a new system, and r is the 
discounting factor, r > 0. Then t – a(t) is the lifetime of the industrial plant (the 
age of the oldest system still in use). The constraint of (3) was given as follows: 

0 ( ) ( )m t M t  , ( )d t t                                                                        (4) 

where M(t) is the number of the old-type units. The authors of this article 
neglected the failure rates and other paramount parameters. 

In [8], the case of one single industrial item subject to aging and technological 
obsolescence was proposed in the model. The authors assumed that the time of the 
first failure of the component follows a Weibull distribution with two parameters. 
Several maintenances are undertaken at regular intervals and the repairs are 
considered. They assumed that the maintenance resets the component to the same 
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status at the beginning of the maintenance interval. The authors modeled the 
probability of failure of the component using a constant failure rate per part. The 
constant failure rate was given as follows: 

* 11
T





   

 
                                                                                                    (5) 

where α is the scale parameter, β is the shape parameter and T
β–1 is the 

maintenance interval. The authors assumed that the increase in this failure rate is 
due to the aging of the component and they formalized the issue of obsolescence 
in a quantifiable manner. To account for the various issues at stake, they 
postulated that as calendar time goes by new components are available on the 
market, and they are characterized by a failure rate which decreases exponentially. 
The authors concluded that this component in service can be either periodically 
maintained or preventively replaced by a new-type unit. They solved the problem 
by assessing the costs using Monte Carlo simulations. 

In [11], a repairable system that operates continuously to the degraded state was 
studied. The model was presented by the following decisions about the 
interventions: do nothing, maintain or to replace by a new-type unit. 

In [9, 10, 12, 13], the authors studied the following case: A set of N  identical and 
independent industrial items. 

The authors of [9] proposed that these components can be either preventively or 
correctively replaced by new-type units and the replacements take negligible time. 

The works of Elmakis et al. [13] are characterized by this assumption: the failure 
rate λ0 of each component is constant. The proposed approach in their paper is 
called the “K strategy” (Fig. 1) and it is based as follows: first, new-type 
components are used only to replace failed old-type units; then, after K corrective 
actions of this kind, the N – K old-type remaining components are preventively 
replaced by new-type ones at the time of the Kth corrective intervention. 

 

Figure 1 
Diagram of K strategy 

The “0” strategy represents the preventive replacement of all old-type components 
at the initial moment. To determine the value of K, the authors proposed a Monte 
Carlo simulation to assess the costs generated by each value of K.  

In [10, 12, 14], the authors proposed extensions of the “K strategy” by taking into 
consideration the failure frequencies as a Weibull law of this form. 
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In the contribution of the works presented in [10], the authors proposed a model 
for N identical components, but with several challengers. A probability of 
incompatibility was accounted to deal with the fact that the on-site implementation 
of new-type units could turn out to be problematic, and some replacements could 
not be immediately successful, as operators have no experience to rapidly 
implement the new-technology unit. In [15], a test case was performed using Petri 
nets to model the different replacement strategies proposed in [10]. 

All the works cited in this section proposed models without taking into account 
the influence of the old-system units on the environment and the safety criterion. 
These factors are recommended to be considered in the model, especially 
nowadays with the environmental problems and the industrial accidents. 

3 Model Description 
In this paper, we introduce a more realistic approach compared with the works 
illustrated in Section 2. 

The case studied in our work is the following: A set of N different and 
independent obsolete industrial systems, one challenger per old-type unit is 
available, the industrial firm devotes a special budget to deal with technological 
obsolescence at the end of the year and the transition between the generations of 
the units will be done. To study the transition problem, we consider the following 
important data: 

 Failure frequency per hour during the year of each old-type unit. 
 An annual budget is intended to overcome the technical-economic impact 

of technological obsolescence. 
 The purchase and implementation cost of each new-type unit (challenger) 

is fixed. 
 We select only the compatible challenger for the replacement to avoid 

production delays. 
 Each old-type unit is characterized by its environment and safety factors 

which vary in the scale [0,1] (where a 100% non-polluting and secure 
system is assigned the value 1). 

The data of each system are summarized as follows: 
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                                                                                                    (6) 

where Systemn is the index of the system (for n=1,…,N), λn is the failure frequency 
per hour during the year, Cn is the purchase and implementation cost of the new-
type type, En is the environment factor and Sn is the safety factor. 
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The aim of our work is to define a replacement policy for these obsolete systems 
in the context of dependability and to help the decision maker find an optimal 
strategy among them. We identify the optimal systems to be replaced by the new-
type (challenger) but with these considerations: budget, optimal benefit from the 
residual lifetime of the old-type, and the environment/safety factors. 

3.1 Genetic Algorithms Approach and Problem Formulation 

To solve our optimization problem, we propose to develop an approach using a 
genetic algorithm (GA). 

Genetic algorithms (GAs) are powerful bio-inspired algorithms that have been 
successfully used in several research problems: permutation flow shop [16], 
correcting the fine structure of surfaces [17], the synthesis of production-control 
systems [18], etc. The GA belongs to the soft computing technologies, who owe 
their name to their operational similarities with the biological and behavioral 
phenomena of living beings. Their primary target is the optimization of an 
assigned objective function (fitness). 

GA was originally developed by Holland [19]. In general, genetic algorithms are 
based on the following steps [20]: 

(1) Creation of a random initial population of potential solutions to the 
problem and evaluation of these individuals in terms of their fitness, i.e. 
of their corresponding objective function values; 

(2) Selection of a pair of individuals as parents; 

(3) Crossover of the parents, with the generation of two children; 

(4) Replacement in the population, so as to maintain a constant population 
number; 

(5) Genetic mutation; 

(6) Repeat steps until satisfying solution is obtained. 

The maximizing objective function (fitness) of our problem could be written as: 
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The fitness (7) is under the following constraint: 
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The objective function (7) allows for identifying the optimal systems (high failure 
frequency, more polluting, less secure and lowest purchase cost of the challenger) 
recommended for the replacement by the new-type units. The solution is given 
under the constraint of the budget (8). 
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A binary coding is the most suitable in this case. The number of genes per 
individual (chromosome) is equal to the number of systems in order of 
appearance. Therefore, the size of the chromosome must be equal to N. Figure 2 
shows an example of an eventual individual. A random initial population of 
potential solutions is given. If the system is marked in the individual, then it is 
assigned the value 1, otherwise 0. All systems which are assigned the value 1, 
their parameters will be implemented and evaluated in the fitness. A fixed number 
of iterations is stated after different times of run. During generations, our genetic 
algorithm seeks the optimal solution until convergence and stopping criterion. 

 
 

 

Figure 2 

Example of an individual 

In the individual shown in Fig. 2, the eventual solution is given by the replacement 
of System2, System3, System4,…, SystemN–1 and SystemN. The parameters of these 
systems will be implemented and evaluated by the fitness. 

Table 1 

Comparison between main features of previous models and our approach 

0 1 1 1 0 …………... 1 1 

References Context 
Number of 
industrial 
systems 

Environment and 
safety factors of 

the old-type units 

Transition 
strategy 

[5] economics 1 – 
replacement at 
fixed intervals 

[7] economics 1 – 
replacement at 
fixed intervals 

[6] economics 1 – 
replacement at 
fixed intervals 

[8] Engineering    1 – 
replacement at the 

first failure 

[13] Engineering    N identical – K strategy 

[9] Engineering    N identical – K strategy 

[14] Engineering    N identical – K strategy 

[10, 15] Engineering    N identical – K strategy 

[our model in 
this paper] 

Engineering    N different En, Sn 

at the end of the 
year, according to 
the budget and the 
selection is made 

using genetic 
algorithms  

Systemn:    1     2      3     4      5      …………….     N–1   N 
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After each generation, a new solution is given by the algorithm. The fitness 
function evaluates these solutions and they are ranked. This ranking is used in the 
selection procedure (standard roulette), which is performed in such a way that in 
the long run the best individuals will have a greater probability to be selected as 
parents, in resemblance to the natural principles of the “survival of the fittest”. 
Similarly, the ranking is used in the replacement procedures to decide who among 
the parents and the daughters should survive in the next population. An algorithm 
based on these procedures is often referred to as a steady-state GA [20]. 

We assume that there are a few random solutions beyond the budget; they will be 
kept to maintain diversity and to avoid stalling at local optima. 

Table 1 summarizes the main features of different previous works and our 
proposition in this paper. 

3.2 Case Study 

In this subsection, we present a numerical application of our model. The case 
considered here is a set of (N=14) different industrial systems subject to 
technological change (obsolescence). The data of these systems are reported in 
Table 2 and (Budget = 50×102 $). 

Table 2 

Data of the systems 

nSystem  

Failure 
frequency λn 

(hour –1, during 
the year) ×10–6 

Purchase and 
implementation 

cost of the 
challenger Cn 

(102 $) 

Safety factor Sn  
Environment 

factor En  

1 3.54 6.40 0.92 0.50 

2 2.26 8.20 0.95 0.77 

3 5.37 6.00 0.84 0.80 

4 4.88 3.80 0.87 0.65 

5 4.66 5.21 0.91 0.54 

6 2.28 3.01 0.86 0.66 

7 8.01 7.80 0.80 0.71 

8 6.01 6.50 0.85 0.59 

9 7.87 8.40 0.93 0.82 

10 6.07 6.05 0.91 0.85 

11 5.90 4.33 0.81 0.79 

12 4.26 3.41 0.79 0.85 

13 6.87 5.00 0.83 0.90 

14 3.40 7.00 0.96 0.87 
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3.2.1 Problem Formulation 

The fitness function of this case study can then be written as follows: 

14
4 2 2

1

1 1 1
10 10 10 10n

n n n n

fitness Max
C E S

  



 
        

 
                                  (9) 

where the weighting 104, 10 and 10–2 are introduced to balance the fitness. This 
objective function tries to maximize the number of industrial systems which 
should be replaced by new-type units. The unidentified systems their residual 
lifetime will be exploited. 

The fitness function (9) is subject to: 

14
2

1

50 10
N

n

n

C




                                                                                                    (10) 

Table 2 contains the parameters related to the systems, whereas Table 3 contains 
the rules and the parameters for the GA implemented in order to solve the 
objective optimization problem. The values of the parameters were chosen after 
times of run to achieve a convergence. 

Table 3 

Genetic algorithm rules and parameters 

 

 

 

 

 

 

 

3.2.2 Results and Discussion 

The results of the GA optimization process and the convergence of the fitness are 
shown in Fig. 3. 

We remark that the convergence of the proposed algorithm is at 100 generations 
(see Fig. 3). The number of systems and their parameters has been controlled by 
the algorithm. As mentioned in Subsection 3.1, we assume that few random 
solutions exist beyond the budget, and they will be introduced during iterations to 
maintain diversity; hence, we obtained fitness values greater than the convergence 
value. 

GA property Value 

Number of genes for individual 14 

Number of individuals (population size) 60 

Number of generations (termination criterion) 500 

Mutation probability 0.001 

Selection technique Standard Roulette 
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Figure 3 

Result of the GA process for the optimal replacement strategy 

The solution is identified in the individual represented in Fig. 4. All the systems 
assigned the value 1 are considered optimal for the replacement by the new-
technology units. 
 
 

Figure 4 
Individual of the solution 

Table 4 illustrates the systems identified in the individual (see Fig. 4) of the 
optimal solution. 

Table 4 

Systems recommended for the replacement policy 

 

 

 

 

 

Conclusions 

In this paper we proposed a model to deal with the obsolescence of industrial 
systems in the context of engineering. A genetic algorithm was elaborated for 
solving a case of several systems subject to technological obsolescence. The 
model was illustrated on a case study under the following considerations: 
environment/safety factors, failure frequencies of the old-types units and the 
purchase/implementation cost of the new-type units (challengers). 

0 0 1 1 0 1 1 0 1 0 1 1 1 0 

Systemn 

System3 System9 

System4 System11 

System6 System12 

System7 System13 
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A major advantage of this model consists of the possibility to find an optimal 
replacement policy when we have a complex case study with many systems and 
several parameters. The difficulty persists in the choice of the parameter values of 
the algorithm and the program development. 

Future work will need to define an optimal policy in the case of dependent 
systems, the impact of the new-challengers on the installation, and comparative 
results using other optimization methods. 

References 

[1] M. A. Mellal, S. Adjerid, D. Benazzouz: Modeling and Simulation of  
Mechatronic System to Integrated Design of Supervision: Using a Bond 
Graph Approach, Applied Mechanics and Materials, Vol. 86, pp. 467-470, 
2011 

[2] A. R. Conn, L. A. Deleris, J. R. M. Hosking, T. A. Thorstensen: A 
Simulation Model for Improving the Maintenance of High Cost Systems 
With Application to an Offshore Oil Installation, Quality and Reliability 
Engineering International, Vol. 26, No. 7, pp. 733-748, 2010 

[3] M. A. Mellal, S. Adjerid, D. Benazzouz: Modeling and Simulation of 
Mechatronic System to Integrated Design of Supervision: Using a Bond 
Graph Approach, in Proceedings of ECMS'2011 European Council on 
Modelling and Simulation, Krakow, Poland, pp. 370-373, 2011 

[4] E. P. Zafiropoulos, E. N. Dialynas: Reliability and Cost Optimization of 
Electronic Devices Considering the Component Failure Rate Uncertainty, 
Reliability Engineering and System Safety, Vol. 84, No. 3, pp. 271-284, 
2004 

[5] E. J. Elton, M. J. Gruber: On the Optimally of an Equal Life Policy for 
Equipment Subject to Technological Improvement, Operational Research, 
Vol. 27, pp. 93-99, 1976 

[6] I. E. Schochetman, R. L. Smith: Infinite Horizon Optimality Criteria for 
Equipment Replacement Under Technological Change, Operations 
Research Letters, Vol. 35, No. 4, pp. 485-492, 2007 

[7] N. Hritonenko, Y. Yatsenko: Optimal Equipment Replacement Without 
Paradoxes: A Continous Analysis, Operations Research Letters, Vol. 35, 
No. 2, pp. 245-250, 2007 

[8] E. Borgonovo, M. Marseguerra, E. Zio: A Monte Carlo Methodological 
Approach to Plant Availability Modeling with Maintenance-aging and 
Obsolescence, Reliability Engineering and System Safety, Vol. 67, No. 1, 
pp. 61-73, 2000 

[9] S. Mercier, P. E. Labeau: Optimal Replacement Policy for a Series System 
with Obsolescence, Applied Stochastic Models in Business and Industry, 
Vol. 20, No. 1, pp. 73-91, 2004 



M. A. Mellal et al. Optimal Policy for the Replacement of Industrial Systems Subject to  
 Technological Obsolescence – Using Genetic Algorithm 

 – 208 – 

[10] J. Clavareau, P. E. Labeau: Maintenance and Replacement Policies Under 
Technological Obsolescence, Reliability Engineering and System Safety, 
Vol. 94, No. 2, pp. 370-381, 2009 

[11] P. K. Nguyen Thi, T. G. Yeung, B. Castanier: Optimal Maintenance and 
Replacement Decisions Under Technological Change, in Proceedings of 
ESREL'2010: European Safety and Reliability Conference, Rhodes, 
Greece, 2010 

[12] O. Michel, P. E. Labeau, S. Mercier: Monte Carlo Optimization of the 
Replacement Strategy of Components Subject to Technological 
Obsolescence, in Proceedings of the International Conference on 
Probabilistic Safety Assessment and Management, Berlin, Germany, 2004 

[13] D. Elmakis, G. Leitin, A. Lisnianski: Optimal Scheduling for Replacement 
of Power System Equipment with New-type One, in Proceedings of the 3rd 
International Conference on Mathematical Methods in Reliability, 
Trondheim, Norway, 2002 

[14] S. Mercier: Optimal Replacement Policy for Obsolete Components with 
General Failure Rates, Applied Stochastic Models in Business and 
Industry- Reliability, Vol. 24, No. 3, pp. 221-235, 2008 

[15] J. Clavareau, P. E. Labeau: A Petri Net-based Modelling of Replacement 
Strategies Under Technological Obsolescence, Reliability Engineering and 
System Safety, Vol. 94, No. 2, pp. 357-369, 2009 

[16] K. Balazs, Z. Horvath, L. T. Koczy: Different Chromosome-based 
Evolutionary Approaches for the Permutation Flow Shop Problem, Acta 
Polytechnica Hungarica, Vol. 9, No. 2, pp. 115-138, 2012 

[17] G. Gyurecz, G. Renner: Correcting Fine Structure of Surfaces by Genetic 
Algorithm, Acta Polytechnica Hungarica, Vol. 8, No. 6, pp. 181-190, 2011 

[18] P. Y. Mok: Genetic Synthesis of Production-control Systems for Unreliable 
Manufacturing Systems with Variable Demands, Computers and Industrial 
Engineering, Vol. 61, No. 1, pp. 198-208, 2011 

[19] J. H. Holland: Adaptation in Natural and Artificial Systems, Ann Arbor, 
MI: University of Michigan Press, USA, 1975 

[20] S. Sumathi, P. Surekha: Computational Intelligence Paradigms, Taylor & 
Francis Group, London, United Kingdom, 12-15, 2010 



Acta Polytechnica Hungarica Vol. 10, No. 1, 2013 

 – 209 – 

Effect of Recycling on the Rheological, 
Mechanical and Optical Properties of 
Polycarbonate 

Ferenc Ronkay 

Department of Polymer Engineering 
Budapest University of Technology and Economics 
Műegyetem rkp. 3, H-1111 Budapest, Budapest, Hungary 
e-mail: ronkay@pt.bme.hu 

Abstract: The research was aimed at analyzing the polycarbonate scrap arising during 

production and its possible secondary utilization. The analysis of morphological, 

rheological and thermal data revealed significant differences between the original pellets 

and the reground material obtained from injection molded parts. Test specimens were 

injection molded from various mixtures of the virgin and the reground material, and their 

mechanical and physical properties were analyzed. Based on the results the reground 

material may be used in less than 20% proportion, as the mechanical properties of the 

products do not deviate significantly from those of the products made from virgin 

polycarbonate. 

Keywords: polycarbonates; recycling; mechanical properties; optical properties; 

morphology 

1 Introduction 
In recent years, reprocessing of polymers has been widely used in plastics 
converting industries [1-3]. It is connected to the increasing awareness of 
environmental issues, to the desire to save resources, and to the high levels of 
scrap material generated during plastics conversion. There is a high demand for 
the recycling of scraps considering the relatively high cost of polymer production. 
To solve this problem the recycling of scrap material, and mixing it with virgin 
material, is the most common solution [4-5]. 

Polycarbonate (PC) is one of the important engineering plastics with a wide 
variety of applications due to the excellent mechanical properties, high impact 
strength, heat resistance and high modulus of elasticity, as well as due to its 
excellent balance of toughness, clarity, high thermal resistance and transparency 
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[6-7]. The recycling of this plastic material after the end of first life cycle has 
attracted attention recently [8-9]. 

Some physical and mechanical properties of PC can be severely reduced by 
recycling. Pérez at al. reported that after ten times of recycling the tensile strength 
reduced by 30% [10]. 

The rheological analysis of the dilute solution of macromolecular materials can 
give more information about the size and shape distribution of macromolecules. 
During the repetitive injection molding of polycarbonate, the molecular mass 
changes were studied by observing a rapid decrease in molecular weight, 
explained by two simultaneous degradation mechanisms [11]. 

In recent years the degradation of PC during accelerated aging tests has been 
studied by several researchers, among them the durability and a predictability of 
the properties to cover the whole lifecycle of the PC, as well as the degradation 
mechanism which occurs at the molecular level [12]. 

Long and Sokol studied the effect of moisture on the degradation of polycarbonate 
during injection molding [13]. It has been shown that even low moisture content 
during processing adversely affects the mechanical properties of the final product. 

The effect of recycling on the properties of injection molded polycarbonate was 
studied by Shea and Nelson, who evaluated the extent of degradation by 
measuring melt flow rate, impact strength and molecular weight [14]. After ten 
times of recycling the value of melt flow rate increased five times. 

Other works focused on the transparency of PC materials influenced by UV 
irradiation. The effect of UV irradiation was investigated on the structure and 
optical properties of polycarbonate material, and it was found that irradiation leads 
to a decrease of the optical energy gap of PC; they concluded that the decrease in 
optical energy gap could be due to the photo-degradation of PC and the formation 
of defects and clusters in the material [15]. 

The aim of the present study was to analyze the great amount of polycarbonate 
waste which arises during polymer processing and to find possibilities for 
secondary utilization. The aim was to determine the optimal rate of the recycled 
material as well, where the properties of the final product are still acceptable in 
respect of mechanical and optical properties, compared to the original 
polycarbonate product. 
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2 Experimental Work 

2.1 Materials and Processing 

Makrolon 1804 (Bayer) polycarbonate was used as virgin material in our study, 
and the reground obtained from the scrap of injection molded parts made of the 
same grade was used as recyclate. The ratio of the reground material to the 
original PC was changed from 0 to 100%. 

Dumb-bell type test specimens were injection molded for the mechanical tests 
from the virgin material, from the reground recyclate and from various mixtures of 
the two. Injection molding was performed on an Arburg Allrounder 320C 600-250 
injection molding machine. The zone temperatures were as follows from the 
feeding zone to the nozzle: 275/285/290/295/300°C. The mold temperature was 
80°C, and the injection pressure was 1000 bar. In order to prevent hydrolytic 
degradation, the materials were dried before melting at 120ºC for 4 hours. 

2.2 Characterization Methods 

Viscometric parameter determination was carried out at 25±0.1°C, in chloroform 
solution, using an Ubbelohde 0B viscosimeter. For viscosity-average molecular 
weight determination, constants K=0.012 cm3/g and a=0.82 were employed [16-
17]. 

Melt flow rate was measured on CEAST Melt Flow Modular Line equipment at 
270°C with 2.16 kg load. The materials were dried before measurements at 120°C 
for different periods between 0 and 220 minutes. 

In order to determine the glass transition temperature, DMA tests were made using 
Perkin Elmer DMA 7 type equipment in displacement-controlled mode, with 10 
μm amplitude, at 1 Hz frequency. Three point bending mode was used for 
excitation. 

Tensile tests were performed according to the EN ISO 527 standard using a 
ZWICK Z020 type universal tensile tester at a deformation rate of 20 mm/min, at 
room temperature. 

Charpy impact tests were performed using CEAST Resil Impactor Junior type 
equipment with 15 J impact energy, a 20° starting angle and 0.589 m/s impact 
velocity. 

Transmission optical tests were made with a JASCO V-530 UV/VIS type 
spectrometer. Prior to these tests, the surface of the test specimens was polished to 
an average of 1 μm roughness, using a Struers type polishing machine. 
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3 Results and Discussion 

3.1 Changes of the Average Molecular Mass 

Changes of the viscosity average molecular mass at various levels of processing 
are shown in Fig. 1. It can be observed that the virgin pellet exhibits the highest 
average molecular mass (18,000 g/mol); that of the reground is smaller (16,500 
g/mol). 

 

Figure 1 

Viscosity average molecular mass of polycarbonates processed and reprocessed to various degrees 

It is caused by the strong degrading effect of the shear forces and by the thermal 
impact encountered during injection molding. The average molecular mass of the 
test specimens injection molded from the virgin pellets was found to be similar 
(16,700 g/mol), the slight difference might be due the minor differences between 
the injection molding parameters used for preparing the test specimens and the 
parts. The lowest value (15,200 g/mol) was measured on test specimens injection 
molded from the regrind. By now the material has undergone two processing 
cycles, so the molecular chains are degraded to a higher degree. It can be 
established that the average molecular mass of the processed material decreases by 
about 8%, and that of reprocessed material by about 15%. 

3.2 Changes in Melt Viscosity 

The melt flow rates of the virgin pellet and of the recycled regrind were studied as 
a function of the drying time. The results are shown in Fig. 2. It can be observed 
that the flow rate of the recycled material without drying is higher (recyclate:   
21.8 cm3/10 min; virgin: 17.5 cm3/10 min), and this difference persists after 
drying. 
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Figure 2 

Volumetric melt flow rate of the virgin pellets and of the reground recyclate as a function of the drying 

time (drying temperature: 120°C) 

The melt flow rate of both materials stabilized and became constant after about 
two hours of drying (recyclate: 19.8 cm3/10 min; virgin: 15.8 cm3/10 min), i.e. 
they exhibited similar behavior during drying. The difference can be explained by 
the degradation of the molecular chain: in the reground recyclate, shorter 
molecular chains can be found, which hider the melt flow to a lesser degree. The 
melt flow rate of the reground recyclate is about 25% higher than that of the virgin 
material. 

3.3 Changes in the Thermal Properties 

The glass transition determined by DMA is ascribed to the maximum temperature 
of the mechanical loss (see Fig. 3). It can be observed that the glass transition 
temperature of the virgin material (135.8°C) is 1.1°C higher than that of the 
recycled material (134.7°C).  

This shift can be explained by the shortening of the molecular chains: the 
movement of shorter chains’ segments starts at lower temperature. 
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Figure 3 

Change of the mechanical loss factor 

3.4 Changes in the Mechanical Properties 

3.4.1 Changes in the Tensile Strength 

The dependence of the tensile strength on the amount of recycled material is 
shown in Fig. 4. Analyzing the plot it can be concluded that the value of the 
tensile strength increases slightly with the recycled material content. This increase 
is not significant: only 1-2% with respect to the virgin material. 

 

Figure 4 

The tensile strength of the material as a function of the recyclate content 
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This trend seems to contradict somewhat earlier literature findings [18], according 
to which a decreasing molecular mass results in decreasing strength (according to 
equation 1). 

)1(
virgin

difference

virginrecycled
M

M
  (1) 

where σrecycled is the expected strength of the recycled material, σvirgin is the 
strength of the original (virgin) material, Mdifference is the decrease of the average 
molecular mass, and Mvirgin is the average molecular mass of the original (virgin) 
material. 

Using equation (1) in our case, one would expect a 9% decrease between the 
strength of the recycled material and of the virgin material (equation 2). 

MPaMPaMParecycled 4,5591,09,60)
16700

1520016700
1(9,60 


  (2) 

The slight strength improvement observed in the tests may be due to the changes 
in the orientation of the amorphous macromolecular chains. Shorter chains may 
orient easier during injection molding along their long axis; thus they can bear 
more load during the tensile test. The prerequisite of this slight improvement is 
that the material be absolutely free of all contaminations, as even a small amount 
of contamination would serve as a defect site, which would decrease the strength. 

3.4.2 Changes in the Tensile Modulus 

The tendency of the change of the tensile modulus is similar that of the tensile 
strength (see Fig. 5). 

 
Figure 5 

The tensile modulus of the material as a function of the recyclate content 

If compared to the modulus of the virgin material (1.96 GPa), the modulus of the 
recyclate increased slightly, by 4.5%. It can be established that the rigidity of the 
material increases with the recyclate content, but the improvement is insignificant. 
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3.4.3 Changes in the Elongation at Break Values 

Elongation at break values measured during the tensile tests are shown in Fig. 6. 

 

Figure 6 

Change of the elongation at break as a function of the recyclate content 

The elongation at break decreased significantly with up to 30% recyclate content. 
The decrease was about 75% with respect to the virgin material. The elongation at 
break is very sensitive to the change of the average molecular mass. The 
elongation at break of the virgin material and of the samples containing 10% or 
20% recyclate is 25-40% of the original length, although the results exhibit fairly 
large scatter. In the range of 30-100% recyclate, content the elongation at break is 
only 10% of the original length. In this range there is no significant change and 
the scatter around the average is also smaller. 

The large drop in the elongation at break in the samples containing 30-100% 
recyclate affects the quality and usefulness of the produced parts (e.g. snap-fit 
closures), and therefore it is not recommended to use more than 20% reground 
recyclate. 

3.4.4 Changes in the Impact Strength 

Values of the impact strength calculated from the flexural impact test are shown in 
Fig. 7. 

Decreasing impact strength values can be observed with increasing recyclate 
content. The impact strength of the test specimens injection molded from pure 
recyclate is 12% lower than that of the test specimen produced from the virgin 
material. Test results agree with the elastic modulus measured in the tensile test: 
with increasing recyclate content the material becomes stiffer, and its ductility 
decreases. 
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Figure 7 

Impact strength as a function of the recyclate content 

 

3.5 Changes in the Optical Properties 

Light transmittance of the virgin and recycled material is shown in Fig. 8. The 
transmittance curves exhibit a similar character in both cases: in the 380-408 nm 
range (belonging to the violet color) the materials transmit less light, but in the 
408-760 nm range they transmit 80-90% of the light, so they can be regarded as 
transparent. It can be observed that in the 380-408 nm range the transmittance of 
the virgin and of the recycled material differs significantly: the original transmits 
better short wavelength (violet) rays. 

 

Figure 8 

Light transmittance of the virgin and of the recycled test specimens as a function of the wavelength 
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If the full visible light spectrum (white light) is transmitted through a transparent 
material, the complementary color of the absorbed color will be amplified. The 
complementary color of violet is yellow; i.e., if the material absorbs more violet, it 
will appear more yellow to the human eye. The irradiation absorbance of polymers 
changes with the molecular weight reduction, not only in the UV range but also in 
the visible light range. In the case of polycarbonate, decreasing molecular mass 
causes higher UV absorption, which is presumably related to the increased 
number of end-groups. This phenomenon is similar to the way in which the photo-
degradation of PC occurs, whereby the absorption varies in the same way in the 
range of wavelength between 250-400 nm [15]. Based on our measurements, 10-
20% recyclate content does not deteriorate too strongly the UV transmission; 
above this concentration, however, the changing transmittance may cause 
distortion if the material is colored (the ratio of transmitted light is 57% at 290 nm 
in the case of original PET; 22% in the case of recycled PET; and 46% in the case 
of original PET with 20% recyclate content). 

Conclusions 

The degradation of polycarbonate during processing and its effects on the 
mechanical and optical properties of the material have been studied. It has been 
shown that the average molecular mass of polycarbonate decreases by about 8% 
during the first injection moulding and the subsequent grinding. Based on our test 
results, this 8% decrease in the average molecular mass causes about a 25% 
increase in the melt flow rate. 

Changes in the mechanical properties were monitored by measuring the tensile 
and flexural impact properties. Test specimens were injection molded from 
various mixtures of the virgin pellets and reground material, using 10% steps. It 
has been established that the tensile strength and the tensile elastic modulus does 
not change too greatly, but the elongation at break and the impact strength values 
decrease significantly. Based on these findings, one can say that the use of more 
than 20% reground recyclate results in significant deterioration of the mechanical 
properties (especially of the impact strength) of the material. 

In the optical studies, the transmittance of mixtures of various composition were 
studied in the full visible frequency range. Significant differences were found only 
in the first half of the violet range, where the absorbance of the recycled material 
is higher than that of the virgin material. The absorption of the violet light from 
the whole visible spectrum renders the material yellow for the human eye. Based 
on the study, a recyclate content above 10% causes a detectable difference in the 
violet absorption, although the color difference could not be detected by the naked 
eye between specimens made of various mixtures of the virgin and of the recycled 
material. 

Based on these results, it can be concluded that the admixture of more than 20% 
reground recyclate may deteriorate the mechanical and optical properties of the 
product significantly. 
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Abstract: It is important to find the shortest path for manoeuvres of UAV, since the power 

consumed during manoeuvres is tightly coupled with the length of the flight path. In this 

paper, an algorithm that can find the shortest path during manoeuvres and improve the 

performance of UAV to follow waypoints is described. The shortest path for UAV during 

manoeuvres is derived firstly by the theory of Dubins curve. Secondly, in order to improve 

the ability of UAV to follow the derived optimal path, a real-time path planning algorithm 

is designed by transforming the constraints of Dubins curve into a dynamic equation. To 

demonstrate the applicability and performance of the proposed path planning algorithm, 

two numerical examples are presented. The results show that the proposed algorithm is 

promising to be applied in the path planning for manoeuvres of UAV. 

Keywords: UAV; The shortest path; Path planning algorithm; Dubins curve set 

1 Introduction 
Nowadays, UAVs have been increasingly used in many applications, especially to 
replace the human presence in repetitive or dangerous missions [1], e.g., in 
environmental monitoring, security, military surveillance, crop and forest 
assessments, and so on [2]. 

A low-cost UAV in these missions must provide coverage of a certain region and 
investigate events of interested waypoints, so central for the development of UAV 
technology are the algorithms for the path planning and tracking [1]. It is 
important to find the shortest path for manoeuvres of a UAV, since the power 
consumed during manoeuvres is tightly coupled with the length of the flight path, 
which is determined by the planned path. Thus, it can be expected that the 
performance of a UAV may greatly benefit from the development of a path 
planning and tracking algorithm [3]. 

mailto:gaoxianzhong@nudt.edu.cn
mailto:hzx@nudt.edu.cn
mailto:zhuxiongfeng@nudt.edu.cn
mailto:zhangjuntao@nudt.edu.cn
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The problem of how to find the shortest path between two oriented points was first 
studied by Dubins [4]. Because it widely exists in applications, great attention was 
paid to this topic once it was proposed. Recently, variations of problems on this 
topic have been studied in literature. The problem is generally formulated as how 
to optimize the coverage costs, such as time [5, 6] or distance [3, 7] with the 
assumption that the location of targets is known [2]. In these cases, the 
manoeuvres of the aircraft lead by mission can be treated as a motion in a 2-D 
plane. The research results can be mainly categorized into two classes. The one is 
to classify Dubins curves, and the aim of real-time path planning is achieved by 
judging the initial and final states [8]. The other is to extend the problem proposed 
by Dubins to how to solve the shortest path when the robot can move forward and 
backward [9] and the UAV is impacted by the wind [10]. 

However, the problem studied by aforementioned papers is with the assumption 
that the orientation of the final point is fixed. In real applications, the circumstance 
that the orientation of the final point is unfixed is also general. In this paper, the 
method to solve the shortest path for the unfixed case is derived based on the 
conclusion of Dubins. In order to improve the ability of the UAV to follow the 
calculated optimal path, a real-time path planning algorithm is also designed. 

The rest of this paper is organized as follows: In Section 2 the problem considered 
in this paper is formulated. A brief interpretation about the bounded curvature path 
(BCP) problem and the Dubins curves set is given in Section 3. The method to 
calculate the shortest path about the formulated problem is derived in Section 4. 
One new real-time path planning algorithm based on the results of Section 4 is 
developed in Section 5. The performance of the designed real-time path planning 
algorithm is analyzed and the numerical examples are carried out in different 
distributions of the waypoints in Section 6. Finally, the conclusions are given at 
the end of the paper. 

2 Problem Formulation 
The problem considered here can be stated as the following: given two oriented 
points (xi, yi, θi) and (xf, yf, θf) in the plane (x and y are the coordinates and the θ is 
the orientation), determine and compute the shortest piecewise paths joining them, 
along which the curvature is bounded everywhere by a given constant ρmin, which 
represents the manoeuvrability of aircraft. 

If θf is fixed, this problem can be solved by the minimum principle of 
Pontryagin[9], and the results can be summarized in a Dubins curves set[8], which 
will be further explained in the next Section; If θf is unfixed, to our best 
knowledge the solution is still open. However, the later circumstance is always 
met in the path planning of UAVs, since the manoeuvres are constrained by 
admissible angles [θfmin, θfmax] when flying along a path with multi-waypoints [2, 
11], as shown in Fig. 1. 
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Figure 1 

Schematic diagram of problem when θf is unfixed 

The problem can be formulated as the following when the θf is unfixed: 
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 (1) 

Because the initial orientation θi can be any angle in 2D plane and the UAV can be 
situated at any position, it is not convenient to discuss the method to solve the 
optimization problem formulated in Eq. (11). For the sake of clarity, all the 
possible cases are divided into sixteen categories [12], as listed in Table 1. Only 
the case that initial point is on the left side of final point is considered here, i.e. the 
case of I-LP. The results of the remaining cases can be obtained by a similar 
method. 

Table 1 

The classification of distributions of initial point and final point 

 Long Path 
xf - xi > 4ρmin 

Medium Path 

2ρmin < xf - xi ≤ 4ρmin 

Short Path 

ρmin < xf - xi ≤ 2ρmin 

Very Short Path 

0 < xf - xi ≤ ρmin 

Quadrant I 

0 ≤ θ0 < π/2 
I-LP I-MP I-SP I-VSP 

Quadrant II 

π/2 ≤ θ0 < π 
II-LP II-MP II-SP II-VSP 

Quadrant III 

π ≤ θ0 < 3π/2 
III-LP III-MP III-SP III-VSP 

Quadrant IV 

3π/2 ≤ θ0 < 2π 
IV-LP IV-MP IV-SP IV-VSP 
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3 Bounded Curvature Path and Dubins Curves Set 

3.1 Bounded Curvature Path 

In order to solve the optimization problem formulated in Eq. (11), a preliminary 
problem should firstly be investigated. The preliminary problem can be formulated  
to find the shortest path from all the curves in the 2D plane, which pass initial 
point (xi, yi) and final point (xf, yf) with initial orientation θi and final orientation θf, 
and are subjected to minimal curvature radius ρmin, which is called as the problem 
of Bounded Curvature Path (BCP)[13]. A typical problem of BCP can be 
illustrated in Fig. 2: 

 

Figure 2 

Schematic diagram of a typical bounded curvature path 

For the problem of BCP, the mathematical formulation can be given as follows: 
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 (2) 

3.2 Dubins Curves Set 

The theoretical shortest path for BCP problems formulated above was firstly 
studied by L. E. Dubins in 1957 [4]. It is proved that for the problem presented in 
Section 3.1, the solution can be found among a finite set of curves. The set of 
curves consists of six elements, which are usually called Dubins curves. The 
Dubins curves set can be presented as [14]: 

  , , , , ,LSL RSR RSL LSR RLR LRLD  (3) 
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where S represents a straight line segment, L denotes a circular arc to the left, and 
R is a circular arc to the right. The radius of of L and R arcs are exactly ρmin. 

According to Dubins’ result, the shortest path of BCP problem can be obtained by 
selecting the curve in the Dubins curves set with the shortest path length. Taking 
the BCP problem in Fig. 2, for example, by using the Dubins method, the shortest 
path can be obtained and is plotted in Fig. 3. 

 

Figure 3 

Schematic diagram of Dubins curves 

4 Method to Find the Shortest Path 
To solve the problem formulated in Eq. (11), the following theorem is given: 

[THEOREM 1]： 

For all the curves passing through initial point (xi, yi) and final point (xf, yf) with 
initial orientation θi and subjected to minimal curvature radius ρmin, if the final 
orientation θf is not fixed, as formulated in Eq. (11), J[f(x)] achieves the minimum 
when θf satisfies the following equation: 

   
* min

2 2
arctan arcsin

R

f i

f R
R Rf i

f i f i

y y

x x
x x y y





 

   
 (4) 

where (xi
R, yi

R) is the coordinate of the center of right circle, which crosses the 
initial point and is tangent with the vector of initial orientation. 

[PROOF] 

As shown in Fig. 4, the symbols of (xi
R, yi

R) and (xf
R, yf

R) are denoted as the 
coordinates of the centers of right circle, which cross the initial point and final 
point respectively, and are tangent with the vector of the initial and final 
orientation. 
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Figure 4 

The centers of right circles which across initial and final point 

From the conclusions of Dubins Curves Set, as described in Section 3.2, it can be 
derived that the shortest path in Fig. 4 is formed by the element of RSR. The 
geometry relationship shows that 

minmin

minmin

sinsin
      

cos cos
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f f fi i i

RR

f f fi i i

x xx x

y yy y
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     
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 (5) 

The total length of path is 

   mini f
l s       (6) 

where the symbols of χi and χf represent the central angle of arc corresponding to 
initial point and final point respectively. s is the length of the straight line segment, 
which can be expressed as 

    2 2
R R R R

f i f i
s x x y y     (7) 

The following equation can be derived from the geometry relationship 

 
i f i f       (8) 

By substituting (55)(77) and (88)into(66), there is 

     2 2

min min minsin cosR R

f f i f f i i f
l x x y y               (9) 

The derivative of l with respect to θf can be expressed as follows 

   min
min min minsin cos cos sinR R

f f i f f f i f

f

dl
x x y y

d s


      


         (10) 
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Setting 0
f

dl

d
 , and squaring both sides 

    2
2

min minsin cos cos sinR R

f f i f f f i f
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Substituting (99) into (1111) 
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Rearranging and simplifying (1212), the following expression can be obtained 
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Then the θf
* can be given as: 
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Thus the proof is complete. 

By investigating the theorem, three remarks can be concluded: 

[REMARK1]： 

It can be seen from Eq. (1414) that the optimal final angle θf
* is only determined 

by the coordinate of right circle center of initial point (xi
R, yi

R), the coordinate of 
final point (xf, yf) and the minimal curvature radius ρmin. Denoting: 

   
min

2 2
arctan              arcsin
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f ia b

f fR
R Rf i
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As can be seen from Fig. 5, the geometric meaning of θf
a and θf

b are obvious. θf
a is 

the angle between the line d and the horizontal axis of coordinates x, where d is 
the line connected with center of right circle of initial point (xi

R, yi
R) and final 

point (xf, yf). θf
b is the angle between the line s and the line d, where s is the 

straight line of path. It thus can be concluded that the optimal solution in Fig. 4 is 
a degenerated Dubins curve of RS, which is composed of an arc in the right circle 
of the initial point and a straight line segment. Substituting Eq. (44) into Eq. (99), 
the length of the shortest path can be calculated. 
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Figure 5 

The angles composed of the optimal final angle 

[REMARK2]： 

It can be found from the proof of Theorem1 that the supposed final orientation θf 
is smaller than the optimal final angle θf

*, which indicates that the supposed 
shortest path is formed by the element of RSR; on the contrary, if the supposed 
final orientation θf is greater than the optimal final angle θf

*, as shown in Fig. 6, 
the supposed shortest path will be formed by the element of RSL, in which the 
same result can be obtained by the same method discussed above. Therefore, θf

* 
can be computed by Eq. (44), whatever the supposed θf is smaller or greater than 
θf

*. 

 

Figure 6 

The case that θf is greater than θf
* 

[REMARK3]： 

In the discussion in Remark 1, the initial point is on the left side of final point, and 
thus the shortest path is composed by RSC; if the initial point is on the right side of 
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final point, the shortest path will be composed by LSC, in which case Eq. (44) 
must be changed into Eq. (16): 

   
* min

2 2
arctan arcsin

L

f i

f L
L Lf i

f i f i

y y

x x
x x y y


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
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   
 (16) 

The proof method of Eq. (1616) is similar to that of Eq. (44), and thus is omitted 
here for the sake of clarity. 

In the discussion in REMARK1 and REMARK3, θf is not subjected to any other 
constraints in 2D plane. In the following, a more general case is taken into account, 
in which θf lies in the interval (θfmin, θfmax], where –π<θfmin<θfmax<π. Combining 
the result of Dubins and above discussion, the method to solve Eq. (11) can be 
concluded as follows: 

[Method to solve the problem in Eq. (11)] 

For all the curves passing initial point (xi, yi) and final point (xf, yf) with initial 
orientation θi and subjected to minimal curvature radius ρmin, if the final 
orientation θf is not fixed, as formulated in Eq. (11), the optimal final 
orientation θf

* can be calculated as in the following steps: 

Step1： 

Supposing the θf is a constant which can be any value in (-π, π], according to 
results from Dubins, the element composed of the shortest path with the supposed 
θf can be determined. 

Step2： 

If the shortest path is composed by RSR, the optimal final orientation θf
* can be 

computed by Eq. (44); otherwise, if the shortest path is composed by RSL, the 
optimal final orientation θf

* is computed by Eq. (1616). 

Step3： 

If θfmin≤θf
*≤θfmax, which means that the optimal final orientation θf

* is located in 
the arc AB as shown in Fig. 7, then θf = θf

*, and the shortest length of path can be 
computed by substituting θf into Eq. (99); if –π≤θf

*≤θfmin or π–(θfmin+θfmax)/2 
≤θf

*≤π, which means that the optimal final orientation is located in the arc BC of 
Fig. 7, then θf = θfmin since θfmin is closer to θf

* than θfmax, and the shortest length of 
path can be calculated by the result of Dubins; if θfmax≤θf

*≤π+(θfmin+θfmax)/2, which 
means the optimal final azimuth is located in the arc AC of Fig. 7, then θf = θfmax 
since θfmax is closer to θf

* than θfmin, and the shortest length of path can be 
computed by the result of Dubins too. 

To this end, the problem formulated in Eq. (11) can be solved. 
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Figure 7 

Relative distribution of θf
*, θfmin and θfmax 

5 Path Planning Algorithm 

5.1 The Structure of Algorithm 

To apply the result in Section 4 in the path plan of a high altitude UAV, it is 
necessary to store the planned path into the UAV’s onboard computer before take-
off, then to track this planed path during flight, since the method in Section 4 to 
solve the problem would need to explicitly calculate the lengths of all arcs and 
straight line segment in the Dubins curve set, and then choose the shortest of the 
computed paths; furthermore, many judgments need to be considered. The time 
necessary for this calculation may become a bottleneck in real-time applications 
[8]. 

Taking an investigation on current path planning algorithm in non-holonomic and 
car-like robot [13, 15-17], multiple UAVs [18-20] and Dubins vehicles [21, 22], it 
can be seen that all of them are designed to plan the path by the current states and 
waypoints information, rather than by storing all the planned path on on-board 
computer. The main advantages are that, on one hand, it reduces the storage 
requirement of the on-board computer; on the other hand, it can adjust route in 
real-time when the waypoints are changed. This kind of path planning algorithm 
enhances the systems’ intelligence, so it has been widely applied in actual 
systems. 

In this Section, the real-time path planning algorithm base on the results of Section 
4 will be designed. The structure of the algorithm is in Fig. 8. 

It can be seen from Fig. 8 that this structure is analogical from real-time control 
system, and the path planning algorithm is equivalent with control law. 
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UAV
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Figure 8 

The structure of real-time path planning algorithm 

5.2 The Real-time Path Planning Algorithm 

In order to design the real-time path planning algorithm based on the results of 
Section 4, the so called Control Lyapunov Function (CLF) is adopted [23].  

The state variables are selected as DLL/DRR, min(αLL, αRR) and current orientation 
θi, as shown in Fig. 9. For clarity, min(αLL, αRR) is denoted as αL when DLL is 
shorter than DRR, and is denoted as αR when DLL is greater than DRR. 

 

Figure 9 

Schematic diagram of state variables 

The physical meaning of Eq. (11) can be interpreted as the path planning problem 
for a UAV moving in the plane subject to the constraints of velocity and turning 
radius [24]. The state space formula can be presented as follows: 
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 (17) 

where, -1 ≤ u ≤ 1, representing the maneuverability constraints of UAVs, and the 
velocity of UAVs is supposed to be 1. 



X. Z. Gao et al. The Shortest Path Planning for Manoeuvres of UAV 

 – 232 – 

From the result of Dubins, it can be determined that Eq. (18) is satisfied when the 
path of UAV is the shortest one. 

 { 1,0,1}u   (18) 

It has been proven in Ref. [23] that u* is the optimal control law only if u
* can 

make min(αLL, αRR) decrease and min(αLL, αRR)→0 for the case of I-LP. 

Without the loss of generality, the way to design a real-time path planning 
algorithm is demonstrated with the aid of Fig. 9. It also needs to be noted that: 

 ,i f
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According to Eq. (55): 
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The difference of DRR with respect to time can be expressed as follows 
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From the geometry relationship, the following equation can be derived 

cos       sin
R R R R
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 

 
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Substituting Eq. (2222) into Eq. (2121) 

  
   

min

min

1 cos cos sin sin

      1 cos

RR i R i R i

i R i
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Here,-2π<αR-θi≤2π since -π<αR,θi≤π. The range of αR-θi is shown in Fig. 10. For 
the reason that 

  1 0,1,2i   (24) 

So, only if Eq. (25) or Eq. (26) satisfied, the left hand of Eq. (2323) is smaller than 
zero, and DRR→0. 

    cos 0 1 1,2R i iand       (25) 

  cos 0 1 0R i iand       (26) 
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Fig. 10 also shows that, UAV will fly along a straight line and make DRR→0 when 
αR=θi or αR=θi±2π. 

According to this result, Table 2 about the control function can be designed. 

 

Figure 10 

The range of αR-θi 

Table 2 

Value table I of control function 

Distribution 
range 
αR-θi 

Approaching 
value  
αR-θi 

Monotonicity 
αR-θi

 

 

Monotonicity 
θi  

Value  

i  

(-2π, -3π/2] -2π Decreasing Increasing 1 
(-π/2, 0] 0 Increasing Decreasing -1 

0 -- -- -- 0 
(0, π/2] 0 Decreasing Increasing 1 

(3π/2, 2π] 2π Increasing Decreasing -1 
else 

-- -- -- -1 

However, the control function in Table 2 can only guarantee DRR→0. Once 

DRR=0, min(αLL, αRR) will be meaningless, but obviously, the aim has not been 
achieved yet, because θi is not equal to θf at this moment. Here, (θf - θi) can also be 
picked up as a state variable when DRR=0, the goal is (θf - θi)→0 the value table of 
control function  about (θf - θi) can be designed as shown in Table 3. 

Table 3 

Value table II of control function 

Distribution 
range  

(θf - θi) 

Approaching 
value  

(θf - θi) 

Monotonicity  
(θf - θi) 

Monotonicity
 θi 

Value 

i  

 

(-2π, -π/2] -2π Decrease Increase 1 
(-π, 0] 0 Increase Decrease -1 

0 -- -- -- 0 
(0, π] 0 Decrease Increase 1 

(π, 2π] 2π Increase Decrease -1 
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So far, Table 2 and Table 3 show a complete control law for the real-time path 
planning algorithm for UAVs. 

5.3 Implementation Steps 

The real-time path planning algorithm for the manoeuvres of UAVs can be 
summarized as follows with the steps to implement: 

BEGIN 

Step1： 

The current position of UAV is denoted as Pi, and the next two waypoints are 
denoted as Mi and Mi+1. If d(Mi, Mi+1)≥2ρmin, the UAV flies along the path planed 
by Dubins curves set; if d(Mi, Mi+1)<2ρmin, switch to Step2. 

Step2： 

The current position Pi is denoted as (xi, yi, θi) and the next waypoint position Mi is 
denoted as (xf, yf, θf) The θf is calculated by the method in Section 4, then check 
whether min(αLL, αRR) is zero; if yes, switch to Step4; if no, switch to Step3. 

Step3： 

Computing min(αLL, αRR) - θi, and obtaining the value of control function 
according to Table2. Switch to Step2. 

Step4： 

Checking whether (θf - θi) is zero, if yes, switching to Step5；if no, obtaining the 
value of control function according to Table3, switching to Step2. 

Step5： 

Checking whether the task is complete, if yes, switching to Step6; if no, switching 
to Step1. 

Step6： 

END. 

6 Simulation Examples 
In this Section, the performance of the designed real-time path planning algorithm 
is analyzed. For the reason that the distribution of the waypoints has a great 
influence on the performance of the path planning algorithm, the simulation 
examples are carried out with different distributions of waypoints. Two types of 
quadrilateral routes are investigated here; for the other cases, similar discussions 
can be followed. 
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6.1 Case 1 

In this subsection, the case of a quadrilateral route in which the distances of every 
two points are greater than 2ρmin is considered. The velocity of UAV is V = 20m/s, 
the initial orientation is θi = 90o, the time step of path planning algorithm is 1 
second, and the constraint of manoeuvrability is Δθ= 10o/s. The equivalent 
minimal radius is 

 
min

20
114.6

10 /180
V

m
 

  


 (27) 

The coordinates of each waypoint are list in Table 4: 

Table 4 

Distribution of the waypoints in case 1 

waypoints x coordinate(m) y coordinate(m) 
A  0 0 
B  100 500 
C  500 500 
D  200 0 

 

Figure 11 

Compare between two algorithms for case 1 

The comparison between the paths planned by Dubins curves and proposed real-
time algorithm is shown in Fig. 11. Because the distances of every two points are 
greater than 2ρmin in this case, both of methods can find the shortest path to pass 
all of waypoints.  

This result shows that the performance of the proposed real-time algorithm is 
equivalent to the Dubins curves in the case that the distances of every two points 
are greater than 2ρmin. 



X. Z. Gao et al. The Shortest Path Planning for Manoeuvres of UAV 

 – 236 – 

6.2 Case 2 

In this subsection, the case of a quadrilateral route in which some of the distances 
of two points are shorter than 2ρmin is considered. The simulation parameters are 
the same as those in subsection 6.1. 

In this case, the coordinates of each waypoints are listed in Table 5; obviously, the 
distance of waypoint C and D is shorter than 2ρmin, so the manoeuvres of the 
aircraft will be constrained by admissible angles [θfmin, θfmax] when flying along a 
path passing the waypoints of C and D. 

Table 5 

Distribution of the waypoints in case 2 

waypoints x coordinate(m) y coordinate(m) 
A  0 0 
B  100 500 
C  500 500 
D  500 350 

 

Figure12 

Compare between two algorithms for case 2 

It can be seen from Fig. 12 that the UAV cannot fly across waypoint D even by 
the maximal manoeuvrability when the path is planned by Dubins curves, since 
d(C, D)< 2ρmin and Dubins curves cannot deal with the circumstance that the θf is 
not fixed and constrained by admissible angles [θfmin, θfmax]. 

On the contrary, by the proposed algorithm, the UAV takes off from point A, and 
flies across point B, but the UAV flies along the way of RSR type of Dubins 
curves instead of flying toward point C directly, for the reason that d(C, D)< 2ρmin. 

This result shows that the performance of the proposed real-time algorithm is 
better than the Dubins curves in this case. 
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Conclusions 

The discussion about how to find the shortest path for manoeuvres of a UAV is 
present in this paper, and an algorithm that can find the shortest path during 
manoeuvres and improve the ability of the UAV to follow waypoints is described. 

The method to calculate the shortest path for the UAV during manoeuvres is 
firstly derived by the theory of the Dubins curve set. Secondly, in order to improve 
the ability of the UAV to follow the calculated optimum path, a real-time path 
planning algorithm is designed by transforming the constraints of the Dubins 
curve into a dynamic equation. 

To demonstrate the applicability and performance of the proposed path planning 
algorithm, some typical numerical examples are presented. The results show that 
the proposed algorithm is promising for application in the path planning for 
manoeuvres of UAVs. 
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