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Sad, Trg D. Obradovića 4, 21000 Novi Sad, Serbia, email:pap@dmi.uns.ac.rs
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Abstract. There is given an application of pseudo-analysis in the the-
ory of fluid mechanics. First, the monotonicity of the components of the
velocity for the solutions of Euler equations is proven, which allows to obtain
the pseudo-linear superposition principle for Euler equations. This principle
is proven also for the Navier-Stokes equations but with respect to two dif-
ferent pairs of pseudo-operations. It is shown that Stokes equations satisfy
the pseudo-linear superposition principle with respect to a pair of pseudo-
operations which are generated with the same function of one variable.
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1 Introduction

The motion of fluids was mathematically modeled in the period of more than
two hundred years. The ordinary incompressible Newton Fluids are modeled
by the Navier-Stokes equations and the related Euler equations. Some of the
recent investigations are summarized in the two volumes of the Handbook of
Mathematical Fluid Dynamics ([5, 6]).
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We shall prove in this paper an important property of the three basic
equations (Euler, Navier-Stokes, Stokes), the so called pseudo-linear super-
position principle. To achieve this principle in full generality we shall neglect
at this level the problem of the regularity of the solution, which is a very
important part of the investigations in fluid dynamics, see ([1, 2, 3, 24]).

What we are doing, roughly speaking, is that we replace the usual field
of real numbers by a semiring on a real interval [a, b] ⊂ [−∞,∞] ([7, 8,
11, 12, 14]), where the corresponding operations are ⊕ (pseudo-addition)
and ⊙ (pseudo-multiplication). Based on the semiring structure there is
developed in ([12, 13, 14, 15, 18, 19]) the so called pseudo-analysis, in an
analogous way as classical analysis, introducing pseudo-measure, pseudo-
integral, pseudo-convolution, pseudo-Laplace transform, etc.([15, 16, 17, 18,
20, 21, 22]). The advantage of the pseudo-analysis is that the problems
(usually nonlinear) from many different fields (system theory, optimization,
control theory, differential equations, difference equations, etc.) are covered
with one theory, and so with unified methods. The pseudo-analysis is used
for solving nonlinear equations (ODE,PDE, difference equations, etc.), based
on pseudo-linear superposition principle, which means that if u1 and u2 are
solutions of the considered nonlinear equation, then also a1 ⊙ u1 ⊕ a2 ⊙ u2

is a solution for any numbers a1 and a2 from [a, b]. The important fact is
that this approach gives also solutions in a new form, not achieved by other
theories. In some cases it enables for the nonlinear equations to obtain exact
solutions in a similar form as for the linear equations.

After some preliminaries in Section 2, and recalling some basic facts on
the Euler equations in Section 3, we prove in Section 4 the monotonicity of
the velocity for the solutions of the Euler equations. This help us to prove in
Section 5 the pseudo-linear superposition principle for the Euler equations.
This principle is achieved also for the Navier-Stokes with respect to two
different pairs of pseudo-operations. In Section 6 it is shown that Stokes
equations satisfy the pseudo-linear superposition principle but with respect
to a pair of pseudo-operations which are generated with the same function
of one variable.
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2 Preliminary notions

We consider a fluid which occupies a 2-dimensional region, denoted by D, and
we denote by ∂D the boundary of D. We denote by x the spatial coordinate
x = (x, y), with t the time and with u the field of the velocity of each element:
u = u(x, t) = u(u(x, y, t), v(x, y, t)). Moreover we assume that the fluid has
a well-defined mass density, indicated with ρ = ρ(u, t).

We shall use the following notations: grad p = (px, py, pz),

∂x =
∂

∂x
, ∂t =

∂

∂t
,

div u = ∇u = ∂xu + ∂yv, (u∇)· = u∂x · + v∂y · .

The expression

D·

Dt
= ∂t · +(u∇)· (1)

will be called the material derivative, and we have

a =
Du

Dt
= u∂xu + v∂yu + ∂tu = ∂tu + (u∇)u ,

Dρ

Dt
+ ρ div u =

∂ρ

∂t
+ div(ρu) .

We consider two kinds of fluids:

– incompressible fluid if for any subregion W the volume is constant in
t. This implies div u = 0. From continuity equation and ρ > 0 it follows
that the fluid is incompressible if and only if the mass density is constant:
Dρ

Dt
= 0;

– homogeneous fluid if the density ρ is constant in space.

The classical approach ([4]) is based on three assumptions:

1) conservation of the mass :
mass is neither created nor destroyed. The consequence of this principle

is the so-called continuity equation:

∂ρ

∂t
+ div(ρu) = 0.
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2) balance of momentum or Newton’s second law :

ρ
Du

Dt
= − grad p + f ,

where f are the forces.

3) conservation of energy :
energy is neither created nor destroyed.

3 Euler equations

In this paragraph we recall the equations of the motion of an incompressible
fluid in 2-dimensional case. They are based on the Newton’s second law,
mass conservation and condition of incompressibility (Euler equations):

ρ
Du

Dt
= − grad p + f (2)

Dρ

Dt
+ ρ div u = 0

div u = 0

u · n = 0 on ∂D, (3)

where n is the normal to the region D. (3) is the boundary condition.

The unknown functions of the system (2)-(3) are the components u, v

of the velocity: u : IR × IR × IR+ → IR , u = (u(x, t), v(x, t)) and the
pressure p : IR × IR × IR+ → IR. We denote by s the triple of the functions
u(x, t), v(x, t), p(x, t) : s = (u(x, t), v(x, t), p(x, t)).

Without loss of generality we suppose that ρ = 1 and f = 0.

Now we reformulate the equation (2) taking into account the definition
of material derivative (1). We have
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∂tu + (u∇)u + grad p = 0 (4)

div u = 0 (5)

v(x, y = 0, t) = 0 . (6)

As we have seen above, the velocity u depends on the variables x, y, t, in
particular y ∈ [0,∞[; the boundary condition (3) involves only the compo-
nent of the velocity on the axe y, whose unit vector is n.

Now, we project the first (vector) equation (4) on axes x and y:

∂tu + u∂xu + v∂yu + ∂xp = 0 (7)

∂tv + u∂xv + v∂yv + ∂yp = 0 . (8)

We know ([2, 4, 10, 25, 26]) that the Euler equations are particular case
of the Navier-Stokes equations when the viscosity ν of the fluid is zero. The
solution of the Navier-Stokes equations can be well approximated by an Euler
equation, when the viscosity is small, at least away from boundaries.

4 Monotonicity of the components of the ve-

locity

Now we come back to the general discussion of the Euler equations (4)-
(6). With the above notation, from the condition (5), we have for the Euler
equations ∂xu + ∂yv = 0, i.e.,

v = −

∫ y

0

∂xu(x, y′, t) dy′. (9)
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Proposition 4.1 . Let u1 = (u1(x, t), v1(x, t)),u2 = (u2(x, t), v2(x, t)) be
two velocities which satisfy the condition (5). If the function (u2−u1)(x, t) is
either non-increasing or non-decresing with respect to x, then the functions
v1(x, t) and v2(x, t) satisfy either the following condition v1 6 v2 or the
condition v2 > v1, respectively, i.e., either

∂x(u2 − u1) 6 0 ⇒ v1 6 v2

or

∂x(u2 − u1) > 0 ⇒ v1 > v2.

Proof. As the function (u2 − u1)(x, t) is non-increasing with respect to
x, then ∂x(u2 − u1) 6 0. Therefore by the the condition (9) for v we have

∫ y

0

∂x(u2 − u1)(x, y′, t) dy′
6 0,

and then

v2 − v1 = −

∫ y

0

∂xu2(x, y′, t) dy′ −

(

−

∫ y

0

∂xu1(x, y′, t) dy′

)

> 0,

i.e., v2 > v1. ✷

From now on we consider the following sets of functions :

Uni = {(u1, u2) | u1 6 u2 and ∂x(u2 − u1) 6 0}

Und = {(u1, u2) | u1 > u2 and ∂x(u2 − u1) > 0}.

As consequence of Proposition 4.1 we have the following:

Proposition 4.2 If the couple of functions (ui, vi) i = 1, 2 satisfy the con-
dition (9) and ui i = 1, 2 are elements either of the set Uni or the set Und,
then v1 6 v2 and v1 > v2, respectively.

5 Pseudo-linear superposition principle

5.1 Pseudo-analysis

We shall use the approach from ([14, 15, 18]). Let [a, b] be a closed (in some
cases semiclosed) subinterval of [−∞,∞]. We consider here a total order ≤
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on [a, b] (although it can be taken in the general case a partial order). The
operation ⊕ (pseudo-addition) is a function ⊕ : [a, b] × [a, b] → [a, b] which
is commutative, non-decreasing, associative and has a zero element, denoted
by 0. Let [a, b]+ = {x : x ∈ [a, b], x > 0}. The operation ⊙ (pseudo-
multiplication) is a function ⊙ : [a, b] × [a, b] → [a, b] which is commutative,
positively non-decreasing, i.e. x ≤ y implies x ⊙ z ≤ y ⊙ z, z ∈ [a, b]+,

associative and for which there exists a unit element 1 ∈ [a, b], i.e., for each
x ∈ [a, b], 1 ⊙ x = x.

We suppose, further, 0 ⊙ x = 0 and that ⊙ is a distributive pseudo-
multiplication with respect to ⊕, i.e.,

x ⊙ (y ⊕ z) = (x ⊙ y) ⊕ (x ⊙ z).

The structure ([a, b],⊕,⊙) is called a semiring.

We shall use the following important cases (pairs):

α ⊕ β = min(α, β), α ⊙ β = max(α, β),

α ⊕ β = max(α, β), α ⊙ β = min(α, β),

α ⊕ β = min(α, β), α ⊙ β = α + β,

α ⊕ β = max(α, β), α ⊙ β = α + β.

We translate the previous operations pointwise on functions.

We use the following notations:

u1 = (u1(x, t), v1(x, t), t),u2 = (u2(x, t), v2(x, t), t),

si = (ui(x, t), vi(x, t), pi(x, t)), i = 1, 2,

and specially for p1 = p2 = p we take

si,p = (ui(x, t), vi(x, t), p(x, t)), i = 1, 2.

Given two triplets of solutions s1 and s2, we take

min(s1, s2) :=


 min(u1, u2), min(v1, v2), min(p1, p2)


 (10)

and

max(s1, s2) :=


 max(u1, u2), max(v1, v2), max(p1, p2)


. (11)
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5.2 Superposition principle for the Euler equations

In this section prove the pseudo-linear superposition principle for the Euler
equations.

Lemma 5.1 Let si,p = (ui, vi, p), i = 1, 2 be two solutions of (7), (8), (5),
such that both ui, i = 1, 2, are either elements of Uni or elements of Und, i =
1, 2.

Then the function

s1,p ⊕ s2,p = min(s1,p, s2,p),

where min(s1,p, s2,p) is defined by (10), is again solution of (7), (8), (5).

Proof. We consider two solutions si,p = (ui, vi, p), i = 1, 2, of (7), (8), (5) .
First we shall show that s1,p ⊕ s2,p satisfies (4), which is written in the form
of the projection (7) and (8). So we shall prove that s1,p ⊕ s2,p satisfies (7).
Using the notation u1 = (u1, v1) and u2 = (u2, v2), where s1,p = (u1, v1) and
s2,p = (u2, v2) we have

∂t(u1 ⊕ u2) + (u1 ⊕ u2)∂x(u1 ⊕ u2) + (v1 ⊕ v2)∂y(u1 ⊕ u2) + ∂x(p ⊕ p)

= ∂t(min(u1, u2)) + (min(u1, u2))∂x(min(u1, u2))

+(min(v1, v2))∂y(min(u1, u2)) + ∂xp

=







∂tu1 + u1∂xu1 + v1∂yu1 + ∂xp as (u1, u2) ∈ U ni

∂tu2 + u2∂xu2 + v2∂yu2 + ∂xp as (u1, u2) ∈ U nd

= 0 ,

since by Proposition 4.2 we have for i, j ∈ {1, 2} that (u1, u2) ∈ U ni, implies
vi(x, y, t) ≤ vj(x, y, t) , and (u1, u2) ∈ U nd implies vi(x, y, t) ≥ vj(x, y, t).
This means that s1,p ⊕ s2,p satisfies the equation (7).

In an analogous way we shall prove that s1,p ⊕ s2,p is solution of (8).
Namely,
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∂t(v1 ⊕ v2) + (u1 ⊕ u2)∂x(v1 ⊕ v2) + (v1 ⊕ v2)∂y(v1 ⊕ v2) + ∂x(p ⊕ p)

=







∂tv1 + u1∂xv1 + v1∂yv1 + ∂xp as (u1, u2) ∈ U ni

∂tu2 + u2∂xv2 + v2∂yu2 + ∂xp as (u1, u2) ∈ U nd

= 0 .

Now we shall show that s1,p ⊕ s2,p is a solution of the equation (5). In
fact

div (u1 ⊕ u2) = ∂x(min(u1, u2)) + ∂y(min(v1, v2))

=







∂xu1 + ∂yv1 as (u1, u2) ∈ U ni

∂xu2 + ∂yv2 as (u1, u2) ∈ U nd

= 0.

So we have proved that s1,p ⊕ s2,p is solution of the system (7), (8) and (5).
✷

Lemma 5.2 Under the same suppositions as in Lemma 5.1, we have that
the function

s1,p ⊕ s2,p = max(s1,p, s2,p),

defined by (11), is again a solution of the equations (7), (8) and (5).

As an immediate consequence of the previous Lemmas 5.1 and 5.2 we get
the following theorems.

Theorem 5.3 Let si,p = (ui, vi, p), i = 1, 2, be two solutions of (7), (8), (5)
such that (u1, u2) are elements either of Uni or of Und, and a1, a2 two real
numbers. Then the pseudo-linear combination

(a1 ⊙ s1,p) ⊕ (a2 ⊙ s2,p) = min(max(a1, s1,p),max(a2, s2,p))

with ⊕,⊙ given by (10) and (11), respectively, is again a solution of (7), (8)
and (5) .
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Theorem 5.4 Let si,p = (ui, vi, p), i = 1, 2, be two solutions of (7) ,(8) ,
(5) such that (u1, u2) are elements either of Uni or of Und and a1, a2 two real
numbers. Then the pseudo-linear combination

(a1 ⊙ s1,p) ⊕ (a2 ⊙ s2,p) = max(min(a1, s1,p),min(a2, s2,p))

with ⊕,⊙ given by (11) and (10), respectively, is again a solution of (7), (8)
and (5) .

We obtain, with an additional condition, the pseudo-linear superposition
principle for another pair of pseudo-operations.

Theorem 5.5 Let si,p = (ui, vi, p), i = 1, 2, be two solutions of (7), (8) and
(5) such that (u1, u2) are elements either of Uni or of Und. If (ui, vi), i = 1, 2
satisfy the condition

∂yui = ∂yvi i = 1, 2. (12)

then the pseudo-linear combination for two real numbers a1, a2

(a1 ⊙ s1,p) ⊕ (a2 ⊙ s2,p),

where ⊕ is given by (10) and ⊙ is defined by

λ⊙s = λ⊙(u, v, p) = (λ + u, λ + v, λ + p), (13)

is again a solution of (7), (8) and (5).

Proof. First, by Lemma 5.1 min(s1,p, s2,p) is a solution of (7) and (8).
Now, it is easy to see that the trivial solution given by three constants

λi, i = 1, 2, 3: sc = (λ1, λ2, λ3) is again a solution of (7),(8) and (5). We shall
prove that for any real number λ , λ⊙s is a solution of (7). In fact,

∂t(λ + u) + (λ + u) ∂x(λ + u) + (λ + v) ∂y(λ + u) + ∂x(λ + p)

= ∂tu + (λ + u)∂xu + (λ + v)∂yu + ∂xp

= ∂tu + u∂xu + v∂yu + ∂xp + λ(∂xu + ∂yu)

= λ(∂xu + ∂yu) = 0,

where we have used the condition (12), which with (5) for u, i.e., ∂xu+∂yv =
0, implies

∂xu + ∂yu = 0.
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So, we have proved that λ⊙s is a solution of (7). In a analogous way we
prove that it satisfies (8) and (5). ✷

In an analogous way we obtain the following theorem.

Theorem 5.6 Let si,p = (ui, vi, p), i = 1, 2, be two solutions of (7), (8) and
(5) such that (u1, u2) are elements either of Uni or of Und. If (ui, vi), i = 1, 2
satisfy the condition (12), then the pseudo-linear combination for two real
numbers a1, a2

(a1 ⊙ s1,p) ⊕ (a2 ⊙ s2,p),

where ⊕ is given by (11) and ⊙ is defined by (13) is again a solution of (7),
(8) and (5). ✷

5.3 Superposition principle for Navier-Stokes equations

In this section we prove the pseudo-linear superposition principle to Navier-
Stokes equations. We consider an incompressible homogeneous viscous flow:
that means that div u = 0, for the density ρ = 1, ν is the coefficient of
viscosity, for the forces f = 0. The equations of motion of this flow are the
Navier-Stokes equations:

ρ
Du

Dt
= − grad p − ν∆u (14)

div u = 0

u = 0 on ∂D,

where ∆u is the Laplacian of the velocity u, defined in this way:

∆u = (∂xx + ∂yy)u = (∂xxu + ∂yyv),

as u(x, t) = (u(x, y, t), v(x, y, t)).
We consider two-dimensional incompressible flow in the upper half plane

y > 0; so the projections of the Navier-Stokes equations (14) on axes x and
y are the following:
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∂tu + u∂xu + v∂yu + ∂xp + ν(∂xxu + ∂yyu) = 0 (15)

∂tv + u∂xv + v∂yv + ∂yp + ν(∂xxv + ∂yyv) = 0 (16)

∂xu + ∂yv = 0 (17)

u = v = 0 on ∂D. (18)

In analogous way as in section 5.2 of the Euler equations, we obtain the
following theorems.

Theorem 5.7 Let si,p = (ui, vi, p), i = 1, 2, be two solutions of (15) - (18)
and a1, a2 two real numbers, such that (u1, u2) are elements either of Uni or
of Und. Then the pseudo-linear combination

(a1 ⊙ s1,p) ⊕ (a2 ⊙ s2,p) = min(max(a1, s1,p),max(a2, s2,p))

with ⊕,⊙ given by (10) and (11), respectively, is again a solution of (15)
- (18). ✷

Theorem 5.8 Let si,p = (ui, vi, p), i = 1, 2, be two solutions of (15) - (18)
and a1, a2 two real numbers, such that (u1, u2) are elements either of Uni or
of Und. Then the pseudo-linear combination

(a1 ⊙ s1,p) ⊕ (a2 ⊙ s2,p) = max(min(a1, s1,p),min(a2, s2,p))

with ⊕,⊙ given by (10) and (11), respectively, is again a solution of (15)
- (18). ✷

Theorem 5.9 Let si,p = (ui, vi, p), i = 1, 2, be two solutions of (15) - (18)
such that (u1, u2) are elements either of Uni or of Und. which satisfy the
condition (12). Then the pseudo-linear combination for two real numbers
a1, a2

(a1 ⊙ s1,p) ⊕ (a2 ⊙ s2,p),

where ⊕ and ⊙ are given by (10) and (13), respectively, is again a solution
of (15) - (18). ✷
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Theorem 5.10 Let si,p = (ui, vi, p), i = 1, 2, be two solutions of (15) - (18)
such that (u1, u2) are elements either of Uni or of Und. If the solutions satisfy
the conditions (12) , then the pseudo-linear combination for two real numbers
a1, a2

(a1 ⊙ s1,p) ⊕ (a2 ⊙ s2,p),

where ⊕ and ⊙ are given by (11) and (13), respectively, is again a solution
of (15) - (18). ✷

6 Superposition principle for Stokes equations

We know ([2]) that the Stokes equations are approximate equations for in-
compressible flow:

∂tu + grad p + ν∆u = 0

div u = 0.

The projections on axes x and y of the equations above are:

∂tu + ∂xp + ν(∂xxu + ∂yyu) = 0 (19)

∂tv + ∂yp + ν(∂xxv + ∂yyv) = 0. (20)

∂xu + ∂yv = 0. (21)

In this section we prove the pseudo-linear superposition principle for
Stokes equations: we shall consider the application to solutions of (19)-(21),
which depend only of time t.

Theorem 6.1 Let si(t) = (ui(t), vi(t), pi(t)), i = 1, 2 be solutions of (19)-
(21). Then the pseudo-linear combination for two real numbers a1, a2

(a1 ⊙ s1) ⊕ (a2 ⊙ s2),
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where ⊕ and ⊙ are given with generator g defined by

g(a) = e− c a, c > 0, and then g−1(b) = −
1

c
log b,

s1 ⊕ s2 = (g−1(g(u1) + g(u2)), g
−1(g(v1) + (g(v2)), g

−1(g(p1) + g(p2))),

and

a ⊙ s = (g−1(g(a) · g(u)), g−1(g(a) · g(v)), (g−1(g(a) · g(p)))

= (a + u, a + v, a + p)

is again solution of (19)-(21).

Proof. Let si(t) = (ui(t), vi(t), pi(t)) be solutions of the equation (19)-
(21).

First we shall prove that (u1 ⊕ u2, p1 ⊕ p2) is solution of (19), i.e.,

∂t(u1 ⊕ u2) + ∂x(p1 ⊕ p2) + ν(∂xx(u1 ⊕ u2) + ∂yy(u1 ⊕ u2)) = 0. (22)

Put

U = e−cu1 + e−cu2 , P = e−cp1 + e−cp2 , (23)

we have

∂t(u1 ⊕ u2) =
∂tu1e

−cu1

U
+

∂tu2e
−cu2

U
, ∂x(p1 ⊕ p2) =

∂xp1e
−cp1

P
+

∂xp2e
−cp2

P
;(24)

moreover
∂xx(u1 ⊕ u2)

=
1

U2



∂xxu1e
−cu1U + ∂xxu2e

−cu2U − c(∂xu1 − ∂xu2)
2e−c(u1+u2)



, (25)

∂yy(u1 ⊕ u2)

=
1

U2



∂yyu1e
−cu1U + ∂yyu2e

−cu2U − c(∂yu1 − ∂yu2)
2e−c(u1+u2)



. (26)

Therefore, the left side of the equation (22) is the following:

∂tu1e
−cu1

U
+

∂tu2e
−cu2

U
+

∂xp1e
−cp1

P
+

∂xp2e
−cp2

P
+ (27)
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ν

U2



∂xxu1e
−cu1U + ∂xxu2e

−cu2U − c(∂xu1 − ∂xu2)
2e−c(u1+u2)



+

ν

U2



∂yyu1e
−cu1U + ∂yyu2e

−cu2U − c(∂yu1 − ∂yu2)
2e−c(u1+u2)



.

Moreover, in (27) we sum the terms which contain the function u1 and its
derivatives:

∂tu1e
−cu1

U
+

∂xp1e
−cp1

P
+ ν





1

U2
(∂xxu1 + ∂yyu1) e−cu1U



, (28)

the same for the function u2

∂tu2e
−cu2

U
+

∂xp2e
−cp2

P
+ ν





1

U2
(∂xxu2 + ∂yyu2) e−cu2U



. (29)

Setting: Eij = e−c(ui+pj), i, j = 1, 2, we have e−cu1P = E11 + E12, e−cp1U =
E11 + E21 (E12 6= E21) and then (28) =

1

U P



∂tu1e
−cu1P + ∂xp1e

−cp1U + νP
(

(∂xxu1 + ∂yyu1) e−cu1

)



, (30)

from which

(30) =
1

U P



 (∂tu1 + p1x + ν (∂xxu1 + ∂yyu1)) E11



 +

1

U P



 (∂tu1 + ν (∂xxu1 + ∂yyu1)) E12 + ∂xp1E21



; (31)

similarly (29) =

1

U P



∂tu2e
−cu2P + ∂xp2e

−cp2U + νP
(

(∂xxu2 + ∂yyu2) e−cu2

)



 (32)

from which

(32) =
1

U P



 (∂tu2 + ∂xp2 + ν (∂xxu2 + ∂yyu2)) E22



 +

1

U P



 (∂tu2 + ν (∂xxu2 + ∂yyu2)) E21 + ∂xp2E12



 . (33)
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First, in (31) and (33) the coefficients of E11 and E22 are zero as u1 and u2

are solutions of (19). Now we sum the other terms :

(31) + (33) =
1

U P



 (∂tu1 + ν (∂xxu1 + ∂yyu1)) E12 + ∂xp1E21



+

1

U P



 (∂tu2 + ν (∂xxu2 + ∂yyu2)) E21 + ∂xp2E12



. (34)

As ui, i = 1, 2 are solutions of (19), we get

(34) =
1

U P



 − ∂xp1E12 + ∂xp1E21 − ∂xp2E21 + ∂xp2E12



 =

1

U P



∂x(p1 − p2)(E21 − E12)


 = 0,

since by the supposition the functions pi depends only on time, ∂x(p1−p2) =
∂xp1 − ∂xp2 = 0. In (27) it remains:

ν

U2



 − c(∂xu1 − ∂xu2)
2e−c(u1+u2) − c(∂yu1 − ∂yu2)

2e−c(u1+u2)


 =

−cν

U2



(∂xu1 − ∂xu2)
2 + (∂yu1 − ∂yu2)

2


e−c(u1+u2) = 0,

since by the supposition the functions ui depends only on time, ∂x(u1−u2) =
∂xu1 − ∂xu2 = 0. So, we have shown that (u1 ⊕ u2, p1 ⊕ p2) is a solution of
the equation (19).

Changing ui with vi, i = 1, 2 in the previous proof we can prove that
(v1 ⊕ v2, p1 ⊕ p2) is solution of the equation (20), and then s1 ⊕ s2 is a
solution of (19).

Now we shall prove that u1 ⊕ u2 is a solution of the equation (21). In
fact, from (23) and (24), we get

div(u1 ⊕ u2) = ∂x(u1 ⊕ u2) + ∂y(v1 ⊕ v2) =

∂xu1e
−cu1

U
+

∂xu2e
−cu2

U
+

∂yv1e
−cu1

U
+

∂yv2e
−cu2

U
= 0.

As regards the product ⊙, we note that ∂x(a + u) = ∂xu, and so on, so also
a ⊙ u is solution of (19) and (21). ✷
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7 Conclusion

In this paper it was proven the pseudo-linear superposition principle for the
Euler, Navier-Stokes and Stokes equations. In order to achieve this principle
for the first two equations we used the monotonicity of the velocity.

The obtained results will serve in the future for different applications,
e.g., [23], and as a base for the construction of the general weak solutions as
in [8, 11, 14, 17], which are in a wider class than previously considered class
of monotone functions, and allow movement also in harder structures than
fluid, see [9].
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1 Introduction 

Model-Driven Engineering (MDE) is becoming the dominant software 
engineering paradigm to specify, develop and maintain software systems, mainly 
because it can raise the level of abstraction and automation in software 
construction [1]. Some findings on experiences from using model-based 
development in industry from the EA-MDE project indicate that 83% of our 
questionnaire respondents think that MDE improved productivity and 
maintainability [2]. The use of MDE has the following consequences for a 
software development process [3]: 1) More time can be devoted to analyzing the 
business; 2) The time needed to perform coding tasks is reduced; 3) Productivity is 
improved as the time necessary for coding is reduced. 

Software-as-a-Service (SaaS) is a software delivery on-demand model in which 
software and its associated data are hosted centrally in the cloud. According to 
International Data Corporation's (IDC) latest market report, SaaS will grow at a 
26.4 percent compound annual growth rate (CAGR) through 2015[4]. As SaaS of 
the cloud infrastructures is the future tendency of the IT industry, it is urgent to 
research on the generation approach of SaaS applications. A recent survey of 
organizations with experience using cloud applications and platforms reveals that 
the most urgent need is how to tightly integrate it with other applications and how 
to convert the legacy systems into SaaS applications [5]. 

Therefore, it is natural that we wonder how both paradigms, MDE and SaaS, can 
be integrated and benefit from each other. Bruneliere et al. discuss two different 
collaboration scenarios between MDE and SaaS [6]: 1) MDE for the cloud refers 
to the use of MDE techniques to facilitate and (semi)automate the development of 
SaaS applications. 2) MDE in the cloud involves using cloud infrastructure to 
enable MDE in new and novel ways, corresponding to on-demand Modeling as a 
Service (MaaS) initiative. Similar to SaaS, MaaS would allow the deployment and 
on-demand execution of modeling and model-driven services over the Internet. In 
accordance with scenario 1, we aim to identify opportunities for using MDE to 
support the development of cloud-based SaaS multi-tenant applications. Therefore, 
this paper proposes a transparent SaaS multi-tenant data middleware, which is 
fully integrated with template-based model transformation approach and model 
synchronization based on model evolution of MDE paradigms for the 
development of SaaS multi-tenant applications. 

The rest of the paper is organized as follows. Section 2 discusses the background 
and related work. In Section 3, an extensible business component model (xBC) is 
presented to describe SaaS multi-tenant business and database to the fullest. The 
architecture of multi-tenant data middleware and xBC is discussed in detail. In 
Section 4, a template-based model transformation approach that supports model 
synchronization is presented to generate the SaaS application. Conclusions are 
provided in the last Section. 
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2 Related Works 

The major problem of SaaS modeling lies in the customization of the data and 
business. 

2.1 Multi-tenant Data Model 

An important requirement for SaaS applications is the support of multiple tenants 
[7]. Data architecture is an area in which the optimal degree of isolation for a SaaS 
application can vary significantly depending on technical and business 
considerations. An overview of approaches for data management in a multi-tenant 
deployment can be found in [8] and [9]. The paper categorizes existing approaches 
of shared applications and briefly explains them in Figure 1, each of which lies at 
a different location in the continuum between isolation and sharing. 1) Separate 

schema with shared application involves housing multiple tenants in the same 
database, with each tenant having its own set of tables, which are grouped into a 
schema created specifically for the tenant. Unfortunately, this approach tends to 
lead to higher costs for maintaining equipment, backing up tenant data and 
restoring data in the event of a failure. The number of tenants that can be housed 
on a given database server is limited by the number of schemas that the server can 
support. 2) Shared schema with shared application involves using the same 
database and the same set of tables to host multiple tenants' data. A given table can 
include records from multiple tenants stored in any order; a Tenant ID column 
associates every record with the appropriate tenant. The shared schema approach 
has the lowest hardware and backup costs. However, this approach may incur 
additional development effort in the area of security, to ensure that tenants can 
never access other tenants' data. Compared with the two approaches, we lead to 
improvements in the relational database, and propose multi-tenant data 
middleware. 

tenant tenant tenant

application

database

tenant tenant tenant

application

c 1) Separate Schema c 2) Shared Schema

schema1 schema2 schema1

 

Figure 1 

The common SaaS multi-tenant data models 
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2.2 SaaS Application Modeling 

Several researchers have proposed using variability modeling techniques from 
software product line engineering in the context of service-based systems. Chang 
et al. address the problem that the variability of business processes and services is 
not explicitly modeled, which hinders implementing adaptive service-based 
systems [10]. They extend the XML schemas of service description languages in 
order to cater for variability. Liu et al. propose a new modeling method for 
constructing SaaS Service using extended Web Services Conversation Language 
(WSCL) [11]. Wang et al. propose a service community model based on 
eXtensible Markup Language (XML) for a bilateral SaaS mode which is 
abstracted from a real project of the nationwide service network for sharing 
science and technology information [12]. Although these approaches propose 
explicitly documenting variability, they do not cater for the specific problems 
faced in the SaaS context (e.g., multi-tenancy). Motivated by these problems, the 
extensible business component model (xBC), based on the extension of the 
Unified Modeling Language (UML) profiles, is abstracted from SaaS applications 
to describe the multi-tenant business to the utmost. 

2.3 Model Transformation Approach in Support of Model 

Synchronization 

Model transformations are essential in the process of MDE [13]. The development 
of a software system is an iterative process with frequent modifications to the 
involved models according to the user requirements [14]. As a consequence, an 
effective and simple model transformation methodology that supports model 
synchronization is needed urgently. However, most of the current model 
transformation approaches have some limits, such as fully incremental support for 
model synchronization. Additionally, the behavior of the SaaS application cannot 
be modeled in detail, in which case it is easier to write source code manually. This 
means that the mixture often leads to a wide range of inconsistencies [15]. 
Therefore, this information should be kept during the model transformation, and 
several possibilities exist to develop model transformations for the sake of model 
synchronization. An overview of model transformation and synchronization 
systems can be found in [16]. As outlined in the introduction, MDE requires a 
bidirectional solution which preserves model contents when synchronizing as 
much as possible. However, many available model transformation approaches 
only support classical one-way batch-oriented transformations [17]. This basic 
feature updating existing target models based on changes in the source models is 
also referred to as change propagation in the Query/View/Transformation (QVT) 
final adopted specification [17]. The QVT implementation [18] is only 
unidirectional but partly incremental. Other existing TGG-based approaches also 
do not provide a comparable automatic and computational incremental solution 
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(for a detailed discussion see [19] and [20]). Compared to these approaches, our 
approach of model transformation that supports model synchronization is based on 
model evolution. This approach of model synchronization will only take the 
storage space of model repositories rather than  extra space. Only the models with 
changed version number need a subsequent model transformation. This method is 
named source incrementality, which is simple and useful for working with large 
scale source models. In this way, model synchronization is a special and partial 
model transformation. This is a good way to minimize the amount of source that 
needs to be reexamined by a transformation when the source is changed. 

3 Extensible Business Component Model in Support 
of Multi-Tenancy 

The important features of SaaS applications are multi-tenant data and business 
customization. 

Net I/O

Net I/O

tenant1 tenant2 tenantn

Application

Abstract Data Model
(JDBC Proxy)

pre(TenantID)∪ Mapping(tenantID(userID), sql)∪ post(TenantID)

SQL Request Router

Data Middleware

<userID, sql>

HTTP Request

Master Slave1 Slave2

write read read

replicationreplication

Data Cloud Node

NoSQL Mirror
write

read

Multi-tenant Mapping

< tenantID(userID), sql>

Interceptor and parser

 

Figure 2 

Multi-tenant Data Middleware 
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3.1 A Transparent Multi-Tenant Data Model 

In this section, we propose a data middleware to customize the multi-tenant 
database. The architecture of data middleware shown in Figure 2 is comprised of 
the Abstract Data Model, the JDBC Interceptor and parser, the SQL Request 
Router and the Data Cloud Node. 

3.1.1 Abstract Data Model 

The Abstract Data Model acts as database JDBC proxy without the storage of 
any data for the sake of smooth transition. It is transparent to the application, 
owning the same set of tables and views as the physical database. Therefore, the 
application can connect to the abstract data model without any modification. All 
the application lifecycle management procedures (upgrade or patch) may remain 
as they are. The abstract data model provides the logical data isolation for the 
tenants with higher demand on security. 

3.1.2 The JDBC Interceptor and Parser 

The JDBC Interceptor and parser is used to intercept the SQL and formulate 
the new SQL to the Abstract Data Model. The new SQL is transformed from the 
original SQL and tenant information. The interceptor process is denoted as 
sql(u)  pre(TenantID)∪Mapping(tenantID(userID), sql)∪post(TenantID), 

where pre(TenantID) is the pre personalized operation, post(TenantID) means the 
post personalized operation, and Mapping is the transformation function. The 
current tenant account is added to the Request Session with some minor 
modifications. 

3.1.3 The SQL Request Router 

The SQL Request Router sends the SQL request to different nodes of data cloud 
on average. One of the more powerful features is the ability to do "Read/Write 
Splitting". The read request is assigned to the slave node, while the write request 
is assigned to the master node. Database replication enables data from the master 
to be replicated to one or more slaves. 

Replication is based on the master server keeping track of all changes to its 
databases (change of structure, updates, deletes, and so on) in its binary log. The 
binary log serves as a written record of all events that modify the database 
structure or content (data) from the moment the server is started. Typically, 
SELECT statements are not recorded because they modify neither the database 
structure nor content. The binary log is the collection of SQL statements after the 
dump operation. 
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3.2 Tenant Expression 

Expression is a dynamic value, which is substituted when running. Common types 
of expressions are constants, session variables, the return value of static function 
and the requested variables. The tenant expression is also provided to obtain the 
current tenant information from the context of Web request. The syntax of tenant 
expression is shown in Table 1, which is used in extensible business component 
models to describe the personalized business. 

Table 1 
Tenant expression 

Name Definition 

$T{tenant.tenantID} ID of current tenant 
$T{tenant.userID} ID of current user 

$T{tenant.loginName} Login name of current tenant 

3.3 Extensible Business Component Model-supported Multi-

Tenancy 

A model is a 2-tuple: model:=(name, attributes), where attributes is a set of 
properties of this model, denoted as attributes={x|x Attribute}. The property of a 
model is defined as Attribute :=(name, type, default), which includes a lifetime 
identifier, its type and the default value. We use m(s)/f to denote a model m of the 
system s in the formalism f. The formalism of a model is usually called a 
metamodel. The instance of a model is called an object. Meta(o,m)=true means 
that model o is the instance of metamodel m. 

Extensible business component model (xBC) is proposed to describe the SaaS 
business to the greatest extent. The metamodel of xBC is divided into three 
different layers, shown in Figure 3: business process, business object and business 
presentation. A separation of design concerns into distinct model layers has 
several advantages, such as ease of maintenance, orientation to the viewpoint, and 
the ability to select specialized tools and techniques for specific concerns. 

3.3.1 The Business Process Model 

The business process model describes the basic business logic of an SaaS 
application, including create, read, update and delete (CRUD) business, 
compound CRUD business and user defined special business. Generally, clicking 
the button or hyperlink of SaaS applications in the user interface triggers the 
specific business process. The input of the SaaS application is often a user's form. 
The submission of a Web form is always triggered by a button [21]. The derived 
models of business process contain database-related manipulation, Uniform 
Resource Locator (URL), code blocks and so on. Database-related manipulation is 
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a direct operation of the database, such as Structured Query Language (SQL) 
statements and stored procedure; URL means a navigation of a Web page, such as 
an HTML page and JSP. Not all the business behavior can be represented in 
models. Some business processes are easy to describe by the source codes. 
Therefore, we propose a novel derived code model named CodeBlock which uses 
dependency injection [22] and method interception [22] techniques to embed 
source codes into models. 

Business logic BP is defined as the instance of metamodel BusinessProcessLogic, 
satisfying Meta(BP, BusinessProcessLogic)=true. BP is denoted as BP := ((name, 
String, ""), {(parameters, String[0..*], null), (returntype, String, "")}). 

 

Figure 3 
Metamodel of Extensible Business Component Model (xBC) 

3.3.2 The Business Object Model 

The business object model describes the organization of the business concepts 
managed by the SaaS application, which include MObject, MAttribute, MAButton, 
Reference, and so on. In order to refine the details of business objects, it is divided 
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into business object model MObject and the attribute model of the business object 
MAttribute. In the context of SaaS modeling, MObject defines the name, the 
description of a business object, table mappings (i.e. corresponding to the table of 
the relational database), and the query condition (i.e. the value range of business 
data represented by the instance of MObject). MAttribute describes the property of 
the business object, including the name, description, column (i.e. corresponding to 
the key of the table of the relational database), and so on. The most important 
property of MAttribute is the reference and storage way. Reference is made up of 
reference type and reference value. Reference type can be further broken into 
primitive data type and special reference type. Primitive data type is the data type 
identified by the system, such as string, integer, Universally Unique Identifiers 
(UUID) and stringdate. While the value of special reference type can be button 
(user-defined button), or enum (enumerated data type). These references require 
reference value, which is additional information for the reference type. Reference 
value is a series of concrete enumerated values or a list of data for the data type 
enum, and reference value is the name of the business process model for the data 
type button. The derived model MAButton is the bridge between the business 
process model and the business object model, which represents a special 
MAttribute. The property storageway of MAttribute presents the data storing, 
whether in sparse table so as to solve the SaaS "null schema" problem. 

Business object is defined as 2-tuple, which is the instance of business object 
model. It is denoted as BO :=(mobject, mattributes), where mobject is an instance 
of MObject, and mattributes is a set of instances of MAttributes. 

3.3.3 The Business Presentation Model 

The business presentation models contain the details of the graphic appearance of 
SaaS applications. It is composed of MFrame, MCard, MElement and MVButton. 
MFrame is the entrance to present business data for users. The instance of 
MFrame is related only to a main MCard and some other detail MCards. Users 
navigate the business data represented with MFrame after clicking the link of the 
system menu. The property where of MFrame means the value range of business 
data in the Web User Interface (UI). MCard is the thinning of MFrame for the 
sake of the maintenance of a business object. The instance of MCard is related to 
several MElements. The business of MCard is often the CRUD and other 
compound database business. MElement is the smallest unit of business 
presentation models, which may be the presentation of the business data. The 
important property of MElement is isVisibleUpdate, isVisibleView and 
isQueryCondition. When isVisibleUpdate is true, the MElement is a storage 
element. And the business data represented by MElement can be modified in the 
maintenance interface; when isVisibleView is true, the MElement is a presentation 
element. The business data represented by MElement can be only displayed in the 
Web UI; when isQueryCondition is true, it is as a query condition in the query 
area. These are known as storage MElement, presentation MElement and query 
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MElement, respectively. User-defined button MVButton is also a kind of 
MElement, and its specific business is defined in the property referenceValue of 
related MAButton. In order to support tenant customization, the property 
tenantList of MElement means the tenant list which allows the displaying of this 
element. Only the tenancy in the list can see the impression of MElement. 

The business presentation object is defined as 2-tuple, which is the instance of 
business presentation model. It is denoted as VO :=(mcard, melements), where 
Meta(mcard, MCard)=true, and melements is a set of instances of MElement. The 
Web UI object is denoted as UI :=(mframe, vos), where mframe is the instance of 
MFrame and vos is a set of VOs. 

The business presentation object is used to define the graphic UI of the business 
data represented by the business object model. Therefore, several basic properties 
of MCard and MElement of VOs are generated from the properties of MObject and 
MAtttibute of BOs, denoted as m1(s)/BOm2(s)/VO，where BO xBC，VO  

xBC. This generation is an assistant tool for modeling the details of the business 
presentation models, which are described in binary relation. As mentioned before, 
a binary relation that is specified by using a set comprehension predicate P, e.g., in 
R = {<a, b>)|P(a, b)}. The values of the properties of VOs are generated from 
MOs according to the transformation rule r1 and r2, shown in Figure 4, which is 
further defined in the first-order predicate logic of binary relation. The rule r1 
generates MCards, while the rule r2 generates MElements. The assistant tool 
executes the mapping rules in order implicitly. 

 

dom r1={bo|boBO}, where BO  xBC 

ran r1={vo|voVO}, where VO  xBC 
r1={< bo, vo >)|  

(∀bo∈BO∧∃ vo∈VO∧vo.mcard.attributes.name="C_"+bo.mobject.attributes.name ∧ 
vo.mcard.attributes.description=bo.mobject.attributes.description)} 
 

dom r2={ma|mabo.mattributes}, where boBO, BO  xBC 

ran r2={e|evo.melements}, where voVO, VO  xBC 

r2={<ma, e>)| (∀ma∈BO bo.MA∧boBO∧∃ e∈vo.elements∧voVO 

e.attributes.name="E_"+ma.attributes.name∧e.attributes.tips=ma.attributes.description ∧ 

e.attributes.length=ma.attributes.length∧e.attributes.defaultValue=ma.attributes.defaultValue∧ 

(∀ma.attributes.referenceType=button∧∃ evo.elements∧e.attributes.defaultValue=’’ 
e.attributes.isQueryCondition=false∧e.attributes.format=’’)∧ 

(∀ma.attributes.referenceType=integer∧∃ 

evo.elements∧e.attributes.defaultValue=0∧e.attributes.format=’^-?\d+$’)∧ 

(∀ma.attributes.referenceType=string∧∃ evo.elements∧e.attributes.defaultValue=’’)∧ 

(∀ma.attributes.referenceType=stringdate∧∃ 

evo.elements∧e.attributes.defaultValue=’’∧e.attributes.format =’yyyyMMdd’))} 

Figure 4 
Model transformation rule from business object model to business presentation model 
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3.4 Version Control in Extensible Business Component Model 

As mentioned, models are the primary artifact of the software development 
process in MDE. These models are typically developed by distributed 
environments consisting of teams at different organizations and locations. These 
teams usually build multiple overlapping models which represent different aspects 
of the same systems. In addition, models undergo a complex evolution during their 
life cycles. As a consequence, one of the techniques used to support model 
management activities is the version control of models. However, present-day 
MDE tools offer only limited support for the version control of models. 
Traditional version control systems are based on the copy-modify-merge approach 
[23], which is not fully exploited in MDE since current implementations lack 
model-orientation. 

In contrast, we use Java Content Repository (JCR) [24] as the storage of models. 
A content repository, shown in Figure 5, consists of one or more workspaces, each 
of which contains a tree of items. An item is either a node or a property. Each 
node may have zero or more child nodes and zero or more child properties. There 
is a single root node per workspace which has no parent. All other nodes have one 
parent. The model may be considered as a node, and the property of the model 
may be considered as a property. The JCR 2.1 (JSR-333) [24] specification 
provides simple and independent versioning or full versioning of a node in the 
repository. A versioning repository has, in addition to one or more workspaces, a 
special version storage area. A new version is added to the version history of a 
versionable node when one of its workspace instances is checked-in. The model 
stored in the repository can be restored to a previous version, which is useful when 
developers have made some fatal mistake in modeling the system. There are two 
basic operations of nodes. To create a new version of a versionable node, the 
application calls checkin. In order to alter a versionable node, the node must be 
checked out. There are some open source tools fully conforming to the 
implementation of the JCR specification, such as Jackrabbit and ModeShape1. 

node

property

A

B C

[root]

a b

version storage

check in

check out

 

Figure 5 

Java Content Repository 

                                                           
1  Apache Jackrabbit and ModeShape are a JCR implementation that provides access to 

content stored in many different kinds of systems, which can be downloaded from 
http://jackrabbit.apache.org and http://www.jboss.org/modeshape respectively. 
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4 Template-based Model Transformation in Support 
of Model Synchronization 

4.1 Template Engine 

4.1.1 Template Data Model 

The basic structure of template data model is a tree shown in Figure 6. The root 
node is the Web UI object. All the data models of SaaS applications save in the 
model repository. 

…

ui:UI

vo:VO vo:VO

pagesize where…

e:MElement … e:MElement

isMainView …

mframe:MFrame

name type mcard:MCard

name type

isVisibleView isVisibleUpdate……

name type

isSameView

attributes

attributes attributes

tenantList  

Figure 6 
Template data model of xBC 

4.1.2 Syntax and Semantics of Template 

A template is a series of template statements. The set of transformation rules from 
xBC to codes is denoted as F=∑templatei. The model transformation rule of the 
textual template evolution is based on all the template statements. 

A template statement is defined as 4-tuple: TemplateStatement:=<Text, 
Interpolation, Tag, Comment>. The text is static text and it will keep constant 
after model transformation; the interpolation is used to insert the value of the 
expression converted to text, which is the dynamic content of templates. The 
format of interpolations is ${expression}; the tag introduces some evolution 
mechanism to satisfy the requirements for the specific application field, such as 
macro, iteration, condition and function statements. Also the tag can execute some 
directives. In fact there are two types of directives: predefined directives and user-
defined directives. User-defined directives are extensions of directives. Some 
directives have been implemented, such as Macro, Conditional directives, List 
directives and Function; the comment will be ignored and not be written to the 
output. 
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4.1.3 Template Component 

The main ideas of the template reuse are to divide the templates into parts of the 
components, and each component can generate the relatively independent target 
framework. Therefore, a pluggable template called plugin, which is a series of 
templates, generates code based on some open source libraries (Such as SQL, 
Spring, Hibernate, MyBatis, Struts, JSF, Web Service, etc.). 

4.2 Model Transformation from Extensible Business 

Component Models to Codes 

Aiming to obtain software corresponding to this business system, we can use the 
architecture composed of Business Component (BC) and Business Process (BP). 
The system is an integration of composition with many business processes, one of 
which is connected with a series of business actions. All the BCs and BPs in the 
runnable system can be generated from the templated-base model transformation 
approach. 

From the viewpoint of model transformation, the model mapping from xBCs to 
codes is denoted as m1(s)/xBC m2(s)/Code shown in Figure 7. From the 
viewpoint of function, the model mapping is denoted as codes=models+textual 
template. 

mt(BO ->table/view)/textual template evolution

MObject MAttribute

MCard MElement

business
object

business
presentation

read

Metamodel of xBC textual template 

conform

corresponding

m(s)/BO
BusinessProcess

business
process

write

refer

read

read

table/view

JSP
codes

Business
codes

write

write

table/view

mt(BO ->JSP)/textual template evolution
JSP codesm(s)/VO

mt(BP ->business codes)/textual template evolution

business codesm(s)/BP

static text

interpolation

tag

comment

textual template evolution

conform

 

Figure 7 

Transformation process between xBCs and codes 
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4.3 Model Synchronization Based on Model Evolution 

Source models involved in model synchronization may face with the 
modifications shown in Table 2. The modifications in the three circumstances are 
identified based on the version number. All the version numbers of models 
involved in model synchronization are recorded. In the next model 
synchronization, the version of involved models is needed to compare with the last 
recorded version. If the model is not in the last recorded models, it is addition; if 
the new version is greater than the past and it is not a new model, it indicates that 
the model is updated after the last model synchronization; if one of the last 
recorded models is not involved in the next model synchronization, it indicates 
that the source model has been deleted. The model synchronization algorithm 
PSM2CodeSync from xBC to Web JSP codes is shown in Figure 8. 

Table 2 

Classification of modifications 

Name Definition 

add Source model is added 
delete Source model is deleted 

update 
The property of source model is 

changed 

 
Function PSM2CodeSync 
Input: ui:UI 
Output: codes 
// justify whether need code generation 
if(isNewModel(ui)){ 

PSM2Code(ui); 
}elseif (isDeletedOperation(ui)){ 

deleteGeneratedCodes(ui); 
}else if(modelDetection(ui)){ 

 PSM2Code(ui); 
} 
 
Function PSM2Code 
Input: mframe:MFrame 
Output: codes 
generateCode("query", ui);  
generateCode("insert", ui);  
generateCode("update", ui); 
generateCode("detail", ui);  
recordCurrentVersion (ui);//record the last version of models 
 
Function generateCode  
Input: templateName, ui:UI 
Output: codes 
helper.processText(); 
helper.processInterpolation(); 
helper.processTag(); 
helper.processComment();//textual template evolution 
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Function modelDetection 
Input: ui: UI 
Output: true or false 
if(versionChange(ui.mframe)) return true; 
for each VO vo in ui.vos { 
  if(versionChange(vo.mcard)) return true;   
if(versionChange(mcard.mobject)) return true; 

  for each MElement melement in vo.melements { 
if(versionChange(melement)) return true;  
if(versionChange(melement.mattribute)) return true; 
if(versionChange(melement.mattribute.referencevalue)) return true;  

}} 
return false; 

Figure 8 

Model synchronization algorithm between xBCs and codes 

Conclusions 

This study was aimed at investigating the model transformation approach to 
generate SaaS applications. The main contributions of the study are outlined 
below: 

1) A data middleware of a multi-tenant database is presented. As this approach is 
transparent to the application, the applications of tenants can share this data model 
without any modification. The abstract data model provides the logic isolation of 
different tenants. The master/slave database in the data cloud is a kind of 
horizontal scalability to improve the performance of data. 

2) In this paper, a novel Extensible business Component model named xBC is 
proposed for describing both the structural and behavioral properties of generic 
SaaS applications. The tenant expression, the property storageWay of MAttribute, 
and the property tenantList of MElement are presented to support multi-tenancy of 
SaaS applications. Its architecture of metamodel and extension mechanism is 
discussed in detail. In addition, we use versioning nodes of JCR as the storage of 
models. The model stored in the repository can be restored to a previous version 
according to the version number. 

3) Additionally, our approach for model transformation that supports model 
synchronization based on model evolution is presented. This model transformation 
approach is based on the textual template evolution, and this model 
synchronization approach will only take up the storage space of model repositories 
rather than some extra space. Only the changed models need a subsequent model 
transformation. That is a good way to minimize the amount of source that needs to 
be reexamined by a transformation when the source is changed. 
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Abstract: The compressive behaviour of three different metal matrix syntactic foams 
(MMSFs) was investigated. The results showed that the engineering factors such as the size 
of the used hollow spheres, the aspect ratio (height / diameter ratio) of the specimens and 
the temperature of the tests have significant effects on the compressive strength and 
properties. The smaller microballoons with thinner wall ensured higher compressive 
strength due to their more flawless microstructure and better mechanical stability. The 
higher aspect ratio of the specimens resulted in worse compressive characteristics (lower 
strength, lower specific energy consuming capacity). The elevated temperature tests 
revealed ~30% drop in the compressive strength. However, the strength remained high 
enough for structural applications; therefore MMSFs are good choices for light structural 
parts working at elevated or room temperature. The proper size selection of the reinforcing 
hollow spheres ensures potential for tailoring the compressive characteristics of MMSFs. 

Keywords: metal matrix composite; syntactic foams; metallic foams; compressive 
properties 

1 Introduction 

Nowadays metallic foams have become more and more important, and this is 
confirmed by the increasing number of papers published on this topic. The 
‘conventional’ metallic foams, which consist of a metal structure, a gas phase and 
stabilising particles, have been written about widely in the literature thanks to their 
potential application possibilities as automotive parts, energy absorbers or blast 
and collision damping elements in buildings or vehicles, etc. However, there are 
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still existing problems, for example in the foaming process [1, 2]. The metallic 
foams have a special class, namely metal matrix syntactic foams (MMSFs). In 
MMSFs, the porosity is ensured by the incorporation of ceramic microballoons [3, 
4]. The microballoons are commercially available and they contain mainly various 
oxide ceramics [5, 6]. The quality of the microballoons (uniform wall thickness 
and flawless wall) has a strong effect on the mechanical and other properties of the 
foams. The MMSFs have numerous perspective applications (covers, hulls, walls, 
castings, or in the automotive industry sectors) because of their high energy 
absorbing and damping capability and due to their low density [7]. 

The MMSFs can be produced by pressure infiltration or by stir casting; both ways 
are common in the literature. The main mechanical load mode of MMSFs is 
compression; therefore, the compression characteristics have been investigated in 
some aspects. Palmer et al. studied the pressure infiltration process and 
mechanical behaviour of various microballoon and metal matrix combinations. 
Compressive stress-strain data were gathered for foams prepared from 
combinations of Al1350, Al5083 and Al6061 alloys for both 45 μm and 270 μm 
spheres [8]. Balch et al. fabricated aluminium matrix MMSFs by liquid metal 
infiltration of commercially pure (cp-Al) and Al7075 aluminium. The cp-Al foam 
exhibited peak strengths in compression of over 100 MPa, but the Al7075 matrix 
foams had significantly higher peak strengths, up to 230 MPa [9, 10]. Rohatgi et 
al. investigated the pressure infiltration technique of nickel coated and uncoated 
microballoons. In their other work, loose beds of microballoons (cenospheres) 
were pressure infiltrated with A356 alloy melt to fabricate MMSFs. The 
processing variables included melt temperature, gas pressure and the size of 
microballoons. The effect of these processing variables on the microstructure and 
compressive properties of the synthesized composites was characterized [11, 12]. 
Kiser et al. performed investigations on the mechanical response of MMSFs under 
both uniaxial compression and constrained die compression loadings. The key 
material parameters that varied were the matrix strength and the ratio of the wall 
thickness to radius of the microballoons. They observed that the energy absorption 
capacity was extremely high in comparison with values that are typical of 
‘conventional’ metal foams [13]. Wu et al. established a new method to predict the 
compressive strength of MMSFs, showing the relation between the relative wall 
thickness of the microballoons and the compressive strength of such foams. The 
deformation mechanisms of syntactic foams was also discussed [14]. Tao et al. 
investigated the mechanical properties of MMSFs with monomodal and bimodal 
distribution of microballoons. The bimodal foams have the advantages of a flat 
plateau regime, high plateau stress, lower density and good ductility. In the next 
step, Al matrix MMSFs with additional Al particles embedded were fabricated by 
pressure infiltration. With the introduction of Al particles, the ductility of the 
syntactic foams was significantly increased, and the compressive strength also 
increased by up to 30% [15, 16]. Zhang et al. manufactured aluminium matrix 
MMSFs with low-cost porous ceramic spheres of diameters between 0.25 and 4 
mm by pressure infiltration casting. The mechanical response of the syntactic 
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foams with different sphere sizes and densities under static and dynamic 
conditions was investigated. They found that the plateau strength, and thus the 
amount of energy absorption of the syntactic foam, was largely determined by the 
volume fraction of Al and to a lesser extent by the mechanical properties of the 
ceramic spheres in the foam [17]. In the works of Mondal et al., microballoons in 
the range of 30–50 vol% were used as space holders for making syntactic 
aluminium foam using a stir-casting technique. The synthesized MMSF was 
characterized in terms of microstructures, hardness and compressive deformation 
behaviour. The plateau stress of these MMSFs is considerably higher than those of 
conventional aluminium foams. The dry sliding wear behaviour of MMSFs has 
also been studied using a pin-on-disc apparatus [18, 19]. Rabiei and O’Neill 
produced MMSFs using gravity casting techniques. The foam was comprised of 
steel hollow spheres packed into a random dense arrangement, with the interstitial 
space between spheres infiltrated with a casting aluminium alloy. The composite 
foam developed in the study displayed superior compressive strength and energy 
absorption capacity [20]. Ramachandra and Radhakrishna synthesized aluminium 
based MMSFs containing up to 15 wt% of microballoons by the stir casting 
method. Properties like density, hardness, microhardness, ductility and ultimate 
tensile strength were investigated. The MMSFs produced were also subjected to 
corrosion, dry sliding wear and slurry erosive wear tests. The addition of 
microballoons reduced the density of composites while increasing some of their 
mechanical properties. The results of wear studies have shown that the resistance 
to wear increased with an increase in the percentage of microballoons [21, 22]. In 
the work of Couteau and Dunand, aluminium MMSFs with densities of 1.2-1.5 
g/cm3 were deformed at 500°C under constant uniaxial compressive stresses 
ranging from 5 to 14 MPa. The foam’s creep behaviour was characterized by a 
short primary stage and a long secondary stage where the strain rate was constant 
and minimum [23]. The microballoons in MMSFs work as stress concentrators 
and have influence on the crack propagation in materials [24]. 

Most of the MMSFs are produced by pressure infiltration; therefore, the 
infiltration parameters (like required threshold pressure) have also been studied. 
Trumble presented an analysis of spontaneous infiltration to model non-cylindrical 
pores. [25]. Bárczy and Kaptay developed a new infiltration model for ‘closely 
packed equal sphere - CPES’ structure. In their study the threshold pressure, the 
threshold contact angle and the equilibrium height of penetration were determined. 
All these parameters are significantly different from those obtained from the 
traditional capillary penetration model, but similar to the Carman model. The 
experiments demonstrated the reliability of the theoretical results [26]. Asthana et 
al. also overviewed some fundamental materials phenomena relevant to the 
infiltration processing of metal-matrix composites. They stated that the lack of a 
comprehensive theoretical framework required further research to be done [27]. 
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The aim of this paper is to extend the knowledge regarding MMSFs by analysing 
the effects of the microballoon size, the elevated test temperature and the effects 
of the aspect ratio (height / diameter ratio) of compression specimens. 

2 Investigated Materials 

Overall three types of MMSFs were produced by pressure infiltration from the 
combination of technical purity aluminium (Al99.5) and three ceramic 
microballoons (designated by SL150, SL300 and Globocer). The chemical 
composition of the matrix material is listed in Table 1. 

Table 1 

Chemical composition of Al99.5 material 

Matrix 
Composition (wt%) 

Al Si Fe Cu Mn Mg Zn V Ti 

Al99.5 99.5 0.25 0.4 0.05 0.05 0.05 0.05 0.05 0.03 

The SL150 and SL300 microballoons were provided by Envirospheres Pty Ltd [6], 
while the Globocer type hollow spheres were shipped by Hollomet GmbH [28]. 
The main differences between the three types are in the average diameter, density 
and wall thickness. Their main parameters are summarized in Table 2. 

Table 2 

Morphological properties and phase constitution of the applied hollow ceramic spheres 

Type 

Density 
at 64 
vol% 

Average 
Al2O3 SiO2 Mullite Quartz 

diameter thickness 
(gcm-3) (µm) (µm) (wt%) 

SL150 0.576 100 3.69 
30-35 45-50 

15-
20 

0-5 SL300 0.691 150 6.75 
Globocer 0.816 1450 58 

The MMSFs were produced by pressure infiltration in a special infiltration 
chamber (Fig. 1). In the first step, the microballoons were poured into a mould to 
the half and they were densified by gentle tapping and knocking to get a randomly 
closed pack structure (RCPS). The maximal volume fraction that can be reached 
with quasi-equal diameter spheres is 64 vol%, as is published in [29]. After this, a 
layer of alumina mat separator was placed on the top of the microballoons and a 
block of matrix material was put on the mat. The mould was situated into the 
infiltration chamber, the chamber was closed and the whole system was evacuated 
by a vacuum pump (rough vacuum). Proper heating was ensured by three heating 
zones and the temperatures of the matrix block and the microballoons were 
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continuously monitored by two thermocouples. After the melting of the matrix, 
the vacuum pump was switched off and argon gas was let into the chamber at a 
previously set pressure. Due to this, a pressure difference was built up between the 
mould (vacuum) and the chamber (argon pressure). This pressure difference 
forced the molten metal to infiltrate the space between the microballoons. After 
solidification the mould was removed and cooled to room temperature. 

 

Figure 1 

Schematic sketch of the infiltration chamber 

Then the complete MMSF block (~40×60×180 mm) could be removed from the 
mould. For further details about the production process, please refer to [4]. The 
blocks were designated by their constituents: for example, Al99.5-SL150 stands 
for an MMSF block with Al99.5 matrix and with ~64 vol% SL150 microballoons. 
The main physical properties, such as density, porosity, are presented in Table 3. 

Table 3 

Density and porosity values of the prepared MMSFs 

Specimen Density (g/cm3) Porosity (%) 

 Theoretical Measured Microballoon Matrix Total 

Al99.5-SL150 1.34 1.43 50.9 -6.3 44.7 
Al99.5-SL300 1.41 1.52 48.2 -7.2 41.0 

Al99.5-Globocer 1.53 1.49 45.0 2.6 47.6 

The theoretical density and microballoon-porosity (the porosity ensured by the 
hollow spheres) were calculated from the average geometrical parameters of the 
microballoons. The matrix porosities (the volume of the pores in the matrix 
material divided by the volume of the whole specimen) were calculated as the 
difference between the theoretical and measured density divided by the theoretical 
density. The negative matrix porosity refers to the infiltrated microballoons (the 
microballoon-porosity should be decreased). The values of the matrix porosity 
always remained below 7.2%, so the infiltration can be qualified as a suitable one. 
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3 Experiments 

The main loading mode of foam materials is the compression; therefore 
compression tests were performed on the cylindrical specimens. The diameter (D) 
of the specimens was 14 mm and the height (H) of the specimens was 14, 21 and 
28 mm (aspect ratio (H/D) 1, 1.5 and 2 respectively). The compression tests were 
performed on a MTS 810 type universal testing machine in a four column tool at 
room temperature. The surfaces of the tool were grinded and polished. The 
specimens and the tool were lubricated with anti-seize material. The test speed 
was 0.15 mm/s, which ensured quasi-static compression. Six specimens were 
compressed at room temperature and at elevated (220 °C) temperature until 50% 
engineering strain from each MMSF type to get representative results. Overall 36 
specimens were compressed (at room temperature: 6 pcs Al99.5-SL150, 6 pcs 
Al99.5-SL300 and 6 pcs Al99.5-Globocer; at elevated temperature: 6 pcs Al99.5-
SL150 and 6 pcs Al99.5-SL300). The aim of these tests was to determine how the 
MMSFs would perform as structural elements at higher temperature. The tests 
were performed and evaluated in accordance with the ruling standard about the 
compression tests of cellular materials [30]. 

4 Results and Discussion 

The load bearing capacity of MMSFs depends on many parameters, such as the 
type and size of the microballoons, the test temperature, etc. In order to 
characterize these effects, we have done numerous compression tests as described 
in the previous section. During the tests, the engineering stress–engineering strain 
curves were plotted. The size of the hollow spheres has a detrimental effect on the 
compressive behaviour of MMSFs. The smaller hollow spheres (SL150 and 
SL300) ensured high compressive strength, but the first appearance of the fracture 
was sudden and quite rigid. For example, Fig. 2 shows the graph for an MMSF 
specimen containing small microballoons (Ø100 µm) tested at room temperature. 
Gupta et al. [31] and Bunn and Mottram [32] have investigated polymer matrix 
syntactic foams with similar stress–strain diagrams. According to the results of 
Gupta et al. the general stress–strain curves were divided into three parts [31]. 
Based on their idea, the diagram of MMSFs can be divided into three main parts 
containing overall five sections. In the first section (from point A to B) the 
specimens were deformed elastically only. In this section, the microballoons 
remained unharmed, as can be observed in Fig. 2a; there are no cracks at all. The 
overall deformation is related to the elastic deformation of the composite. The 
slope of the first part is defined as structural stiffness (S (MPa); see [30] about the 
standardized compression test of cellular materials). The stiffness is one of the 
characterizing properties of the MMSFs. In the vicinity of point A, the deviation 
from the fitted dashed line can be caused by the internal friction of the material or 
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by the springs of the tool and the natural friction of the sliding parts of the tool. 
Due to this, it should be distracted from the measured strain. 

 
Figure 2 

Typical compressive diagram of Al99.5-SL150-H/D=1.5 MMSF specimen 

In the second section, from point B to C, the plastic deformation of the matrix 
began. The load transfer between the matrix and the microballoons increased to its 
maximum, but the microspheres remained still unharmed. At the end of this 
section, at point C, the stress reached the compressive strength (σc (MPa)) at the 
fracture strain (εc (%)). These parameters are also important characterizing 
properties, because they show the load bearing capacity of the MMSFs directly. At 
point C, the first crack appeared in the specimen. This first rupture was very thin 
and very sharp, and only one row of the microballoons was cracked, as is shown 
in Fig. 2b. The plane of the crack closed ~45° with the load direction, because in 
the case of uniaxial loading, the maximum shear load appears in this direction. 
The stress suddenly dropped to point D due to the reduced load bearing capacity 
caused by the fracture of the microballoons and the movement of the recently 
formed specimen halves. From point D to E, the fracture band expanded and the 
crack became thicker and thicker. The neighbouring microballoons broke and the 
load bearing capacity decreased further, but more slowly due to the friction 
between the specimen halves. This deformation phenomenon consumed 
significant strain and mechanical energy due to the fracture of the ceramic 
microballoons and due to the plastic deformation of the matrix. The absorbed 
specific mechanical energy (W (J/cm3)) is the fourth main characterizing 
parameter of the MMSFs, as it indicates the damping and protecting capability of 
the MMSFs against a blast, collision or simple vibration. The absorbed specific 
energy is equal to the area under the recorded stress-strain curve and can be 
integrated numerically. From point E, the complete densification of the specimens 
took place. At the end of this process the cavities of the broken microballoons 
were filled by the matrix material due to its plastic deformation (Fig. 2c). This 
part, the plateau region, absorbs a lot of energy, because it is relatively long and 
has high stress value. The shape of the diagrams after point E can be ascending or 
constant (usually ascending because the densifying material needs higher force to 
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be deformed). It may contain larger drops or local peaks due to secondary cracks. 
The process ended at 50% engineering strain when the test stopped (F in Fig. 2). 

Larger hollow spheres (Globocers with Ø1450 µm) caused somewhat different 
behaviour during room temperature compressive tests (Fig. 3). The tracked 
properties were the same (compressive strength, fracture strain, structural stiffness 
and the absorbed specific energy), but the sudden drop in the force after the first 
stress peak was missing, so part IIa and IIb can be defined together as part IIa+b. 
The failure of the MMSFs was smoother, without large and sudden force drops. In 
Fig. 3a a cross section from the linear part is magnified; the hollow spheres are in 
good shape, and there is no sign of any crack. After the first stress peak, the 
hollow spheres began to crash (above the dashed line in Fig. 3b). At the end of the 
test the specimen were fully compacted, and only a few hollow spheres remained 
unharmed in the compression cone near to the surface of the tool (Fig. 3c). 

 
Figure 3 

Typical compressive diagram of Al99.5-Globocer-H/D=1.5 MMSF specimen 

The mechanical properties of the MMSFs can be characterized through the 
analysis of the above mentioned four material properties. The most important 
among them is the compressive strength, which is responsible for the load bearing 
capacity (Fig. 4). 

The smaller hollow spheres ensured higher compressive strength than larger ones. 
This effect can be observed in the micrometer range also. The specimens 
containing smaller SL150 microballoons (average diameter 100 µm) have about 
10% higher compressive strength than the ones containing larger SL300 (average 
diameter 150 µm) type microballoons. As shown in Table 2, the SL type 
microballoons are significantly smaller and they also have thinner wall. The 
smaller diameter and higher curvature give higher compressive strength and 
mechanical stability to the microballoons. Moreover, smaller wall thickness 
ensures lower probability for deflections; therefore the small SL type 
microballoons have higher compressive strength than the larger, Globocer type 
microballoons with thicker walls and more defects. 
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Figure 4 
The effect of the microballoon size and aspect ratio on the compressive strength 

Ceramics are especially sensitive for deflections; any small rupture or cavity can 
be the starting point of a crack. The effect of aspect ratio is also evident from Fig. 
4. As the specimen height-specimen diameter ratio increased, the compressive 
strength decreased respectively. The MMSFs reinforced with smaller, SL type 
microballoons were more sensitive to this effect. In their case, the compressive 
strength drop is large (more than 30 MPa between H/D=1 and H/D=2), the 
specimens were buckled and shearing mode failure was observed even for 
specimens with H/D=1.5. In the case of bulky materials, this effect normally takes 
place if the aspect ratio is larger than 2.4. We can explain this phenomenon by the 
properties of the ceramic materials. They are quite sensitive to shear stresses; 
therefore, if there was any minimal shearing (due to not perfect specimen 
alignment for example), the negative effect of the shearing loading would be 
amplified by the sensitivity of the ceramic hollow spheres. The larger hollow 
spheres in the case of Globocer reinforced MMSFs were compressed rather than 
sheared, and therefore the aspect ratio has negligible effect on the compressive 
strength in this case; it remained almost constant with very narrow scatter. The 
next investigated property was the fracture strain (Fig. 5). 

 

Figure 5 
The effect of the microballoon size and aspect ratio on the fracture strain 
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The fracture strain showed similar behaviour as the compressive strength. The 
decrease in the strain was almost linear in the case of smaller hollow spheres, and 
larger spheres caused failure at smaller strains. These trends can be confirmed by 
the observation of the structural stiffness values (Fig. 6). 

 

Figure 6 

The effect of the microballoon size and aspect ratio on the structural stiffness 

The initial slope of the plotted stress - strain curves increased linearly in all cases. 
The SL300 type reinforcement (larger microballoons) ensured higher structural 
stiffness than the smaller SL150 microballoon reinforcement, but the even larger 
Globocer type hollow spheres showed lower stiffness. This phenomenon can be 
explained by the different failure modes of the hollow spheres. The smaller ones 
were sheared and the larger ones were compressed. Finally, the consumed specific 
mechanical energies during the compressive tests are shown in Fig. 7. 

 

Figure 7 

The effect of the microballoon size and aspect ratio on the consumed mechanical energy 

As can be observed in Fig. 7, the consumed mechanical energy decreased 
significantly by the increment of the hollow spheres’ size. Moreover the energy 
also decreased by the increasing aspect ratio. This phenomenon is indicated by the 
lower strength of the MMSFs. The lower compressive strength caused lower 
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plateau strength and, due to this, a smaller area under the compressive curve and 
lower consumed specific energy. This effect was more pronounced in the case of 
smaller hollow spheres; the H/D increment caused about 50% reduction in 
consumed energy. In the case of Globocer type hollow spheres, this reduction was 
only about 5-10%. 

The influence of elevated test temperature is shown in Fig. 8 and presented by the 
example of SL type hollow spheres reinforced MMSFs. 

 

Figure 8 

The effect of test temperature on the compressive behaviour of Al.995-SL300 MMSFs 

In Fig. 8, the diagrams of the SL type hollow sphere reinforced MMSFs 
compressed at room and at elevated (220°C) temperature are shown and 
compared. Due to the elevated temperature, the compressive strength dropped by 
~30-35%. In addition to this, the formability increased significantly, and due to 
this dual effect, the transmitted stress between the matrix and the hollow spheres 
increased slower than at room temperature and the first fracture appeared at higher 
strain. In short: the fracture strain increased by ~5% in all cases. The MMSFs 
became more ductile, but they remained strong enough and can be applied as 
structural elements: the compressive strengths were still above 120 MPa. This 
capability at elevated temperature is a serious advantage compared to the 
conventional metal and polymer foams and makes the MMSFs a good choice for 
structural parts in the neighbourhood of combustion engines or other heat 
producing systems. The absorbed specific energies were also decreased due to the 
lower compressive strength induced lower plateau strength. The effect of the 
microballoons’ type was the same at elevated temperature too. The MMSFs with 
SL300 type microballoons showed ~5% lower compressive strength. 

Conclusions 

From the results of the above mentioned and discussed measurements the 
following conclusions can be drawn: 

 The typical compression diagram of the MMSFs can be divided into three 
main parts containing five sections. The peak strength (compressive 
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strength), its strain (fracture strain), the structural stiffness and the area 
below the graph (the absorbed specific mechanical energy) can be applied as 
characterizing values of the compressive behaviour. 

 The smaller, SL type microballoons ensured higher compressive strength, 
higher fracture strain and higher structural stiffness than the larger Globocer 
hollow spheres in all circumstances. In addition to the higher curvature and 
therefore higher compressive strength, the thinner wall of the smaller 
microballoons contains fewer defects than the thicker wall of the larger ones. 
The differences were significant between SL150 and SL300 microballoons 
too; again, the smaller SL150 type microballoons were stronger. 

 The increased test temperature caused a ~30% drop in the compressive 
strength, while the fracture strain increased by ~5%. The structural stiffness 
decreased, and thus the MMSFs were more ductile than at room temperature. 
The decrease of compressive strength is significant but not too large; 
therefore, the MMSFs can be applied as structural elements at elevated 
temperatures. 

In summary the compressive properties of MMSFs can be tailored by proper 
selection of the materials and by careful design for individual and unique 
applications. 
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Abstract: This paper presents a new stability analysis approach dedicated to a class of 
nonlinear discrete-time multi input-multi output (MIMO) Takagi-Sugeno fuzzy control 
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tank systems as nonlinear MIMO processes. Digital simulation results are included. 
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1 Introduction 

The stable design of fuzzy control systems (FCSs) is important because it 
contributes to the fulfilment of very good performance. Many popular stability 
analysis solutions concerning Takagi-Sugeno (T-S) FCSs are offered in this 
context, and their usual formulation is done in the linear matrix inequality (LMI) 
framework. The main features of these solutions are: 

- The linearization can result in uncertainties and inaccuracies of fuzzy models. 

- The quadratic Lyapunov functions may lead usually to conservative stability 
conditions. 
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- Although the LMIs are computationally solvable, they require numerical 
algorithms implemented by software tools. 

Some approaches to the stability analysis of multi input-multi output (MIMO) T-S 
FCSs have been reported recently in the literature. Based on a novel fuzzy 
Lyapunov-Krasovskii functional, a stability analysis and stabilization for a class of 
discrete-time Takagi-Sugeno fuzzy systems is developed in [1]. A useful property 
of the staircase membership functions and a set of linear-matrix-inequality (LMI), 
the stability conditions for fuzzy control systems are offered in [2]-[4]. Sufficient 
conditions for the exponential stability of type-1 and type-2 T-S FCSs are given in 
[5]-[7] in fuzzy positive systems formulations. Fuzzy control design based on 
adaptive control schemes are proposed in [8]-[11]. 

The new contribution of this paper with respect to the state of the art is a stability 
analysis theorem dedicated to nonlinear MIMO processes controlled by T-S fuzzy 
controllers (FCs). Our original proof of the stability analysis theorem is based on 
the eigenvalues of the matrices of quadratic forms. Since these matrices are 
actually vector functions of vector arguments, their eigenvalues are functions of 
state variables. Similar approaches but with different stability formulations and 
proofs are reported in [12]-[15]. 

The specific features of the stability analysis theorem proposed in this paper 
concern the avoidance of both process linearization and the LMIs in the derivation 
and proof of the stability conditions because there is no need to calculate common 
positive definite matrices. Those are the reasons why the suggested approach 
proves to be advantageous with respect to LMI-based stability analysis solutions. 
Furthermore, the stability analysis method is formulated here so as to be well 
suited for T-S FC designs dedicated to a wide class of nonlinear processes [16]-
[26]. 

This paper is organized as follows. Section 2 defines the structure of T-S FCSs 
which control a class of nonlinear MIMO processes. Section 3 gives the stability 
theorem for discrete-time MIMO FCSs. A case study presented in Section 4 offers 
the stable design of T-S FCSs dedicated to the level control of spherical three tank 
systems and digital simulation results. The conclusions are discussed in Section 5. 

2 Fuzzy Control System Structure 

The MIMO FCS structure is presented in Figure 1. Let nRX   ( Nn , 0n ) 
be the universe of discourse. The nonlinear MIMO process is characterized by the 
discrete-time input affine state-space model 
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Figure 1 

MIMO FCS structure 

Figure 1 illustrates: r – the reference input vector which is constant for stabilizing 
control systems, y – the controlled output vector, Xx  – the state vector, 
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and T
m tututut )](...)()([)( 21u  – the control signal vector applied to the 

process. The actuators and measuring instrumentation are included in the 
nonlinear process. 

The ith fuzzy control rule in the rule base of the T-S FC, referred to as 
2 ,...1 ,R  RBRB

i nni  (
RBn – the number of rules), is expressed as 
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where 
kiX

~  are fuzzy sets with the universes nkX ki ...1  ,  , corresponding to the 

linguistic terms (LTs) afferent to the state variables 
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where the function AND is a t-norm, and 
kiX

~  are the membership functions of the 

fuzzy sets of LTs 
kiX

~ . An active region of the rule iR  is defined as the set 

}0)(|{=  xx iA
i XX . 

The control signal vector u  is a function of i  and iu  which depends on the 
inference engine and on the defuzzification method. The weighted sum 
defuzzification method produces the control signal vector ))(( txu , which will also 

be referred to as )(tu  in the sequel for the sake of simplicity: 














RB

RB

n

i

i

n

i

ii

t

tt

t

1

1

))((

))(())((
))((

x

xux

xu
.      (5) 

3 Stability Analysis Theorem 

Let the process be characterized by the state-space model defined in (1), and let V 
be a radially unbounded function RXV : , 0xxx   , ,0)( XV . The first 

difference of the function ))(( tV x  along the trajectory of (1), denoted by 

))(( tV x , is 

))(())1(())(( tVtVtV xxx  .      (6) 

Using the notation ))(( tVi x  for the Lyapunov function candidate ))(( tV x , which 

is considered along the trajectory of the system (1) for ))(()( tt i xuu  , the first 

difference of ))(( tVi x  is ))(( tVi x : 

A
iiii XtVtVtV  xxxx   )),(())1(())(( .    (7) 

The following original stability analysis theorem is derived on the basis of 
Lyapunov’s theorem for discrete-time systems using the formulation given in 
[27]: 

Theorem 1. Let the FCS be described by the discrete-time input affine MIMO 
system modelled in (1), the T-S FC characterized by equations (3)–(7), and 0x   
be an equilibrium point of (1). If there exists 

)(  )())((  ,: tttVRXV T xPxx  , continuous in x,    (8) 

where nnR P  is a positive definite matrix such that 

RB
A
ii niXtV ...1  ,   ,0))((  xx ,     (9) 

then 0x   is stable. 
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Proof. The hypotheses of the theorem result in 

RB
A
iiii niXtVtVtV ...1  ,   ,0))(())1(())((  xxxx .            (10) 

The term )1( tx  is next substituted from (1) into (10): 
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The multiplication of (11) by ))(( ti x  and the calculation of the sum result in 
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Equation (12) is divided by 



RBn

i

i t
1

0))((x  and equation (5) is applied to 

transform the resulted sums as follows: 
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            (13) 

The expression of ))(( tV x  results from (1) and (6): 
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In the following we prove that 
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The terms )())((  ))(()( tttt TT uxBPxBu  and )())(( ))(())(( tttt iTTi uxBPxBu  are 

quadratic forms because the matrix 
mmT Rttt  ))((  ))(())(( xBPxBxM                (16) 

is symmetric. The matrix ))(( txM  has the following spectral decomposition 

(Jordan decomposition): 
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where 

)))(()),...,(()),(((diag))(( 21 tttt m xxxxΛ  ,              (18) 

,...1  )),(( mjtj  x  are the eigenvalues of ))(( txM . The orthogonal matrix 

]))((...))(())(([))(( 21 tttt m xγxγxγxΓ                (19) 

consists of the eigenvectors ))(( ti xγ  of ))(( txM . 

Considering the linear transformation 

mjwwww T
jj

T
m

T ...1  ,  ,]...[ 21  uγwuu ,             (20) 

equations (16), (17) and (20) lead to 
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The expression of 
jw  from (20) is substituted into (21) leading to the following 

result: 
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The following relationship results from (22) by replacing )(tu  with )(tiu : 
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The expression of )(tu  is substituted from (5) into the right-hand side of (22), and 

the sums are manipulated as follows: 
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The application of Cauchy-Buniakovski-Schwarz’s inequality to the second 
fraction in the right-hand side of (24) leads to 
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and next to 
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The multiplication of (23) by ))(( ti x , the calculation of the sum and the division 

by 



RBn

i

i t
1

0))((x  result in the expression of the right-hand side of (15): 
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Therefore equations (26) and (27) demonstrate the inequality (15). The inequality 
(15) is applied to (13) and (14), which result finally in 

0))((  tV x .                   (28) 

Therefore, the equilibrium point at the origin will be stable. The proof is now 
complete. Concluding, Theorem 1 offers sufficient stability conditions concerning 
the class of fuzzy control systems defined in Section 2. 

4 Case Study 

The case study applies Theorem 1 to the design of T-S FCSs dedicated to the level 
control of spherical three tank systems. The process structure presented in Figure 
2 illustrates the three spherical tanks, T1, T2 and T3, with the same radius R, in 
series connection by two connecting pipes of inner area S. All three tanks are 
equipped with piezo-resistive pressure sensors (viz. the level sensors LS1, LS2 
and LS3) to measure the liquid levels. The FC actuates (by means of the pumps P1 
and P2) the flow rates qp1 and qp2 in order to control independently the levels in 
the tanks T1 (h1) and T2 (h2), and the following constraints imposed to the levels 
result from the process structure: 

3...1  ,20  iRhi
.                  (29) 

A typical control objective pointed out in [13] is to keep the liquid levels h1 and h2 
at the imposed levels while the liquid level in the tank T3 (h3) is uncontrollable. 
The level sensors give the measured levels hm1, hm2 and hm3 used by the FC. The 
connecting pipes and tanks are equipped with manually adjustable valves and 
outlets to simulate clogs and leaks. 

 
Figure 2 

FCS and process structure 
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The simplified FCS structure is presented in Figure 3, where 
T

eeeeee ddd ]111[ 332211 d  is the disturbance input vector, 
Trr ][ 21r  is the reference input vector, 

ie  

2...1  ,  ihkrure imiihiii
,                 (30) 

are the control errors grouped in the control error vector Tee ][ 21e , 
1e , 

2e  

and 
3e  are the deterministic disturbance inputs are the positions of the valves V1, 

V2 and V3, 1,,0 321  eee
, with the notations 0 for the completely close valves 

and 1 for the completely open valves, and 3...1  , ikmi
, are the sensor gains. 

Using the notation 3...1  ),2()(  ihRhhA iii
, for the transversal section area 

of sphere (i.e., tank) i at height (liquid level) hi, the first principle mathematical 
model of the process proposed in [13] is discretized, and the following disturbed 
discrete-time process model is used in T-S FC design: 
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      (31) 

where SV is the inner area of outflow pipes, and kp1 and kp2 are the actuator gains. 
The relation between the variables in the model (31) and the variables in the 
discrete-time input affine MIMO state-space model (1) are 

TTT hyhyeexx ][  ,][][ 22112121  yex .              (32) 
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Figure 3 

Simplified FCS structure 

Figure 3 shows that the MIMO FC consists of two separately designed T-S FCs, 
FC1 and FC2. The fuzzification in FC is done using the input membership 
functions presented in Figure 4. 

 

Figure 4 

Input membership functions 

The inference engine employs the MIN t-norm for the AND operator as specified 
in Section 2. The inference engine is assisted by the following complete rule base 
as 9RBn : 
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where Tuu ][ 21u , and the rule consequents 9...1  ,][ 21  iuu Tii
ku , are 

determined as follows on the basis of Theorem 1. More inputs can be considered, 
but this leads to the complication of the FCS structure and of the design, and rule 
base reduction techniques should be used [28]-[31]. The Lyapunov function 
candidate 

2
2

2
1

2 5.05.0)(  ,: eeVRRV  e                  (34) 

is chosen in order to design stable FCSs for this MIMO process. For 0d   the 
time derivative of )(eV  along the trajectory of (31), referred to as )(eV , is 
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        (35) 

The control laws in the rule consequents of MIMO FC are designed to fulfil the 
condition (9) in Theorem 1, which leads to 

9...1  ,0))(())(())(()1(  itttFtV i
T

i euege .               (36) 

The condition (36) is important because it supports the formulation of the rule 
base of MIMO FC summarized in Table 1 and proved in Appendix 1. But the 
controller design depends on the process, and different expressions of Lyapunov 
function candidates can be used in other applications [32]-[41]. 

Concluding, Theorem 1 is verified. Therefore the T-S FCS designed in this section 
is stable. 

The values of process parameters considered in this case study are 

, V/m 1  s), /(Vm 094.0

,m/s 8.9  m, 1  ,m 005.0  ,m 005.0

21
3

21

222




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              (37) 

and the sampling period was set to s 01.0sT . 

Three digital simulation scenarios were considered in order to illustrate the stable 
behaviour of our T-S FCS scenario 1 (reference inputs m 5.11 r  and m 5.12 r , 

and initial conditions m 1.0)0(1 h , m 9.1)0(2 h  and m 5.1)0(3 h  applied to 

T-S FCS), scenario 2 ( m 5.01 r , m 5.12 r , m 1.0)0(1 h , m 1.1)0(2 h  and 
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m 1)0(3 h  applied to T-S FCS) and scenario 3 ( m 5.01 r , m 5.12 r , 

m 1)0(1 h , m 1.0)0(2 h  and m 1)0(3 h  applied to T-S FCS). The trapezoidal 

function defined in [13] models the variations of deterministic disturbance inputs. 

Table 1 

Rule base of MIMO FC 
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The digital simulation results obtained for the simulation scenarios 1, 2 and 3 are 
presented in Figures 5, 6 and 7, respectively. These results highlight the stable 
behaviour of the T-S FCS for different inputs and initial conditions. 

 

Figure 5 

Digital simulation results (scenario 1) 

 

Figure 6 

Digital simulation results (scenario 2) 

 

Figure 7 

Digital simulation results (scenario 3) 

Conclusions 

A new stability approach to nonlinear MIMO process characterized by discrete-
time input affine state-space models has been proposed. The approach has been 
applied to the stable design of a T-S FC for the level control of spherical three 
tank systems. Future research will be focused on the refinement of the stability 
analysis theorem in order to become less dependent on the process. 
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Appendix 1. Proof of stability condition 

Theorem 1 is applied as follows in order to formulate the rule base of the MIMO 
FC for the spherical three tank system using the FCS structure given in Fig. 3. 
Since the design of the rule consequents is based on controller regions in the input 
space of the MIMO FC and on inequalities. Let the universe of discourse be 

]2,2[]2,2[ X , and X 0e . The Lyapunov function candidate defined in 

(37) is considered, and it is a continuously differentiable positive function on X . 

The control laws in the rule consequents of MIMO FC are designed in order to 
fulfil (36). Therefore the following analysis is done for all rules. 

Rule 1R . e1 IS P and e2 IS P. So ]2,0[]2,0[1 AX . Accepting these conditions, 

equation (36) is transformed into 
AXV 11   ,0)(  ee .                   (38) 

We choose 1
1u  and 1

2u  and we introduce the control laws in Table 1. So 
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because the terms in the modulus in the left-hand sides of (40) and (41) are in fact 
levels and they fulfil the constraints (29). Equations (39)–(41) lead to (38). 

Rule 2R . e1 IS N and e2 IS N. So ]0,2[]0,2[2 AX . Accepting these 

conditions, equation (36) is transformed into 
AXV 22   ,0)(  ee .                   (42) 

We choose 2
1u  and 2

2u , and we introduce the resulted control laws (that belong to 

the rule consequents) in Table 1. Therefore 
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Equations (40) and (41) hold for this rule, too. Equations (40), (41) and (43) lead 
to the fulfilment of the condition (42). 

Rule 3R . e1 IS N and e2 IS P. So ]0,2[]0,2[3 AX . Therefore the condition (36) 

is transformed into 
AXV 33  ,0)(  ee .                   (44) 

We choose the expressions of the control laws 3
1u  and 3

2u , and these rule 

consequents are introduced in Table 1. Therefore 
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Equations (40), (41) and (45) lead to the fulfilment of (44). 
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and equations (40), (41) and (47) lead to the fulfilment of (46). 
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Therefore equations (40) and (49) lead to the fulfilment of (48). 

Rule 6R . e1 IS Z and e2 IS P. So ]2,0[]5.0,5.0[6 AX  and the condition (36) is 

transformed into 
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Equations (41) and (51) lead to the fulfilment of (50). 
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Rule 7R . e1 IS N and e2 IS Z. So ]5.0,5.0[]0,2[7 AX  and the condition (36) 

is transformed into 
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We choose 8
1u  and 8

2u , and these control laws (that belong to the rule 

consequents) are introduced in Table 1. Therefore 

],2||2)(sgn[
)/(

    

)/(
)(

2

22

3

3

2

22

3

3

22

22

11

1
2
1

8

gRS
k

er

k

u
g

k

er

k

u
S

kuA

ke

kuA

ke
V

mm

h

mm

h

mh

m

mh

m









e

             (53) 

and equations (41) and (53) lead to the fulfilment of (52). 

Rule 8R . e1 IS Z and e2 IS N. So ]2,0[]5.0,5.0[8 AX  and the condition (36) is 

transformed into 
AXV 88  ,0)(  ee .                   (54) 

We choose the forms of 8
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2u , and these control rules are introduced as rule 
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and equations (41) and (55) lead to the fulfilment of (54). 

Rule 9R . e1 IS Z and e2 IS Z. So ]5.0,5.0[]5.0,5.0[9 AX  and the condition 

(36) is transformed into 
AXV 99  ,0)(  ee .                   (56) 

We choose 9
1u  and 9

2u , and these rule consequents are introduced in Table 1. So 
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Therefore equation (57) guarantees the fulfilment of (56). 

Concluding, the formulation of the rule base of the MIMO FC for the spherical 
three tank system (Table 1) was done such that to fulfil the condition (36). This 
condition is fulfilled because we proved equivalent conditions for all rules. 
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Abstract: Ever since the birth of data envelopment analysis (DEA) the question of ranking 
the decision making units (DMUs) has been one of the focal points of research in the area. 
Among several other approaches, promising attempts have been made to marry DEA with 
the analytic hierarchy process (AHP) method. Keeping the idea of using DEA-based 
pairwise comparisons between the DMUs, as proposed in some DEA-AHP variants 
published in the literature, a new method is presented for combining DEA with techniques 
for eliciting weights from pairwise comparison matrices. The basic idea is to apply a 
variant of the CCR problem instead of the classic one. The ensuing scores are then utilized 
to build a nonreciprocal pairwise comparison matrix which serves as the basis for eliciting 
the ranking values of the DMUs. The main advantage of this new method is the wider range 
of the resulting ranking values which subsequently leads to better distinction between the 
DMUs. Besides the eigenvector method, optimization based methods are also considered 
for eliciting the ranking values from the nonreciprocal pairwise comparison matrix. 
Numerical examples are supplied for comparing the proposed techniques. 

Keywords: data envelopment analysis; ranking decision making units; pairwise 
comparisons; techniques for eliciting weights 

1 Introduction 

Data envelopment analysis (DEA) is a very powerful tool for the efficiency 
evaluation of decision making units (DMUs) with multiple inputs and outputs. 
One of the main advantages of this non-parametric linear programming method is 
its capability of discerning the efficient DMUs by creating an efficiency frontier as 
based on the observed data and thus not requiring any a priori information about 
the relationship between the inputs and outputs. 
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One of its shortcomings, however, is its inability to fully rank the decision making 
units. Ever since it was created by Charnes, Cooper and Rhodes [9] on the basis of 
the idea of Farrel [20], the question of full ranking has been in the frontline of 
research. 

A multitude of different DEA variants with diverse backgrounds have been 
developed with the aim of solving this problem. Perhaps the most widely known 
and applied ranking method is the super-efficiency DEA model. Developed by 
Andersen and Petersen [3], this technique creates the best practice frontier first 
without evaluating DMU0 and then with its inclusion. Next the extent to which the 
envelopment frontier becomes extended is investigated. Several extensions and 
variants of this method are available, e.g. [25, 29, 30]. The problem with super-
efficiency DEA is that under certain conditions infeasibility occurs, which limits 
the applicability of the technique. (For details see [37]). 

Another approach is that of cross-efficiency introduced by Sexton et al. [39] and 
extended by Doyle and Green [15] where the individual decision making units are 
not only assessed by their own weights, but the weights of all the other DMUs are 
also incorporated into the value judgement. This score is more representative of 
efficiency than the traditional DEA-score, but at the same time the connection to 
the multiplier weights is lost [2]. 

Torgensen et al. [42] investigate the extent to which the different DMUs are peers 
to each other, and through this benchmarking procedure is full ranking achieved. 

If developed purposefully, the utilization of common weights can contribute to 
reaching a full ranking as well. The main goal of Wang et al. [43] is to introduce a 
minimum weight restriction and, as a side effect, common weights and then full 
ranking is also achieved. Common weights are also achieved by different 
multivariate statistical analyses and these can also lead to full ranking. For 
instance, canonical correlation, linear discriminant analysis or the discriminant 
analysis of ratios can also be employed [2]. 

Another way of approaching the question of full ranking is to take into account the 
slacks present in the slack-adjusted DEA model. Bardhan et al. [4] rank inefficient 
units this way. Tone [41] composes a method that can rank all the DMUs. Du et 
al. [16] create an extension to this model and Chen and Sherman [10] also use 
slacks for the development of a non-radial super-efficiency DEA model. 

Wen and Li [44] aim to utilize fuzzy information in data envelopment analysis and 
as a side effect full ranking is achieved. 

Multi-criteria decision making methods can also be combined with DEA to 
provide full ranking. Sinuany-Stern et al. [40] integrate analytic hierarchy process 
with DEA: the pairwise comparison matrix of AHP is created through the 
objective evaluation of pairs of DMUs by DEA. 
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The method developed by Sinuany-Stern et al. [40] has been applied for instance 
by Guo et al. [23] for supply chain evaluation. Royendegh and Erol [34, 35] also 
build upon the idea of [40] but extend the method to the analytic network process 
(ANP), the more generalized form of AHP. Zhang et al. [46] combine DEA with 
AHP for 4PL vendor selection, but their approach is different. After the 
construction of an input-output structure, AHP is utilized for a preliminary data 
analysis with the help of which the importance of the different criteria is 
determined. The results of the AHP are then used as preferential information in a 
modified DEA model. A pairwise comparison matrix is created with the evolving 
efficiency values and then AHP is applied again for the evaluation of the matrix. 

The authors have found the work of Sinuany-Stern et al. [40] particularly inspiring 
and, appreciating the results therein, wish to further improve the original method 
by enabling the pairwise comparison matrix to be nonreciprocal, which 
contributes to the possibility of a more accurate evaluation. Even more so, since in 
the course of applying DEA to the case of logistic centres [31, 32], it has been 
revealed that the thumb rule in connection with the number of DMUs to be found 
in the literature is very difficult to be adhered to. According to this rule, the 
number of observations should be three times greater than the number of the 
inputs plus outputs; and the number of DMUs should be equal or larger than the 
product of the number of inputs and outputs [5]. Some authors are less strict in 
their conduct; Wu and Goh [45] for example argue that the number of DMUs 
should only be minimally two times as much as the sum of the number of inputs 
and outputs. However, under certain conditions, even this requirement might be 
difficult to satisfy. 

The new technique proposed in this article intends to provide a solution for both 
the problem of full ranking and the difficulty inherent in the thumb rule cited 
above. Nonetheless, it is not in the scope of the present paper to explore and 
compare all the DEA-connected techniques aimed at resolving the question of full 
ranking, or even to measure up the proposed method to all the rest of existing 
solutions. It is its goal, however, to provide numerical examples of its utilization, 
with special attention paid to the cases presented in articles closely related to the 
technique at hand. 

In Section 2, a variant of the CCR problem is proposed instead of the classic one 
used in [40]. Easy ways for computing the related reciprocal and nonreciprocal 
pairwise comparison matrices are also presented. Section 3 addresses the issue of 
how to elicit ranking weights from the nonreciprocal pairwise comparison matrix 
obtained by the new approach. Besides the eigenvector method used in [40], the 
logarithmic least squares method and the weighted least squares method are also 
considered. In Section 4, numerical examples are supplied for comparing the 
proposed techniques. 
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2 DEA-like Pairwise Comparisons of the Decision 
Making Units 

Let us assume that there are n decision making units each producing s different 
outputs from m different inputs. Xij is the input i of unit j, while Yrj is the output r 
of unit j. We assume that all Xijs and Yrjs are positive. In the original approach of 
Sinuany-Stern et al. [40], traditional DEA runs are executed for any pair of 
DMUs, as if only these two decision making units existed. The runs are based on 
the DEA CCR model adapted to the case of two DMUs. For this, let A and B be a 
pair of units and let us consider the CCR model as if only these two units existed:     = max   ∑           

           s.t.    ∑              

                    ∑                   (1) 

                    ∑       ∑                  

                                               
In [40] the notation     is used for    . We think, however, that     is a more 
appropriate notation since both units appear in it, and the precedence of A over B 
means that it is the efficiency of A which is being evaluated by using the two 
units. The change from E to F is necessary in order to avoid its confusion with 
another efficiency value later on. Consider another problem being in a close 
relation to (1):  ̂   = max   ∑           

           s.t.    ∑                   (2) 

                    ∑       ∑                  

                                               
Comparing (2) with (1), the main difference between the two models becomes 
clearly visible: the second constraint of (1) representing an upper bound for the 
objective function of (1) is omitted. The reason behind this is the basic idea of the 
new model (2): the aim with the exclusion is to provide an opportunity for a full 
comparison between the two decision making units, without limiting the evolving 
score. If that constraint is left untouched, the resulting efficiency value will very 
frequently be the unity; and thus real distinction is not achieved between the two 
DMUs. A similar idea of omitting the upper bound on the objective function of (1) 
has already appeared in the case of the super-efficiency ranking techniques [2, 3] 
too. 

A further minor remark concerns the inequality in the third constraint of (1), 
which changes to equality in (2). This can be explained by the following: should 
we leave the inequality in (2), it would clearly hold as an equality for any optimal 
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solution of (2). Since we shall only be interested in the optimal solutions of (2), 
we can consider that constraint as an equality. 

Proposition 1:  ̂                                                                 (3) 

and              ̂            (4) 

Proof: Problem (2) has a finite optimal solution taken at a basic feasible solution. 
It is clear from the special structure of (2) that any basic feasible solution has 
exactly two positive variables: one from the    and one from the    variables. 
Given a basic feasible solution of (2), let    and    denote the indices of those 
positive variables. It is easy to see that             and                                  , 

and the value of the objective function is                    .        (5) 

Finding the optimal basic solution means finding the pair    ,  ) with the maximal 
value of (5). This implies (3) directly. 

Keeping in mind the upper bounding role of the second constraint of (1), it is 
evident that     is equal to  ̂   if  ̂    , and       otherwise.      □ 

In essence,  ̂   is the resulting value of the pairwise comparison; it represents the 
efficiency of A in comparison with B. According to (3), it can also be interpreted 
as the product of an output and an input efficiency value. The first is the maximal 
output ratio of A compared with B, and the second one is the maximal input ratio 
of B compared with A. This can also be interpreted in a way that, in this 
comparison, that single input and that single output will be chosen which is most 
satisfying from unit A’s point of view. It is clear from (3) that this pairwise 
comparison is not reciprocal, i.e.  ̂      ̂   does not necessarily hold. 

The original approach proposed in [40] determines     in the first step; then, in 
the second step a cross evaluation of unit B is performed based on the idea of [33]:     = max   ∑           

           s.t.    ∑              

                    ∑                   (6) 

                    ∑          ∑                  
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Actually,     is the optimal cross evaluation of unit B, while the output/input ratio 
of unit A is fixed at    . Using a similar reasoning as with (1) and (2), and 
omitting the second constraints of (6), i.e. an upper bound restriction for the 
objective function, the following auxiliary problem can be established for (6):  ̂   = max   ∑           

           s.t.    ∑                   (7) 

                    ∑          ∑                  

                                               
The following Proposition 2 can be proved in the same way as Proposition 1; only 
the constant     appearing in the second constraint of (7) requires some extra 
attention. We leave the proof to the reader. 

Proposition 2:  ̂                                                                        (8) 

and              ̂            (9) 

   □ 

Collating (8) and (3), changing the role of A and B in the latter, we obtain 

Corollary 1:  ̂        ̂                       (10) 

   □ 

Proposition 3: If      , then      . 

Proof: From (4) and      , we get       ̂   . Then, from (3) and (8), 

 ̂                                                                                                    
From (9), we get       immediately.        □ 

As a consequence of Proposition 3, if      , then it is unnecessary to solve 
problems (6) or (7), we get       directly. 

Proposition 4: If there exist          and         such that                       and                      , 

then          . 
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Proof: From (3) and (4), we obtain      . Then, (8) implies  ̂    , thus      .           □ 

Remark 1: It is easy to see that the condition of Proposition 4 does not hold if and 
only if                  for all (r,i)                 (11) 

or                  for all (r,i).                 (12) 

Remark 2: We have also pointed out in Propositions 1 and 2 that we do not have 
to use any optimization software to obtain the optimal solution of (1), (2), (6) and 
(7). 

Since n DMUs are given, and the values    ,  ̂   ,     and  ̂   are to be 
determined for all pairs A and B of the DMUs, we introduce the following 
notations. Let DMU1,…, DMUn denote the decison making units. Considering 
DMUj as A and DMUk as B, let        ,  ̂    ̂   ,         and  ̂    ̂  . 

Sinuany-Stern et al. [40] construct an     matrix   [   ] of the entries                              .                 (13) 

The nominator of     is the sum of the efficiency evaluation and the cross 
evaluation of DMUj in comparison with DMUk. The denominator can be 
interpreted similarly by changing the role of j and k. 

Clearly,                ,                  (14) 

and                    .                 (15) 

An     matrix A with the properties (14) and (15) is called a pairwise 
comparison matrix [36]. 

Constructing the pairwise comparison matrix A by (13) is, however, in some cases 
problematic. Namely, if considering A as DMUj and B as DMUk and neither (11) 
nor (12) hold, then                  , consequently,          . In 
some practical or randomly generated cases, it is not very probable that the 
dominance of (11) or (12) holds. This may lead to the phenomenon observed in 
some numerical examples applying the approach of [41] that the pairwise 
comparison matrices constructed by (13) comprise strikingly many 1 elements 
[23, 34, 40, 46]. The result 1 of a pairwise comparison means that the two DMUs 
cannot be considered as different. Therefore, a large number of unities in the 
pairwise comparison matrix may hinder the strict ranking of DMUs as the ranking 
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weights elicited from the pairwise comparison matrix may be identical or very 
close to each other. 

In this paper, instead of using (13), we propose to construct an     matrix   [   ] of the entries      ̂              .                  (16) 

As mentioned earlier,  ̂    provides the opportunity to compare DMUj against 
DMUk without limiting the score from above. It is undeniable that DMUj is in a 
privileged position in the course of this comparison. It can also be considered as a 
football match where DMUj has the home field advantage. Of course, the role of 
DMUj and DMUk is reversed when the value      ̂    is determined, and thus a 
level playing field can be assured. 

It was already pointed out that  ̂   and    ̂   may be different, i.e. the reciprocity 
property (15) does not necessarily hold for a matrix A constructed by (16). 
Actually, matrix A of (16) is simply a positive matrix, but we call it a 
nonreciprocal pairwise comparison matrix to indicate the context. 

3 Eliciting Weights from the Nonreciprocal Pairwise 
Comparison Matrix 

After having constructed the pairwise comparison matrix A by (13), Sinuany-Stern 
et al. [40] follow the standard AHP methodology [36]. By applying the 
Eigenvector Method (EM), the maximal eigenvalue      and its corresponding 
eigenvector     of                         (17) 

are determined. The real number      and the vector     are positive and 
unique. In addition,       , and        if and only if A is consistent, i.e.                                   
Having determined the vector    , the DMUs are ranked in the following way. 
Rank 1 is assigned to the DMU with the maximal value of     , and in decreasing 
order of      are the further ranks allocated to the remaining DMUs. 

In the standard AHP methodology, matrix A is assumed to be reciprocal. The 
matrix A of (16) is, however, nonreciprocal. As far as the authors know, 
nonreciprocal matrices in a pairwise comparison context and the question of how 
to elicit the weight vector w from them appeared first in [28]. Although double 
wine testing is mentioned as a main example for the necessity of the relaxation of 
the reciprocity condition, further examples of application from other fields of life 
have also been published in the literature. 
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The lack of reciprocity may even occur if the comparisons are performed by the 
same person at different times. In [14] an experiment is reported. Postgraduate 
students were asked to fill in the upper part of a pairwise comparison matrix, 
where the items to be compared were in the scope of their studies. Some weeks 
later, they were asked to fill in the lower part of the PC matrix. It turned out that 
for none of the matrices obtained in this way did the reciprocity property hold. 

As mentioned in [24], nonreciprocal pairwise comparison matrices may also 
appear when one compares financial assets denominated in different currencies. 
Because of transaction costs, the resulting matrices are not reciprocal, even if no 
subjectivity is involved. 

The classical methods used in case of reciprocal pairwise comparison matrices can 
also be extended to the nonreciprocal case in more or less direct ways. EM can 
also be interpreted without the reciprocity condition since the Perron-Frobenius 
and the Frobenius theorems, the mathematical bases of the EM, do not require A to 
be reciprocal; see [38] for details. The property        does not necessarily 
hold for a nonreciprocal matrix A; thus, the consistency index                   playing an important role in AHP [36] may be negative. However, 
since the pairwise comparison matrices are constructed from objective data in our 
case, we are not concerned about the consistency of A. 

The Eigenvector Method is not the only way to elicit ranking weights from a 
pairwise comparison matrix. A group of approaches applies optimization methods 
and proposes different ways for minimizing the difference between A and 
consistent pairwise comparison matrices. The optimization methods are based on 
the basic property that A is consistent if and only if                         
where w is a positive n-vector and is unique after a normalization. Most of the 
optimization approaches can be directly extended to the nonreciprocal case as 
well. If the difference to be minimized is measured in the least-squares sense, i.e., 
with the Frobenius norm, then we get the Least Squares Method (LSM) [11]: 

min   ∑ ∑ (        )                          (18) 

 s.t.    ∑                          
Under special conditions, (18) can be transcribed into the form of a convex 
optimization problem and can be solved by simple local search techniques [21, 
22]. However, without the special conditions, problem (18) may be a difficult 
nonconvex optimization problem with multiple local optima and even with 
multiple isolated global optimal solutions [26, 27]. 

In order to elude the difficulties caused by the possible nonconvexity of (18), 
several other, more easily solvable problem forms are proposed to derive priority 
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weights from a pairwise comparison matrix. The Weighted Least Squares Method 
(WLSM) [6, 11] in the form of 

min   ∑ ∑ (        )                          (19) 

 s.t.    ∑                         

involves a convex quadratic optimization problem whose unique optimal solution 
is easy to obtain. 

The Logarithmic Least Squares Method (LLSM) [12, 13] in the form 

min   ∑ ∑ (              )                         (20) 

 s.t.    ∏                         

is based on an optimization problem whose unique optimal solution, in the 
reciprocal case, is the geometric mean of the rows of matrix A. This result was 
extended to the nonreciprocal case in [28], and the following optimal solution to 
(20) was obtained: 

     √∏        ∏                  .                 (21) 

In this paper, for the numerical experiment, we used the EM, LLSM and WLSM 
approaches to elicit ranking weights from pairwise comparison matrices. For 
further approaches, see [7, 8, 17, 18, 19, 21] and the references therein. 

Of course, the different approaches may result in different weight vectors w, and 
consequently, in different ranking orders of some DMUs. This well-known 
phenomenon occurred in the following numerical examples, too. 

4 Numerical Examples 

We compared the original AHP/DEA ranking methodology proposed in [40] with 
the new method presented in this paper. The original and three variants of the new 
method were tested in parallel. The latter differ in the way the weight vector w, 
used for ranking the DMUs, is elicited from the appropriate pairwise comparison 
matrix. EM1 – the original method – applies the Eigenvector Method on the 
reciprocal pairwise comparison matrix of elements yielded by (13), while EM2, 
LLSM and WLSM apply the Eigenvector Method, the Logarithmic Least Squares 
Method and the Weighted Least Squares Method, respectively, on the 
nonreciprocal pairwise comparison matrix  ̂ . 
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Example 1 

Example 1 is the nursing home example developed in [39]. This example was also 
used in the review paper [2] to compare the majority of the techniques surveyed 
there. The example comprises six DMUs, two inputs and two outputs: staff hours 
per day (StHr) and supplies per day (Supp) as inputs, and total Medicare plus 
Medicaid reimbursed patient days (MCPD) and total private patient days (PPD) as 
outputs. The raw data are presented in Table 1. 

Table 1 

Input and output data of Example 1 

DMU Inputs  Outputs 

 StHr Supp  MCPD PPD 

A 150 0.2  14000 3500 
B 400 0.7  14000 21000 
C 320 1.2  42000 10500 
D 520 2.0  28000 42000 
E 350 1.2  19000 25000 
F 320 0.7  14000 15000 

By applying (2), we obtain the matrix  ̂ : 
 ̂  (  

                                                                                                                                                                                                                                                              ) 
  . 

Since every element of  ̂  is greater than or equal to 1, from (4), we get      , 
j,k=1,…,n. Then, from (10), we obtain  ̂    , and from (9),       for all 
j,k=1,…,n. Consequently, the reciprocal pairwise comparison matrix A constructed 
by (13) consists only of unity elements. This matrix is consistent, the maximal 
eigenvector consists of equal weights, and all DMUs get the ranking 1-6 as shown 
in Table 2 in the columns under EM1. 

Methods EM2, LLSM and WLSM were run on the nonreciprocal pairwise 
comparison matrix  ̂ . The results are also displayed in Table 2. Although a deeper 
numerical comparison of these methods against other ranking methods is beyond 
the scope of this paper, it is worth noting that the ranking by EM2 is the same as 
that of the super-efficiency approach in [2]; moreover, the correlation of the vector 
of weights by EM2 to that by the super-efficiency technique is 0.99329. In the 
case of LLSM and WLSM, the ranking orders are the same only in the first two 
positions but the correlations are still 0.97891 and 0.97337, respectively. 
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Table 2 

Weights and ranking of the DMUs in Example 1 

DMU Weights  Ranking 

 EM1 EM2 LLSM WLSM  EM1 EM2 LLSM WLSM 

A 0.16667 0.23760 0.19755 0.19196  1-6 1 1 1 
B 0.16667 0.14988 0.15839 0.15899  1-6 4 5 5 
C 0.16667 0.17439 0.16565 0.16947  1-6 2 2 2 
D 0.16667 0.15985 0.16437 0.14730  1-6 3 4 6 
E 0.16667 0.14951 0.16438 0.16461  1-6 5 3 4 
F 0.16667 0.12877 0.14966 0.16767  1-6 6 6 3 

Example 2 

The raw data of Example 2 is from Table 3 of [40], and is shown in Table 3 
below. 

Table 3 

Input and output data of Example 2 

DMU Inputs  Outputs  

 X1 X2  Y1 Y2  

A 50 55  10 56  
B 130 60  12 78  
C 68 96  45 9  
D 45 30  35 18  
E 5 3  99 3  

By applying (2), we obtain the matrix  ̂ : 
 ̂  ( 

                                                                                                                                                                                        ) 
 

.                 (22) 

The reciprocal pairwise comparison matrix of the elements (13) is 

   ( 
                                                                                                                                                                                ) 

 
.                 (23) 

Two versions of Example 2 were solved in [40]. In the first one only four DMUs, 
Unit A to Unit D, were considered. The matrices  ̂  and A corresponding to this 
case can be easily obtained by taking the     upper-left submatrix of (22) and 
(23), respectively. The weights and the ranking of the DMUs in the case with four 
DMUs are shown in Table 4. The second version of Example 2 is with five 
DMUs. The corresponding weights and ranking can be found in Table 5. 
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Table 4 

Weights and ranking of the DMUs in Example 2 with four DMUs 

DMU Weights  Ranking 

 EM1 EM2 LLSM WLSM  EM1 EM2 LLSM WLSM 

A 0.24980 0.23732 0.26086 0.22924  2-3 3 2 2 
B 0.24980 0.24654 0.20025 0.11203  2-3 2 3 3 
C 0.24010 0.19087 0.14399 0.04622  4 4 4 4 
D 0.26031 0.32527 0.39490 0.61251  1 1 1 1 

Table 5 

Weights and ranking of the DMUs in Example 2 with five DMUs 

DMU Weights  Ranking 

 EM1 EM2 LLSM WLSM  EM1 EM2 LLSM WLSM 

A 0.19057 0.06436 0.07302 0.00538  2-3 2 3 4 
B 0.19057 0.05037 0.05606 0.00451  2-3 3 4 5 
C 0.14070 0.02515 0.04031 0.01349  5 5 5 3 
D 0.17608 0.04872 0.11055 0.03955  4 4 2 2 
E 0.30208 0.81140 0.72007 0.93708  1 1 1 1 

In both versions, methods EM2, LLSM and WLSM yield full ranking orders 
although they are different in several positions. It is also a striking property of the 
methods based on the nonreciprocal pairwise comparison matrix  ̂  that the 
weights are more distinguished. The largest weights are significantly larger and 
the smallest weights are significantly smaller than those of EM1. Also, it is worth 
observing how the favorable input and output values of DMU E are reflected in 
the corresponding weights in Table 5. 

Example 3 

Example 3 comes from [23] and the raw data are given in Table 6. 

Table 6 

Input and output data of Example 3 

DMU Inputs  Outputs 

 X1 X2 X3  Y1 Y2 Y3 

DMU1 15 15 0.05  0.80 0.800 0.42 
DMU2 70 25 0.10  0.90 0.900 0.53 
DMU3 45 16 0.07  0.96 0.885 0.47 
DMU4 40 30 0.12  0.85 0.750 0.32 
DMU5 35 25 0.11  0.75 0.845 0.44 
DMU6 60 18 0.15  0.85 0.755 0.25 
DMU7 55 20 0.08  0.70 0.850 0.51 
DMU8 30 12 0.09  0.95 0.700 0.46 
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The nonreciprocal pairwise comparison matrix  ̂  is obtained by (2), and the 
reciprocal A by (13): 

 ̂  
( 
   
                                                                                                                                                                                                                                                                                                                                                                                                                                                                  ) 

   
 

, 

  
( 
   
                                                                                                                                                                                                                                                                                                                                                                                                                                                                 ) 

   
 

. 

The weights and the ranking orders obtained by the tested methods are as follows: 

Table 7 

Weights and ranking of the DMUs in Example 3 

DMU Weights  Ranking 

 EM1 EM2 LLSM WLSM  EM1 EM2 LLSM WLSM 
DMU1 0.15290 0.22575 0.21761 0.26630  1 1 1 1 
DMU2 0.11616 0.09546 0.09978 0.08828  6 6 6 6 
DMU3 0.13279 0.13641 0.14839 0.15489  3 3 3 3 
DMU4 0.11203 0.08305 0.08474 0.07254  8 8 7 7 
DMU5 0.11729 0.10275 0.10874 0.10563  5 5 5 4 
DMU6 0.11391 0.08334 0.07143 0.04668  7 7 8 8 
DMU7 0.12172 0.11261 0.10932 0.09334  4 4 4 5 
DMU8 0.13318 0.16063 0.16001 0.17233  2 2 2 2 

The ranking orders by EM1, EM2 and LLSM coincide in the first six positions. 
WLSM renders a further rank reversal in positions 4 and 5. The greater separation 
in the weights by EM2, LLSM and WLSM, in comparison to those by EM1, can 
be observed at this example, too. We mention that the weight vector w published 
in [23] is w =(0.152, 0.117, 0.134, 0.112, 0.118, 0.114, 0.122, 0.133)T yielding the 
ranking (1,6,2,8,5,7,4,3). The slight difference to the weights obtained by EM1 
may come from a larger stopping tolerance when computing the maximal 
eigenvector in [23]. But even a slight difference implies a rank reversal for DMU3 
and DMU8. 

Conclusions 

The method proposed in this paper seems to be a promising new tool for ranking 
DMUs. It keeps the idea of using DEA-based pairwise comparisons between the 
decision making units (DMUs), as was proposed originally in [40]. The basic new 
idea is to apply a variant of the CCR problem instead of the classic one. The 
ensuing scores are then utilized to build a nonreciprocal pairwise comparison 
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matrix which serves as the basis of eliciting the ranking values of the DMUs. The 
main advantage of this new method is the wider range of the resulting ranking 
values, which subsequently leads to better distinction between the DMUs. This 
useful property was also confirmed by numerical examples. In addition to the 
eigenvector method, optimization based methods, such as the logarithmic least 
squares method and the weighted least squares method, were also tested for 
eliciting the ranking values from the nonreciprocal pairwise comparison matrix. 

The numerical examples show that applying the new variant of the CCR problem 
and eliciting ranking weights from nonreciprocal pairwise comparison matrices 
remedy some shortcomings of the original method proposed in [40]. On the other 
hand, based upon the numerical examples, one cannot give a definite answer to the 
question of which of the techniques tested for eliciting ranking weights from 
nonreciprocal pairwise comparison matrices is the best. This question is argued 
but is undecided in the more general multiattribute decision making, too. 
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Abstract: This paper describes several approaches in the development of mobile web sites, 
including the concept of detection and adaptation for mobile content. A mobile site lacking 
optimization can lead to prolonged downloading of data as well as difficulties with 
browsing. For that reason, we need to optimize web content on such sites. Our research 
was conducted to determine the most adequate and most effective detection technique. This 
technique was then used in the development of the Mobile Detection Algorithm Based on 
Tera-Wurfl (MDABTW). The MDABTW algorithm is based on the Tera-Wurfl library and 
allows for the generation of web content in several markup languages. The basic principles 
of how this algorithm works are described in this paper. The MDABTW algorithm was 
further implemented in the regional mobile CMS, called Mobko, which is the main part of 
an integrated health IS providing counseling and education services for youth in the 
Subotica region. 

Keywords: mobile web sites; mobile device detection; content adaptation; mobile 
algorithm 

1 Introduction 

The Web has revolutionized the way we interact, as well as how we collect and 
publish information. Until recently, web content was available only to desktop 
users. With the advent of mobile technology and with the proliferation of mobile 
devices featuring Internet access, the global availability of information has 
exploded. Standard (2G) mobile phones and smart phones (3G) have advanced so 
rapidly that nowadays even an entry level mobile phone allows for Internet access 
of some kind. This situation opens up a whole new arena for web content that has 
been adapted specifically for mobile devices [7]. 

Today, increasing numbers of people access the Internet via their mobile device 
instead of a PC. The number of mobile devices in use has already surpassed the 
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number of personal computers. It is estimated that the difference between these 
two numbers will only increase in the years to come [9]. 

The first problem that can occur when creating a mobile web site is how to 
distinguish between mobile users and desktop users. 

2 Mobile Web Sites and the Problem with Content 

Most often we have seen that there is no optimization and adaptation of existing 
sites or new sites for mobile users. The web content might be too wide to fit the 
screen of mobile device – user equipment (UE). Font size can also be problematic, 
being too small or too large to read on UE easily. If the web content also includes 
images, it is uncertain whether those can be displayed correctly, if at all. The same 
applies to multimedia files, which frequently cannot be viewed on mobile devices. 
Often, web pages that have been initially designed for desktop computers are too 
encumbered with content, so they are practically unsuitable for users accessing 
them via mobile devices. 

Creating content for mobile devices has some specific restrictions imposed by the 
limited resources on the UE, including: a small size screen, limited wireless 
bandwidth, small data storage capacity and processing power, and a limited 
number of keyboard buttons to be used for web navigation. Sites designed for 
mobile devices should deliver content that is tailored to the characteristics of the 
accessing device. In order for a mobile content to load faster, they should be 
adapted and formatted, taking into consideration both the users‟ needs as well as 
the capabilities of mobile devices. 

Mobile web sites can be created by using several technologies (e.g. WML, 
HTML, and XHTML MP). Existing mobile devices have different levels of 
support for these technologies, and for this reason, the creator of a mobile web site 
should create multiple versions of the web site. This means that the developer 
should be very familiar with all the required technologies in order to implement 
them properly. This could be an issue as it requires additional investment in 
development and learning. 

3 Content Adaptation 

Content adaptation, which is sometimes also called multi-serving, is the delivery 
of content based on the capabilities of the access device. 

Detection, adaptation and support for multiple devices have historically been a 
painful point in design and development of mobile content. Although there are 
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several strategies and techniques available to tackle this problem, each of them use 
in some form the DAD (Detect Deliver Text) mode. This mode includes: 

1 Detection 

2 Adaptation 

3 Deliver 

Different techniques are used for the adaptation, including the detection, 
redirection, set up of correct MIME types, the changing of links, and the removal 
or scaling graphics. The LCD method (or the "Lowest Common Denominator") 
establishes a minimum set of characteristics which are expected from the mobile 
device. Web content is then developed by following such guidelines. The minimal 
set of features is also called DDC (Default Delivery Context) [4]. 

Adaptation in accordance with the capabilities of accessing mobile device is an 
ideal solution for the delivery of mobile content. At the same time, most 
programmers prefer to first start with the LCD approach before going into 
adaptation. The reasons for this are many. Adaptation involves additional costs 
and complexity. It also requires changes on the server side to detect and deliver 
content in a tailored manner, which cannot be accomplished for all device types. 
However, the LCD method can be sufficient in the case of a limited use of mobile 
content [4]. 

Based on the paper by Adzic, Kalva and Furht [1], there are three possible levels 
at which the adaptation can be performed: 1) at the server which hosts web 
content; 2) at the intermediary proxy server; 3) and at the client side (i.e. UE). The 
main difference among the three lies in what supplies the content, and what the 
content is [12]. 

Server-side adaptation involves committing additional resources and software on 
the server that stores content for delivery. The main advantage of this approach is 
that the content at every web page can be converted and tailored for the specific 
needs of a receiving mobile device. 

The proxy server or intermediary adaptation is performed between the server 
(content provider) and the mobile client (content consumer). It can be 
implemented by the content provider or by the third party device [1]. However, 
this form of adaptation is usually outside of your control. 

In the client-side adaptation, the user can define preferences and determine the 
type and scale of the adaptation process [1]. Client side adaptation usually relies 
on using the media selectors associated with CSS (Cascading Style Sheets). While 
this can be a useful form of adaptation, it is limited. The mobile browser 
downloads the same XHTML markup as the desktop browser, which might 
unnecessarily consume the user‟s air time and consequently cost for the content 
that ends up not being displayed [5]. 

The following section of this paper will present several approaches in the 
development of mobile sites. 
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3.1 Approaches in Mobile Development 

In the development of mobile web sites, there can be defined several approaches: 
a) Do nothing 
b) Remove formatting 
c) Filter media 
d) Find the target device - redirection 
e) Implement the full detection and adaptation 

Some of them use some kind of adaptation which is executed at different levels 
(i.e. server side, client side or at the intermediary proxy server). 

3.1.1 Do Nothing 

The first approach is still used for many sites because the site owner or developer 
does not fully understand the significance of mobile-oriented content or prefers to 
wait until the UE technology is mature enough to handle their web site as is. In 
other words, the web content gets published only once, whereas the mobile device 
is expected to be smart enough to handle it and display web pages as appropriate. 
The most important adjustment techniques are adopted in the Opera's Small 
Screen Rendering (SSR) system, used for the new Apple iPhone and Nokia 
Browser, which provides very good results. The new generation of mobile phones 
have web browsers which attempt to optimize the web content on the UE in real 
time. Often it only involves reducing the page views without reducing actual 
download time, thus contributing additional (and unnecessary) cost to the user. 

The issue with this approach is that it does not work for standard (2G) non-smart 
phones, which do not have web browsers capable of optimizing content in real 
time. Considering that large number of users who still have regular mobile 
phones, this approach will deprive them of getting proper information. Even smart 
phone users, with browsers featuring optimization in real time, can sometime give 
up on accessing classic web sites because the site is either just not functional 
enough or has pure navigation system with does not allow for the easy finding of 
the desired information. In this approach the transcoders are often used to reformat 
the content of classical sites and transform them into a more mobile “friendly” 
version. 

When to use this approach 
 If you do not expect too many mobile visitors to your web site 
 If the majority of your users are using smart phones or other devices 

featuring large screens and an optimized web browser 
 If people want to use your website in exactly the same way as used via 

PC, (i.e. no need for mobile-specific features) 
 If you do not have time or resources to implement another method(s) 
 If you do not have sufficient expertise to include multiple technologies in 

your development 
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When not to use this approach 
 If you want to reach the maximum number of potential visitors to your 

site 
 If mobile users visiting your site have a specific task they want to 

accomplish quickly and efficiently 
 If you want to provide the best browsing experience for mobile users 

3.1.2 Remove Formatting 

One of the biggest problems for mobile browsers is to parse the HTML code and 
page layout. Complex formatting rules mean more computer operations that may 
be a challenge due to UE limitations in regards to processor and memory. Most 
mobile web users pay for service on the basis of downloaded data in kilobytes; 
therefore large HTML pages and images will not be a good solution. If you 
remove the formatting from the page layout, including all images, the mobile user 
will get text and links only. 

When to use this approach 
 If you want a quick way to create a mobile version of your web site 
 If you want to cover the majority of mobile browsers 
 If your site features mostly textual content and has good navigation 

structure 

When not to use this approach 
 If your site features good user interface design 
 If the site content is not very useful for mobile users 

3.1.3 Filter Media 

If you want to use the same XHTML site for both desktop and mobile devices, the 
solution is to change the site design and format related pages by using a CSS file. 
The CSS standard enables you to create multiple styles for each document, taking 
into account that site content might be displayed on various types of media. This 
approach involves creating two or more versions of CSS files and using those as 
media attribute to generate corresponding pages. 

When to use this approach 
 When you are confident that the access devices fully support the filtering 

of media 
 When you make a mobile website that is dedicated to a specific group of 

users who have devices with the possibility of filtering media 
 When you are familiar only with the client side of internet technologies 

When not to use this approach 
 When you are not sure whether all access devices support the filtering of 

media 
 When you create a mobile web site that is expected to draw a large 

number of visitors with different types of phones 
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3.1.4 Find the Target Device – Redirection 

This approach uses a detection technique to find the type of target device. 
Specifically, it tries to decide if the user is accessing the web site via a mobile 
device or via computer. If the detection is successful, the user is redirected to the 
appropriate version of the site (mobile or desktop). An enhanced version of this 
strategy involves the detection of supported Markup Language. 

When to use this approach 
 If you only need to determine whether the user accesses you site via 

mobile devices or desktop computers 
 If it is not necessary to create content that is fully optimized for the 

characteristics of the accessing device 
 If the user provides multiple choices to select the mobile version of the 

site because it does not detect the preferred hypertext markup language 

When not to use this approach 
 If you create a site whose content partly needs to be optimized for the 

features of the device 
 If it is necessary to determine the preferred hypertext markup language 

3.1.5 Implement the Full Detection and Adaptation 

This approach requires adaptation in the framework by taking into consideration 
several related variables. Firstly, it requires the detection of the user agent and its 
characteristics. This is usually determined by: 

 Preferred markup language 
 Screen size in pixels 
 The existence of the touch screen 
 Support for certain graphics formats 
 Support for certain multimedia files and Java 
 Support for styles 

Based on the detection of the preferred language and UE features, the user gets 
redirected to the corresponding site version. In this strategy, you need to create 
multiple versions of your site. In the event that the detection of the preferred 
markup language has failed or the user wants to switch to a different version of 
your site, the option should be provided for selecting the language for content 
generation. 

When to use this approach 
 If you want to create a site which fully supports the features of access 

device 

 If you do expect a large number of visitors to your mobile site 

 If you do not have to worry about the resources on your server 

When not to use this approach 
 If you have limited resources on your server 
 If you have no need for partial or full optimization 
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3.2 Header of Request 

A request header sent from the mobile browser to the web server has many 
attributes defined by the reader in the case of direct client-server communication 
(i.e. without using any proxy, gateway or a transcoder). Some of the headers that 
may be useful are listed in Table 1. 

Table 1 

Listing of useful headers 

User-Agent Name of browser, user agent or platform from which the request 
originates 

Accept Comma separated values (CSV) which are MIME types that are 
supported by user agent. 

Accept-Charset Specifies the character set that supports the user agent. 

Accept-Language Contains information about the supported languages in the user 
agent 

X-wap-profile and 
Profile 

Provides information about the UAProf (User Agent Profile) 
XML file that is unique to each device. 

3.2.1 User Agent 

The user agent is a client application that implements the network protocol used in 
the client-server communication. It typically contains a series of different 
information, from which can be identified: which device is used, on what 
operating system it is based, what version of software is running, who the 
manufacturer is, and what type of content the device is able to read. The format of 
information differs between manufacturers of mobile devices. 

The User-Agent header is useful in the following situations: 
 If we need to identify specific models of mobile devices. 
 If we need to distinguish between mobile devices or user agents from 

different companies. 
 If we need to determine whether the user agent browser to your desktop 

computer or a mobile device microreaders. 

3.2.2 UAProof 

The UAProf (User Agent Profile) is a standard defined by the Open Mobile 
Alliance (OMA, earlier WAP Forum). It provides information on UE capabilities 
in the form of an XML file which the server can access via the Internet. After this 
file has been uploaded onto server, it must be parsed in order to retrieve the 
desired information. The drawback of the UAProf specification is that many older 
devices do not support it. In addition, it can slow down the content generation on 
the server side as each application must retrieve and parse the XML file separately 
in order to obtain the pertinent information. A possible solution to speed up this 
process could be to store partial contents of the file in a database, after its initial 
upload, or to save the file local copy on the server [9]. 
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3.2.3 WURFL 

The WURFL (Wireless Universal Resource File) is a wireless universal resource 
file or an XML file that is regularly updated with information on mobile devices. 
It contains information on virtually all mobile devices that currently exist, and all 
their options. Practically, this file is a collection of a large number of UAProf 
files. 

4 A Survey for Detection Techniques 

As mentioned in Chapter 3, there are several ways to carry out the detection of an 
access device. Most of these detections can be classified into two general 
categories: a) detection using only information from the HTTP headers; and b) 
detection using the WURFL file. For the purpose of our research, we utilized both 
methods, namely: 

1 The so-called “Simple detection” 

2 Detection by using the Tera-Wurfl library. 

For "Simple Detection" we used PHP script, which makes a distinction between 
computers and mobile devices by comparing the user agent data and values from 
HTTP headers with specific text values. This technique also determines the 
preferred hypertext markup language. 

The advantages of this technique include: 

 No installation process 

 There is no need for a database 

 Takes up less space on the server 

 Fast execution time 

The disadvantages of this technique are: 

 Relatively poor accuracy 

 No community that contributes to the development 

 Limited set of functions to detect more capabilities 

 Inability to complete the adaptation 

Tera-Wurfl is a PHP- and MySQL-based library which uses WURFL to detect the 
individual features of mobile phones. The advantage of Tera-Wurfl over other 
systems for detection is that it relies on a database to find the best matching 
mobile phone. Tera-WURFL loads the data from the WURFL file into a MySQL 
database for faster access and uses it to determine which device is the most similar 
to the one requesting your content. The library then returns the capabilities 
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associated with such device to your scripts via PHP associative array. In our 
research we used the WURFL with 29 groups featuring a total of 531 capabilities. 

Tera-WURFL takes the requestor's user agent and puts it through a filter to 
determine which UserAgentMatcher to use. Each UserAgentMatcher is 
specifically designed to best match the device from a group of similar devices 
based on the Reduction in String and/or the Levenshtein Distance algorithm. 

The advantages of this technique are as follows: 

 High performance 

 Accurate detection of mobile devices 

 Fast detection of desktop vs. mobile devices 

 Possibility of full adaptation 

The disadvantages of this technique are: 

 Need for a database 

 Requirement for more space on the server 

Our survey involved 80 students. This survey was conducted at Subotica Tech in 
the period from November to December 2010. Each student was given access to 
web pages on a server via his mobile phone. One page used the "Simple 
Detection" technique and the second used detection based on the Tera-Wurfl 
library. The aim of this research was to check how exact these two detection 
techniques compare. The results are shown below. 
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Figure 1 

Result of accuracy of detection methods 

Based on these results, it can be seen that the detection technique using the Tera-
Wurfl library is more accurate and more suitable for implementation in mobile 
development. 
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5 Mobile Detection Algorithm Based on Tera-Wurfl 

(MDABTW) 

The current research results described in Section 4 demonstrate that the Tera-
Wurfl technique is the better one for detecting the characteristics of accessing 
devices. This library includes a large amount of data for each of the mobile 
devices, which is contained in the WURFL file. 

The Tera-Wurl library also contains an optimizer for the WURFL file. The 
Optimizer is a very useful feature since, based on the selection of certain 
characteristics, it can reduce the file and database size, reduce the occupancy of 
space on the server and speed up the process of detection. In addition to 
optimization, device detection also requires the selection of significant device 
characteristics to be utilized for detection. For that purpose, we have developed 
the Mobile Detection Algorithm Based on Tera-Wurfl (MDABTW) algorithm. 
The MDABTW is an algorithm for the detection of mobile devices based on Tera-
Wurfl library. It allows for the detection and generation of mobile content in 
WML, XHTML MP and XHTML languages, using WAP CSS or CSS as needed. 

In this algorithm, web sites for mobile devices are divided into four groups: 
simple web sites – SIMPLE, multimedia web sites – MULTIMEDIA, dynamic web 
sites – DYNAMIC and integrated web sites – INTEGRATED. 

We have implemented this algorithm in the mobile CMS called Mobko. Mobko 
plays a key role in an integrated model for mobile learning in the health 
information system and counseling services for youth in Subotica region. 

The algorithm works as outlined in Fig. 2. After a visit to the website, the 
processing of the request is started by detection of accessing device. For this 
purpose we used user agent data. In the event that the access device is not a 
mobile device, it generates content for the standard web site, using XHTML 
language and CSS technique. In the case that the access device is mobile device, 
the MDABTW algorithm starts with one of subprograms. Which subprogram will 
be used depends on the chosen model of web site and the mobile web site group. 

Every group has associated subgroups. Subgroups vary based on the application of 
certain elements. These groups differ according to the type of content that is 
delivered and the manner of interaction with the user. 

For detection, the same procedure is used for each of the above groups. However, 
in the subsequent process of the adaptation and generation of web content, some 
special actions are taken based on the customized WURFL file containing the 
essential features. As mentioned earlier, the WURFL file used in the current case 
contained 29 groups with a total of 531 capabilities. This constitutes a large 
amount of information. For faster detection, it is better to use and optimize only 
the characteristics that are important for the kind of web site involved. 
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Figure 2 

Detection process schema 

Table 1 

Short description of subprograms 

Subprogram Description 

Simple1 Handles web sites with static content only. 

Simple2 Handles web sites with static content and supports the use of web forms. 

Multimedia1 Handles static web sites with multimedia content. 

Multimedia2 Handles web sites with multimedia content and web forms in it. 

Dynamic1 Handles dynamic web sites where the content is generated based on the 
data from database. 

Dynamic2 Handles dynamic web sites where the content is generated based on the 
data from database and supports use of web forms. 

Integrated1 Handles web sites which have multimedia and dynamic content. 

Integrated2 Handles web sites which have multimedia and dynamic content and 
supports the use of web forms. 

For each type of website, the detection process identifies only the selected 
capabilities which are site-specific rather than being group capabilities. However, 
there are also situations when the detection process needs to identify group 
capabilities as well. 

These are the groups of capabilities used in the algorithm: 
 Product_info (PI) 
 Playback (P) 
 Wap_push (WP) 
 MMS (M2) 
 Display (D) 
 Image_format (IF) 
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 Wml_ui (WU) 
 Xhtml_ui (XU) 
 Html_ui (HU)  
 Streaming (S) 
 Css (C) 
 Markup (M) 
 Bugs (B) 
 Object_download (OD) 
 Sound_format (SF) 
 Ajax (A) 

Table 2 provides an overview of the subprograms and capability groups where F 
indicates when “Full”, P indicates when “Partial” detection is done and the sign “-
“ indicates that this group is not used. 

Table 2 

List of capability groups and subprogram 

 Capability group 

Subprogram PI P WP M2 D IF WU XU HU S C M B OD SF A 

Simple1 P - - - F P P P P - P P - - - - 

Simple2 P - - - F P P P P - P P P - - - 

Multimedia1 P F F F F F P P P F P P - F F - 

Multimedia2 P F F F F F P P P F P P P F F - 

Dynamic1 P - - - F P P P P - P P - - - F 

Dynamic2 P - - - F P P P P - P P P - - F 

Integrated1 P F F F F F P P P F P P - - F F 

Integrated2 P F F F F F P P P F P P P F F F 

5.1 Description of Subprogram 

The Simple1 subprogram works based on the following principles: 

1 Firstly, the device pointing method is detected, which means that the access 
device can be either a phone with a touch screen or a standard mobile 
phone without touch screen. This information is very important because it 
drives the design of the complete navigation structure for a web site. 

2 The next step is to use an appropriately optimized WURFL file for the 
detection of the device‟s capabilities. This includes the preferred markup 
language, DTD (Document Type Definition) and MIME type. 

3 If the access device is a standard mobile phone without a touch screen, after 
the capabilities detection in point 2, the algorithm checks if the preferred 
markup language is WML. This step is missing in mobile devices that have 
touch screens because these phones in most cases do not support the WML 
language and the performance of these phones impose a need to create 
richer content. 
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Figure 3 

Working schema of Simple1 subprogram 
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4 If these data are related to the WML language, there is no need to 
determine support for the CSS as WML does not support it. After that, the 
capabilities that are necessary for WML content generation are considered 
detected. 

5 In the case when detected data do not belong to WML, the CSS support is 
important since, based on that, the device capabilities are detected. 

6 After detection, data are written in the database for statistics and the 
optimized content of the web site is generated. The optimized content could 
be generated in any of three versions: WML, XHTML or XHTML MP. 

7 The generated site is saved in the cache memory for faster access next time 

8 Finally, the user is provided with access to the optimized mobile web site. 

Simple2 subprogram differs from the Simple1 in regard to the detection of input 
masks as well as some other capabilities that are significant for the use on web 
forms. The other subprograms work like the Simple1 subprogram but the main 
difference lies in the characteristics that are detected. 

5.2 Configuration and Implementation 

The configuration file TeraWurflConfig.php needs to be set properly in order to 
use one of the chosen subprograms. The following parameters are the most 
important ones: 

public static $WURFL_FILE = 'wurfl-integrated2.xml'; 

public static $LOG_FILE = 'wurfl-integrated2.log'; 

The first parameter contains the name of the optimized WURFL file while the 
second parameter is a log file for this WURFL file. These settings are enough 
when installing the system according to the tutorial and updating WURFL 
database from the local optimized WURFL file. After the initial installation, there 
is the possibility to update the WURFL database with the latest version of this xml 
file from the internet. As the optimized files are used in the algorithm, one does 
not want to update and insert all data of the WURFL file from internet, just the 
essential characteristics for every subprogram. For that purpose, a 
$CAPABILITY_FILTER variable within the TeraWurflConfig.php configuration 
file should be set. This variable is of the array type. It is possible to set complete 
capability groups or individual capabilities in this variable. To this end, every 
subprogram configures the specific parameters in a different way. 

In the following code, the settings for the Simple1 subprogram are shown. 

public static $CAPABILITY_FILTER = array(  
"pointing method", 
"model name", 
"is_wireless_device", 
"brand_name", 
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"wml_make_phone_call_string", 
"access_key_support", 
"xhtml_preferred_charset", 
"xhtml_avoid_accesskeys", 
"xhtml_make_phone_call_string", 
"xhtml_display_accesskey", 
"xhtmlmp_preferred_mime_type", 
"css_supports_width_as_percentage", 
"preferred_markup", 
"max_image_width", 
"resolution_height", 
"resolution_width", 
"max_image_height", 
"jpg", 
"gif", 
"wbmp", 
"png", 
); 
 

With these parameters, TeraWURFL allows one to store only the specified 
capabilities from the WURFL file. 
 
The following code presents the usage. First the session is started, then the 
important files are included. In the next step, the instance of the Tera-WURFL 
object is created, and data from the HTTP_USER_AGENT header is received. 
This data helps to determine if the user comes with mobile device 
(is_wireless_device) or not. If not, the program redirects the user to a non-mobile 
version of the page. If the user agent is a mobile device, the associative array 
$_SESSION[„d_c‟] is set and the relevant characteristics for the used subprogram 
are detected and put in it. This array contains only the characteristics that are 
important for the generation of the web page layout and they are available in the 
whole web page due to the use of session variable. 
 
// start the session 
session_start(); 
// include the necessary files 
include("include/config.php"); 
include("include/functions.php"); 
// include the Tera-WURFL file 
require_once('../../Tera-Wurfl/TeraWurfl.php'); 
// Instantiate the Tera-WURFL object 
$wurflObj = new TeraWurfl(); 
// Get the data from HTTP_USER_AGENT header 
$ua = $_SERVER["HTTP_USER_AGENT"]; 
// Get the capabilities from the object 
$matched = $wurflObj->getDeviceCapabilitiesFromAgent($ua); 
if(!check_session_variables()) 
{ 
if(!$wurflObj->getDeviceCapability("is_wireless_device")){ 
 header("Location:../index.php"); 
 exit(); 
} 
//Get device capabilities 
$_SESSION['d_c']=array(); 
$_SESSION['d_c']['pointing_method'] = $wurflObj-
>getDeviceCapability("pointing_method"); 
... 
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5.3 Testing the Algorithm in Practice 

To test the MDABTW algorithm, it was used in an integrated learning system 
within youth counseling in Subotica. Figure 5 show the results of this algorithm 
implementation for two types of commercial handsets. On the right side there is 
the screenshot of the Nokia E51 phone (featuring a standard - non-touch screen) 
whereas the left side contains the screen shot of the Huawei U8110 phone (with 
touch screen option). These 2 phones differ in many aspects, including: preferred 
markup language, DTD, markup MIME type, screen size, pointing method, etc. 
Despite all these differences, Fig. 5 clearly demonstrates the complete success of 
the MDABTW algorithm at work. Namely, the process involving device detection 
and generating optimized content with the graphic files and text. 

The most significant form of successful implementation of the algorithm is in the 
reduction of the size of the WURFL file and the MySQL database and the 
reduction in the size of the optimized web content. The size of the non-optimized 
WURFL file is 16 MB. After data entry from this file to the database, the MySQL 
database takes up 29 MB of space on the server. Table 3 presents the results of the 
reduction with the use of the MDABTW algorithm in every subprogram. 

Table 3 

Results of reduction with the use of MDABTW algorithm 

Subprogram Size of 
optimized 

WURFL file 

Size of used 
MySQL 
database 

Reduction of 
WURFL file 

in percentages 

Reduction of 
MySQL database 

in percentages 

Simple1 5.58 MB 17.2 MB 67% 41% 

Simple2 5.62 MB 17.2 MB 66% 41% 

Multimedia1 12.80 MB 21.3 MB 24% 27% 

Multimedia2 12.91 MB 21.4 MB 23% 26% 

Dynamic1 5.66 MB 17.2 MB 66% 41% 

Dynamic2 5.7 MB 17.3 MB 66% 41% 

Integrated1 12.99 MB 24.2 MB 23% 17% 

Integrated2 13.03 MB 24.3 MB 22% 16% 

Applying the MDABTW algorithm reduces the size of the generated files that are 
delivered to the client. The following table presents the size of the files generated 
for different access devices with different characteristics 

Table 4 

Size of optimized web content for different user agents with the use of MDABTW algorithm 

 index.php servis.php lekcije.php testovi.php login.php arhiva.php 
Web browser 1296 KB 1295 KB 1264 KB 1295 KB - 1299 KB 
NokiaE51 8.3 KB 8.7 KB 9.8 KB 11.3 KB 8.5 KB 50 KB 
Huawei 
U8110 

10.4 KB 9.8 KB 12 KB 13.8 KB 9.7 KB 52.1 KB 
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Figure 5 

Algorithm in practice – optimized content for HuaweiU8110 and Nokia E51 

Conclusions 

This paper describes several approaches for the development of mobile web sites, 
including the concept of device type detection and content adaptation. Many web 
pages that have been originally designed for desktop computers are currently too 
encumbered with content, which makes them practically unsuitable for users 
accessing via mobile devices. For that reason, we need to optimize the content of 
such web sites. On the basis of our research, the appropriate detection technique 
was selected and used for creation of the MDABTW mobile detection algorithm. 
This algorithm utilizes the Tera-Wurfl library and allows for the generation of 
web content in WML, XHTML MP and XHTML languages, using WAP CSS or 
CSS as needed. Support for HTML5 and CSS3 can be easily incorporated into the 
MDABTW algorithm when these techniques become a widely adopted standard. 
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After initial testing and tuning, the MDABTW algorithm was implemented for the 
regional mobile CMS called Mobko – part of an integrated system for health 
counseling of young people in the Subotica region. This system includes the 
following: a) CMS Mobko; b) Web portal access to counseling services for the PC 
that enables viewing and downloading of educational materials and testing; c) 
Mobile version of the Internet portal for access to counseling services by mobile 
devices, where all content will be adjusted and optimized for the possibility of a 
user's mobile device; d) Stand-alone application for mobile phones allowing for 
training and testing in an on-line or off-line mode as well as for the SMS service 
used to distribute important information. 

Our next goal is to investigate further the use of the mobile learning services 
within integrated IS and how it impacts the health education of the younger 
population, who are known to be technology savvy. The result of this planned 
investigation will be compared to other available theoretical and practical research 
results. In addition, we also plan to conduct several surveys intended to define 
guidelines for the future development and improvement of the existing MDABTW 
algorithm. 
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Abstract: This paper proposes approaches for adapting chromosome-based evolutionary 
methods to the Permutation Flow Shop Problem. Two types of individual representation 
(i.e. encoding methods) are proposed, which are applied on three different chromosome 
based evolutionary techniques, namely the Genetic Algorithm, the Bacterial Evolutionary 
Algorithm and the Particle Swarm Optimization method. Both representations are applied 
on the two former methods, whereas one of them is used for the latter optimization 
technique. Each mentioned algorithm is involved without and with local search steps as 
one of its evolutionary operators. Since the evolutionary operators of each technique are 
established according to the applied representation, this paper deals with a total number of 
ten different chromosome-based evolutionary methods. The obtained techniques are 
evaluated via simulation runs carried out on the well-known Taillard's benchmark problem 
set. Based on the experimental results the approaches for adapting chromosome based 
evolutionary methods are compared to each other. 

Keywords: Chromosome-based evolutionary methods; Memetic algorithms; Combinatorial 
optimization; Permutation Flow Shop Problem 

1 Introduction 

One of the most intensively studied combinatorial optimization problems is the 
Permutation Flow Shop Problem (PFSP) [1]. In this problem, there are given n 
jobs and m machines. All the jobs should be processed by all the machines one 
after another. The machines are deployed in a line and a machine can handle one 
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single job at once, that is, the process of the jobs is pipeline-like. There is also 
given an n-by-m processing time matrix defining the necessary amount of time a 
job has to stay on a machine, for each job-machine pair. A job can be processed 
on any machine only if the machine is free (the preceding job has finished on the 
machine) and the job has already been processed on the preceding machine. 

The task is to find a permutation (a sequence) of the jobs, in case of which the 
total processing time of all the jobs on all the machines (i.e. the so-called 
makespan) is minimal. 

This problem is known to be NP-hard [2], thus there are no efficient algorithms to 
exactly solve this task (and there is not much hope of finding one). This means 
that every method guaranteeing optimal solutions has impractically long 
computational time for even moderate problem sizes. Hence, only heuristics 
resulting in so called quasi-optimal solutions are viable. Over the past few 
decades, a number of such heuristics have been invented and published (e.g. [3]-
[5]). 

Since due to the nature of the PFSP problem these heuristics cannot be evaluated 
analytically, their evaluation and their comparison to other techniques can be 
made experimentally, i.e. based on results of simulation runs carried out on 
standard reference tasks, called benchmark problems. Several such comparisons 
have been made involving a large part of the so far proposed methods (e.g. [3]-
[5]). These comparative studies are mostly based on the well-known Taillard's 
benchmark problem set [6]. 

This paper proposes approaches for adapting chromosome based evolutionary 
methods to the Permutation Flow Shop Problem. The proposal includes two types 
of individual representation (i.e. encoding method): a permutation and a real value 
based one. They are applied on three different chromosome based evolutionary 
techniques, namely the Genetic Algorithm [7], the Bacterial Evolutionary 
Algorithm [8] and the Particle Swarm Optimization [9] method. Both 
representations are applied on the two former methods, whereas the real value 
based one is used for the latter optimization technique. Each mentioned algorithm 
is involved without and with local search steps as one of its evolutionary 
operators. Since the evolutionary operators of each technique are established 
according to the applied representation, this paper deals with a total number of ten 
different chromosome-based evolutionary methods. 

The obtained techniques are evaluated via simulation runs carried out on the 
above mentioned Taillard's benchmark problem set. Based on these experimental 
results, the methods, and thus the chromosome-based evolutionary technique 
adapting approaches themselves, are compared to each other. 

The next section gives a formal definition to the PFSP problem. Within this, the 
search space and the makespan function as the objective function are defined. 
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Then, the third section gives a brief overview of the chromosome-based 
evolutionary techniques being adapted to the PFSP task. The basic concept and the 
main steps of the algorithms are also presented. The new encoding approaches for 
the PFSP problem are proposed in section four. After that, the evolutionary 
operators constructed based on the newly proposed individual representations are 
described. The sixth section enumerates the algorithms, which can be established 
by using the discussed approaches and which are compared via simulation runs. 
The experimental results and the observed characteristics are discussed in section 
seven. Finally, in the last section our work is summarized and some conclusions 
are drawn. 

2 The Permutation Flow Shop Problem 

As was described in the Introduction, in this problem there are given the number 
of jobs n, the number of machines m and an n-by-m processing time matrix P 
defining the necessary amount of time a job has to stay on a machine, for each 
job-machine pair. That is, the elements of the matrix are positive and an element 
pi,j denotes the time the ith job stays on the jth machine. 

All the jobs should be worked by all the machines one after another. The machines 
are deployed in a line and a machine can handle one single job at once. That is, the 
process of the jobs is pipeline-like. A job can be processed on a machine only if 
the machine is free (the preceding job has finished on the machine) and the job has 
already been processed on the preceding machine. 

The task is to find a permutation (an order) of the jobs, in case of which the total 
processing time of all the jobs on all the machines (i.e. the so called makespan) is 
minimal. 

For example, if there are three jobs the permutation (2,3,1) denotes the case when 
the second job goes first, the third goes next, and finally the first goes last. This 
should not be confused with another interpretation of a permutation, where the 
same permutation would mean a case when the first job goes second, the second 
one goes third and the last one goes first. In our interpretation this latter will be 
referred as the „inverse‟ of the permutation defined above. (It can be easily seen 
that this „inverse‟ is the algebraic inverse of the permutation; consequently, the 
inverse of the inverse of the permutation is the permutation itself.) 

Clearly, the search space is the set of the n-order permutations Sn, and the 
objective function is defined over this search space and its range is the set of 
positive numbers R+. 

Formally, the objective or makespan function f can be defined as follows (see e.g. 
[1]): 
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where pσ(i),j and t(i,j,σ) denote the processing and the completion times of the ith 
job of the σ permutation on the jth machine, respectively. 

The task is to find a σ permutation for which the makespan is optimal (i.e. 
minimal). 

3 Overview of the Evolutionary Techniques Applied 

A famous, frequently studied and applied family of iterative stochastic 
optimization techniques is called chromosome based evolutionary algorithms. 
These methods, like the Genetic Algorithm (GA) [7] or the Bacterial Evolutionary 
Algorithm (BEA) [8], imitate the abstract model of the evolution of populations 
observed in nature. Their aim is to change the individuals in the population (set of 
individuals) by the evolutionary operators to obtain better and better ones. The 
goodness of an individual can be measured by its „fitness‟. If an individual 
represents a candidate solution for a given problem, the algorithms try to find the 
optimal solution for the problem. Thus, in the case of optimization problems, the 
individuals represent elements of the search space and the fitness function is a 
transformation of the objective function. If an evolutionary algorithm uses an 
elitist strategy, it means that the best ever individual will always survive and 
appear in the next generation. As a result, at the end of the algorithm the best 
individual will represent the (quasi-) optimal element of the search space. 

The individuals are usually represented by chromosomes (this is why these 
methods are called chromosome-based evolutionary algorithms), which are most 
often vectors holding numbers in their components (i.e. in their genes). The 
manner in which the individuals are represented as chromosomes is the encoding 
method. 

The steps of the algorithms changing the chromosomes, and thus the candidate 
solutions, are called evolutionary operators. The evolutionary operators are in 
strong connections with the encoding technique, since the encoding determines the 
form of the chromosomes the operators work with. 
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It is quite obvious that besides the formation of the skeleton of the evolutionary 
algorithm, the design of the encoding method and the evolutionary operators also 
play key roles in the efficient government of the evolution process. 

There are a huge number of chromosome based evolutionary algorithms. Some of 
them will be presented below; these are the ones that were investigated in our 
work. 

3.1 Genetic Algorithm 

One of the most (if not the most) widely applied chromosome based evolutionary 
techniques is the Genetic Algorithm (GA) [7]. It comprises the following steps: 

1 Initialization:  
An initial population is created by selecting random elements of the 
search space according to some distribution, or by using an initial 
heuristic. 

2 Selection:  
Individuals are selected according to their fitness values. The higher 
fitness value an individual has, the bigger its probability to be selected. 
There are a number of selection methods, e.g. roulette wheel technique, 
or stochastic universal sampling.  
The selected individuals are called parents. 

3 Crossover:  
Pairs are formed from the set of parents and a random point of the 
chromosome is selected for each pair. Then the parents change the 
sequence of their genes between each other after the selected point. The 
resulting individuals are called offspring. 

4 Mutation:  
The genes of each offspring are mutated with a certain probability and 
take new random values. 

5 Substitution:  
The offspring are substituted in the population, i.e. they overwrite 
individuals in it. The individuals to overwrite are selected according to 
their fitness values. However, unlike in the selection step, in this case the 
higher fitness value an individual has, the smaller its probability to be 
selected. If the above mentioned elitist strategy is applied, the best 
individual will not be overwritten. With minor modifications, the same 
algorithms can be used for the selection of individuals to overwrite as in 
the selection step. 

The main iteration loop of the algorithm contains steps 2 – 5. A single iteration is 
called generation. The algorithm stops if at the end of a generation one of the 
termination criteria fulfills (generation limit reached, time limit exceeded, etc.). 
After termination the best individual represents the quasi-optimal solution. 
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3.2 Bacterial Evolutionary Algorithm 

Compared to GA, a somewhat different evolutionary technique is called the 
Bacterial Evolutionary Algorithm (BEA). This algorithm was introduced by Nawa 
and Furuhashi in [8]. The first version of this algorithm was called the Pseudo-
Bacterial Genetic Algorithm (PBGA) [10], which proposed a modified mutation 
operator called bacterial mutation, based on the natural phenomenon of microbial 
evolution. The Bacterial Evolutionary Algorithm introduced a new operator called 
the gene transfer operator. While PBGA incorporates bacterial mutation and 
crossover operator, the BEA substitutes the classical crossover with the gene 
transfer operation. Both of these new operators were inspired by bacterial 
evolution. Bacteria can transfer genes to other bacteria, and thus gene transfer 
allows the bacteria to directly transfer information to the other individuals in the 
population. 

BEA comprises the following steps: 

1 Initialization:  
An initial population is created by selecting random elements of the 
search space according to some distribution, or by using an initial 
heuristic. 

2 Bacterial mutation:  
All bacteria are mutated in all their genes multiple times in random 
orders. In case of each mutation step, if the original value was better, 
then it is restored; if the new one makes the individual have higher fitness 
value, then it is kept. 

3 Gene transfer:  
The population is divided into two parts according to the fitness values. 
The individuals possessing higher fitness values form the superior and 
the ones having lower values form the inferior part of the population.  
Then pairs are formed, where the first members of the pairs are from the 
superior part (superior individuals) and the second members come from 
the inferior part (inferior individuals). For each pair a random point of the 
chromosome is selected. Then the value of the gene at the selected point 
in the inferior bacterium is overwritten with the value of the gene at the 
selected point in the superior bacterium. 

The main iteration loop of the algorithm contains steps 2 and 3. The algorithm 
stops if at the end of a generation one of the termination criteria fulfils (generation 
limit reached, time limit exceeded, etc.). After termination the best individual 
represents the quasi-optimal solution. 
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3.3 Particle Swarm Optimization 

Another type of iterative methods is called swarm intelligence techniques. These 
algorithms, like the nowadays famous Particle Swarm Optimization (PSO) [9], are 
inspired by social behavior observed in nature, e.g. bird flocking or fish schooling. 
In these methods a number of individuals try to find better and better places by 
exploring their environment, led by their own experiences and the experiences of 
the whole community. Since these methods are also based on processes of the 
nature, like GA or BEA, and since there is also a type of evolution in them („social 
evolution‟), they can be categorized amongst the evolutionary algorithms. 

Similarly, as was mentioned above, these techniques can also be applied as 
optimization methods if the individuals represent candidate solutions. 

PSO comprises the following steps: 

1 Initialization:  
An initial population is created by selecting random elements of the 
search space according to some distribution, or by using an initial 
heuristic.  
In the case of each individual, their current place is considered as its local 
best place (see its reason below). Moreover, the place of the best 
individual is stored as the global best place in the search space. 

2 Moving the individuals:  
The individuals are moved (their position within the search space xi is 
changed) based on their local best place li and on the global best place gi 
(the subscript i denotes the number of the current iteration). The new 
position xi is determined by the following equations:  
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where φv,  φl  and φg are parameters of the algorithm, rl and rg are random 
values. 

3 Updating local and global best places:  
The individuals are evaluated and if an individual is at a better position 
than its local best place, the local best place is set to the current position. 
If the currently best individual in the population has higher fitness value 
than the fitness value of the global best place, then the global best place 
is set to the position of the currently best individual. 

The main iteration loop of the algorithm contains steps 2 and 3. The algorithm 
stops if at the end of a generation one of the termination criteria fulfils (generation 
limit reached, time limit exceeded, etc.). After termination the global best place 
represents the quasi-optimal solution. 
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3.4 Memetic Algorithms 

The techniques causing minor modifications to the candidate solutions iteration by 
iteration and thus exploring only the „neighborhood‟ of particular elements of the 
search space are called local search methods. 

After a proper amount of iterations, as a result of these minor modification steps, 
the local search algorithms find the „nearest‟ local minimum quite accurately. 
However, these techniques are very sensible to the location of the starting point. In 
order to find the global optimum, the starting point must be located close enough 
to it, in the sense that no local optima separate the two points. 

Evolutionary computation techniques explore the whole objective function, 
because of their characteristic, so they find the global optimum, but they approach 
it slowly. Local search based algorithms, meanwhile, find only the nearest local 
optimum; however, they converge to it faster. 

Avoiding the disadvantages of the two different technique types, evolutionary 
algorithms (including swarm intelligence techniques) and local search methods 
may be combined [11], for example, if in each iteration for each individual one or 
more local search steps are applied. Expectedly, this way the advantages of both 
local search and evolutionary techniques can be exploited: the local optima can be 
found quite accurately on the whole objective function, i.e. the global optimum 
can be obtained quite accurately. 

There are several results in the literature confirming this expectation in the 
following aspect. Usually, the more difficult the applied local search step is, the 
higher convergence speed the algorithm has in terms of number of generations. It 
must be emphasized that most often these results discuss the convergence speed in 
terms of number of generations. However, the more difficult an algorithm is, the 
greater computational demand it has, i.e. each iteration takes longer. 

Therefore the question arises: how does the speed of the convergence change in 
terms of time if the local search based technique applied in the method is 
changed? 

Apparently, this is a very important question of applicability, because in real 
world applications time as a resource is a very important and expensive factor, but 
the number of generations the algorithm executes does not really matter. 

This is the reason why the efficiency in terms of time was chosen to be 
investigated in this paper. 
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4 Proposed Encoding Methods 

Two types of individual representation (i.e. two encoding methods) are proposed 
in this paper for the evolutionary techniques. 

The first one is based on the permutations themselves, thus the evolutionary 
operators modify the elements of the permutations directly. 

The second encoding method is an indirect, real value based encoding approach, 
which is an obvious extension of those representations applied for numerical 
optimization problems. Although the operators modify the values of real valued 
vectors (arrays) – since the objective function is defined over permutations, the 
chromosomes represent permutations actually – there is a need to convert the real 
valued vectors to permutations somehow. 

In order to reduce time complexity costs, the chromosomes can be „mirrored‟ 
within the individuals in a manner which makes the modifications caused by the 
evolutionary operators and the evaluation of the individual more simply 
performable. 

4.1 Permutation-based Encoding 

This representation is based on the permutations themselves. Each chromosome 
holds one single permutation, where the genes represent the jobs and each gene 
holds an element of the permutation. That is, the chromosome is an integer vector, 
where the values of the genes are between 1 and n (where n is the number of jobs), 
additionally, every integer appears once in the chromosome. 

Actually, this permutation is not the permutation the objective function gets, i.e. it 
is not the one defined in Section 2, but its inverse (as was explained by a simple 
example before). Thus, hereafter this will be called the „inverse permutation‟. 

4.2 Real Value-based Encoding 

Most often in the case of numerical optimization problems, the individuals have 
binary or real representations. This means that the chromosomes are binary or real 
valued vectors (arrays) representing points in the search space, i.e. candidate 
solutions. 

In those most frequent cases when the objective function is defined over Rn (or 
over a subset of Rn), it is a natural way to encode the individuals in real valued 
vectors. 

This representation can be extended to PFSP tasks easily as follows. 
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If the number of jobs is n, then the chromosomes are real valued vectors with 
length of n. Since in the case of PFSP tasks the objective function is defined over 
permutations, the real valued vectors must be converted to permutations. This can 
be done by ordering the genes according to the values they have. Because there is 
exactly one permutation in Sn corresponding to every gene order, the new gene 
order is equivalent to a permutation. 

There seems to be an unnecessary „overhead‟ in the previous encoding technique, 
because one could say that the chromosome should hold the permutation and the 
operators should modify the permutations directly, instead of changing a real 
valued vector and the permutation via this vector. 

However, despite the computational overhead, this encoding manner is more 
useful, as will be presented in the next sections. 

4.3 Mirroring the Chromosomes 

Performing the effects of the evolutionary operators on the individuals can be 
made computationally cheaper in the following way. 

The individuals do not comprise only one single chromosome as usual, but two 
chromosomes being similar to each other: an original and a mirrored one. The 
original chromosome contains a vector of real numbers and the inverse 
permutation or only the inverse permutation (based on the base of the encoding) as 
discussed above. The mirrored chromosome contains the inverse of the inverse 
permutation (i.e. the permutation used by the objective function) and in the case of 
real value based encoding, the adequate permutated order of the real numbers (i.e. 
the real numbers in an ascending order). 

The chromosome and the mirrored chromosome are updated simultaneously in 
every step during the application of the evolutionary operators. Thus, they are 
always equivalent in the sense that they always represent the same candidate 
solution for the problem. 

The reasons why this mirroring technique causes the reduction of computational 
costs will be explained in the next section during the discussion of the certain 
operators. 

5 Established Evolutionary Operators 

The different evolutionary operators used by the algorithms are derived back to 
three „atomic operators‟: mutation, gene transfer and local search. 
Mutation in GA and bacterial mutation in BEA can be obviously constructed by 
using the atomic operator mutation, and gene transfer in BEA can be done by 
using the atomic operator gene transfer. 
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Crossover in GA can be considered as a sequence of gene transfers from a given 
position to a given position in a random order. 

The atomic operator local search is exactly the same as the local search operator in 
all three evolutionary techniques. 

It is easy to see that if all the atomic operators are defined so that their results are 
valid individuals (i.e. individuals representing permutations), the constructed 
operators also results in valid individuals. 

The atomic operators are the following. 

5.1 Mutation 

5.1.1 Permutation-based Encoding 

In the permutation-based case, the mutation of a gene means that the value of the 
gene is set to a random integer value from 1 to n (where n is the number of jobs). 
This modification would lead out from the search space, because the resulting 
integer vector would not be a permutation, hence a „compensation step‟ is made, 
i.e. the gene whose value is taken by the mutated gene changes its value to the 
previous value of the mutated gene. That is, during mutation, the mutated gene 
changes its value with a random gene. In this way the mutation operator is closed 
with respect to the search space. 

The change is committed both in the chromosome and in the mirrored 
chromosome. 

Since the permutation-based mutation modifies only two values in the 
permutation, it makes „local‟ changes within the chromosome. 

5.1.2 Real Value-based Encoding 

When a real value based gene is mutated, it is set to a random real value. Thus, the 
permutation represented by the chromosome changes. 

It would be computationally expensive to compute the new corresponding inverse 
permutation by reordering the whole chromosome. Instead of this, the mirrored 
chromosome can be applied, where the place of the new value can be found easily 
by a computationally cheap binary search (since the real values are ordered in the 
mirrored chromosome). Then, in the mirrored chromosome, the sub-chromosome 
(i.e. the gene-sequence) between the original and the new place of the mutated 
gene is shifted one place left (if the new value is higher than the old one) or one 
place right (if the new value is lower than the old one). 
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During the shift, the corresponding elements of the inverse permutation are also 
updated in the chromosome. 

Actually, the real value-based mutation means a random direction shift of a 
random length part of the mirrored chromosome. Thus, it causes not only local 
effects unlike the permutation based mutation. 

After the previous description of the real value-based mutation, one could ask 
whether an equivalent operator could not be constructed based on only the 
permutations; i.e. is it possible that there is no difference between the strength of 
the two different encoding manners? 

The answer is no, an equivalent operator could not be constructed based on only 
the permutations, because although the shift of random length gene-sequences 
could easily be made, in the case of real value based representation, the 
distribution of random variables determining the lengths and positions are also 
developing (implicitly) while the real values are changing. Therefore, the diversity 
of the real value based encoding is higher. 

It was mentioned in the previous section that this representation has a 
computational overhead, but as it discussed now, it may give higher diversity to 
the mutation. Thus, certainly there is a difference between the strength of the two 
different encoding manners; however, it is an open question which one is more 
efficient, and by how much. 

This will also be investigated in Section 6. 

5.2 Gene Transfer 

5.2.1 Permutation-based Encoding 

During gene transfer in the case of permutation based encoding the inverse 
permutation value of the selected gene in the target individual is set to the inverse 
permutation value of the corresponding gene of the source individual. Hereafter, a 
compensation step is made similarly as in the case of mutation. 

5.2.2 Real Value-based Encoding 

Applying real value-based encoding, the gene transfer is not much different. The 
real value of the selected gene in the target individual is set to the real value of the 
corresponding gene of the source individual. Hereafter, a similar shifting in the 
mirrored chromosome followed by the update of the chromosome is made as in 
the case of mutation. 
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5.3 Local Search 

The local search is performed the same way in the case of both representations. 
One iteration cycle of the local search is as follows. 

First of all, a random order of the elements of the permutation from the first to the 
last but one is selected. Then, following this order, the neighboring elements 
within the mirrored chromosome try to change their values with each other so that 
if according to the random order the current element is the ith, then it tries to 
change its value with the (i+1)th. After each change between the neighbors, if the 
resulting permutation is better (i.e. it has a higher fitness value), the change is kept 
and both the chromosome and the mirrored chromosome are updated according to 
the modification made. Otherwise, the change is rolled back. 

6 Optimization Algorithms Investigated in this Paper 

Based on the previous sections ten different evolutionary optimization techniques 
were constructed and evaluated. These are the following: 

 Genetic Algorithm based techniques: 
o GAr: Genetic Algorithm without local search using real value 

based encoding 
o GAp: Genetic Algorithm without local search using permutation 

based encoding 
o GMAr: Genetic Algorithm with local search (Memetic 

Algorithm) using real value based encoding 
o GMAr: Genetic Algorithm with local search (Memetic 

Algorithm) using permutation based encoding 
 Bacterial Evolutionary Algorithm based techniques: 

o BEAr: Bacterial Evolutionary Algorithm without local search 
using real value based encoding 

o BEAp: Bacterial Evolutionary Algorithm without local search 
using permutation based encoding 

o  BMAr: Bacterial Evolutionary Algorithm with local search 
(Bacterial Memetic Algorithm) using real value based encoding 

o BMAp: Bacterial Evolutionary Algorithm with local search 
(Bacterial Memetic Algorithm) using permutation based 
encoding 

 Particle Swarm Optimization based techniques: 
o PSO: Particle Swarm Optimization without local search using 

real value based encoding 
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o PMO: Particle Swarm Optimization with local search using real 
value based encoding 

In the remaining part of the paper GAr, GAp, GMAr and GMAp will be referred 
to as „genetic‟ techniques, BEAr, BEAp, BMAr and BMAp will be labeled as 
„bacterial‟ methods, and finally PSO and PMO will be referred to as „particle 
swarm‟ algorithms. 

7 Evaluation of the Obtained Techniques 

Simulation runs were carried out in order to evaluate and to compare the 
efficiency of the proposed approaches and the established algorithms. First, the 
new methods are compared to each other, then the best one is compared to two 
other heuristics: the well-known Iterated Greedy technique (IG) [12] and a genetic 
algorithm based memetic method (MA) [13], which is e.g. used in combination 
with IG in multi-processor systems. 

For these purposes, a dozen problems were applied from the well-known 
Taillard‟s benchmark set. Exactly one problem from each available problem sizes. 

In the simulations, the parameters of the newly proposed methods had the 
following values, because after a number of test runs these values seemed to be 
the most suitable. 

The number of individuals in a generation was 14 in genetic and 8 in bacterial 
algorithms, whereas it was 80 in particle swarm methods. In the case of genetic 
techniques the selection rate was 0.5 and the mutation rate was 0.3; in the case of 
bacterial techniques, the number of clones was 2 and 1 gene transfer was carried 
out in each generation. The genetic methods applied the elitist strategy. 

In the iterated greedy methods, 4 jobs were selected to remove in each generation 
and the temperature parameter was 5 (see [12]). The MA technique used 13 
individuals as in [13]. 

The simulation was carried out on a PC with E8500 3.16 GHz Intel Core 2 Duo 
CPU and using Windows Vista Business 64-bit operating system. 

In the case of all ten new algorithms for all benchmark problems  runs were 
carried out. Then the means of the obtained values were taken. 

The means of the objective function values of the best individuals during the runs 
of the new techniques are presented in figures (Figures 1-12) to get a better 
overview. The horizontal axes show the elapsed computation time in seconds and 
the vertical axes show the makespan values of the best individuals at the current 
time. 
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In the figures, dotted lines show the results of the pure evolutionary algorithms 
applying permutation based encoding (GAp and BEAp); dashed-dotted lines 
denote the memetic techniques using permutation-based encoding (GMAp and 
BMAp); solid lines present the graphs of the pure evolutionary methods applying 
real value-based encoding (GAr, BEAr and PSO); and dashed lines show the 
memetic techniques using real value based encoding (GMAr, BMAr and PMO). In 
each case a dashed horizontal line shows the best known makespan value 
according to [6]. 

The means of the resulting values were collected in tables (Tables I-VI). In the 
tables under the „Problem‟ label the „ID‟ columns show the identifier of the tasks 
in Taillard‟s benchmark problem set [6] and „Size‟ denotes the size of the 
benchmark problem (in the form of “number of jobs times number of machines”). 
The best known makespan values according to [6] are collected in columns 
labeled by „Best known value‟. „Time limit‟ shows the length of the simulation 
runs in seconds. The time limits were chosen according to test runs to values, after 
which the techniques did not show significant improvements (cf. Figures 1-12). 
Under the algorithm labels the „Results‟ columns present the mean of the 
makespan values produced by the techniques, „Rel. diff.‟ shows the mean of the 
relative difference of these makespan values compared to the known best ones 
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whereas „No. of gen.‟ denotes the mean of the number of executed generations. 
The best makespan values for each benchmark problem are bold underlined 
numbers and the best values of a particular evolutionary algorithm family 
(genetic, bacterial and particle swarm) for each benchmark problem not being the 
totally best values are italic underlined numbers. 

The results of the runs of the new algorithms and their short explanations follow 
in the next subsection. After that, the results of the comparison with IG and MA 
are analyzed. In Subsection 7.3 conclusions will be drawn about the main 
characteristics of the behavior of the methods. 

7.1 Experimental Results for the Established Techniques 

The following observations could be made based on the obtained values (see 
Figures 1-12 and Tables I-V). 

Considering the figures and tables probably the most obvious tendency of the 
results is that bacterial techniques gave better performance in each case than 
genetic and particle swarm based ones, as they were never outperformed by other 
methods. Such an unambiguous observation cannot be made between the latter 
two algorithm families. The superiority of the bacterial algorithms is growing in 
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terms of the difficulty (i.e. the size) of the optimization task. In the case of easier 
problems, the difference in efficiency between the algorithm families is not so 
significant (see Figures 1, 2, 4 and 7); however as the problem size increases, the 
significance grows (see Figures 3, 5, 6, 8, 9 and 10). Finally, in the case of the 
most difficult tasks (i.e. the biggest problem sizes) the difference is more than 
significant. 

By looking at Table IV it is clear to see that BMAr performed best during the 
simulation runs, because in half of the cases it produced better results than the 
other algorithms, whereas in three more cases it found the known best values for 
the benchmark problems. This means that BMAr was outperformed by other 
techniques only in a quarter of the problems. 

As can also be observed, memetic algorithms (the methods integrating local 
search steps) had higher efficiency in most of the cases. Among the genetic 
techniques, GMAr was the best in 8 problems, whereas GAr was the best in its 
family only 4 times out of 12 (see Tables I-II). In the case of the bacterial 
methods, the pure evolutionary techniques gave better results only in two cases, 
whereas the memetic ones had higher performance in seven cases. PMO was 
outperformed by PSO only once (see Table V). 

One more very important feature is characterized by the results. Except for two 
cases („ta011‟ in Table II and „ta071‟ in Table IV) out of 48, the real value based 
methods were never worse than the corresponding permutation based ones. 
Moreover, even in those exceptional cases, the differences are insignificantly tiny. 

 

 Figure 1 Figure 2 

 Results for the 20x5 size problem (ta001) Results for the 20x10 size problem (ta011) 
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 Figure 3 Figure 4 

 Results for the 20x20 size problem (ta021) Results for the 50x5 size problem (ta031) 

 

 Figure 5 Figure 6 

 Results for the 50x10 size problem (ta041) Results for the 50x20 size problem (ta051) 

 

 Figure 7 Figure 8 

 Results for the 100x5 size problem (ta061) Results for the 100x10 size problem (ta071) 
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 Figure 9 Figure 10 

 Results for the 100x20 size problem (ta081) Results for the 200x10 size problem (ta091) 

 

 Figure 11 Figure 12 

 Results for the 200x20 size problem (ta101) Results for the 500x20 size problem (ta111) 

 

Table I 

Results of the pure evolutionary genetic methods 

Problem GAp GAr 

ID Size Best known value Time limit Result Rel. diff. No. of gen. Result Rel. diff. Num. of gen. 

ta001 20x5 1278 10 1297 1.49% 115751.8 1297 1.49% 99583.6 

ta011 20x10 1582 10 1650.4 4.32% 85947.4 1619.8 2.39% 76262 

ta021 20x20 2297 10 2392.6 4.16% 53249.6 2370 3.18% 49463.4 

ta031 50x5 2724 50 2745 0.77% 229461.6 2744.4 0.75% 174902.8 

ta041 50x10 2991 50 3304.6 10.48% 172645.8 3255.8 8.85% 137602.4 

ta051 50x20 3847 50 4298.6 11.74% 111569.2 4254.2 10.58% 96096 

ta061 100x5 5493 200 5537.8 0.82% 486640 5519 0.47% 301985.4 

ta071 100x10 5770 200 6197 7.40% 348813.6 6142.2 6.45% 241455.6 

ta081 100x20 6202 200 7077.8 14.12% 224934 7000.4 12.87% 174915.6 

ta091 200x10 10862 1000 11336.2 4.37% 858038.4 11254.4 3.61% 482466.8 

ta101 200x20 11181 1000 12577.6 12.49% 527048.8 12551.2 12.25% 346630.6 

ta111 500x20 26059 5000 28827.6 10.62% 1033591.6 28614.6 9.81% 490406.2 
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Table II 

Results of the genetic algorithm based memetic techniques 

Problem GMAp GMAr 

ID Size Best known value Time limit Result Rel. diff. No. of gen. Result Rel. diff. No. of gen. 

ta001 20x5 1278 10 1293.2 1.19% 13525.8 1289.4 0.89% 13220.6 

ta011 20x10 1582 10 1641 3.73% 9520.8 1641.6 3.77% 9422.4 

ta021 20x20 2297 10 2378 3.53% 5648.6 2363.2 2.88% 5598.2 

ta031 50x5 2724 50 2746.2 0.81% 11376.4 2742 0.66% 11203.8 

ta041 50x10 2991 50 3297.2 10.24% 7934.6 3228.6 7.94% 7930.8 

ta051 50x20 3847 50 4246.6 10.39% 4911 4183.6 8.75% 4831.6 

ta061 100x5 5493 200 5537.2 0.80% 11758.4 5522 0.53% 11543.4 

ta071 100x10 5770 200 6220.6 7.81% 8079.4 6136.2 6.35% 8048 

ta081 100x20 6202 200 7040.8 13.52% 5057.4 6967.8 12.35% 5014.2 

ta091 200x10 10862 1000 11369.6 4.67% 10104.4 11298.4 4.02% 10109.8 

ta101 200x20 11181 1000 12532.4 12.09% 5787.8 12514.4 11.93% 5857.2 

ta111 500x20 26059 5000 28793.6 10.49% 4725.8 28715 10.19% 4642 

Table III 

Results of the pure evolutionary bacterial methods 

Problem BEAp BEAr 

ID Size Best known value Time limit Result Rel. diff. No. of gen. Result Rel. diff. No. of gen. 

ta001 20x5 1278 10 1278 0.00% 5943.4 1278 0.00% 5495 

ta011 20x10 1582 10 1591.6 0.61% 4320.4 1585.2 0.20% 4048.8 

ta021 20x20 2297 10 2316 0.83% 2549 2305 0.35% 2452.8 

ta031 50x5 2724 50 2724 0.00% 5050 2724 0.00% 4720 

ta041 50x10 2991 50 3067 2.54% 3684 3055.2 2.15% 3508.4 

ta051 50x20 3847 50 3983.2 3.54% 2190 3951.6 2.72% 2140 

ta061 100x5 5493 200 5493.4 0.01% 4998 5493 0.00% 4759 

ta071 100x10 5770 200 5804.8 0.60% 3695.6 5791 0.36% 3597.6 

ta081 100x20 6202 200 6436 3.77% 2205 6411 3.37% 2199 

ta091 200x10 10862 1000 10923.4 0.57% 4497.8 10905.4 0.40% 4274.4 

ta101 200x20 11181 1000 11491.4 2.78% 2698 11448.8 2.40% 2597 

ta111 500x20 26059 5000 26516.4 1.76% 2159.8 26440 1.46% 2097.4 

Table IV 

Results of the bacterial evolutionary algorithm based memetic techniques 

Problem BMAp BMAr 

ID Size Best known value Time limit Result Rel. diff. No. of gen. Result Rel. diff. No. of gen. 

ta001 20x5 1278 10 1278 0.00% 4030.4 1278 0.00% 3818 

ta011 20x10 1582 10 1591 0.57% 2944.4 1586.4 0.28% 2770.2 

ta021 20x20 2297 10 2314.4 0.76% 1728.8 2303.8 0.30% 1685.8 

ta031 50x5 2724 50 2724 0.00% 3340 2724 0.00% 3200 

ta041 50x10 2991 50 3055.6 2.16% 2455 3045.6 1.83% 2365.8 

ta051 50x20 3847 50 3970.2 3.20% 1460 3945.6 2.56% 1440 

ta061 100x5 5493 200 5493 0.00% 3332.6 5493 0.00% 3194 

ta071 100x10 5770 200 5787.6 0.31% 2427.4 5788.2 0.32% 2379.6 

ta081 100x20 6202 200 6438.6 3.81% 1482.6 6392.4 3.07% 1464 

ta091 200x10 10862 1000 10897.6 0.33% 2994.6 10882.2 0.19% 2884.6 

ta101 200x20 11181 1000 11466.2 2.55% 1774.8 11432.4 2.25% 1733.6 

ta111 500x20 26059 5000 26516.4 1.76% 1393.8 26476.4 1.60% 1377.8 
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Table V 
Results of the particle swarm methods 

Problem PSO PMO 

ID Size Best known value Time limit Result Rel. diff. No. of gen. Result Rel. diff. No. of gen. 

ta001 20x5 1278 10 1302.8 1.94% 12817.4 1297 1.49% 1250.6 

ta011 20x10 1582 10 1661.6 5.03% 10142.4 1622.2 2.54% 904.4 

ta021 20x20 2297 10 2413.4 5.07% 7750.6 2372.8 3.30% 563.6 

ta031 50x5 2724 50 2756.6 1.20% 22930 2741.6 0.65% 1070 

ta041 50x10 2991 50 3271.2 9.37% 18066 3205.4 7.17% 766 

ta051 50x20 3847 50 4240.8 10.24% 13640 4164.6 8.26% 470 

ta061 100x5 5493 200 5530.4 0.68% 35867.4 5538.6 0.83% 1053.6 

ta071 100x10 5770 200 6104.8 5.80% 31259 6031 4.52% 776.2 

ta081 100x20 6202 200 6972 12.42% 24472.4 6819 9.95% 478 

ta091 200x10 10862 1000 11255.6 3.62% 57462.2 11222.4 3.32% 959 

ta101 200x20 11181 1000 12409.6 10.99% 47035 12240 9.47% 569.8 

ta111 500x20 26059 5000 28578 9.67% 58591.6 28274.2 8.50% 436.4 

Now, the question that arose in Section 5 is answered: it is worth applying real 
value based representation, because despite the computational overhead, the 
methods based on it are more efficient than the ones using permutation based 
encoding. 

The observed behavior of the different algorithms matches with the results of our 
previous works comparing evolutionary algorithms on general optimization 
benchmark problems, and particularly on fuzzy rule based supervised machine 
learning problems (cf. e.g. [14], [15]). 

7.2 Comparison to other Methods 

Since BMAr appeared to be the most efficient algorithm, this technique is 
involved in further investigations: this method is compared to the Iterated Greedy 
heuristic and to the genetic algorithm based memetic method. 

Table VI shows the results of the comparison of BMAr, IG and MA, where the 
heightened results are the best makespan values. 

Table VI 
Comparison of BMAr, IG and MA 

Problem BMAr IG MA 

ID Size Best known value Time limit Result Rel. diff. Result Rel. diff. Result Rel. diff. 

ta001 20x5 1278 10 1278 0,00% 1278 0,00% 1278 0,00% 

ta011 20x10 1582 10 1586,4 0,28% 1583,2 0,08% 1585,4 0,21% 

ta021 20x20 2297 10 2303,8 0,30% 2301,6 0,20% 2304,4 0,32% 

ta031 50x5 2724 50 2724 0,00% 2724 0,00% 2724 0,00% 

ta041 50x10 2991 50 3045,6 1,83% 3035,2 1,48% 3062,2 2,38% 

ta051 50x20 3847 50 3945,6 2,56% 3925 2,03% 3958,4 2,90% 

ta061 100x5 5493 200 5493 0,00% 5493 0,00% 5493 0,00% 

ta071 100x10 5770 200 5788,2 0,32% 5786,8 0,29% 5797,8 0,48% 

ta081 100x20 6202 200 6392,4 3,07% 6350 2,39% 6387,8 3,00% 

ta091 200x10 10862 1000 10882,2 0,19% 10888,6 0,24% 10885,2 0,21% 

ta101 200x20 11181 1000 11432,4 2,25% 11392,4 1,89% 11434,6 2,27% 
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As can be observed, BMAr was more efficient than MA, because 6 times out of 11 
BMAr gave lower makespan values, whereas MA was better only 2 times. 
However, the most obvious fact appearing in the table is that IG significantly 
outperformed both other methods. 

This result leads to two consequences. First, even the best established 
chromosome based technique cannot be a rival for one of the state-of-the-art 
methods, the Iterated Greedy heuristic. Second, although it cannot be a rival, it can 
be a “helpmate” of IG. In further research it would be worth constructing and 
evaluating hybrid methods based on BMAr and IG. A reason for this is that in the 
case of multi-processor systems, the combination of MA and IG resulted in a 
better technique than approaches applying only parallel IG threads [13]. 

However, such further investigations are beyond the scope of this paper. 

7.3 Summary of the Main Observations 

In short, the main observations made can be summarized as follows: 

 Generally, bacterial techniques clearly outperformed the genetic and 
particle swarm ones. 

 Usually, memetic methods (i.e. algorithms comprising local search steps 
as additional evolutionary operators) showed better performance than 
pure evolutionary approaches. 

 Except in 2 cases out of 48, the methods applying real value based 
encoding technique were better than the ones using permutation based 
individual representation. 

 BMAr seemed to be the overall best chromosome based evolutionary 
optimization heuristic for the PFSP problems. 

 Although, the best constructed method was more efficient than a genetic 
algorithm based memetic technique applied in multi-processor systems, it 
was outperformed by one of the state-of-the-art heuristics, the Iterated 
Greedy method. 

Conclusions 

Our work proposed approaches for adapting chromosome based evolutionary 
methods to the Permutation Flow Shop Problem. The proposal included two types 
of individual representation (i.e. encoding method): a permutation and a real value 
based one. They were applied on three different chromosome based evolutionary 
techniques, namely the Genetic Algorithm, the Bacterial Evolutionary Algorithm 
and the Particle Swarm Optimization method. Both representations were applied 
on the two former methods, whereas the real value-based one was used for the 
latter optimization technique. Each mentioned algorithm was involved without 
and with local search steps as one of its evolutionary operators. Since the 
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evolutionary operators of each technique were established according to the applied 
representation, this paper investigated a total number of ten different chromosome 
based evolutionary methods. 

The obtained techniques were evaluated via simulation runs carried out on the 
well-know Taillard‟s benchmark problem set. Based on the experiments the 
following observations could be made. 

The real value based representation seemed to be better than the permutation 
based encoding technique. The algorithms applying local search performed better 
than the corresponding pure evolutionary methods, whereas bacterial techniques 
outperformed both genetic and particle swarm algorithms overwhelmingly. 

Therefore, BMAr appeared to be the best established chromosome based 
evolutionary optimization method for the PFSP problem. 

Although, the best constructed method was more efficient than a genetic algorithm 
based memetic technique applied in multi-processor systems, it was outperformed 
by one of the state-of-the-art heuristics, the Iterated Greedy method. 

Ongoing research aims to combine the BMAr technique with IG and to establish 
new hybrid methods more efficient than either of them. That work considers 
single- as well as multi-threaded algorithms. 

Since among chromosome based evolutionary algorithms bacterial methods 
performed best, in further research, slightly modified bacterial techniques, such as 
the Bacterial Memetic Algorithm with Modified Operator Execution Order [16], 
might also be involved. 

Future work may also aim to compare the investigated techniques with other state-
of-the-art methods published for the PFSP task and to combine the best one 
among them with the chromosome based evolutionary techniques, thus 
establishing a promising hybrid algorithm. 

Finally, an additional research direction could be the extension of the proposed 
approaches to other scheduling tasks, such as scheduling problems considering 
setup times or involving concurrent processing of batches of jobs (see e.g. [17]). 
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Abstract: This research work presents a numerical simulation of the CPU (Central 
Processor Unit) heat sink with a parallel plate fin and impingement air cooling. The 
governing equations are discretized by using the finite difference technique. The objective 
of this article is to investigate the thermal and hydraulic performances of a heat sink with 
impinging air flow to evaluate the possibility of improving heat sink performances. The 
numerical simulations are done by a personal C++ developed code. The thermal and 
hydraulic characterization of a heat sink under air-forced convection cooling condition is 
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schematically. The results show that the heat transferred by the heat sink increases with 
impinging Reynolds number. The performance of the proposed model computed by the 
numerical calculation is high compared with literature results. 
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1 Introduction 

As electronic equipment becomes smaller and more advanced, it necessitates 
higher circuit integration per unit area, which in turn contributes to a rapid 
increase in heat generation. Thus, the effective removal of heat dissipations and 
maintaining the chip at a safe operating temperature have played important roles 
in insuring a reliable operation of electronic components [1]. There are many 
methods for electronics cooling, such as jet impingement cooling and heat pipe 
[2]. Conventional electronics cooling has normally used an impinging jet with a 
heat sink, showing superiority in terms of unit price, weight and reliability. 
Therefore, the most common way to enhance air-cooling is through the utilization 
of an impingement air jet on a mini or micro channel heat sink. In order to design 
an effective heat sink, some criteria such as thermal resistance, a low pressure 
drop and a simple structure should be considered. 

When the literature is surveyed, a number of scholars have examined the air jet 
impingement on the heat sink geometry. Hilbert et al. [3] reported a novel laminar 
flow heat sink with two sets of triangular or trapezoidal shaped fins on the two 
inclined faces or a base. This design is efficient because the downward flow 
increases the air speed near the base of the fins, where the fin temperatures are 
highest. By having the cool air enter at the center of the heat sink and exit at the 
sides, the length of the fins in the flow direction is reduced so that the heat transfer 
coefficient is increased. Jang and Kim [4] conducted an experimental study of a 
plate fin heat sink subject to an impinging air jet. The geometry of a heat sink in 
impingement flow is similar to that shown in Figure 1. In this flow arrangement, 
the air enters at the top and exits at the sides. Based on experimental results, a 
correlation for the pressure drop and a correlation for its thermal resistance are 
suggested. They show that the cooling performance of an optimized microchannel 
heat sink subject to an impinging jet is enhanced by about 21% compared to that 
of the optimized microchannel heat sink with a parallel flow. Saini and Webb [5] 
developed a numerical model for predicting the pressure drop and thermal 
performance for impingement air flow in plate fin heat sinks. The model was than 
validated by experiments. The predicted pressure drop is 31% lower than the 
experimental data. El-Sheikh and Garimella [6] experimentally investigated the 
heat transfer enhancement of air jet impingement by using pin-fin heat sinks. In 
their study, the heat transfer coefficient, for both pinned and unpinned heat sinks, 
is only modestly dependent on the nozzle-to-target plate spacing (H/d). They also 
found that the heat transfer coefficient increases as the nozzle diameter decreases 
at a fixed flow rate. Biber [7] carried out a numerical study to determine the 
pressure drop of single isothermal channel with variable width impingement flow. 
Many different combinations of channel parameters are studied, and a correlation 
for the average static pressure loss coefficient across the slot jet and for average 
Nusselt number from an isothermal channel was presented. Duan and Muzychka 
[8] developed an impingement flow thermal resistance model. The simple model 

http://www.sciencedirect.com/science?_ob=ArticleURL&_udi=B6V3H-4W31423-3&_user=671124&_coverDate=07%2F31%2F2009&_rdoc=1&_fmt=high&_orig=search&_origin=search&_sort=d&_docanchor=&view=c&_acct=C000036378&_version=1&_urlVersion=0&_userid=671124&md5=f9fa381c81514b9fe5f19279939676a4&searchtype=a#bib5#bib5
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is suitable for heat sink parametric design studies. The analytical model is 
developed for the low Reynolds number laminar flow and heat transfer in the inter 
fin channels of impingement flow plate fin heat sinks. The accuracy of the 
predicted thermal resistance was found to be within 20% of the experimental data 
at channel Reynolds numbers less than 1200. Duan and Muzychka [9] proposed a 
simple impingement flow pressure drop model based on developing laminar flow 
in a rectangular-channels heat sink. The validity of the model is verified by an 
experimental test. Measurements of the pressure drop were performed with heat 
sinks of various impingement inlet widths, fin spacing, fin heights and airflow 
velocities. It was found that the predictions agreed with experimental data within 
20% at a channel Reynolds number less than 1200.  

 

Figure 1 

Schematic diagram showing the physical model 

Duan and Muzychka [10] performed an experimental investigation of the thermal 
performance with four heat sinks of various impingement inlet widths, fin spacing, 
fin heights and airflow velocities. They developed a heat transfer model to predict 
the thermal performance of impingement air cooled plate fin heat sinks for design 
purposes. Shah et al. [11] demonstrated the results of a numerical analysis of the 
performance of an impingement heat sink designed for use with a specific blower 
as a single unit. The effects of the shape of the heat sink fins, particularly near the 
center of the heat sink, were examined. It was found that the removal of fin 
material from the central region of the heat sink enhances the thermal as well as 
the hydraulic performance of the sink. Shah et al. [12] extended the previous work 
by investigating the effect of the removal of fin material from the end fins, the 
total number of fins, and the reduction in the size of the hub fan. The reduction in 
the size of the hub of the fan is found to be a more uniform distribution of the air 
inside the heat sink, particularly near the center of the module. In general, there 
are many testing processes for heat sinks which must be introduced in an effort to 
obtain the thermal and hydraulic performance of heat sinks. If we take advantage 
of the numerical simulation to obtain some probable optimal design parameters 
before running experiments, the cost and research time can be reduced. 
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In the works cited above, some analytical and empirical models were developed 
and verified experimentally; others are based on CFD modeling, and they were 
mainly based on analyses of individual channels subjected to different boundary 
conditions. The literature survey has not revealed any articles that deal in detail 
with the flow field and heat transfer in heat sinks. In order to better reflect the flow 
field and temperature distribution in the channels and the body of the heat sink 
respectively, the present work complements the detailed flow field, pressure drop 
predictions and temperature distribution in the plate-fin heat sink with 
impingement air flow. An important focus of this study is to examine the 
capability of Navier-stokes equations treated by our developed code based on 
finite difference method (FDM) to effectively represent the fluid flow and heat 
transfer behavior in mini-channel heat sinks. In this paper, the numerical 
simulation of plate-fin heat sinks with confined impingement cooling in thermal-
fluid characteristics will be investigated. The objective of this study is focused on 
the impingement flow plate-fin geometry. The research objectives are to develop a 
simple model for predicting thermal and hydraulic performances of a plate-fin heat 
sink for impingement air cooling. 

2 Physical and Mathematical Model 

2.1 Physical Model 

The physical model of this study is illustrated in Fig. 1. In the configuration shown 
above, a heat sink with rectangular mini-channels with hydraulic diameter 
Dh=0.0029 m is heated from the bottom with the power (Q) generated by the CPU, 
which is absorbed by the sink and released to the atmosphere through the fins 
topped by an axial fan that blows air in impingement flow to dissipate heat in the 

atmosphere with a constant flow rate V (m3/s). The sink is made of aluminium of 
 =237W/m.K. The power dissipation from the P4 CPU is set to 80W [13]. The 
following assumptions are made in order to model the heat transfer and fluid flow 
in the heat sink (2D fluid flow and 3D heat transfer) [14]: (1) steady state; (2) the 
fluid is assumed to be incompressible (Although air is a compressible fluid, for the 
range of flow velocities considered in this study, incompressible flow assumption 
is valid as long as the Mach number is smaller than 0.3 [15]); (3) laminar flow, 
because of the small fin spacing and low air flow rates; (4) constant fluid and solid 
properties; (5) negligible viscous dissipation; (6) negligible radiation heat transfer. 
The radiation effect is important in the natural convection system; it can easily be 
ignored when convection becomes a significant term. The dimensions of the heat 
sink considered in this work are listed in Table 1. Only a quarter of the heat sink 
was included in the computational domain, in view of the symmetry conditions. 
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Table 1 

Geometry of the heat sink used in the computation 

H(m) ha (m)
 

hb (m)
 L (m) lc(m)

 Nf tf (m)
 W (m) 

0.036  0.032  0.004  0.082  0.0015  27 0.001  0.066 

2.2 Mathematical Model 

The governing equations of continuity, momentum and energy are solved 
numerically using a finite difference scheme with boundary conditions as follows. 
The velocity is zero on all wall boundaries, and as flow is assumed to be 
hydrodynamically developed [9]. 

(1) Continuity equation 
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 for the solid : 
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(3) Energy equation 
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 for the solid : 
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The assumption of constant physical properties for the solid and the air allows 
decoupling the hydrodynamic equations of heat equations. Thus, solving the 
energy equation may be conducted after the convergence of computing 
hydrodynamics. In addition, the energy equation is linear; it converges faster than 
the Navier-Stokes. The equations were solved using a C++ developed code. 

The developed code is based upon the finite differences approach. The discretized 
equations are solved iteratively using the Gauss-Seidel method. 

The Reynolds number of the impingement jet is defined as: 


hDV .

Re 0  (7) 
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The average convection heat transfer coefficient h is calculated by 

)( ash TTA

Q
h
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The average Nusselt number Nu is calculated by 

a

h

k

Dh
Nu

.
  (10) 

For very small distances from the rectangular duct inlet, the effect of curvature on 
the boundary layer development is negligible. Thus, it should approach the 
classical isothermal flat plate solution for developing flow in the entrance region 
of rectangular ducts (L* 0) [10]. 

Pr)Re/()2/(*
hDLL   (11) 

3/12/1 PrRe664.0Nu  (12) 

Assuming Pr=0.707 for air, [16]. 

The thermal resistance of the heat sink is calculated by 

Q

TT
Rth


 max  (13) 

Note that the boundary conditions of this problem are stated in Figures 2 and 3. 

This enables us to set properties in the solid and the fluid regions appropriately 
and to solve the conjugate conduction convection problem [16]. The iterations 
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were terminated when the residuals for the continuity, momentum equations were 
1% of the characteristic flow rate and were 0.1% for the energy, the solution is 
converged. 

 

Figure 2 

Thermal boundary conditions 

 

Figure 3 

Hydrodynamics boundary conditions 
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3 Results and Discussion 

The model is validated with the numerical results taken on the studied heat sink 
with the operating parameters listed in Table 2. 

Table 2 

Operating parameters of the model, [13] 

Parameter Value Description 

V0 5 m/s inlet velocity (m/s) 

h  10 W/m².K  Natural convection Coefficient (both sides of heat sink), [17]  

T 27 C  ambient temperature. 

Q 80 W power of heat source (W) 

ADie 14x16 mm² Die Surface of CPU. 

ACPU 31x 31 mm² Surface of CPU. 

Figure 4 shows the distribution of static pressure through the channel of the heat 
sink (XY plane). The static pressure increases gradually up to the stagnation zone 
at the center where the velocity is the lowest, then decreases in the direction of the 
air outlet. A low pressure drop is located at the exit channel where the velocity is 
highest. The numerical results (Figures 4 and 5) show that the pressure drops lie in 
a range of 5-62 Pascal, which is not so large. It indicates proper fin spacing. This 
is an advantage that improves heat transfer with less energy pumping. The 
numerical results of the pressure drop are compared with experiment data for a 
similar geometry and flow velocities for impingement flow in the laminar regime 
obtained by Duan and Muzychka, [9] and Saini and Webb [5] as shown in Figure 
5. Overall, the trend is very good. The results are in good agreement in view of the 
simplicity of the model. 

 

Figure 4 

Static pressure contours through the channel 
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Figure 5 

Pressure drop through the mini-channel as a function of cooling velocity (V0) 

Figure 6 shows the average velocity field in the channel of the heat sink. The 
results show clearly that the velocity slows down by going to the base until a 
breakpoint in the center. This velocity increases rapidly in the direction of the exit 
channel and reaches higher values than those at the entrance; it is the boundary 
layer phenomenon. These conclusions are in excellent agreement with those of 
Biber [7]. 

 

Figure 6 

Velocity contours through the channel 
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Figure 7 

Variation of convective heat coefficient as a function of cooling velocity (V0) 

From Figure 7, the heat transfer coefficient is seen to increase as the jet velocity 
increases. Consequently, heat dissipation from heat sinks may be enhanced by 
increasing the cooling velocity. The obtained results are in good agreement with 
those of El-Sheikh and Garimella [6]. On the other hand, increasing jet velocity 
affects negatively the pressure drop and consequently flow by pass results. 

The results of the temperature profile in Figures 8, 9 and 10 show a peak (Tmax) at 
the heat source, which is obvious, but also a high temperature gradient in the 
center of the sink, where it should be a low airflow following, while the corner 
points have a minimum temperature. Figure 10 depicts the contours of temperature 
in the sink at the central cross-section. The maximum temperature is always 
observed in the heat source; this temperature under the mentioned conditions is 
about 46°c, which is less than the temperature restricted by manufacturer. 

 

Figure 8 

Temperature distribution through the heat sink, (3D) 
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The temperature distribution through the base of the sink is presented in Figure 9. 
The results are obtained by the developed code. The hottest spot (Tmax=46°c) is 
located in the center of the base of the sink, as well as the pressure drop. This is 
due primarily to the presence of the heat source at this level, and as well because 
the cooler fluid has the lowest traffic there (stagnation zone). 

 

Figure 9 

Contours of temperature distribution on the base of the heat sink 

 

Figure 10 

Temperature distribution in the sink at the central cross-section 
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In addition, heat is dissipated in both longitudinal and transverse directions, where 
it appears that the length of fin beyond a limit of 38 mm does not contribute to a 
decrease in temperature, and so fin length can be reduced. However, as regards 
width, the temperature can be dissipated through greater width. These conclusions, 
drawn in present work, are found to be in good agreement with conclusions drawn 
by Shah et al. [11] and Jang and Kim [4]. The cooling performance of the mini-
channel heat sink subject to an impinging jet can be evaluated in terms of the 
thermal resistance [4]. The temperature difference source-air is about 19 °C, so the 
thermal resistance Rth is calculated from Eq. (13) based on numerical results, it is 
of 0.2375 °C/W under fixed operating parameters of the model summarized in 
Table 2. 

Figure 11 shows that thermal resistance is decreased if the flow velocity is 
increased. To check the validity of the results for thermal resistance of the mini-
channel heat sink subject to impinging jet, a comparison is made with Saini and 
Webb’s [5] experimental data, and Duan and Muzychka’s [9] analytical model. 
Overall, the trend is very good. 
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Figure 11 

Thermal resistance comparison 

The obtained numerical results revealed a detailed picture of the flow and 
temperature distributions in the entire domain. They have provided a larger 
amount of data than an experiment can generally provide. Therefore, these results 
also show that there is potential for optimizing the geometric design, specifically 
for improving the low heat transfer and flow within the stagnation zone, as 
mentioned above. 
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Conclusion 

In this research work, thermal and hydraulic characterization have been carried out 
on a parallel plate heat sink, considering real operating parameters. The developed 
code was validated with available results, and the obtained results show that 
impingement air flow on mini-channel heat sink appears to have advantages for 
heat transfer. Thermal performances numerically carried out show that the chip 
delivers up to 80 W, which is adequately cooled by the studied heat sink as 
recommended by the manufacturer. The increase in the Reynolds number 
improves the convective heat transfer coefficient, which provides better thermal 
performance. The results also show that there is potential for optimizing the 
geometric design. This study should serve designers involved in the cooling of 
electronic components. In other words, it can be used to select or design heat sinks 
for effective thermal management in electronic assemblies. The obtained results 
have been favourably compared with available results in literature. 

Nomenclature 
A   - section of the channel (m²) 
Ah   - heat transfer area (m²) 
CP  - specific heat coefficient (J/kg K) 
Dh  - hydraulic diameter (m) 
h  - convective heat transfer coefficient (w/m².K) 
hb - height of the base (m) 
H  - height of a minichannel fin (m) 
ha - height of a minichannel fin (m) 

  - thermal conductivity of a aluminium (W/m.K) 

Ka - thermal conductivity of air (W/m.K) 
L  - length of the base of a minichannel heat sink (m) 
lc - channel width (m) 

*L  - dimensionless thermal developing flow length 

m   - mass flow rate (kg/s) 

Nf - number of fins 
n  - number of channels 
Nu - Nusselt number 
p  - pressure (Pa) 
Q  - power of heat source (W) 

q    - heat flux (W/m²) 

Re  - Reynolds number 
Rth - thermal resistance (°C/W) 
tf   - fin thickness (m) 
T  - temperature (°C) 
u  - velocity in the x-direction (m/s) 
V  - velocity in the y-direction (m/s) 
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V0  - inlet velocity (m/s) 

V  - air flow rate (m3/s). 

W   - width of the base (m) 
wC  - channel width (m) 

 - air density (kg/m3) 

 - dynamic viscosity (Ns/m²) 

x, y, z - space variables  

x, y - cell widths 

Acknowledgment 

The authors are thankful to the Algerian ministry of higher education and research 
for providing financial support to carry out this research. 

References 

[1] Y. T. Yang and H.S. Peng, "Numerical Study of Pin-Fin Heat Sink with 
Un-Uniform Fin Height Design", Int. J. Heat and Mass Transfer, 2008, Vol. 
51, pp. 4788-4796 

[2] K. Nishino, M. Samada, K. Kasuya, and K. Torii, "Turbulence Statistics in 
the Stagnation Region of an Axisymmetric Impingement Jet Flow", Int. J. 
Heat Fluid Flow, 1996, Vol. 17, pp. 193-201 

[3] C. Hilbert, S. Sommerfeldt, O. Gupta and D. J. Herrell, "High Performance 
Micro-Channel Air Cooling", Proceedings of the 6th Annual IEEE 
Semiconductor Thermal and Temperature Measurement Symposium, Feb. 
6-8, Scottsdale, Arizona, 1990, pp. 108-113 

[4] S. P. Jang and S. J. Kim, "Fluid Flow and Thermal Characteristics of a 
Microchannel Heat Sink Subject to an Impinging Air Jet", J. Heat Transf., 
2005, Vol. 127, pp. 770-777 

[5] M. Saini and R.L. Webb, "Validation of Models for Air-cooled Plane fin 
Heat Sinks Used in Computer Cooling", Proc. 8th Intersoc. Conf. Therm. 
Thermomech. Phenom. Electronic Syst., (ICTTPES’02), Pennsylvania 
State Univ., University Park, PA, USA, 2002, pp. 243-250 

[6] H. A. El-Sheikh and S. V. Garimella, "Enhancement of Air Impingement 
Heat Transfer Using Pin-Fin Heat Sinks", IEEE Trans. Compon. Pack. 
Technol, 2000, Vol. 23, No. 2, pp. 300-328 

[7] C. R. Biber, "Pressure Drop and Heat Transfer in an Isothermal Channel 
with Impinging Flow", IEEE Transac. On Comp. and Packag. Tech. – Part 
A, 1997, Vol. 20, No. 4, pp. 458-462 

[8] Z. P. Duan, and Y. S. Muzychka, "Impingement Air-cooled Plate Fin Heat 
Sinks Part II-Thermal Resistance Model", Proceedings of 9th Int. Soc. Conf. 
Therm. Phenom. Electronic Syst., 2004, pp. 436-443 



Acta Polytechnica Hungarica Vol. 9, No. 2, 2012 

 – 153 – 

[9] Z. P. Duan, and Y. S. Muzychka, "Impingement Air-cooled Plate Fin Heat 
Sinks Part I-Pressure Drop Model", Proceedings of 9th Int. Soc. Conf. 
Therm. Phenom. Electronic Syst., 2004, pp. 429-435 

[10] Z. P. Duan and Y. S. Muzychka, "Experimental Investigation of Heat 
Transfer in Impingement Air-cooled Plate Fin Heat Sinks", J. Electron. 
Packag, 2006, Vol. 128, pp. 412-418 

[11] A. Shah, B. G. Sammakia, K. Srihari and K. Ramakrishna, "A Numerical 
Study of the Thermal Performance of an Impingement Heat Sink Fin Shape 
Optimisation", IEEE Trans. Compon. Packag. Technol., 2004, Vol. 27, No. 
4, pp. 710-717 

[12] A. Shah, B. G. Sammakia, K. Srihari and K. Ramakrishna, "Optimization 
Study for a Parallel Plate Fin Impingement Heat Sink", J. Electron. Packag., 
2006, Vol. 128, pp. 311-318 

[13] Intel® Corporation, Intel® Pentium® 4 processor on 90 nm process 
thermal and mechanical design guidelines, Design Guide, 2004 

[14] P. S. Lee and S. V. Garimella,: Thermally Developing Flow and Heat 
Transfer in Rectangular Microchannels of Different Aspect Ratios, Proc. 
Int. J. Heat Mass Transf., 2006, Vol. 49, pp. 3060-3067 

[15] R. L. Panton,: Incompressible Flow. John Wiley and Sons, 1984 

[16] S. V. Patankar,: Numerical Heat Transfer and Fluid Flow. Washington: 
Hemisphere, 1980 

[17] J. P. Holman,: Heat Transfer. 8th SI Metric Edition. New York: McGraw-
Hill Book Co., 1996 

[18] Builder C++,: User’s Guide. Borland Software Corporation, 2002 



Acta Polytechnica Hungarica Vol. 9, No. 2, 2012 

 – 155 – 

Performance Analysis of Equally weighted 

Portfolios: USA and Hungary 

András Urbán, Mihály Ormos 

Department of Finance, Budapest University of Technology and Economics, 
Magyar tudósok körútja 2, H-1117 Budapest, Hungary 
urban@finance.bme.hu 
ormos@finance.bme.hu 

Abstract: Investigating U.S. equally weighted portfolios, one can measure positive 
abnormal returns (Jensen alphas) according to the classical equilibrium models. Applying 
the Carhart four-factor model, we show that excess returns generated by the equally 
weighted multi-period investment strategy are neither caused by the small-firm effect, nor 
by the book-to-market equity, nor even by persistence. We document that this phenomenon 
cannot be observed in the Hungarian stock market, where the equally weighted rebalancing 
strategy neither achieves significant abnormal return, nor outperforms the value weighted 
index in terms of mean return. This latter result suggests that, from this point of view, the 
Hungarian capital market exhibits a higher level of efficiency than its US counterpart. 

Keywords: equally weighted portfolio, performance measure, market efficiency 

1 Introduction 

We investigate a simple multi-period investment strategy using equally weighted 
portfolios by comparing the performance of a value weighted market index to 
equally weighted portfolios. An equally weighted portfolio takes every asset into 
account with the same weight, while in a value weighted portfolio, the market 
capitalization determines the weight of a stock. In the case of the U.S. stock 
market, we document positive abnormal returns for the equally weighted 
portfolios using the Capital Asset Pricing Model (CAPM) by Sharpe (1964), 
Lintner (1965), and Mossin (1966), and the Carhart (1997) Four-Factor Model. 
We argue that the excess return is neither due to the small firm effect documented 
by Banz (1981) and Reinganum (1980, 1981), nor the book to market equity factor 
documented by Basu (1983). This phenomenon cannot be observed in the 
Hungarian stock market; furthermore, the equally weighted portfolio does not 
outperform the value weighted market index in terms of mean return. 
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We even state that the negative autocorrelation caused by the mean reverting 
behavior of stock returns (see French and Roll (1986), Fama and French (1988), 
Poterba and Summers (1989) or De Bondt and Thaler (1985, 1987)) has no effect 
on the return of the equally weighted portfolios. Rather, holding a portfolio 
compiled by rebalancing different random processes gains higher returns by the 
nature of the stochastic processes. Opposite to the Budapest Stock Exchange 
(BSE), on equally weighted portfolios formed from U.S. stocks, one can measure 
much higher returns than that of a value weighted portfolio. A large number of 
explanations can be found in the literature which try to give some theoretical 
background for the significant difference. If an equally weighted portfolio is 
investigated, the first argument is connected to small firm effect. As Roll (1981) 
states, "a value weighted index such as the S&P 500 is obviously more heavily 
invested in large firms than is an equally weighted index. Thus, comparing the 
behavior of two such indexes will enable us to study, with very little effort, the 
size effect." In other words he argues that the difference between the returns of 
similar risky portfolios in that the behavior comes from the size differences. Roll 
argues that the small firm effect is the result of a measurement problem and 
trading infrequency seems to be a powerful cause of bias in risk assessments with 
short-interval data. Rather horrendous bias is induced in daily data and the bias is 
still large and significant with returns measured over intervals as long as one 
month. In our analysis, we use monthly returns instead of daily ones. This 
argument is similar to Banz’s (1981) results. 

The other reasoning according to the higher return is concentrated on the 
autocorrelation in the process; however, the autocorrelation of data has a time 
varying behavior (see Li and Yen, 2011). In the short run, one can measure a mean 
reverting price behavior, which in turn means negative serial autocorrelation; see 
e.g. Dyl and Maxfield (1987), Bremer and Sweeney (1988) or Brown et al. (1988). 
On longer time intervals, for weekly returns, Howe (1986) or Lehmann (1988) 
measures also negative autocorrelations. Similarly, for monthly returns, Rosenberg 
et al. (1985), Jagedeesh (1990), Brown and Harlow (1988) measure negative 
autocorrelation. For even longer intervals, for twelve months, Jagedeesh (1990) 
documents positive autocorrelation. However, investigating much longer intervals, 
e.g. DeBondt and Thaler (1985, 1987), Poterba and Summers (1989) or Fama and 
French (1988) report again a negative serial correlation in market returns over 
observation intervals of three to five years. In the case of an equally weighted 
portfolio, like e.g. the S&P equally weighted index (S&P EWI), which is compiled 
from the largest 500 U.S. stocks, these autocorrelations have a high impact on the 
return. However, the studies state that the abnormal return of the S&P EWI is due 
to the small firm effect, neglecting the findings according to the autocorrelations. 
The S&P EWI is a quarterly rebalanced portfolio; therefore, the negative 
autocorrelation measured for this interval has a positive effect on the return 
because the equally weighted portfolio increases the weights of the "past losers" 
and at the same time decreases the weights of the "past winners", where the past 
means three months’ performance. However, if the process is mean-reverting, the 
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return generated by this contrarian investment strategy must be higher than the 
return of the value weighted index. Of course, because of its nature, it is not 
difficult to see that it would be helpful to have such processes to achieve better 
performance. However, regarding Mulvey and Kim (2008), the truth is that mean-
reversion is not necessary for the fixed mix to accomplish superior performance. 
Stein et al. (2009) investigate the diversification and rebalancing of Emerging 
Market countries’ portfolios. They show that even though Emerging Markets 
suffer high transaction costs and unreliable information, pragmatic portfolio 
implementations such as equally weighted rebalancing with relatively little trading 
still promise excess performance. However, our findings on BSE stock portfolio 
does not support this issue. 

The remaining question is whether the difference in the return, if it exists, can be 
explained by the standard equilibrium models (the CAPM and Four-Factor Model) 
or not. If not, i.e., significant positive alpha can be measured especially by the four 
factor model, this means that the strategy promises excess return, above the 
equilibrium, where the small-firm-effect, the book-to-market equity effect and the 
effect of persistency is already managed. In fact, our results for survivorship 
biased dataset using the components of the Standard and Poor’s 500 index 
components in the rebalancing strategy gains significant positive or non-
significant but positive alphas. The same strategy formed from BUX index (the 
main Hungarian equity index) components only provide non-significant positive 
alpha. 

2 Stock Market Model 

The model of stock market investigated in this section is the one considered, 
among others, by Luenberger (1998), Mulvey and Kim (2008). Consider a market 

of d assets whose mean return vector is r where rRd. Let SRdd be a covariance 
matrix. Assuming normality for the return’s joint distribution, a static portfolio’s 

return according to the portfolio vector  dRw  is also normal with mean w,r 
and variance w,Sw, where , denotes inner product. Let us investigate a 
constantly rebalanced portfolio made of the same stocks and rebalanced in each 
instantaneous moment according to w. We can write the following stochastic 
differential equation for the price process of asset i as 

21
( )

2
   tt

i i i

t

dp
r dt dB

p


 (1) 

where ri and i
2 are the return and variance of asset i, respectively. B is a 

geometric Brownian motion. Thus, for the value of a constantly rebalanced 
portfolio we have 
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The portfolio’s growth rate is the weighted average of the individual asset’s rate, 
that is, we can write 
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for the portfolio’s growth rate, where P
2 denotes the portfolio’s variance and Wt 

is an element of a standardized Wiener process. Thus, for the constantly 
rebalanced portfolio’s mean return for a unit period we have 

2 2 21 1 1 1
2 2 2 2

           P Pr   w r w w r w w Sw
 (4) 

that is, the constantly rebalanced portfolio’s mean is larger than the static case by 
the factor of ½w,2-w,Sw, which is the so-called rebalancing gain (see 
Mulvey and Kim (2008)). Since w,2 is the weighted sum of the portfolio 
constituents’ variances, its value is equal to the portfolio’s variance (w,Sw) if 
and only if the constituents are absolutely correlated. In any other case, the 
constantly rebalanced portfolio outperforms its static counterpart in terms of mean 
return respect to that (1) both portfolios consist of the same stocks and (2) the 
static portfolio’s initial capital allocation vector is identical to the rebalancing 
strategies’ w. Furthermore, the constantly rebalanced portfolio’s returns are also 
normal with the same variance as the static portfolio (w,Sw). 

In the next section we investigate two types of equally weighted portfolios to get 
empirical evidence whether these attractive theoretical properties are manifested in 
abnormal returns in terms of an equilibrium model or not, and whether these 
excess returns infer higher risks. 

3 Empirical Results 

3.1 Portfolio Construction 

We investigate 25 portfolios which are formed on the basis of Standard & Poor’s 
500 large-cap index for 10-year-long periods. We launch a new portfolio at the 
beginning of each year from 1975 to 1999 in the following way: The portfolios are 
reviewed each month to map exactly the actual Standard & Poor’s 500 
constituents. Stocks included or excluded from the index not at the beginning of a 
month are considered for the whole month. These portfolios are not free of 
survivorship bias (NFB) since they follow the performance of the actually largest 
companies. To ease the notation of these portfolios, we refer to them as S&P500 
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EW. We rebalance all portfolios on the first trading day of each month according 
to a weight vector which divides the accumulated wealth equally among 
constituents. For each portfolio a 10-year-long holding period is investigated. The 
first portfolio is launched in January 1975 and ends in December 1984. Similarly, 
new portfolios are formed at the beginning of each year until January 1999. We 
use data of U.S. stock returns from Center for Research in Security Prices (CRSP) 
database. The returns are merged to Standard & Poor’s 500 constituents list from 
the Compustat North America dataset. 

Similarly we form an equally weighted portfolio on the basis of the BUX index. 
Due to the limited availability of data, five-year-long periods are investigated; that 
is, we launch a new portfolio at the beginning of each year from 1999 to 2005 in 
the following way: The portfolios are reviewed each month to map exactly the 
actual BUX constituents. Although the BSE reopened in 1990, the maturity of the 
market and the limited availability of consistent data provide the facility to form 
portfolios in the above-mentioned way. For better comparison, we launch each 
portfolio in exactly the same way as that of the S&P500; however, in statistical 
terms, the outcome of this analysis is not representative. Before the analysis we 
modify by splits, dividends and we recalculate the returns in U.S. dollars, by 
which we get results that are comparable to the U.S. market. The applied 
methodology, as in the previous case, is also not free of survivorship bias. The 
BSE equally weighted portfolio is referred as BUX EW. In this case the 
capitalization weighted BUX index is used for the comparison of the equally and 
capitalization weighted portfolios. 

3.2 Analysis of Past Performance 

In Figures 1 and 2 we present the wealth levels of the introduced S&P500 EW and 
BUX EW strategies against time. The solid lines are the EW portfolios’ wealth. 
The capitalization weighted indices’ wealth are captured by dashed lines. On the 
U.S. market one can see that both types of the proposed portfolios outperform the 
capitalization weighted S&P500 index in the sense of final wealth (and almost 
always in sense of any intertemporal wealth level); however, the equally weighted 
strategies are more volatile. 

The more volatile return induces higher expected return in an equilibrium setting; 
therefore, if one would like to compare the two styles of portfolio creation, the 
difference between the returns should be extended with systematic risk measures. 
Formalizing the method of performance measurement, two equilibrium models are 
constructed, the classical Capital Asset Pricing Model (CAPM) (see Sharpe 1964, 
Linter 1965, Mossin 1966), and a Four-Factor Model (see Carhart [6]). More 
precisely, one can estimate the return of the strategies in the following ways 
sequentially: 

 (5) ( )    t t t t t
l f l l m f lr r r r  
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Figure 1 

Wealth levels accumulated by the S&P500 

Notes: EW portfolios and the capitalization weighted S&P500 market proxy. EW portfolios are 
launched each January from 1975 until 1999, and rebalanced on the first trading day of each month 
according to a weight vector which divides the accumulated wealth equally among Standard & Poor’s 
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500 index constituents which appear in the index anytime in the month for the 10-year long period. 
CRSP-VW is a capitalization based index and needs no rebalancing. 

 

 

 

 

Figure 2 

Wealth level accumulated by the BUX 
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Notes: Figure 2 shows the EW and the capitalization weighted BUX portfolio. BUX index portfolio is 
launched in January 1999, and rebalanced on the first trading day of each month according to a weight 
vector which divides the accumulated wealth equally among BUX index constituents which appear in 
the index anytime in the month for the 10-year long period. The pure BUX index is a capitalization 
weighted and needs no rebalancing. 

 

 

 

 (6) 

where l, t, rf, (rm
t – rf

t),  stand for asset l, time, risk free rate, market premium and 
estimation residuals, respectively. The risk free rate is the rate of return of the one-
month Treasury-bill obtained from Ibbotson and Associates. We use the 
capitalization weighted S&P500 index as market proxy. According to Fama and 
French (1993) SMB (small-minus-big) measures the average return difference 
between small and large capitalization assets, while HML (high-minus-low) is the 
average return difference between high and low book-to-market equity (B/M) 
companies. MOM is the one-year momentum factor (see Carhart 1997), which 
shows the average excess return of the last one year’s winners above the return of 
last one year’s loser securities1. The regression coefficients , , SMB, HML and 
MOM were estimated based on equation (5) and (6). 

The alpha parameter measures the excess return of an investment above or below 
the risk adjusted equilibrium value. According to the Efficient Market Hypothesis 
of Fama (1965, 1970) and Jensen’s (1968) research on abnormal performance of 
mutual funds, one can achieve repeatedly positive alpha only by chance. Thus, a 
significant alpha in the model is against the market equilibrium assumptions since 
it implies systematic abnormal performance in the past returns. We investigate 10-
year-long periods in the case of the S&P500 and 5-year-long periods for the 
Budapest Stock Exchange BUX, because on the one hand, the return anomalies in 
this long periods are diminishing, i.e. these intervals are as long that the 
probability of beating the equilibrium return only by chance is small, and on the 
other hand, we have the opportunity to run statistical analyses on the returns 
comparing the periods investigated. 

Tables 1 and 2 present the results of the regression analysis based on equations (5) 
and (6) for all EW portfolios and for various periods. Although each period 
covered different economic environments, the coefficients do not show 
remarkable differences in the various periods for the U.S. market except in the 
case of the small-firm factor loading, which is much smaller in the more recent 
periods. As the tables show, the majority of sensitivity coefficients are significant 
at 0.05 level; that is, each factor has unambiguous loading on the EW 

                                                           
1  SMB, HML and MOM factor portfolio returns are obtained from Kenneth French’s 

homepage 

( )        t t t t t t t t
l f l l m f l l l lr r r r s SMB h HML mom MOM  
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performance. This is not the case in the Hungarian market, where only the  is 
significant. Regarding our analysis, however, the most important observations are 
the values of the alphas, which are not always significant, but their significant 
values are always positive. The monthly abnormal returns in the CAPM are 
between -0.09% and 0.4%. Regarding the Four-Factor Model their values in the 
U.S. scatter from monthly 0.04% to 0.29%, where the latter is 3.48% in annum. 
An interesting fact is that the R2-s are consistently lower on the closer investing 
intervals as the portfolios excess returns are also lower for the more recent 
periods. 
 

Table 1 

S&P500 EW and BUX EW Summary Statistics for the CAPM 

CAPM for USA 

Period rSP500 EW-rf Std Dev   R2 adj R2 

1975-1984 1.10% 5.19% 1.1 0.40% 0.928 0.928 

1976-1985 0.93% 4.76% 1.06 0.32% 0.941 0.941 
1977-1986 0.80% 4.77% 1.05 0.28% 0.95 0.95 

1978-1987 0.90% 5.56% 1.07 0.29% 0.959 0.959 

1979-1988 0.98% 5.37% 1.06 0.30% 0.957 0.957 
1980-1989 0.97% 5.27% 1.06 0.26% 0.956 0.956 

1981-1990 0.69% 5.40% 1.11 0.26% 0.968 0.967 

1982-1991 0.98% 5.47% 1.12 0.16% 0.974 0.974 
1983-1992 0.92% 5.19% 1.13 0.12% 0.975 0.974 

1984-1993 0.85% 5.13% 1.14 0.09% 0.977 0.977 

1985-1994 0.87% 5.02% 1.13 0.09% 0.976 0.975 
1986-1995 0.88% 4.91% 1.13 0.06% 0.973 0.973 

1987-1996 0.90% 4.72% 1.12 0.02% 0.97 0.97 

1988-1997 1.02% 3.81% 1.1 -0.02% 0.954 0.953 
1989-1998 1.01% 4.16% 1.05 -0.08% 0.944 0.943 

1990-1999 0.94% 4.18% 1.01 -0.09% 0.909 0.908 

1991-2000 1.14% 3.93% 0.86 0.28% 0.76 0.758 
1992-2001 0.91% 4.08% 0.85 0.34% 0.766 0.764 

1993-2002 0.66% 4.60% 0.9 0.28% 0.796 0.794 

1994-2003 0.87% 4.82% 0.92 0.32% 0.803 0.801 
1995-2004 1.02% 4.78% 0.92 0.35% 0.8 0.799 

1996-2005 0.87% 4.82% 0.93 0.36% 0.804 0.802 

1997-2006 0.84% 4.76% 0.92 0.36% 0.799 0.798 
1998-2007 0.63% 4.68% 0.93 0.35% 0.789 0.788 

1999-2008 0.14% 5.08% 0.99 0.32% 0.817 0.815 

Average 0.87% 4.82% 1.03 0.22% 0.907 0.906 

  

CAPM for Hungary 

Period rBUX EW-rf Std Dev   R2 adj R2 

1999-2008 0.74% 7.30% 0.23 0.62% 0.181 0.172 

1999-2003 0.82% 7.50% 0.22 0.60% 0.239 0.232 

2000-2004 0.11% 6.93% 0.14 -0.01% 0.2 0.193 
2001-2005 0.69% 6.82% 0.59 0.21% 0.181 0.172 

2002-2006 1.44% 6.52% 0.5 1.20% 0.1 0.091 

2003-2007 1.80% 6.36% 0.6 1.63% 0.046 0.037 
2004-2008 0.66% 7.15% 0.29 0.64% 0.118 0.109 

2005-2009 1.18% 7.55% 0.2 1.15% 0.085 0.076 
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Notes: Table 1 presents the S&P500 EW and BUX EW Summary Statistics for the CAPM. Portfolios 
are launched each January from 1975 until 1999. We rebalance the portfolios on the first trading day of 
each month according to a weight vector which divides the accumulated wealth equally among 
Standard & Poor’s 500 and BUX index constituents which appear in the index anytime in the month. 
rSP500 EW – rf and rBUX EW – rf are the average U.S. Dollar denominated  return of the S&P EW and BUX 
EW portfolios in excess of the one-month U.S. Treasury-bill return. Std Dev refers to the standard 
deviation of the excess return.  and  are parameters of the OLS regression model (5). Parameter  
measures the average abnormal return (significant alphas at 0.05 level are in bold). R2 is the coefficient 
of determination. The model selection criteria is the adjusted R2. 

 

Table 2 

S&P500 EW and BUX EW Summary Statistics for the Four-Factor Model 

Four-Factor Model for USA 

Period rSP500 EW-rf Std Dev  SMB HML MOM  R2 adj R2 

1975-1984 1.10% 5.19% 1.08 0.27 0.17 -0.15 0.18% 0.971 0.97 
1976-1985 0.93% 4.76% 1.07 0.23 0.14 -0.13 0.18% 0.967 0.966 

1977-1986 0.80% 4.77% 1.09 0.18 0.12 -0.13 0.23% 0.968 0.966 

1978-1987 0.90% 5.56% 1.09 0.19 0.09 -0.12 0.27% 0.972 0.971 
1979-1988 0.98% 5.37% 1.08 0.17 0.08 -0.12 0.29% 0.97 0.969 

1980-1989 0.97% 5.27% 1.09 0.16 0.08 -0.12 0.29% 0.969 0.968 

1981-1990 0.69% 5.40% 1.13 0.19 0.11 -0.06 0.25% 0.977 0.976 
1982-1991 0.98% 5.47% 1.13 0.15 0.09 -0.06 0.18% 0.981 0.98 

1983-1992 0.92% 5.19% 1.14 0.14 0.08 -0.09 0.15% 0.983 0.983 

1984-1993 0.85% 5.13% 1.15 0.13 0.07 -0.09 0.15% 0.985 0.984 
1985-1994 0.87% 5.02% 1.15 0.13 0.07 -0.1 0.16% 0.984 0.984 

1986-1995 0.88% 4.91% 1.15 0.13 0.07 -0.12 0.15% 0.984 0.983 

1987-1996 0.90% 4.72% 1.14 0.12 0.09 -0.12 0.10% 0.981 0.98 
1988-1997 1.02% 3.81% 1.13 0.1 0.12 -0.13 0.04% 0.974 0.973 

1989-1998 1.01% 4.16% 1.1 0.08 0.18 -0.18 0.08% 0.972 0.971 

1990-1999 0.94% 4.18% 1.09 0.08 0.22 -0.22 0.10% 0.966 0.965 

1991-2000 1.14% 3.93% 1.09 0.04 0.34 -0.24 0.22% 0.933 0.93 

1992-2001 0.91% 4.08% 1.05 0.06 0.4 -0.19 0.19% 0.932 0.93 

1993-2002 0.66% 4.60% 1.05 0.06 0.42 -0.2 0.26% 0.95 0.948 
1994-2003 0.87% 4.82% 1.06 0.07 0.44 -0.19 0.24% 0.953 0.952 

1995-2004 1.02% 4.78% 1.06 0.08 0.45 -0.19 0.20% 0.953 0.951 
1996-2005 0.87% 4.82% 1.07 0.08 0.45 -0.19 0.20% 0.954 0.952 

1997-2006 0.84% 4.76% 1.06 0.08 0.45 -0.19 0.15% 0.95 0.949 

1998-2007 0.63% 4.68% 1.06 0.08 0.46 -0.19 0.21% 0.951 0.949 
1999-2008 0.14% 5.08% 1.05 0.06 0.43 -0.17 0.24% 0.955 0.953 

Average 0.87% 4.82% 1.09 0.12 0.22 -0.15 0.19% 0.965 0.964 

  

Four-Factor Model for Hungary 

Period rBUXEW-rf Std Dev  SMB HML MOM  R2 adj R2 

1999-2008 0.74% 7.30% 0.64 0.02 -0.08 -0.01 0.89% 0.182 0.174 

1999-2003 0.82% 7.50% 0.61 0.05 -0.11 -0.05 0.93% 0.246 0.239 

2000-2004 0.11% 6.93% 0.53 -0.02 -0.11 -0.08 0.41% 0.208 0.2 

2001-2005 0.69% 6.82% 0.64 0.32 -0.27 0.15 0.51% 0.211 0.203 

2002-2006 1.44% 6.52% 0.67 0.17 -0.05 0.22 0.97% 0.123 0.114 

2003-2007 1.80% 6.36% 0.45 0.28 0.16 0.34 1.18% 0.085 0.076 

2004-2008 0.66% 7.15% 0.7 -0.28 0.32 0.2 0.61% 0.133 0.124 

2005-2009 1.18% 7.55% 0.56 -0.14 -0.29 0.03 1.23% 0.1 0.091 
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Notes: Table 2 shows the S&P500 EW and BUX EW Summary Statistics for the Four-Factor Model. 
Portfolios are launched each January from 1975 until 1999. We rebalance the portfolios on the first 
trading day of each month according to a weight vector which divides the accumulated wealth equally 
among Standard & Poor’s 500 and BUX index constituents which appear in the index anytime in the 
month. rSP500 EW – rf and rBUX EW – rf are the average U.S. Dollar denominated  return of the S&P EW 
and BUX EW portfolios in excess of the one-month U.S. Treasury-bill return. Std Dev refers to the 
standard deviation of the excess return. , SMB, HML, MOM and  are parameters of the OLS 
regression model (6). Parameter measures the average abnormal return (significant alphas at 0.05 
level are in bold). R2 is the coefficient of determination. The model selection criteria is the adjusted R2. 

 
The betas are slightly higher than one for each portfolio; that is, over-weighting 
relatively smaller firms against the about 50 giants which dominated the value 
weighted index appreciably raised the portfolio risk, although the CAPM’s betas 
are slightly lower in more recent periods. According to the model selection criteria 
(adjusted R2) the additional factors raise the explanatory power of model (6), 
especially in the more recent dates. It is worth noting, however, that these 
portfolios consisted of large-cap firms; the SMB factor had a small, but 
significantly positive loading on EW premia. Positive HML coefficients imply that 
over-weighting smaller companies also supports investing in high book-to-market 
equity stocks. The negative loading on return momentum is the natural attendant 
of an equally weighted strategy, which gives relatively larger portions for stocks 
which performed below the average in the previous investment period. First and 
last, investors who had preferred an equally weighted mixture of U.S. large-cap 
stocks could achieve extra yield on every 10-year-long period in contrast to the 
value weighted index, which is not the case in the Hungarian market. For the BUX 
EW portfolio, both models have very low explanatory power, the factor loadings 
are insignificant, and the equally weighted index slightly underperforms the 
capitalization weighted BUX index in terms of final wealth. On the one hand, we 
argue that the Hungarian capital market exhibits a higher level of market 
efficiency from this point of view, as the rebalancing strategy gains no significant 
abnormal returns. This result may contradict its US counterpart; however it 
confirms the weak form of market efficiency. On the other hand, as the 
explanatory power of the equilibrium model is very low, one would suggest that 
besides the BUX value weighted returns, other parameters should have been used 
to proxy the market. However, if we accept the arbitrage pricing theory by Ross 
(1976) all efficient portfolio can be used as a reference. 

Conclusions and Further Research Directions 

We show that the equally weighted portfolios’ higher return compared to the 
capitalization weighted market index cannot be explained by the well-known 
equilibrium model. We use survivorship biased portfolio setting, and these 
significantly over-perform the equilibrium models. Using the Four-Factor Model, 
we show that the excess return generated by the U.S. equally weighted multi-
period investment strategy is neither caused by the small-firm effect, nor by the 
book-to-market equity, nor by the persistence. Contrary to the results for the U.S. 
markets, on the Budapest Stock Exchange we cannot measure excess return with 
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the periodically equally weighting rebalancing strategy. Although the explanatory 
power of the Four-Factor model is low, we state that, from this point of view, a 
very high level of market efficiency can be measured on the Hungarian capital 
market. 

There are several directions from which the equally rebalanced portfolio strategy 
can be further investigated. On the one hand, one can argue that the variance or 
standard deviation or any other risk parameter which is compiled by using these 
measures is not adequate. One may use the variance of the log returns for 
calculating the variance, because in this setup the "penalty", i.e. the increase in the 
variance in the case of a positive trigger, is lower than that of a negative one. This 
assumption is even more reasonable if, instead of utility maximization, one would 
use the loss-aversion approach. On the other hand the equilibrium model set up 
suggests a one-period world. The goal of the one-period portfolio theory 
(Markowitz 1952) and the rival equilibrium models (like CAPM, APT, Fama-
French, or Carhart model), is the optimization of the asset allocation in order to 
achieve the optimal trade-off between expected one-period return and risk. This 
supposes a world where the investors optimize their consumptions and investment 
strategies for that given one period. However, most of the mean-variance analysis 
handles only static models, contrary to the expected utility models, whose 
literature is rich in multi-period models, supposing an individual with longer 
interval than simply one-period thinking. One could suppose that a Data 
Envelopment Analysis (see Go  kgo  z, 2010) or fractal analyses (see Bohdalová and 
Greguš, 2010) would increase the accuracy of our estimations. In the multi-period 
models the investors are allowed to rebalance their portfolios in each trading 
period, and therefore their investments may be characterized in different ways in 
one and multiple periods due to the multiplicative effect of consecutive 
reinvestments. There is a third direction which seems to be worth a closer look; 
this is the volatility. The question arises as to what is the mathematical connection 
in a discrete world between the volatility of the single securities and the return of 
the portfolio. 
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Abstract: The problem of fracture mechanics of crack nucleation in plunger pair bushing is 
considered. It is assumed that under the repeated reciprocating motion of a plunger there 
happens crack nucleation and a failure of materials of pair elements. Crack nucleuses are 
simulated by a bridged prefracture zone that is considered as areas of weakened 
interparticle bonds of the material. It is assumed that the inner boundary of the bushing is 
close to the annular one and has rough surfaces. 

Keywords: contact pair; nucleation of a crack; bonds between surfaces; prefracture zone; 
cohesive forces; rough surfaces 

1 Introduction 

The bushing-plunger friction pair operates in conditions of a complex stress state. 
Experience in using a plunger pair shows that the initiation of cracks and the 
fracture of the materials of the components of the friction pair occur during 
repeated reciprocating motion. To control the friction and wear processes in the 
friction pair, the investigation of material fracture and the friction caused by 
contact interaction and accompanied by the joint action of contact pressure and 
friction force are necessary. It is therefore necessary in the planning stage of the 
construction of sliding pairs to take into account the possibility of the occurrence 
of cracks and to carry out a limit analysis of the components of the contact pair. It 
should be taken into account that the bushing internal contour and the plunger 
external contour are nearly circular. As is known, real treated surfaces are never 
absolutely smooth but always have micro- or macroscopic irregularities (of a 
technological character) forming the rough surface. Despite the extremely small 
sizes of such irregularities, they affect the different service properties of tribo-
conjugation [1, 2]. 
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2 Formulation of the Problem 

The contact deformation of cylindrical bodies of close radii under inner 
compression is considered. It is assumed that the surfaces of the bodies in the 
contact area are rough. 

We assume that the outer cylinder (bushing) is an unrestricted plate with a hole 
close to circular, into which is inserted elastic cylinder (shaft). A concentrated 
force P is pressing into the hole‟s boundary and concentrated pair whose moment 
is determined from the cylinder‟s limit equilibrium condition under the action of 
Coulomb friction forces is applied to the center of the shaft (Fig. 1). 

 
Figure 1 

Computational diagram of a problem of the contact fracture mechanics 

To determine the contact pressure, it is necessary to consider [3, 4] the contact 
problem of the pressing of a plunger into the surface of the bushing involving 
wear. 

Let some unknown part shaft with mechanical characteristics 
1G  and 1  be 

retained against the internal surface of the bushing with mechanical characteristics 
G  (shear modulus) and   (Poisson ratio). The condition relating the 

displacements of the bushing and the plunger is written in the form [3, 4]. 
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)(21  vv          
21                                                                                 (1) 

Here )(  is sag of the point on the surface of the bushing and the plunger, which 

is determined by the form of the inner surface of the bushing and the plunger 
surface, and, also by the magnitude of the pressing force P. 

12   is the 

magnitude of the contact angle area. 

In the contact area, in addition to the contact pressure, there is a tangential stress 


r

 which is related to the contact pressure ),( tp   by the Coulomb law 

),(),( tfptr                                                                                                      (2) 

where f  is the coefficient of friction of the “bushing-plunger” pair. 

We refer the bushing of the contact pair to the polar system of coordinates r ; for 
that we choose an origin of coordinates at the center of circle L of radius R. 

We will assume that the inner contour of the bushing and the external contour of 
the plunger are close to annular one. 

Represent the boundary L  of inner contour of the bushing in the form 

)(r ,    )()(  HR   

where RRmax  is a small parameter; maxR  is the greatest height of the bulge 

(cavity) of the unevenness of the friction surface. 

The coefficients of the Fourier series for the function )(H : 





n

k

kk
kbkaH

0

00 )sincos()(   

are found by means of a profilogram of the treated surface of the bushing which 
describes each inner profile of the bushing. In a similar way, the plunger contour 
may be represented as 

)()( 11  HR  ,        



n

k

kk
kbkaH

0

11
1 )sincos()(   

It is assumed that the bushing and plunger wear is of an abrasive character. For 
displacements of the points of surface of the bushing we have 

wre
vvvv 1111                                                                                                      (3) 

where ev1  are elastic displacements of bushing‟s contact surface; wr vv 11   , are 

displacements caused by the removal of the micro-bulges and by the bushing 
surface wear, respectively. 

Similarly, for displacements of plunger‟s contact surface we have 

wre vvvv 2222                                                                                                     (4) 
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The rate of change of the displacements of the surface in the course of the bushing 
and the plunger wear will be [4] 

),()( tpK
dt

dv
jju          (j=1,2)                                                                               (5) 

where )( jK  is the wear coefficient of the bushing and the plunger material (j=1,2), 
respectively. 

Prefracture zones will arise in proportion to the loading of the bushing during the 
operation of the friction pair with force load, and these zones are modelled as 
domains in which the interparticle bonds in the material have been weakened. The 
interaction of the surfaces of these domains is modelled by the introduction of a 
prefracture zone of the bonds, which have a specified deformation pattern. The 
physical nature of these and the dimensions of the prefracture zone depend on the 
form the material. Since the above-mentioned zones (layers) are small compared 
with the remaining part of the bushing, they can be conceptually eliminated by 
replacing them with cuts, the surfaces of which interact with one another 
according to a certain law that the corresponds to the action of the material which 
has been removed. Taking account of these effects in fracture mechanics is an 
important but exceedingly difficult problem. In the case being investigated, the 
occurrence of a crack nucleus involves the transition of a prefracture zone into 
domain where there are ruptured bonds between the surfaces of the material. 

Investigations [5-7] of occurrence domains with a disrupted structured of the 
material show that, during the initial stage, the prefracture zones have the form of 
a narrow elongated layer, and then, when the load is increased, a secondary system 
of zones suddenly appears, and these zones contain material with partially 
ruptured bonds. 

We will assume that the prefracture zone is oriented in the direction of maximal 
tensile stresses arising in the bushing. 

Let us consider the prefracture zone of length 2l allocated on the 
segment 0   , 11  ylx . At the center of the prefracture zone, we located an origin 

of local system of coordinates 111 yOx whose axis 1x coincides with the line of the 

zone and makes an angle with the axis x )0(  . The surfaces of the prefracture 

zone interact in such a way that this interaction (the bonds between the surfaces) 
restrains the formation of a crack. 

For a mathematical description of the interaction of the surfaces prefracture zones, 
it is assumed that between them for which the law of deformation is known. Under 
the action of external loads on the bushing, normal )( 11

xq
y

 and tangential )( 111
xq

yx  
tractions will arise in the bonds joining the surfaces prefracture zones. 
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Consequently, the normal and tangential stresses numerically equal )( 11
xq

y
 and 

)( 111
xq

yx
 respectively, will be applied to the surfaces prefracture zones. The 

quantities of these stresses are not known beforehand and are to be determined 
when solving the boundary value problem of fracture mechanics. 

For determining the displacements 
e

v 1  and 
r

v1  it is necessary to solve the 

following problem of elasticity theory for a bushing 

)( p
n

 ;   )( fp
nt

   for  r   in the contact area                                 (6) 

0n ;   0nt   for r    out of the contact area 

on surfaces prefracture zone 

)( 111
xq

yy
 ;   )( 11111

xq
yxyx

   for lx 1 ,                                                           (7) 

n, t are natural coordinates; 
n

 , 
t

  and 
nt

  are stress tensor components. 

In a similar way, we state the problem of elasticity theory for determining 
displacements 

e
v2  and 

r
v2  of the contact surface of the plunger 

)( p
n

 ;   )( fp
nt

   for r     in the contact area                                (8)  

0n ;   0nt   for r     out of the contact area 

The magnitudes of 
1 and 

2 , that is, of the ends of the segment over which the 

plunger and the bushing are in contact, are unknown. In order to determine them, 
we will use a condition which expresses the continuous fall of the pressure 

)(p to zero when then point   falls outside the segment where the surface touch 

0)( 1 p ,           0)( 2 p  

The equations and conditions (1)-(8) have to be supplemented with a relation 
between the expansion of the prefracture zone and bond tractions. Without loss of 
generality, we will represent this relation in the form 

 )()(),()()( 1111 111
xiqxqxCuuivv yxy    ,       22

1 111 yxy qq             (9) 

Here the function ),( 11 xC  may be considered as an effective compliance of the 

bonds, which depends on their tension; 
1  is the modulus of the vector of the 

bond tractions; )(  uu is the tangential, )(   vv  is the normal component of 

the expansion of the prefracture zone. 

In order to determine the value of the external load (the contact pressure) at which 
a crack is initiated, it is necessary to supplement the formulation of the problem 
with a condition (criterion) for the appearance of a crack (the rupture of the 
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interparticle bonds in the material). As such a condition, we will adopt the 
criterion for the critical expansion of the prefracture zone 

cr
uuivv   )()(  

where 
cr

  is a characteristic of the fracture toughness of the bushing material. 

The additional condition enables us to determine the parameters of the contact pair 
for which a crack appears in the bushing. 

3 The Method of the Boundary-Value Problem 
Solution 

Using the perturbation method, we find the boundary conditions at each 
approximation: 

for zero approximation of the problem 

)()0()0(  p
r

 ;   )()0()0(   fp
n

    for r=R   in the contact area                        (10) 

0)0( 
r

 ;   0)0( 
n

  for r=R  out of the contact area 

on surfaces prefracture zone 

)( 1
)0()0(

11
xqyy  ;   )( 1

)0()0(

1111
xq yxyx      for lx 1 ,                                                     (11) 

for the first approximation of the problem 

)()1()1(  pN
r

 ;   )()1()1(   fpT
n

   for r=R  in the contact area                   (12) 

N
r
)1( ;   T

n
)1(

   for r=R  out of the contact area 

on surfaces prefracture zone 

)( 1
)1()1(

11
xqyy  ;   )( 1

)1()1(

1111
xq yxyx      for  lx 1 ,                                                     (13) 

Here        


 
d

dH

Rr
HN

r

r
1

2)( )0(
)0(





 ;   for r=R 

r
H

d

dH

R
T r

r 



)0(

)0()0( )(
1

)(



  

Similarly we can write the boundary conditions at each approximation for the 
plunger. Additional relation (9) accepts the following form: 

at the zero approximation 
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  ))0,()0,(())0,()0,(( 1
)0(

1
)0(

1
)0(

1
)0( xuxuixvxv                                            (14) 

 
 )()(),( 1

)0(
1

)0()0(
11 111

xiqxqxC yxy    

at the first approximation 

  ))0,()0,(())0,()0,(( 1
)1(

1
)1(

1
)1(

1
)1( xuxuixvxv                                            (15) 

 
 )()(),( 1

)1(
1

)1()1(
11 111

xiqxqxC yxy    

By means of the Kolosov-Muskheleshvili formulas [8], we write the boundary 
conditions of the problem at zero approximation (10)-(11) for complex potentials 

)()0( z and )()0( z . On annular boundaries of the bushing they will be of the 

form 

  )()()()()( )0()0()0(2)0()0(  Xzzzezz i                                             (16) 

iRez  ;    


 


areacontact   out the                     0

areacontact   on the         )()1(
)(

)0(
)0( 


pif
X  

Boundary conditions on the surfaces prefracture zone will be written as: 

)0()0()0()0()0()0(

111
)()()()(

yxy
iqqtttzz                                                  (17) 

where t is affix of points of the surfaces prefracture zone. 

We look for the potentials )()0( z , )()0( z ,  )()0(
1 z , )()0(

1 z , )()0(
2 z , )()0(

2 z  

and in the form 





2

0

)0()0( )()(
k

k
zz ,          




2

0

)0()0( )()(
k

k
zz                                               (18) 


 


l

l

k

zt

dttg
z

1

0
)0(

1

)(

2

1
)(


,       























l

l

i

kki dttg
zt

eT

zt

tg
ez )(

)(

)(

2

1
)( 0

2
11

0
2)0(

1





      (19)

  
0
11 zteT i   ;      )( 0

11 zzez i     




































l

l

ii dttge
TzT

TT
tge

Tz

T

z
z )(

)1(

1
)(

1

2

1
)( 0

2
11

110

1

1)0(
2




,                      (20) 


 






















l

l

i tge
Tz

T

Tzz

T

zzTz
z )(

)1()1(

21

2

1
)( 0

2
1

2
1

1

1

2
1

)0(
2




 

dttge
Tz

TT

TzTz

TT

zT
i




























  )(

)1(

)1(2

)1(

1

1

1 0

3
1

11

2
11

11

1

  
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Here )(0 tg  is the required function, which characterizes the expansion of the 

prefracture zone. 

For defining the potentials  )()0(
0 z

 
and )()0(

0 z  we use the N. I. Muskheleshvili 

method [8] 

 


L
z

dX

z
z





)(

2
1

)(
)0(

)0(
0 ,      ie                                                                    (21) 

)(
1

)(
1

)(
1

)( )0(
0

)0(

0
2

)0(
02

)0(
0 z

z
z

z
z

z
z   

Satisfying the boundary condition on the surfaces prefracture zone by the 
functions (18)-(20), we find singular integral equation with respect to the function 

)( 1
0 xg : 

   )( )(),()(),( 1
0)0()0(

1
0

11
0

1 111
xfiqqdtxgxtSxgxtR

yxy

l

l




      lx 1               
(22) 

 )()()()()( 1
)0(

01
)0(

011
)0(

01
)0(

01
)0( xxxxxxf    

To the singular integral equation for the inner prefracture zone at zero 
approximation, we should add equality 

0)()0( 


l

l

dttg                                                                                                       (23) 

Using the procedure for converting to an algebraic form [10, 11], the singular 
integral equation (22) with condition (23) reduced to the system of M complex 
algebraic equations for determining M unknowns )()()( 00)0(

mmm
tiutvtg   

(m=1,2,…,M) 

 


M

m

rmmrmm
lxltStglxltRtgl

M 1

)0()0( ),()(),()(
1

                                                   (24)

  
)()()( )0()0()0(

111 rryxry xfxiqxq   

0)(
1

)0( 


M

m

m
tg ,         r=1,2,…,M-1 

where   
M

m
tm 2

12
cos


 ;  

M

r
xr


cos . 

If in (24) we go over to complexly conjugated values, we get M algebraic 
equations more. The right hand side of (24) contains unknown values of the forces 

)()0(

1 ry xq  and )()0(

11 ryx xq in bonds. 
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The additional relation (14) at zero approximation is the condition determining 
forces in the bonds arising on the surfaces prefracture zone 

 )()()(,(
)(

2
)( 1

)0(
1

)0()0(
11

1

1
)0(

111
xiqxqxC

dx

d

kii

G
xg

yxy

b




                                           (25) 

where 43
b

k  for plane strain, )1()3(  bk  for plane stress state. 

For constructing the missing algebraic equations for finding the approximate 
values of the forces )()0(

1 ry xq  and )()0(

11 ryx xq  at the nodal points, we require the 

conditions (25) to be fulfilled at the nodal points. For that, we use the finite 
differences method. 

We need two complex equations determining the dimensions of the prefracture 
zone for closeness of the obtained system. Writing the stress finiteness conditions, 
we find two missing equations more in the following form: 

0
4

12
cot)()1(

1

)0( 





M

m

m

m

M

m
tg                                                                          (26) 

0
4

12
tan)()1(

1

)0( 






M

m

m

mM

M

m
tg   

By means of complex potentials (18)-(20) and the Kolosov-Muskheleshvili 
formulae [8] and integration of the kinetic equation (5) wear of bushing‟s material 
at zero approximation, we find the displacements )0(

1v  of the bushing‟s contact 
surface. In a similar way, we find the solution of the elasticity theory problem for 
the shaft in the first approximation. Using the solution and kinetic equation of 
shaft‟s material wear at zero approximation, we find the displacements )0(

2v  of the 

shaft‟s contact surface. 

We substitute the found quantities )0(
1v  and )0(

2v into the basic contact equation (1) 

at zero approximation 

...;)()(),( 0
1

0
0

)0(   tpptp                                                                             (27) 







0

000
0 )sincos()(

k

kk
kkp  , 







0

110
1 )sincos()(

k

kk
kkp   

For the algebraization of the basic contact equation, the unknown functions of the 
contact pressure at zero approximation are found in the form of expansions. 
Substituting the relation in the basic contact equation at zero approximation, we 
get the functional equations for the sequential determination of )(0

0 p , )(0
1 p , 

etc. For constructing the algebraic system for finding 
k

 , k
 , we equate the 
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coefficients for the same trigonometric functions in the left and right hand sides of 
the functional of the contact problem. We get an infinite algebraic system with 
respect to 0

k
  (k=0,1,2,…), 0

k
  (k=1,2,…) and 1

k
 , 1

k
 , etc. 

On account of the unknown quantities 1 , 2  and 1l , the joint system of equations 

is nonlinear even in the case of linear elastic bonds. To determine the quantities 

1  and 2  ( ...;1
1

0
11   ...1

2
0
22   ), we have the condition: 

for the zero approximation              0)( 0
1

)0( p ;           0)( 0
2

)0( p ; 

for the first approximation               0)( 1
1

)1( p ;           0)( 1
2

)1( p . 

The right hand sides of infinite algebraic systems with respect to 
k

 , 
k

  contain 

integrals of unknown function )( 1
)0( xq . Thus, the infinite algebraic systems with 

respect to 
k

 , 
k

  and finite systems with respect to )( 1
)0( xq , )()0(

1 ry xq , )()0(

11 ryx xq  

and l are connected between themselves and they must be solved jointly. The 
combined system equations even for linear-elastic bonds become nonlinear 
because of unknown quantities 1 , 2 , l. For its solution at zero approximation, the 

reduction and successive approximations methods were used [10]. 

In the case of the nonlinear law of deformation of bonds for determining forces in 
bonds, we also use the iteration algorithm similar to the method of elastic 
solutions [11]. Nonlinear part of the bonds deformation curve is represented in the 
form of bilinear dependence, whose outgoing section corresponds to the elastic 
deformation of bonds ( V<)V(<0 1x ) with maximal tension of bonds. For 

V<)V( 1x , the deformation law was described by a nonlinear dependence 

determined by two points ),(V   and ),(
crcr

 ; moreover, for 
cr

 we have 

increasing linear dependence (linear hardening corresponds to the elastoplastic 
deformation of the bonds). 

After defining the quantities of the desired zero approximation, we can construct 
the solution of the problem at the first approximation N and T determined on the 
base of obtained solution for r=R. The boundary conditions (12), (13) may be 
written in the form of a boundary value problem for finding complex potentials 

)()1( z  and )()1( z that we seek in the form of (18), with obvious changes. The 

further course of the solution is at the zero approximation. The obtained complex 

integral equation with respect to )()1( tg , )()1( tg  under additional condition of type 

(23) by means of the algebraization system is reduced to the system of M algebraic 
equations for determining MN 0  unknowns )()1( tg  (m=1,2,..M). 

The desired expansion coefficients of the contact pressure )()1( p and the 

unknown values of forces in bonds )( 1
)1(

1
xqy  and )( 1

)1(

11
xq yx  are contained in the right 

hand side of this system. 
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The construction of the missing equations for determining the unknown forces at 
the nodal points and prefracture zone sizes are realized as in the zero 
approximation. The problem of the theory of elasticity for a shaft at the first 
approximation is solved in some way. The algebraization of solving the equation 
of the contact problem at the first approximation is carried out similar to the zero 
approximation. For that, the desired functions of the contact pressure are 
represented in the form: 

...;)()().( 1
1

1
0

)1(   tpptp                                                                              (28) 
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As the result we get infinite linear algebraic systems with respect to 1
0,0 , 1

0,k , 
1

0,k  and 1
1,0 , 1

1,k , 1
1,k (k=1,2,…), etc. 

4 Analysis of the Simulation Results 

The system of equations becomes nonlinear because of the unknown quantities 1
1  

and 1
2 . The constructed combined system of equations is closed and under the 

given functions )(H  and )(1 H  allows us to find the contact pressure, forces in 

the bonds, the prefracture zone sizes, the stress-strain state, and the bushing and 
contact pair wear by numerical calculations. The functions )(H  and )(1 H  , 

describing the roughness of the internal surface of the bushing and the plunger, 
were considered as the determined totality of unevenness of contours profile and 
also stationary random function with zero mean value and known variance. 

As a rule, the greatest values of contact pressure depend on the angle of contact 
and the friction coefficient. The presence of friction forces in the contact zone 
leads to displacements of the graph contact pressure distribution to the contrary 
action of the moment. 

The numerical calculations were carried out for the bushing of a U8-6MA2 
double-stoke slush pump for a velocity of the plunger of 0,2 m/sec. As constants, 
we used the following values of the parameters: mmR 572  , mmR 7.562  , 
f=0.2, MPaE 5108.1  , 25.0 , mV 610

  , MPa75 , 2
cr

, 

,105.2 6 m
cr

  8)1( 102 K , 9)2( 102 K , MPamC
b

7102   ( b
C is the 

effective compliance of the bonds). 
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Using the solution of the problem to calculate displacements on surfaces 
prefracture zone: 

)0,()0,()(
2

1
1111 xiuxvdxxg

G

k
l

l

b 


 


 

Assuming 01 xx   applying change of variable, changing the integral by the sum, 

we find displacement vector on the surfaces prefracture zone for 01 xx   

2222
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                                                                    (29) 
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Here M1 is the number of nodal points contained in the interval ),( 0xl . 

In the place of crack nucleation condition, we accept the criterion of critical 
opening of surfaces prefracture zone. Considering relation (9) we can write the 
limit condition in the form 

crxxxC  )())(,( 000                                                                                        (30) 

The joint solution of the combined algerbraic system and conditions (30) makes it 
possible to determine the ultimate size of the external load (contact pressure), the 
size of surfaces prefracture zone for the limiting equilibrium state under which a 
crack arises under the given characteristics of the crack resistance of the material. 

The graphs of the length of the prefracture zone Rl  for the bushing borehole 

pump against the dimensionless values of the contact pressure 0p  are shown 

in Fig. 2 (Curve 1 refers to the smooth surface, curve 2 refers to the rough 
surface). 

The distributions of the normal force 01
pq

y
in the bonds between the surfaces 

prefracture zone as a function of the dimensionless coordinate lx1  are shown in 

Fig. 3. Curve 1 corresponds to the linear bond and curve 2 to the bilinear bond. 
The dependence of the critical load cr

p  on the dimensionless length of the 

prefracture zone is shown in Fig. 4. 
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Figure 2 
Dependence of length of the prefracture zone Rl  for the bushing borehole pump on dimensionless 

contact pressure 0p
 

 

Figure 3 
The distributions of the normal force 01

pq y in the bonds between the surfaces prefracture zone as 

function of the dimensionless coordinate lx1  
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Figure 4 

The dependence of the critical load crp  on the dimensionless length of the prefracture zone 

Conclusions 

An analysis of the critical equilibrium state of the bushing contact pair at which 
the crack appears reduces to a parametric study of the resolving algebraic system 
(24), (25), (26), etc. and the criterion of crack emergence (30) with different laws 
of bond deformation, physical and elastic constants of material, and geometric 
characteristics of the latter. The forces in the bonds and the opening of the 
prefracture zone are found directly by solving the resultant algebraic systems in 
each approximation. 
An effective algorithm for solving contact fracture mechanics problems on crack 
nucleation in a bushing friction pair is proposed. This algorithm allows the 
solution to be constructed in a single manner in each approximation by the method 
of perturbations. 
The model of the prefracture zone with bonds between its faces makes it possible 
to do the following: to study the basic features of the distribution of forces in the 
bonds with different deformation laws; to analyze the ultimate equilibrium state of 
the prefracture zone with allowance for the determination condition of fracture; to 
estimate the critical external load and crack resistance of the material; and to 
determine the conditions of equilibrium and growth of the prefracture zone size, as 
well as conditions of crack nucleation based on the analysis of the ultimate 
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equilibrium state with allowance for mechanical parameters of the bonds. This 
model allows us to account for not only each specific realization of the roughness 
profile (deterministic approach), but also to carry out the statistic description of 
the roughness of bushing and plunger surfaces by realization of stationary random 
function. The results of the present work allow us to choose the class of roughness 
of friction pairs, providing the loading ability of conjugation, optimal in strength 
and stiffness. 
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Abstract: We have developed 3 series of pseudoisochromatic plates for colour vision 
testing. The plates are arranged in order of increasing difficulty. In the first (red/green) 
series, a red Landolt C is shown in front of a green background. This series is used to 
determine the severity of colour vision deficiency. In the second series, colours are located 
on the protan confusion line, whereas in the third series, on the deutan confusion line. The 
plates were printed by a calibrated colour printer, then bound in a book. The plates were 
used to test 320 persons with colour vision deficiency and 20 ones with normal colour 
vision. Our results showed a 96.25% efficiency in separating colour anomals and colour 
normals as verified by an anomaloscope. The test book gives prompt results and it is fun to 
use. A test takes about 5 minutes so it is suitable for mass tests and moreover, it may also 
be used to test the colour vision of children. 

Keywords: colour vision deficiency; anomaloscope; ishihara test; D15 test 

1 Introduction 

1.1 An Optical Explanation of Colour Vision Deficiency 

Daytime vision is made possible by the approximately 6.8 million photoreceptors 
(also known as the cones) found in the retina – the interior part of the eye. Some 
of the photoreceptors are sensitive to the colour red, others to green, and a third 
group is sensitive to blue. A person can distinguish between and identify more 
than a million different colours through the degree of stimulation of the three 
spectrally sensitive receptor groups. The English terms for the receptors sensitive 
to red, green and blue colours are: long wave, middle wave and short wave 
sensitive receptor, or L, M and S, for short. Wave-length determined spectral 
sensitivity is indicated by l(λ), m(λ) and s(λ) [12], (Fig. 1). In medical literature, 
these receptors are named protos, deuteros and tritos. Colour vision relying on the 
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three types of receptor is called trichromatic vision. The most common forms of 
colour vision deficiency are protanomaly (the anomaly of the L receptor) and 
deuteranomaly (the anomaly of the M receptor), [12]. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

We developed our colour boosting eyeglasses for these types of colour vision 
deficiency. 

In protanomaly and deuteranomaly, the spectral sensitivity curves of the L and M 
receptors, respectively are different from those seen in people with normal colour 
vision. The difference is a shift of the curves along the wavelength axis. The cause 
of this difference are genetic: different L and M photopigment alleles code for 
different amino acid sequences, and some differences in the amino acid sequences 
of the photopigments result in differences in their peak sensitivities. 

The diagram in Fig. 2 illustrates the altered spectral sensitivity in people with 
protanomaly. The continuous lines show the spectral sensitivity curves of daytime 
receptors in the case of normal colour vision (l(λ), m(λ) and s(λ)), while the 
dashed lines show the spectral sensitivity curve of a person with protanomaly 
l’(λ). We can see that protanomaly is caused by the protos spectral sensitivity 
being shifted toward shorter wavelengths and thus being closer to the sensitivity 
of the deuteros than happens in subjects with normal colour vision. 

Fig. 3 illustrates the spectral sensitivity of the deuteranomalous receptor. In this 
case, the spectral sensitivity of the deuteros is shifted toward longer wavelengths, 
and is found closer to the sensitivity of the protos than in subjects with normal 
colour vision. 

 

Figure 1 

Spectral sensitivity curves of the three daytime 

receptors of those with normal colour vision, as 

function of wavelength [Gegenfurtner, Sharpe, 

1999]. In the picture l(λ) means the spectral 
sensitivity of the long wave, m(λ) of the middle 

wave and s(λ) of the short wave sensitive 

receptors adapted for white light. 

 

Figure 2 

The diagram illustrates the spectral sensitivity 

disorder in people with protanomaly. The 

continuous lines show the spectral sensitivity 

curves of daytime receptors in the case of 

normal colour vision (l(λ), m(λ) and s(λ)), 
while the interrupted line shows the spectral 

sensitivity curve of a person 
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The ability to discriminate between hues in the red-green segment of the spectrum 
is due to the different sensitivities of the L and M pigments. In protanomaly, as 
well as in deuteranomaly, the spectral distance between the L and M pigments is 
reduced compared to people with normal colour vision. Therefore, the ability to 
distinguish between red and green hues is impaired in both cases; this is the reason 
for sub-normal red-green colour vision. Correspondingly, colour identification is 
also impaired: the anomalous L and/or the anomalous M pigments are not 
sufficiently sensitive to red-green differences. Instead, the sensitivity to yellow 
hues dominates in the middle-to-long end of the spectrum. 

The impairment characteristic of protanomaly is shown by the protan confusion 
line, whereas that of deuteranomalous people by the deutan confusion line in the 
CIE xyY system (Fig. 4). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Colour vision deficiency is tested in most cases by anomaloscopes, the original 
form of which was constructed by the well-known mathematician Lord Rayleigh, 
and by different types of pseudo-isochromatic plates. 

1.2 Our New Colour Vision Test 

Our objective was to develop a colour vision test as simple and effective as the 
Ishihara test yet as accurate as an anomaloscope, providing quantifiable results. 
We also aimed at developing a prompt, simple method, also suitable for testing 
children. 

 

Figure 3 

The diagram illustrates the spectral sensitivity 

disorder in people with deuteranomaly. The 

continuous lines show the spectral sensitivity 

curves of daytime receptors in the case of normal 

colour vision (l(λ), m(λ) and s(λ)), while the 
interrupted line shows the spectral sensitivity 

curve of a person with deuteranomaly m’(λ). 

 

Figure 4 

Points of the pseudoisochromatic plates in the 

CIE xyY chromaticity space. Test R-G, Test P, 

Test D and are the points of the plates in the 

three (R-G, P and D) series, B R-G, BP and 

BD are the points of the background in the 

series. 
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There are some excellent colour vision tests that comply with these criteria [1, 2, 
3, 4, 5, 6, 7, 8, 9, 10, 11]. However, we wished to develop a test that could be able 
to distinguish 15 levels according to the severity of colour vision deficiency. 

Our test was composed series of pseudoisochromatic plates. These plates do not 
show numbers or letters but Landolt C-s in various positions. The method was 
tested on 320 persons with colour vision deficiency and 20 ones with normal 
colour vision. These test persons had first been tested by the Ishihara test and 
anomaloscope. The criteria for diagnosis were developed according to the 
histograms of the measured results. The efficiency of separating patients with 
colour vision deficiency from those with normal colour vision was 96.25%. 

2 Methods 

The pseudoisochromatic plates were designed using the principles described in the 
book of J. Birch [12]. 

The pseudoisochromatic plates were designed in the colour system of CIE Lab, by 
a software that utilises confusion lines. The coloured dots on the plates are 
circular, and their density and sizes are similar to those in the Ishihara images. 
Both the Landolt-C and the background are composed of dots of 3 shades of the 
same colour. 

The plates are arranged in order of increasing difficulty. In the first (R/G) series, a 
red Landolt C is shown in front of a green background. This series measures the 
ability to discriminate green and red colours. In the second (P) series, colours are 
located on the protan confusion line whereas in the third (D) series, on the deutan 
confusion line. Plates in the R/G series are coded as 300, 280, 260, etc. down to 
60, 40, 30, 20. Plates, and in the P and D series they are coded as 200, 180, 160, 
etc. down to 60, 40, 30, 20. 

In each series, the first plate is readily identifiable; that is, there is a pronounced 
difference between the average colour of the Landolt-C and the average colour of 
the background. This difference was determined in accordance with previous 
experiences, in a way that anomalous trichromats could identify the plate while 
dichromats could not (E*

a,b=60…80). The other plates in the series are arranged 
in order of increasing difficulty. While the colour of the background remains the 
same, the colour of the Landolt-C gradually merges into the background. The last, 
most difficult plate may be identified only by those with excellent colour vision 
(E*

a,b=8). 

The average lightness of the Landolt C and its background is the same in every 
image. 
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The test was initially developed for a colour computer screen [13, 14, 15, 16, 17, 
18, 19, 20] and eventually we switched to a printed version [21]. 

Plates were printed by a Canon iX5000 inkjet colour printer. While printing, the 
consistency of colour stimuli was provided by means of the ICC Color 
Management system. Printing as well as using the plates is defined for a CIE D65 
standard illuminant. 

The examination must be conducted with a standard CIE D65 illuminant. Lighting 
must be diffuse, neither too dark, nor blindingly bright; the ideal is 400…800 lux. 
There should not be a blinding light source directed at the subject, and neither 
must the light be in such a way that a glare could disturb the subjects when 
observing the images [22, 23]. 

 

 

 

 

 

 

 

 

 

 

 

The plates are bound in a book. The book is designed in a way that the test person 
is able to see one plate at a time only, while the white backside of the next page 
provides white adaptation for the test person. 

Once printed, the colours of plates were verified by Datacolor Microflash 45 (SN: 
Z151634, White reference: Techkon MF 45.812001). In each plate, 5 ones of the 
largest dots were measured from the groups of light, medium and dark dots each, 
then the colours of the background and the Landolt-C were determined from their 
averages in the CIE xyY system (Fig. 4). As is illustrated by the figure, the colour 
dots on the plates are near the confusion lines. We also determined the E*

a,b 
difference between the colours of the Landolt-C and the background for each plate 
(Figs. 5, 6 and 7). This difference gradually decreases from plate to plate. 

 

 

 

Figure 5 

Difference between the average colour of the 

Landolt-C and the average colour of the 

background in the series R-G 
 

 

Figure 6 

Difference between the average colour of the 

Landolt-C and the average colour of the 
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3 Tests 

The colour vision of 320 persons with colour vision deficiency and 20 ones with 
normal colour vision was tested by various methods: anomaloscopy, Ishihara test 
and the new pseudoisochromatic plates. 

The test persons were all males, between 8 and 59 years; the average age of the 
test persons was 29.67 year. The group of persons with colour vision deficiency 
was composed of 158 protanomalous and 162 deuteranomalous persons. The test 
persons cannot be considered as a representative sample of the colour blind as the 
tests were completed on volunteers. 

A standard CIE D65 light source of 600-800 lux was applying for performing the 
tests. 

3.1 Instruments Used 

1) Oculus HMC anomaloscope (Typ. 47700, SN 24119901, Germany). 

2) Ishihara Tables (ISHIHARA’S TESTS FOR COLOUR DEFICIENCY, 24 
Plates Edition, 1999, Kanehara &CO., Tokyo, Japan). The plates were in good 
condition. 

3) Color Vision Test, III. Edition, Printed in 2009. 

3.2 Measured Results 

A measured result is defined as the code of the first plate the test person was not 
able to identify in the series of plates of increasing difficulty. 

 

Figure 7 

Difference between the average colour of the Landolt-C and the average colour of the 

background in the series D 
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Measured results are first given in the form of histograms. As anomaloscope and 
the Ishihara test confirmed all the 320 test persons as colour blind, the histograms 
show the frequency of the results of the new test only. 

 

 

 

 

 

 

 

 

 

 

Fig. 8 shows the results of the R/G series of the test, divided as the measured 
results for those with colour vision deficiency and Fig. 9 shows the results for 
control group. On the horizontal axis, the codes of the plates are displayed 
whereas the vertical axis gives the number of test persons who were not able to 
identify the orientation of the Landolt-C in the given plate. 

 

 

 

 

 

 

 

 

 

 

Fig. 10 shows the results of the P series of the test for protanomals, Fig. 11 for 
deuteranomals and Fig. 12 those with a normal colour vision. Protanomals 
regularly scored lower than deuteranomals in this series. 

 

 

Figure 8 

Frequency of the results of colour anomalous 

people using series R-G 
 

 

Figure 9 

Frequency of the results of people with normal 

colour vision using series R-G 
 

 

Figure 10 

Frequency of the results of protanomalous people 

using series P 
 

 

Figure 11 

Frequency of the results of deuteranomalous 

people using series P 
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Fig. 13 shows the results of the D series of the test for protanomals, Fig. 14 for 
deuteranomals and Fig. 15 those with a normal colour vision. Protanomals 
regularly scored better than deuteranomals in this series. 

 

 

 

 

 

 

 

 

 

 

3.3 Distinguishing Persons with Colour Vision Deficiency from 

Those with Normal Colour Vision 

Persons with colour vision deficiency are distinguished from those with normal 
colour vision using the R/G series. Out of the 20 persons with normal colour 
vision, 12 ones successfully identified all the plates whereas 8 persons could not 
identify plate 20. Plates with higher code numbers (30, 40, etc.) were readily 
identified by everybody in the control group. 

 

Figure 12 

Frequency of the results of people with normal 

colour vision using series P 
 

 

Figure 13 

Frequency of the results of protanomalous 

people using series D 
 

 

Figure 14 

Frequency of the results of deuteranomalous 

people using series D 
 

 

Figure 15 

Frequency of the results of people with normal 

colour vision using series D 
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Accordingly, colour vision deficiency is defined as the inability to identify the 
plate coded as R/G=30. However, 12 persons out of the 320 test persons with 
colour vision deficiency were able to identify plate R/G=30, as Fig. 8 clearly 
illustrates. It means that the results of the test differed from those measured by 
anomaloscopy in 12 cases; that is the probability of anomaloscopy and the new 
test yielding the same result is P=((320-12)/320)x100=96.25%. 

It should be noted, however, that the ability of discriminate colours deteriorates 
with age. Our tests were completed on young persons, mostly under 30. Older 
people or those with impaired vision will not be able to identify plate R/G=40, 
maybe even plate R/G=60. A possible solution to this problem is to record the 
codes of the first plates the test person was not able to identify in both the P and D 
series and consider these values when determining colour vision deficiency using 
the R/G series. For protanomalous persons, consider the lowest D value, whereas 
for deuteranomalous ones, the lowest P value. 

3.4 Distinguishing Protanomals and Deuteranomals 

The recommended criteria for distinguishing protanomals and deuteranomals are 
as follows: 

A person should be considered protanomalous, if P/D>0.9, if not than 
deuteranomalous. 

Our results indicated 124 persons as protanomalous, out of the 158 protanomals as 
verified by anomloscopy. It means anomaloscopy and the new test yielded the 
same result in 78.48% of the cases. 

A person should be considered deuteranomalous, if P<D during the tests. 

Our results indicated 116 persons as protanomalous, out of the 162 protanomals as 
verified by anomloscopy. It means anomaloscopy and the new test yielded the 
same result in 71.60% of the cases. 

Average of results of the measures is 75% 

4 Results 

The new R/G series of the pseudoisochromatic plates yielded the same results as 
anomaloscope in 96.25% of the cases. The test was able to distinguish 16 levels 
according to the severity of colour vision deficiency. 

The test was able to distinguish protanomaly from deuteranomaly in 75% of those 
cases that were verified by anomaloscope. This difference is probably due to the 
fact that anomaloscope relies on monochromatic light whereas the new test applies 
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colours in a broad range, thus the individual variances in the curves of cone-
sensitivity of the test person manifest in a different way. 

Conclusions 

The new test detects colour vision deficiencies with an efficiency of 96.25%, 
distinguishes protanomaly from deuteranomaly at 75% confidence and is able to 
distinguish 15 levels according to the severity of colour vision deficiency. 

Completing the test takes about 5 minutes while analyzing the results takes only a 
minute. Thus, the method is suitable for mass tests. 

The test is not exhausting; on the contrary, it is fun to use, and moreover the 
method is suitable to test illiterate children. 
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Abstract: Steel sheets treated by nitrooxidation in comparison to material without surface 
treatment are characterized by increased mechanical properties and enhanced corrosion 
resistance. The paper deals with the comparison of solid-state laser beam welding and 
plasma arc welding in order to reduce the high initial costs of laser beam equipment and to 
find an adequate counterpart from the arc welding sphere. Results prove solid-state laser 
beam welding is the most suitable welding method for welding of this type of treated steels, 
although plasma arc welding, especially after parameters optimizing, can be an adequate 
alternative to laser beam welding. 

Keywords: nitrooxidation; plasma arc welding; laser beam welding 

1 Introduction 

In view of the positive influence on the steel sheet, a surface treatment is one of 
the most monitored parts in the industry [1, 2]. The process of nitrooxidation, 
consisting of a surface nitridation with subsequent oxidation, is a part of non-
conventional surface treatment methods, by which a radical mechanical properties 
increase (Tensile Strength, Yield Strength), together with an increase in the 
corrosion resistance up to level 10, can be achieved [3]. However, it is not always 
possible to apply the treatment as the final operation, and materials should be 
welded after the treatment. In such cases, the knowledge of suitable welding 
methods that have the least deterioration effect on the surface is essential [1, 2, 4]. 

In previous outcomes [3, 4, 5, 6], various arc and beam welding methods were 
examined. In almost every welding method, a high level of porosity together with 
spatter and weld bead irregularities were observed [7]. Only the joints welded by 
solid-state laser beam welding were defects-free, and the joints had superior 
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quality and good consistency [3, 9]. Nevertheless, the high initial cost of the laser 
equipment turned attention towards an appropriate arc method. The only arc 
method not tested was plasma arc welding and was supposed as an adequate 
option to laser beam welding. 

2 Materials and Methods Used for Experiments 

For all the experiments, low carbon deep drawing steel DC 01 EN 10130/91 of 
1 mm in thickness was used. The chemical composition of steel DC 01 is referred 
to in Table 1. 

Table 1 

Chemical composition of steel DC 01 EN 10130/91 

EN designation C 

% 
Mn 

% 
P 

% 
S 

 % 
Si 

 % 
Al 

% 
DC 01 10130/91 0.10 0.45 0.03 0.03 0.01 - 

2.1 Thermo-Chemical Treatment 

The material was consequently treated by the process of nitrooxidation in a 
fluidized bed. The nitridation fluid environment was Al2O3 with granularity of 
120 μm. The fluid environment was wafted by gaseous ammonia. Oxidation was 
subsequently carried out in the vapours of distilled water. The process parameters 
are presented in Table 2. 

Table 2 

Process of nitrooxidation parameters 

 Nitridation Oxidation 

Time [min] 45 5 

Temperature [°C] 580 380 

2.2 Methods Used for Experiments 

Specimens welded by plasma arc welding (PAW) were made with a Fronius 
MagicWave 2200 machine with integrated PlasmaModule 10 in Fronius Slovakia, 
Trnava. Argon with a purity of 99.996 % was used as the shielding gas as well as 
the plasma gas. The samples were welded in continual and pulse mode, 
respectively. To provide the constant gap between welded materials, steel sheets 
were stitched together by GTAW. The fixation of the welded materials during 
welding is shown in Fig. 1. 
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Figure 1 

Plasma arc welding configuration 

Specimens welded by a solid-state laser beam welding (LBW) were welded with a 
TruDisk 1000 laser machine in PGS Automation, Trnava. The welding parameters 
are presented in Table 3. The welding process is shown in Fig. 2. 

Table 3 

TruDisk 1000 laser source characteristics 

Source type TruDisk 1000  

Power  1000 W  

Optics ϕ 35 mm  
Focal length 200 mm  

Focusing plane surface 

Collimation length 100 mm 

Spot size 600 µm  

Wavelength 1030 nm  

Welding speed 20 mm/s  

Shielding gas Argon (10 l/min)  

Optical cable Step Index Ф 300 μm 

 

Figure 2 

Solid-state laser beam welding process 
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Scanning electron microscopy analysis, microhardness measurements, the 
Erichsen cupping test, and tensile tests were performed in order to obtain the 
complex information about the properties of the material treated by nitrooxidation. 

The weld joints were evaluated by macroscopic and microscopic analysis, 
microhardness measurements, the Erichsen cupping test and tensile tests. The 
results of both welding methods were compared and assessed. 

3 Results 

3.1 Material Properties 

The key parameters during the nitridation and oxidation phase of the process are 
temperature and time. The final material properties thus depend on them, and they 
indirectly effect the welding process stability and weld joint quality. The 
knowledge of the material properties was therefore seen as essential. 

3.1.1 Microscopic Analysis 

  

a)                                                                                b) 

Figure 3 

Surface layer of the base material after the nitrooxidation process 

a) overall view;  b) close up view on the oxide and ε-phase layers 

Microscopic analysis was performed with a JEOL 7600-F scanning electron 
microscope. The microstructure of the base material was ferritic with the 
dominant orientation of the grains as a consequence of the rolling process. The 
nitrooxidized surface layer (Fig. 3a) consisted of a very thin oxide layer with 
thickness up to 700 nm (Fig. 3b). Under the oxide layer, a continuous layer of the 
ε-phase (Fig. 3b), composed of Fe2-3N, was observed. This layer had a thickness of 
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approx. 10 μm. Beneath the ε-phase layer, a 60 μm thick compound layer was 
identified. It consisted of a ferritic matrix and precipitated needle shaped nitrides 
Fe4N. 

3.1.2 Tensile Tests 

The mechanical properties of the material were obtained by tensile tests in 
accordance to STN EN 10002-1. The average results from five measurements are 
documented in Table 4. 

Table 4 

Results obtained by tensile tests 

DC 01 EN 10130/91 Yield Strength [MPa] Tensile Strength [MPa] 

Before nitrooxidation 200 270 

After nitrooxidation 310 380 

After the process of nitrooxidation, increases in Yield Strength by 55% and in 
Tensile Strength by 40% were observed. 

3.1.3 Corrosion Test 

The corrosion test was carried out in a condensation chamber KB 300 type 
43096101 in 100% moisture (environment of distilled water). The testing samples 
were consequently analysed after 16, 48, 72, 144 and 240 hours and assessed by 
gravimetric analysis. The results are documented in Table 5. 

Table 5 

The gravimetric analysis results 

Material DC 01 EN 
10130/91 

Exposure in condensation chamber [h] 

16 48 72 144 240 

Mass increase [g/m2] 

Before nitrooxidation 0.051 0.180 0.638 6.992 8.490 

After nitrooxidation 0.076 0.083 0.109 0.124 0.128 

Based on the results, material DC 01 after the process of nitrooxidation was 
classified as having the maximal (level 10) resistance to atmospheric corrosion. 
Only 0.128 g/m2 of mass increase was observed after 240 hours in the 
condensation chamber. This was more than 66 times less in comparison to the 
material without nitrooxidation. 
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3.1.3 Microhardness Measurements 

The results of microhardness testing according to Vickers, measured across the 
material thickness, are documented in Fig. 4. A Buehler IndentaMet 1100 Series 
tester was used as the measuring equipment. The force load was F = 0. 981 N (m 
= 100 g) and the loading time was t = 10 s. To acquire the most accurate results, 
the measurements were repeated three times in different places. Fig. 4 shows an 
increase in microhardness of more than 47% at the depth of 60 μm from the 
material's surface. Likewise, it can be stated that the material was affected by the 
nitrooxidation to the depth of 350 – 400 μm from the surface. However, the 
microhardness values in the area of ε-phase, where the highest values were 
expected, could not be obtained due to measuring equipment limitations. 

 

Figure 4 

Microhardness trend comparison 

3.1.4 Erichsen Cupping Test 

An Erichsen cupping test was performed in order to evaluate the forming 
properties of nitrooxidized material with regard to the influence of the surface 
layer on deep drawability of the steel. After the process of nitrooxidation, the 
depth of the indent decreased by 10% in comparison to untreated material. Based 
on this, the material treated by nitrooxidation loses its deep-drawability, although 
it is still suitable for forming operations. On the other hand, the character of the 
fracture corresponded to the untreated material. The result of the Erichsen cupping 
test is documented in Fig. 5. 
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Figure 5 

Sample after the Erichsen cupping test with close-up view on transverse fracture 

3.2 Joints Properties 

There are many factors having a direct and indirect influence on weld joint 
quality. In order to get the maximum available information concerning the weld 
joint quality, several analyses were carried out. 

3.2.1 Visual Inspection 

The visual inspection results of the joints welded by a LBW and PAW are shown 
in Fig. 6. The PAW joints (Fig. 6a) were about 50% wider than those welded by 
LBW (Fig. 6b). 

  

a)                                                                              b) 
Figure 6 

Visual inspection of the joints (face side of the joints) 

a) plasma arc welding;  b) solid-state laser beam welding 

3.2.2 Macroscopic Analysis 

The macroscopic analysis (Fig. 7) revealed that the joints welded by PAW 
(Fig. 7a) had no porosity, which was the main issue in almost every arc welding 
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method [8]. Nevertheless, the presence of the undercuts, situated along the joint's 
length, were inappropriate. Figure 7 revealed a more than three times wider Heat 
Affected Zone (HAZ) than in the joints made by LBW. 

The joints welded by LBW welding (Fig. 7b) had a superior quality, very narrow 
HAZ and were defects-free. The joints had appropriate shape with no bead 
reinforcement. 

  

a)                                                                           b) 
Figure 7 

Macroscopy of the joints 

a) plasma arc welding;  b) solid-state laser beam welding 

3.2.3 Microscopic Analysis 

The microscopic analysis was primarily focused on the Weld Metal (WM) and 
HAZ area. The results of the microscopic analysis of the joints welded by PAW 
are shown in Fig. 8. The microstructure of WM was ferritic, mainly composed of 
coarse-grained acicular ferrite. The polygonal ferrite was observed in a minor 
amount. The HAZ consisted of polygonal ferrite with a visible fine-grained 
structure. 

 

a) 

 

b) 

Figure 8 

Microscopic analysis of the plasma arc welding joints 

a) Weld Metal;  b) Heat Affected Zone 
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The results of microscopic analysis of the joints welded by LBW are presented in 
Fig. 9. The WM was created primarily by the acicular ferrite and the ferrite 
precipitated along to columnar grains. The composition of HAZ corresponded to 
the PAW joints. 

 

a) 

 

b) 

Figure 9 

Microscopic analysis of the laser beam welding joints 

a) Weld Metal;  b) Heat Affected Zone 

3.2.4 Microhardness Measurements 

Microhardness measurements of the joints were carried out in the same way as in 
the case of the material's examination. Typical microhardness trends are illustrated 
in Fig 10. The highest microhardness values were observed in WM and the lowest 
in the BM. The microhardness of HAZ and BM was comparable in both welding 
methods. The much higher values in the WM area (more than 30%) were obtained 
in the PAW. 

 

a) 

 

b) 

Figure 10 

Microhardness trend of the joints 

a) plasma arc welded;  b) solid-state laser beam welded 



I. Michalec et al. Comparison of Plasma and Laser Beam Welding of Steel Sheets Treated by Nitrooxidation 

 – 206 – 

3.2.5 Tensile Tests 

The tensile tests were accomplished on samples with the dimensions of 200×20×1 
mm with the weld in the middle of the sample. As the testing device, a tensile test 
EU 40 machine was used. The results (Fig. 11) showed that both PAW and the 
LBW joints were fractured outside the joint area and thus marked as suitable. 

    

a)                                                                    b) 
Figure 11 

Samples after the tensile tests 

a) plasma arc welded;  b) solid-state laser beam welded 

3.2.6 Erichsen Cupping Test 

The Erichsen cupping test was carried out in accordance to STN EN 1001-5. The 
dimension of the samples was 250×50×1 mm. The results of the samples are 
documented in Fig. 12. Figure 12 shows that in both PAW (Fig. 12a) and LBW 
joints (Fig. 12b) the transverse type of fracture was observed in every sample, 
which confirmed the good mechanical properties of the joints, since the fracture 
did not occur along the joint. 

      

a)                                                                             b) 
Figure 12 

Samples after the Erichsen cupping test a with close-up view on the transverse fracture 

a) plasma arc welding;  b) solid-state laser beam welding 
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The results of the deep-drawability measurements by the Erichsen cupping test are 
shown in Table 6. The PAW joints exhibited an increase in the depth indent by 
more than 11% in comparison to LBW joints. 

Table 6 

Depths of indent in the Erichsen cupping test 

 Plasma arc 
welding 

Solid-state laser 
beam welding 

Specimen No. Depth of indent 

1 9.20 8.10 

2 9.10 8.10 

3 8.85 8.00 

4 Discussion 

The comparison of the joints’ widths uncovered a wider joint in PAW, by more 
than 50%. Likewise, the macroscopic analysis proved a three-times-wider HAZ in 
PAW joints. This was caused by the higher thermal density of the laser beam 
distributed into the narrower surface in comparison to plasma arc welding. 

The LBW joints had more consistent microhardness trend along the measured 
length, whereas the PAW joints exhibited a continuous decrease of the 
microhardness towards the base material. It gave the evidence of microstructure 
homogeneity across the weld joint, whereas the microstructure of PAW joints was 
more heterogeneous. 

Even though undercuts were observed in the PAW joints, the tensile tests as well 
as the Erichsen cupping tests proved the good mechanical properties of the joints. 
Nevertheless, the presence of undercuts indicates that the process parameters need 
optimizing. 

The Erichsen cupping test proved the lower depth of indent in the case of the 
LBW joints, although the microhardness measurements showed lower 
microhardness values. These results did not correspond to the expectations of the 
comparable cupping index and they should be verified in further research. 

Conclusion 

The material treated after the process of nitrooxidation in the fluidized bed and its 
welding by solid-state laser beam welding as well as plasma arc welding were 
analysed. In the surface layer, the individual layers were identified. Likewise, the 
mechanical properties together with the corrosion resistance increase were 
documented. The material after nitrooxidation treatment loses its deep-
drawability, but on the other hand, it keeps the ability to be formed. 
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The tests on joints welded by laser proved excellent results. The visual inspection 
of the joints welded by plasma arc revealed a significant presence of undercuts, 
whereas the macroscopic analysis confirmed the absence of porosity in the weld 
joint. Based on the results, there is an assumption that plasma arc welding could 
have a potential to become an alternative welding method to the laser beam 
welding of steel sheets treated by nitrooxidation. 

Further research activity will be focused on the optimization of the plasma arc 
welding parameters. The plasma and shielding gas flow rate, the torch angle and 
the electrode stickout will be taken into account. 
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Abstract: One of the fundamental features needed to evaluate soil response during 
earthquakes, is the study of controllable external variables that may affect the instability 
phenomena of granular materials under vibration, such as acceleration, frequency, the 
interaction of grains and their arrangements. Despite previous researches in this field, an 
understanding of these phenomena is still incomplete. A more accurate description of one 
of the phenomena that we will see, is how the resonance curve  changies and how the jump 
occurs with the frequency change. For this purpose, a series of longitudinal resonance 
excitation laboratory tests were carried out on dry sandy soils with different grain size 
distributions (spread and tight) and different densities to identify the instability zone.This 
type of test may be assimilated to a system subjected to a forced excitation with damping. 
The test results confirm the existence of a non-linearity zone represented by a "jump" just 
after the resonance for tight-grained sand. Moreover, this study shows that the grains 
interact with the contact forces. Indeed, a slight local density increase induces more 
collisions and friction, and therefore more dissipation, creating a pressure drop that 
attracts the neighboring particles and finally a low damping. 

Keywords: sand; resonance; dynamic; vibration; non-linearity; frequency; velocity 
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1 Introduction 

The topic we develop in this laboratory investigation concerns the problem of 
earthquake hazards. Indeed, the earthquake appears on the ground surface in terms 
of soil vibrations, which may induce phenomena whose consequences can be 
devastating for both human and socio-economic field. The soil is an assembly of 
grains and particles much more complex than the regular assembly of the spheres 
used in the linear elastic theory of Hertz. However, the dynamic study of such soil 
assembly provides us with very basic information on these phenomena. In 
addition, direct contact between the grains plays an important role when the soil 
deposit starts moving. 

Granular materials have been the subject over decades of a significant number of 
previous research works. According to Jae (1996) and Mue (1998), granular 
assemblies are random arrangements of rubbing grains with a geometrical 
disorder. Granular soil deposits are characterized by a non-linear response, 
making their overall behavior surprising and complex (Evesq 2002). The 
importance of this non-linear soil behavior is commonly accepted in the 
earthquake engineering field (Lopez Caballero 2003). And according to (Roscoe 
and Burland 1968, Hicher 1985 and 1996, Biarez and Hicher 1994, Maalej et al 
2007), this has already been demonstrated earlier by different studies; the 
mechanical behaviour of sands in the range of small strains ( 10-5) revealed a 
non-linear elastic behaviour, which depends on the evolution of the modulus of 
elasticity. Non- linear behaviour can be characterized by rigidity and the degree of 
non-linearity (Atkinson 2000). Miksic (2008) showed that the complexity of 
granular soil is strongly linked to the inherent disorder of these deposits, due to the 
heterogeneity of the contact forces between the grains. 

For this purpose, we propose to study the nonlinear phenomenon whose effects are 
often considered disturbing, leading to spectacular effects. This analysis leads 
logically to the examination and description of the dynamic properties of the 
material in terms of transfer curves. For this, many researchers have undertaken 
studies on the linear and non-linear response of a vibration on solids. Dublin 
(1959) found that the shape of the curve acceleration response-frequency 
(resonance curve) depends on the amplitude and shape of excitement. Harris and 
Crede (1961) studied the phenomenon of non-linear resonance curves. It was 
shown that two types of jumps appear: one on the right of the peak and the other 
to the left of the peak. These jumps represent the region of instability of the 
system, and the position of the jumps depends on the direction of frequency 
(decreasing or increasing the frequency). 

The studies of Anand (1966) on non-linearity show areas of instability on the 
resonance curve, and show that the excitation forces play an important role in the 
presence or absence of jumps. The instability zone is primarily due to the 
frictional forces, which results in a jump which can behave like a linear system by 
introducing dissipative elements (an increase in the damping) (Mathey R and 
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Rocard Y 1963). Valette and Cuesta (1993) carried out a vibration study on a 
vibrating cord; they found that the resonance frequency increases with the 
excitation force and the non-linearity, but decreases when the damping coefficient 
increases. According to Lalanne (1999), the jump of the resonance curve is 
unstable and therefore cannot represent the transfer function of a physical system. 
The sources of non-linearity particularly are: large displacements, dry friction and 
the non-linearity of the material (Girard and Roy 2003). 

Despite all of these works, the problem of non-linearity of materials is still poorly 
understood; fundamental aspects remain to be solved, including not only the 
underlying causes of the non-linear phenomenon, but also the effects that occur. 
The tests with the sinusoidal forced vibrations with damping make it possible to 
clarify certain points, in particular the curve shape, the amplitude versus the 
frequency, and resonance frequencies, as well as the instability phenomena that 
take place when the excitation frequency is varied (Perez J. P 1995). It is therefore 
necessary to supplement existing research with specific investigations to identify 
clearly the phenomenon. For this purpose, we carried out an experimental program 
on two sands with different grain size distributions and with different initial 
densities to highlight another fundamental aspect of the non-linear behaviour of 
the soil. This aspect is studied through the influence of some factors affecting the 
shape of the resonance curve and the resonance frequency. We subject the sand 
specimen to vibrations with an acceleration range of excitation (0.25g Γ 1g) 
and a variable frequency sweeping velocity (V = 0.2 Hz/s and V = 0.1 Hz/s). We 
consider the existence of a confining pressure within the sample created by the 
vacuum (c) equal to 100 kPa, using an electromagnetic vibrator called "vibrant 
pot". 

2 Tested Materials 
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Figure 1 

Grain size distribution curves of tested materials 

The tested materials are granular materials. We used two different sands (Chlef 
and Fontainebleau). Figure 1 shows the grain size distributions of those two sands 
and Figure 2 illustrates the images taken by the scanning electronic microscope 
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(SEM), identifying clearly the texture of the studied sands. Table 1 presents their 
physical properties. 

                 

   (a)       (b) 

Figure 2 

Image SEM: (a) Chlef sand and , (b) Fontainebleau sand 

Table 1 

Physical properties of tested sands 

Material s (g/cm3)   emax emin Grain shape 

Chlef Sand 2.68 0.85 0.53 Rounded 

Fontainebleau Sand 2.63 0.94 0.54 Mostly angular 

3 Experiment and Materials Studied 

3.1 Equipment 

The apparatus used is an electromagnetic vibrator (vibrant pot) controlled by an 
electronic control unit of power. The capability of the vibrator (TW DERRITRON 
3000) is 5 kN dynamic, with a range of sinusoidal frequencies between 20 and 10 
kHz and a rack steering frequency, acceleration or speed imposed. A computer 
records and processes the data with suitable software developed at the Laboratory 
of Mechanics of Solids (Figure 3). Four sensors are connected to amplifiers and 
signal conditioners: one to measure the acceleration at the top of the sample 
(attached to the mass), a second for the acceleration at the bottom of the sample, a 
third to measure the force that is applied to the sample (under the brass plate), and 
a fourth connected to the pot to control the imposed acceleration. The mass is 
placed on the top of the sample that weighs 2850 g (Figure 4). The hammer is 
used to compact the samples to vary the density. 
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Figure 3 

The electromagnetic vibrator connected to the 

electronic control unit 

Figure 4 

The Specimen placed on the vibrant pot 

3.2 Preparation of the Samples and Procedure 

The samples of dry sand that we used for a series of tests were prepared in a metal 
mold of 70 mm in diameter and 160 mm in height, on which was placed a rubber 
membrane. Pressed against the inner surface of the mold was a vacuum. We 
applied an air depression created by a vacuum pump (-100 kPa) through the 
opening, then we poured the sand into the mold in five layers of 200 g, and each 
layer was compacted. The various densities of the samples varied according to the 
number of compaction blows. Once the sample was placed at the initial density, a 
mass was placed at the top of the sample, applying a vacuum within the sample to 
allow its manipulation and to put it in an  upright position (in equilibrium) on the 
pot. This was a very important point, because the pressure inside the sample was 

considered as a given pressure confined by compressed air C (Figure 5). After 

reaching the desired vacuum, the tap was closed, and  the mold and supports were 
removed. Finally, we had our sample perpendicular and in equilibrium (see Figure 
4). 

 

Figure 5 

Sample preparation mold 
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3.3 Testing Procedure under Longitudinal Resonant 

Excitation 

This test has been used by many authors including Hardin and Richart (1963) and 
Saada and Al (1978) together with the torsional resonance instrument to measure 
the velocity of longitudinal waves at the resonance of a cylindrical sample. Boelle 
(1983) developed this test to measure the Young modulus and Poisson's ratio at 
small strains (  10-5) (El Hosri 1984). 

Our soil specimen to be tested was encased by a rubber membrane. It was then 
placed on a base attached to the oscillating diaphragm by a brass plate. A mass 
was placed on the top of the specimen, which was then placed under a vacuum, 
considered as a confining pressure. At the beginning of the test we applied a 
vibration with a frequency scanning varying from 300 Hz to 30 Hz (in decreasing 
the frequency), while the velocity and acceleration were imposed (see Figure 5). 
We could assimilate our sample to an oscillatory system by a single mass 
supported by a spring and damper (viscoelastic model). The support received an 
excitation, which is defined by an acceleration known ( ); the excitement spread 
towards the mass through the elements K and C. The vibration that supports the 
mass translates into a response movement (Figure 6). 

The program “pot" recorded time, scanning, acceleration at the top, acceleration at 
the bottom, and the dynamic force. It also displayed the amplitude and the signal 
phase of the acceleration at the top, taking into account the acceleration at the 
bottom, and the transfer curve. 

 

Figure 6 

Schematic of a system-mass-spring-damper 
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4 Analysis of Experimental Results 

4.1 The Influence of Particle Size on the Resonance Curve 

Many authors have studied the influence of grain shape, grain size and mineralogy 
of the materials on mechanical properties at the resonant longitudinal column in 
the range of small deformations (Constantino 1988). Skoglund, Macurson and 
Cunny (1976) have studied the influence of soil structure on the modulus of the 
resonant column using two types of soil, sand and silt clay (Homsi, 1986). 
According to Luong (1986), we can see that by its morphology, a sandy soil acts 
as a filter frequency Low-pass. 

The experimental program conducted in the laboratory involved a series of tests of 
longitudinal resonance on the material described above for various conditions of 
initial density and acceleration for a range of excitation (0.25Г 1g), with a 
speed and a confining pressure imposed. This allowed us to investigate on the 
shape and evolution of the resonance curve, and how the jump occurs according to 
the excitation for a given size. Figures 7 and 8 illustrate the qualitative aspect of 
the jump phenomenon that appears after the resonance in the form of a straight 
line, which explains: for a frequency value there is an infinity of responses. 

Figure 7 shows the evolution of acceleration versus frequency. We note that 
different curves show a linear shape around the resonance for the sand well graded 
(diversified grain sizes) and that the frequencies of its resonance change gradually 
as the acceleration of excitation increases. We can then say that the Chlef sand (Cu 
>2) can be characterized by its linearity during the resonance; we can say that it is 
easy to identify the dynamic parameters at each point of response curves. Figure 8 
shows curves with a nonlinear form around the resonance represented by a jump, 
which varies according to the acceleration of excitement. We deduce that the 
uniformly-graded, tight-grained sand subjected to vibratory loading presents a 
nonlinear resonance curve resulting in a jump, and the calculations are very 
difficult to perform, especially for bandwidth. 

However, the analysis of the behavior of granular soils at resonance (Figures 7 
and 8) shows that the sand grains is a very complex assembly, and provides 
information that can be summarized in the following: 

This linear behaviour for the graded sand can be explained by the fact that the 
agitated grains of sand settle down and form regular geometrical figures, although 
they are highly agitated under the effect of vibrations with maximum amplitude 
(resonance). The rearrangement of grains (slips and rotation) is fast, since the 
various sizes of grains and their round shape (see paragraph 2) facilitates the 
movement of these and come together during the vibration motion corresponding 
to low amplitude. The test results show that the graded sand follows a linear 
variation before and after resonance. This is shown in Figure 7. 



M. M. Maaza et al. Non-Linear Behavior of Sands under Longitudinal Resonance Testing 

 – 216 – 

However, there is a non-linearity around the resonance for the uniform graded 
sand (Cu< 2). It is more significant when the acceleration of the excitation is 
important (Γ> 1g). The results of the tests carried out on the Fontainebleau sand 
show unusual shapes of the resonance curves with the appearance of a decreasing 
jump just after the resonance (Figure 8) This phenomenon is explained by the 
variation of the acceleration inside the sample (large amplitudes of  ) during the 
resonance, in addition to the direct contact between the particles, which plays an 
important role when the soil specimen is put in motion. When the amplitude 
becomes maximum (resonance) and the time is very short, the rearrangement of 
the grains occurs with difficulty due to their size (uniformity) and shape 
(angularity). The jump that appears represents the nonlinear behavior, and for a 
single frequency value corresponds to several values of  acceleration (undefined 
number). 

Thus, we can say that the factors leading to the non-linearity are: grain size 
distribution, their arrangements, and dry friction around the resonance. 
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Resonance  curves ( c =100 kPa) 

   Fontainebleau sand

0

10

20

30

40

0 100 200 300 400

Frequency (Hz)

A
c
c
e
le

ra
ti

o
n

 (
m

/s
2
)

Γ = 0,25g

Γ = 0,5g

Γ = 1g

                     V = 0,2 Hz/s   

              γd = 1,5756 g/cm3 

The Jump

    

 Fontainebleau sand 

0

10

20

30

40

0 100 200 300 400

Frequency (Hz)

A
c
c
e
le

ra
ti

o
n

 (
c
m

/s
2
)

Γ = 0,25g

Γ = 0,5g

Γ = 1g

             V = 0,2 Hz/s  

      γd = 1,5474 (g/cm3)

The Jump

   

Figure 8   

Resonance curves with an instability zone ( c =100 kPa) 

4.2 Effect of the Velocity on the Nonlinearity 

The appropriate choice of scanning mode requires a scan rate slow enough so that 
the response reaches a large percentage of the steady-state response. Indeed, an 
extremely slow scanning allows for measuring and plotting the transfer function of 
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the system with a degree of freedom without distortion and for obtaining values of 
the resonance frequency and voltage (Lalanne, 1999). 

To show the effect of velocity on the nonlinearity, we carried out tests on 
longitudinal resonance excitation on two different dry sands, Chlef sand (well 
graded) and Fontainebleau sand (poorly graded), under different densities and 
excitation speeds equal to 0.1 Hz/s and 0.2 Hz/s. 

Curves 9 and 10 show that the sand of Fontainebleau presents an instability zone 
despite a decrease in the velocity from 0.2 to 0.1 Hz/s, but the jump varies in size 
according to the velocity: as agitation decreases, the jump decreases. Meanwhile, 
the Chlef sand maintains its linearity; then we can say that in this case the 
nonlinearity is independent of the velocity. 
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Figure 9 

Resonance curves ( c =100 kPa) 
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Figure 10 

Resonance curves ( c =100kPa) 

4.3 Effect of the Velocity on the Frequency of the Resonance 

Our results (Figures 9 and 10) show that when the scanning speed is slow, the 
response curves of the acceleration-frequency (resonance curves) show a 
reduction in the maximum peak acceleration, a shift of the abscissa of the 
maximum, and a displacement of the center line of the curve (which loses its 
symmetry); as we remark that an increase of the bandwidth. 
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Finally, we can say according to the Figure 11 that the resonance frequency 
increases with the scan rate for all types of sand, and that the acceleration 
measured at the top of the sample depends on the scan velocity rate. 

 Chlef Sand

100

150

200

250

0 0,5 1 1,5

  Acceleration  (g) 

R
e
s
o

n
a
n

t 
F

re
q

u
e
n

c
y

  
(H

z
) 

V= 0,2 Hz/s

V = 0,1 Hz/s

σc = 100 kPa

            

 Fontainebleau Sand

100

150

200

250

0 0,5 1 1,5

Acceleration (g)

R
e
s
o

n
a
n

t 
F

re
q

u
e
n

c
y
 

(H
z
) V = 0,2 Hz/s

V= 0,1 Hz/s

σc = 100 kPa

 
(a)                                                                         (b) 

Figure 11 

Effect of propagation velocity on the resonant frequency 

Conclusions 

Our study has highlighted the nonlinear behavior of uniform sand (Cu <2) under 
vibration loading. This nonlinearity appears around the resonance, wich means 
that this step in the rearrangement of the grains is difficult because of the sudden 
agitation, uniform particle size and the angular shape of the grains. This is in 
contrast to the well graded (Cu >2) sand, where the diversity and rounded shape of 
the grains facilitate their quick rearrangement during the resonance phenomenon, 
which guaranteed the non-appearance of the instability zone (jump). This type of 
nonlinearity appears on the resonance curves in a particular manner that is 
represented by a jump (a zone of instability). Our work has also led us to define 
the state of resonance frequency linear variation depending on the speed 
excitement and the resonance curve asymmetry. However, the variation of the 
scanning velocity has no effect on the nonlinearity of the material. 
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Notation 

g (m/s2): Gravitation 

s (g/cm3): Solid unit weight 

  d   (g/cm3): Dry unit weight 

emax :  Maximum void ratio 

emin: Minimum void ratio 

Cu : uniformity coefficient (Hazen coefficient) 
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C: Damper coefficient 

K: spring constant 

 : Acceleration 

V: Velocity 

c : Confining pressure 
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Abstract: This paper is focused on the calculus of centrifugal moments for plane plates and 
bars, starting from the definition. General cases of plane plates and bars are studied. 
General formulae of calculus for centrifugal moments are established. These formulae are 
based on the positions of the mass centers of the rotation surfaces and rotation bodies 
generated by the bars and plates in rotation, respectively. 
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1 Introduction 

A number of problems on the dynamics of rigid bodies [1] are solved by the 
application of the theorem of the angular momentum, or d’Alembert’s principle 
[2], [3], [4], [5]. 

In order to solve the problems on the dynamics of plates and bars by using this 
theorem, it is necessary to find the centrifugal moments by a calculus, which can 
sometimes be difficult. In the technical literature [4], [5] this is done by 
integration, starting from the definition. 

In this paper, the authors propose two general formulae for the calculus of the 
centrifugal moments for plane plates and bars. The formulae proposed are original 
and are based on the positions of the mass centers of the rotation bodies and 
rotation surfaces generated by plates and bars in rotation, respectively. 

mailto:mboiangiu@gmail.com
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2 Centrifugal Moments for Plates 

Let us consider a homogeneous plane plate with the mass m, area A and surface 
density . We relate the plate to a Cartesian reference system (Figure 1a) so that 
the plate will be situated in the xOz plane. The Ox  and Oz  axes do not cut the 
plate. The center of mass, C , has the coordinates   ,0,C . 

We isolate an element with infinite little area dxdzdA  , with the mass dm . 
Starting from the definition of the centrifugal moment, we can write: 

 
)V()S()S()S()D(

xz zdV
2

xdxdz2z
2

xzdxdzxzdAxzdmJ




 ,  (1) 

where xdxdz2xdA2dV    is the volume of an infinite little element generated 
by the plate in rotation around the Oz  axis (Figure 1b). 

 

Figure 1 
Plane plate completely situated on the same part of the rotation axis ( Oz ): a) calculus of centrifugal 

moment, starting from definition; b) rotation body generated by plate in rotation 

If we consider that the mass center coordinate rcz of the rotation body generated by 

the plate rotating around the Oz  axis is given by the relation: 






)V(

)V(
rc

dV

dVz

z ,    (2) 

the relation (1) becomes: 

 
)S(

rc

)V(

rc

)V(

xz xdA2z
2

dVz
2

zdV
2

J 









.   (3) 
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Taking into account that the mass center coordinate   of the plane plate on the 

axis which is perpendicular on the rotation axis Oz  (used to generate the rotation 
body) is given by the relation: 






)S(

)S(

dA

xdA

 ,    (4) 

the relation (3) becomes: 





rcrc

)S(

rc

)S(

rc

)S(

rcxz zmAzdAzxdAzxdA2z
2

J   ,  (5) 

where Am  represents the mass of the plate. 

So, we obtain the following formula for the centrifugal moment: 

rcxz zmJ  ,   (6) 

or 

rcxz zAJ  .   (7) 

In conclusion, the centrifugal moment is equal to the product of the mass of the 
plate, the mass center coordinate of the rotation body generated by the plate, and 
the mass center coordinate of the plate on the axis which is perpendicular on the 
rotation axis. 

If we consider the second Guldin’s law, A2VOz   (where OzV  is the volume of 

the rotation body generated by the plate in rotation around the Oz  axis), the 
relation (7) becomes: 




2

Vz
J Ozrc

xz  .   (8) 

The geometric centrifugal moment will be: 

rcxz zAI  ,   (9) 

or 

2

Vz
I Ozrc

xz  .  (10) 
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Figure 2 

Plane plate rotated around two orthogonal axes: a) rotation bodies generated by the plate in rotation 

around two orthogonal axes; b) principal axes of inertia 

Let us consider a plate like in Figure 2a. With the axes as in the figure, when we 
rotate the plate around the Oz  axis, we obtain rcxz zAJ  , and when we rotate 

the plate around the Ox  axis, we obtain rcxz xAJ  . It follows that: 

rcrc xz   ,                                                                                                        (11) 

or 

rc

rc

z

x





.                                                                                                              (12) 

From the relation 
rc

rc

z

x





 and Figure 2a it results that the triangles OAC  and 

rzrxOCC  are similar. 

From the relation rcxz zmJ   it results that, if 0zrc  , then 0Jxz  . It follows 

that axis 1rzxC , which crosses the mass center of the rotation body generated by 

the plate, is a principal axis of inertia (Figure 2b). Also, from the relation 

rcxz xAJ   it results that axis 1rxzC  is a principal axis of inertia. 
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Figure 3 

The case when the rotation axis cuts the plane plate: a) plane plate cut by an axis; b) rotation bodies 

generated by plate in rotation around the axis that cuts the plate 

The relations (6), (7), (8), (9), (10) are available if the plate is fully situated on the 
same part of the rotation axis. In the case when the rotation axis cuts the plate 
(Figure 3a), the latter is split into two parts by areas 1A , 2A and mass center 

coordinates 1  and 2 , respectively (Figure 3b). By the rotation of these two 

parts, two rotation bodies are generated, with volumes Oz1V  and Oz2V , 

respectively. In this case the centrifugal moment is: 

 








2

zA2zA2
zAzAJJJ 2rc221rc11

2rc221rc11xz2xz1xz  

    






2

VzVz
zA2zA2

2
Oz22rcOz11rc

2rc221rc11


 .                           (13) 

The geometric centrifugal moment will be: 

 



2

VzVz
zAzAI Oz22rcOz11rc

2rc221rc11xz


 .               (14) 

Let us consider the example of a homogeneous plane plate OAB (Figure 4a), 
quarter of disk of radius R . The surface density of the material is  (kg/m2). With 
the axes as in the figure, we want to determinate the centrifugal moment xzJ . 

First, the “classic way” will be used, the calculus by integration. Let dA  be the 
area of an element of the plate, with the mass dm , which corresponds to an angle 
d  and a radius r  (Figure 4a). For this element we can write: 

 rdrddAdm  ; cosrx  ; sinry  . 
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Figure 4 

Determination of centrifugal moment for a plane plate quarter of disk: a) calculus of centrifugal 

moment for a plane plate quarter of disk, starting from definition; b) rotation body generated by plane 

plate in rotation 
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With the change of variable sinv  , dcosdv   it follows that: 

8
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The same result can be obtained quickly using the relation (8). During the rotation, 

the plate describes a semi sphere whose volume is 3R
3

2  (Figure 4b). The mass 

center of the semi sphere is on the axis of symmetry ( )Oz , R
8

3
zrc  . So, for the 

centrifugal moment it results that: 
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 


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3 Centrifugal Moments for Bars 

This study is similar to the one for plates presented above. A homogeneous plane 
curve bar is considered, with the mass m, length l and density . We relate the bar 
to a Cartesian reference system (Figure 5a) so that the bar should be situated in the 
xOz plane. The Ox  and Oz  axes do not cut the bar. The center of mass C has the 
coordinates   ,0,C . 

 

Figure 5 

Determination of centrifugal moment for a plane bar: a) calculus of  centrifugal moment, starting from 

definition; b) rotation surface generated by bar in rotation 

We isolate an element with infinite little length   dxz1ds 2 , with the mass 

dm . Starting from the definition of the centrifugal moment, we can write: 

 
)S()L()L()D(

xz zdA
2

xds2z
2

xzdsxzdmJ




 ,                                    (15) 

where   dxz1x2xds2dA 2   is the area of an infinite little element 

generated by the bar in rotation around the Oz  axis (Figure 5b). 

Taking into account the fact that the mass center coordinate rcz  of the rotation 

body (surface) generated by the bar in rotation around the Oz  axis is given by the 
relation: 






)S(

)S(
rc

dA

zdA

z ,                                                                                                      (16) 



M. Boiangiu et al. On the Calculus of Centrifugal Moments for Plane Plates and Plane Bars 

 – 228 – 

the relation (15) becomes: 

 
)L(

rc

)S(

rc

)S(

xz xds2z
2

dAz
2

zdA
2

J 









.                                             (17) 

Taking into consideration that the mass center coordinate   of the plane bar on 

the axis which is perpendicular on the rotation axis Oz  (used to generate the 
rotation surface) is given by the relation: 






)L(

)L(

ds

xds

 ,                                                                                                          (18) 

the relation (17) becomes: 





rcrc

)L(

rc

)L(

rc

)L(

rcxz zmlzdszxdszxds2z
2

J   ,                (19) 

where lm  represents the mass of the bar. 

So we obtain the following formula for the centrifugal moment: 

rcxz zmJ  ,                                                                                                        (20) 

or 

rcxz zlJ  .                                                                                                       (21) 

In conclusion, the centrifugal moment is equal to the product of the mass of the 
bar, the mass center coordinate of the rotation surface generated by the bar, and 
the mass center coordinate of the bar on the axis which is perpendicular on the 
rotation axis. 

Considering the first Guldin’s law, l2AOz   (where OzA  is the area of the 

rotation surface generated by the bar in rotation around the Oz  axis), the relation 
(21) becomes: 




2

Az
J Ozrc

xz  .                                                                                                    (22) 

Let us consider the example of a homogeneous plane straight bar AB  (Figure 6a). 
We know the angle   between the bar and the Oz  axis. The linear density of the 
material is   (kg/m). With the axes as in the figure, we want to determinate the 

centrifugal moment xzJ . 
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Figure 6 

Determination of centrifugal moment for a plane straight bar: a) calculus of centrifugal moment for 

straight bar, starting from definition; b) rotation surface generated by straight bar in rotation 

First the “classic way” will be used, the calculus by integration. Let ds  be the 
length of an infinite little element of the bar, with the mass dm , which 
corresponds, on the axes, to the infinite little distances dx  and dz , respectively 
(Figure 6a). For this element we can write: 
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This result can be obtained faster by using the relation (20). During the rotation, 
the bar describes a cone surface whose centre of mass is situated on the ( Oz ) axis 

(Figure 6b), cosl
3

1
zrc  . The mass center coordinate of the bar is  sin

2

l
 . 

So, for the centrifugal moment it results that: 

 cossin
6
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cosl

3

1
sin

2

l
mJ

2

xz  . 

Conclusions 

In this paper the authors have proposed formulae for the calculus of the centrifugal 
moments for plane plates and bars, based on the positions of the centers of mass. 

To sum up, for a plane plate the centrifugal moment is equal to the product of the 
mass of the plate, the mass center coordinate of the rotation body generated by the 



M. Boiangiu et al. On the Calculus of Centrifugal Moments for Plane Plates and Plane Bars 

 – 230 – 

plate, and the mass center coordinate of the plate on the axis which is 
perpendicular on the rotation axis. Also, for a plane bar the centrifugal moment is 
equal to the product of the mass of the bar, the mass center coordinate of the 
rotation surface generated by the bar, and the mass center coordinate of the bar on 
the axis which is perpendicular on the rotation axis. 

Taking into consideration the fact that in the technical literature it is easy to find 
the positions of the mass centers for a lot of bodies (necessary in statical calculus), 
the formulae proposed here are accessible because they replace the integral 
calculus with arithmetical calculus. 
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Abstract: This paper presents a parallel implementation and performance analysis of a 
system for traffic sign recognition with digital map fusion on emerging multicore 
processors and graphics processing units (GPU). The system employs a particle filter 
based localization and map matching and template-based matching for sign recognition. In 
the proposed system, a GPS, odometer and camera are fused with digital map information. 
The system utilizes the depth sensor of a Kinect camera for the detection of signs and 
achieves high recognition rates for both day and night conditions. Tests were performed on 
real data captured in the vehicle environment comprising various road and lighting 
conditions. Test results show that speed increases of up to 75 times for localization and 35 
times for sign recognition can be achieved on parallel GPU implementation over 
sequential counterparts. As those speedups comply with real-time performance 
requirements, high computational cost of using map topology information with large 
number of particles in localization implementation and template based matching for sign 
recognition is proven to be handled by emerging technologies. The system is unique since it 
is not limited to certain sign types; it can be used in both day and night conditions and 
utilizes a Kinect sensor to achieve a good price/performance. 

Keywords: traffic sign recognition; particle filter; Kinect; multicore; gpu computing 

1 Introduction 

With the rise of multicore and many-core processors, the way of computing has 
been evolving into a new era. The high computational power, energy efficiency 
and programmability of these emerging general purpose processors make them a 
good candidate for a unified vehicle computing platform to host advanced driving 
assistance systems (ADAS) and autonomous vehicle applications by replacing 
specialized hardware and/or software platforms for each application. On the other 
hand, meeting the real-time performance requirements of those applications on 
such a platform is a challenge. Parallelization and using parallel programming 
techniques is one of the key methods to speed up applications on multicore 
architectures. 
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In this work, we present a parallel implementation and performance analysis of a 
complete system for sign recognition with map fusion including localization and 
map matching, both on a multicore processor using Open Multi-Processing 
(OpenMP) and on a graphics processing unit (GPU) using Compute Unified 
Device Architecture (CUDA). 

The proposed system is unique, with many features, since it is not limited to speed 
signs, uses topological features of digital maps, and shows good performance in 
ambient lighting conditions. As a side contribution, the system utilizes a Kinect 
sensor, which simplifies sign detection radically and lowers overall system cost. 

In the area of sign recognition with map fusion, the localization and map matching 
step is generally ignored and assumed as perfect. We provide a complete system, 
including the map matching and localization. We use a particle filter-based 
matching and localization algorithm proposed in [1] by the authors where GPS 
(Global Positioning System) and odometer data is fused with the topology of the 
digital map data as an additional sensor. The algorithm also generates a 
probabilistic measure for the correctness of the map matching. This measure is 
taken into account while using the digital map for sign recognition. 

The system utilizes the depth sensor of a Kinect camera for the detection of signs. 
Classification is carried out by a template matching based algorithm, where the 
digital map information and vehicle position provided by the localization and map 
matching module are fused. 

The target architecture is a combination of a multicore CPU and a many-core 
GPU, which is very likely to take place in a production vehicle environment as a 
unified computing platform in the near future. Both modules run on the same 
platform. The system overview can be seen in Fig. 1. 

 

Figure 1 

System overview 

Both particle filter-based localization and map matching and template matching 
based sign recognition are computationally intensive applications where high 
success rates and real-time performance cannot both be achieved simultaneously 
using sequential implementations. The proposed system achieves both targets by 
employing parallelization on a hybrid multicore/many-core architecture. 
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We consider a multi-hypothesis localization and map matching algorithm where 
map topology information is used in terms of route-ability as the likelihood 
calculation in the particle filter to increase map matching performance, at the same 
time further increasing the computational cost of the algorithm. 

We first characterized the execution profile of the particle filter algorithm for the 
different number of particles using a sequential implementation. Critical function 
blocks in terms of execution time were identified. We also investigated the effect 
of the number of particles employed by the algorithm on the error rate of 
localization and map matching. We then mapped the algorithm to the multicore 
CPU and the GPU platforms to accelerate bottlenecks and to see if the required 
speedups are realizable. 

For our template-matching based sign recognition algorithm, which can be applied 
to a wide range of traffic signs, we employed a similar approach; we first observed 
detection rates using the Kinect sensor and recognition rates with the map fusion, 
and we also characterized the execution profile using a sequential implementation 
of the algorithm. We then tested the parallel implementations on our test system 
having two 6-core CPUs and two 512-core GPUs with real video and positioning 
data captured in the vehicle environment under various road and lighting 
conditions. 

In the rest of this paper, we first give information about related work in this area. 
We then describe the particle filter-based localization and map matching 
algorithm and the sign recognition approach with map fusion. We give details 
about our parallel implementations for both modules. We continue with tests and 
experimental results. We finish with the interpretation of those results. 

1.1 Related Work 

Traffic sign recognition is one of the key components of advanced driver 
assistance systems and has been worked on for a long time in the intelligent 
vehicles domain. Although the appearance of the traffic signs was originally 
designed to be easily distinguishable from natural objects, the reliable, automated 
recognition of traffic signs, especially under adverse environmental conditions, 
remains a complex task. 

Recent approaches tend to use a scheme of three stages: detection of sign 
candidates, classification of the candidates and tracking of the sign candidates 
over time. Many algorithms available in the literature generally differentiate in 
using different methods in the detection and classification stages [2]-[5]. 

There are also some attempts to enhance the performance of visible light cameras 
for sign recognition using infrared cameras [6]-[8]. They are limited to a subset of 
traffic signs and use expensive hardware, and the recognition rate is lower than the 
proposed system. 
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Most of the work done in this field so far has been strictly bounded by available 
computing capacity. However, recent developments in multicore and many-core 
architectures present a research challenge, also in this area, to meet real-time 
performance requirements with a parallel processing model. There are a very 
limited number of studies in the literature for parallel implementations of traffic 
sign recognition. [9] and [10] describe the detection and classification of traffic 
signs on an application-specific multicore processor. A real-time template-based 
approach for the recognition of speed limit signs using GPU computing is 
described in [11]. A feature-based speed limit sign detection system using a GPU 
is described in [12]. The studies cover only speed limit signs and do not include 
map integration. 

We propose a generic template-based approach which can be applied to a wide 
range of traffic signs and the parallel implementation on a multicore CPU and 
GPU platform. Our approach uses a new sensor (Kinect) which provides both 
color and infrared images of the traffic scene, which enhances the detection stage, 
and we also propose using digital map information to augment template matching 
in the classification stage in order to increase the robustness of the recognition and 
to contribute to real-time performance. 

Kinect has become very popular in a very short time since its launch in November, 
2010, not only for playing games, but also, with its relatively low price, in 
robotics research for depth sensing and 3D vision. However, we have not yet 
encountered an application of Kinect in intelligent vehicles research. 

Our approach employs a particle filter-based localization and map matching. 
Particle filters are among the principal tools for the on-line estimation of the state 
of a non-linear dynamic system [13]. Particle filtering has been applied widely in 
applications in tracking, navigation, detection and video-based object recognition 
[14]. Although, in general, particle filtering methods yield improved results 
compared to other Bayesian filters, it is difficult to achieve real time performance 
as the algorithm is computationally intensive [15]. This has been a prohibitive 
factor for real-time implementations for many applications of particle filtering. 

A number of methods for software and hardware implementations of particle 
filtering have been proposed in the literature. Special architectures [16], field-
programmable gate arrays (FPGAs) [17], and SIMD processor arrays [18] have 
been utilized for various types of problems. Many of the GPU implementations 
are focused on low-level stream processing or OpenGL [19]. 

Although emerging multicore processors and GPUs are good candidates for 
parallel particle filter implementations, multicore implementations, especially 
using the GPU computing concept and the platforms and tools such as NVIDIA’s 
CUDA architecture, are still very recent and few. Some of the recent studies [20]-
[21] utilize the general particle filter algorithm, but they differ significantly in 
their calculation of the likelihood phase. This variety also influence the approach 
used in parallelization. 
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Our work is a part of a research project addressing the challenge of meeting the 
real-time performance requirements of ADAS and autonomous vehicle 
applications by efficiently mapping them on multicore and/or many-core 
architectures, and, to our knowledge, this is the first parallelization effort of traffic 
sign recognition with map fusion using Kinect sensor and a particle filter targeted 
to localization and map matching using map topology. 

2 Localization and Map Matching 

2.1 Particle Filter 

Particle Filters, also known as Sequential Monte Carlo (SMC) methods, are 
iterative methods that track a number of possible state estimates, so-called 
particles, across time and gauge their probability by comparing them to 
measurements. 

We are considering a dynamic system with state tx at a given time t. The system 

model is a Markov process of the first order. We assume that the system state can 
only be tracked by measurements ty , which may be influenced by noise. The 

relation between measurements and system states is described by the measurement 
model. 

The sampling importance resampling (SIR) algorithm is one of the most widely 
used sequential Monte Carlo methods. The SIR algorithm has following stages 
iterated over discrete time steps: 

Sampling (Prediction): To follow the state during subsequent iterations, the 

system model is used to obtain a possible new state for every particle i
tx  based on 

its last state i
tx 1  where 1tu  is measured inputs and 1tv  unmeasured forces or 

faults: 

,111   tt
i
t

i
t vBuAxx    Ni ,...,1  (1) 

Importance (Update): The measurement model is evaluated for every particle and 
the current measurements to determine the likelihood that the current 

measurement ty  matches the predicted state i
tx  of the particle. The resulting 

likelihood is assigned as a weight i
tw  to the particle and indicates the relative 

quality of the state estimation: 
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i
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i
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At this point, when the particles are weighted, a state estimation can easily be 
obtained via various techniques, such as using the highest-weighted (highest-
probability) sample, or using the weighted sum of the particles to get a mean-
equivalent, or using the average of particles within some distance from the best 
particle. 

  N
i

i
t

i
tt xwx 1ˆ  (3) 

Resampling: If the number of effective samples fall below a certain value, 
resampling is required. Particles with comparatively high weights are duplicated 
and particles with low weights are eliminated. This can be done by calculating the 
number of effective particles Neff as follows: 




i
i
t

eff
w

N
2)(

1
 (4) 

Effective sample size (ESS) is another metric to decide if resampling is required. 

2.2 Particle Filter for Localization and Map Matching 

For the vehicle localization problem, state is represented as a four-dimensional 
vector x = [Lon, Lat, Ɵ, L] where Lon, Lat, Ɵ and L stand for position, orientation 
and link or road segment on the map database, respectively. 

Basically, the new location of the vehicle is predicted using the odometer data in 
the prediction stage and corrected by the GPS measurements and a map based 
likelihood function in the weight update stage. The operations performed in the 
main stages of the particle filter can be summarized as the following: 

Prediction: The data coming from the odometer is used to measure vehicle 
displacement. The new location (Lon, Lat) of the vehicle is randomly calculated 
for each particle in the range of this displacement. This stage requires a high 
number of random number generations for the calculation of the new values of 
each state variable. 

Weight Update: Weights are updated using the GPS readings first. The likelihood 
function is designed so that the particles that are within the error range of the GPS 
reading get higher weights. Then the weights are augmented with the map data by 
multiplying them with the probabilities derived from the map: 

)topology ()zone(1 ppww i
t

i
t    (5) 

Two types of map attributes are used in the likelihood calculation. The first 
feature is the type of area where the particle resides on the map (road segment, 
building, parking area, etc.). The probability of being in a certain type of zone or 
road class (e.g. motorway, major road, local road, residential road, etc.) is 
calculated based on the speed of the vehicle (e.g., for a vehicle at a speed of 120 
km/h, the relative probability of being on a motorway is chosen to be higher than 
being on a residential road). 
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The second feature of the map is the topology. Given the previous location of a 
particle, the probability of travelling to a new location on a certain road segment is 
calculated using the map topology. Possible reachable roads are searched in the 
road network in forward and backward directions for the distance travelled 
measured from the odometer. If the predicted location of the particle is found to be 
reachable, a high probability is assigned, otherwise a low probability is assigned 
(e.g., due to the connectivity, direction of traffic flow, turn restrictions, etc.). 

Estimation: The location component of the system state is calculated as the 
weighted mean of each particle’s location information. Map matching is achieved 
by selecting the road segment with highest weight as the matched link on the map. 
The flow of our particle filter algorithm for localization and map matching is 
shown in Fig. 2. 

 
Figure 2 

Particle filter localization and map matching 

3 Sign Recognition 

The proposed traffic sign recognition algorithm is implemented based on a 
template matching pipeline. The Kinect camera’s depth image output is used to 
determine candidate regions on the RGB image. A special color segmentation 
scheme is applied to candidate regions. Template matching is employed for 
classification. A distance is calculated between the candidate region in the source 
image and different sizes of template images in the template database based on a 
difference function. The template having the minimum distance is denoted as the 
matched or recognized sign. Fig. 3 summarizes the design of the algorithm and the 
following sections describe the stages of the sign recognition flow in detail. 
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Figure 3 

Sign recognition algorithm 

3.1 Template Database and Map-based Probabilities 

A template database is created from the sign images. Each sign template has two 
versions, one with a white background, the other with a black background. When 
sign recognition is carried out under night conditions, templates with black 
background are needed. Templates are also converted to four colors by use of 
color segmentation. Only black, white, red and blue are preserved in the image. 
We used an automatic resizing function according to the size of the region of 
interest found in the scene. 

The localization and map matching algorithm determines the vehicle location and 
the map segment. By use of the matched segment, we can calculate map based 
probabilities for each sign in the database, considering different map contexts for 
various sign classes. Table 1 summarizes the sign classes and their respective map 
based context. 

Table 1 

Traffic signs and their respective map context 

Sign Class Signs Map Context 

Speed Signs  Road Class, Speed Limit 

Manoeuvres  
Manoeuvres (restrictions), One way information 
and map topology 

Bends  
Map topology, existence of a bend in the 
driving direction is checked. 

Junctions  
Map topology, existence of a junction and type 
of junction is checked 

School   POI, existence of a school is checked.  

Parking  Road Class 
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3.2 ROI Detection with Kinect Sensor 

The Kinect camera’s depth sensor consists of an infrared laser projector combined 
with a monochrome CMOS sensor, which captures video data in 3D under any 
ambient light conditions. When used in outdoor environment, we end up with a 
very effective function of Kinect; it detects reflective surfaces (signs in traffic) 
and thus makes region of interest (ROI) detection very easy and robust. Fig. 4 (a) 
and (b) show the RGB image and the depth image coming from Kinect camera for 
the same scene. The depth image shows the region of interest in the RGB image. 

 
(a) Input RGB Image 

 
(b) Depth Image 

 
(c) Initial and Enhanced ROIs 

 
(d) Color Segmented ROIs 

Figure 4 
ROI detection with Kinect sensor 

The initial bounding boxes are created by following the neighboring pixels within 
a given pixel tolerance. As seen in the Fig. 4 (c), the initial bounding boxes 
(green) are not perfect. There are several reasons for this. The IR camera and the 
RGB camera of the Kinect sensor have different fields of view and focal lengths. 
The RGB camera has a wider field of view. This is why, when objects get closer 
to the image edge, the difference in pixel locations increases. The two cameras are 
separated from each other by 2.5 cm. Sometimes the pixel image coming from the 
IR camera does not cover the whole sign. Sometimes the two signs are so close 
(their distance is smaller than the pixel tolerance when calculating the bounding 
boxes) that only one bounding box is found for two signs. There may be some 
small bounding boxes caused by reflections coming from other surfaces. An 
algorithm has been developed to overcome these errors. The initial and enhanced 
ROIs are shown in Fig. 4 (c) in green and yellow rectangles, respectively. 
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3.3 Template Matching 

For a better matching, color segmentation is applied to the regions of interest first. 
All the colors in the image are segmented in four colors: red, blue, white and 
black. An example of color segmentation can be seen in Fig. 4 (d). After color 
segmentation, the templates are matched against the region of interests by 
computing the sum of the differences between pixel color values. For each region 
of interest, templates are resized based on the size of the bounding box before 
matching. Several template sizes with different aspect ratios are tried. Starting 
from corner of the region of interest, the difference between the template and the 
region of interest is calculated. The difference value is normalized according to 
the template size. The template with the lowest difference value is selected as the 
match. 

3.4 Map Fusion 

Template matching generates a likelihood measure for each sign. This measure is 
the distance between the template image and the camera image. Since we 
successfully detect the location of the sign on the camera image, the sign with the 
lowest distance value can be selected as the matched sign most of the time. But 
some of the signs are very similar to each other. Also, even if we find the location 
of the sign successfully, the camera image may not be clear. As a result of this, the 
algorithm returns very close likelihood results. When we fuse this information 
with the probabilities coming from the map, the correct sign can be selected. The 
recognition performance of our algorithm increases radically. Fig. 5 shows two 
examples of template matching results, with and without map fusion. 

 

Template Matching 

without Map Fusion 

Template Matching 

with Map Fusion 

    

0,70 0,67 0,52 0,90 

 

Template Matching 

without Map Fusion 

Template Matching 

with Map Fusion 

    

0,78 0,77 0,66 0,97 

Figure 5 

Sign recognition with map fusion 
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4 Parallel Implementations 

4.1 Localization and Map Matching 

Before attempting parallel implementations, we first characterized the execution 
profile of the particle filter algorithm for different number of particles using a 
sequential implementation. We see that the prediction and update sections 
dominate the execution time by a large margin. Therefore, those sections were 
selected as the first targets of parallelization in both platforms. 

Particle filters heavily use random number generation. Our implementation uses 
the Mersenne-Twister random number generation algorithm. An existing 
implementation has been adopted for both the CPU and GPU platforms. 

4.1.1 Multicore (OpenMP) Implementation 

We used OpenMP programming model [22] for the parallelization of the predict 
and update sections of the particle filter on a multicore CPU. Since the same 
operations are repeated for all the particles in a loop for both the predict and 
update sections and the particles can be processed independently of each other, the 
iterations (effectively the particles) have been distributed among the cores. Each 
core therefore performs the prediction and update steps on a subset of particles. 
The static scheduling mechanism of OpenMP is used for the predict part and 
dynamic scheduling has been employed for the update part, in order to have a 
better workload distribution among the cores since the complexity of map based 
operations for each particle in the update step can be different. 

4.1.2 GPU (CUDA) Implementation 

In our GPU implementation, we used the CUDA programming model [23]-[24]. 
This actually represents a hybrid (CPU+GPU) implementation of particle filter. 
We implemented most of the main steps of the filter in C using CUDA Toolkit 
3.2. The Prediction, Update, Estimation, and ComputeESS parts were 
implemented as kernels to run on GPU (device), where resampling part is run on 
CPU (host). The CUDA implementation flow is illustrated in Fig. 6. 

Since the prediction and update parts of a particle filter work on particles 
independently, a separate thread is created for each particle on the GPU for the 
predict and update kernels. This is accomplished by using the appropriate 
execution configuration parameters, when the kernels are launched. Each thread 
determines which particle it should process via built-in variables, the thread block 
index, the thread index within its block, and the block size. 

The states of particles are stored in the global memory, and during initialization 
both host and device memory are allocated for particles, and the initial particle 
data are copied to the device. The global memory is used to pass on data from one 
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kernel to the next. Map data is also transferred to the device memory during 
initialization. Each thread is enabled to use its own random number generator 
instance. Initial Twister states for the maximum possible number of threads are 
created on the host and transferred to the device memory at the initialization. 

For the update kernel, measurement values are passed as parameters at the kernel 
launch for each iteration. The estimation part consists of the summation and 
normalization of the weights and the calculating weighted mean of the state 
variables. This part is divided into three separate kernels: summation, 
normalizeWeights and mean kernels. The division of the workload into separate 
kernels was necessary due to the fact that the only way to enforce synchronization 
between all concurrent CUDA threads in a grid is to wait for all kernels running 
on that grid to exit. 

 

Figure 6 

CUDA implementation of particle filter localization and map matching 

For the summation kernel, the parallel prefix sum technique is used to calculate 
the partial sums within each block, and these partial sums are added to the global 
sum by using global atomicAdd operations. The normalizeWeight kernel is 
implemented similar to the predict and update kernels. Each thread adjusts its 
weight independently by using the sum value which is passed to it as a parameter 
at the kernel launch. The mean kernel and the computeESS kernel also use the 
parallel reduction technique similar to the summation kernel. After the estimation 
is completed, the estimated state variables are transferred to the host. 

The amount of data transfers between the host and device has been kept very 
small for the iterations where resampling is not required. If resampling is required, 
the current weights of the particles are transferred to the host, and the surviving 
particles are calculated on the host. 
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4.2 Sign Recognition 

The execution time profile of the sequential implementation shows that the 
template matching process has the highest computational cost, more than 98 
percent of the total execution time. This has been chosen as the target for 
parallelization. The matching process for each video frame involves the following 
parameters: 

r number of ROIs detected in the frame 

n number of templates in the template database 

m number of different sizes for each template to be used for matching 

s number of different starting positions for matching in each ROI 

w width of template in pixels 

h height of template in pixels 

Assuming (x,y) denotes the starting search image coordinates and (i,j) denotes the 
template image coordinates, the time required for the matching process for each 
frame can be defined as the following: 

    h
i

w
j jijyixDiffsmnrt 0 0 ),,,(  (6) 

Three parallel implementations have been developed for multicore CPU, single 
GPU and multi GPU architectures. For all cases, the detection stage is performed 
on the host sequentially, which is performed very fast with the help of the Kinect 
camera. 

4.2.1 Multicore (OpenMP) Implementation 

The multicore CPU implementation is performed using the OpenMP programming 
model. The matching operations for each template are distributed among the 
multiple CPU threads. The number of threads is determined by the maximum 
number of cores in the system. For each region of interest, the work is distributed 
on a templates basis.  

4.2.2 GPU (CUDA) Implementation 

The GPU implementation is performed using CUDA. The pixel level matching 
operations are designed to run on GPU in parallel. A kernel (matching kernel) has 
been implemented to perform the matching of a ROI to a resized template and 
produce the sum of differences (SAD) values. A separate thread is created for 
each pixel operation when the kernel is launched. Initially, all memory allocations 
are done for RGB images, resized templates and SAD values on both host and 
device. For each video frame, detection is performed on the host and ROIs are 
found. If at least one ROI is found in the depth image, the RGB image is copied to 
the device memory. Each ROI found in the frame is matched against different 
sizes and starting positions of all the templates by calling the matching kernel. 
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Resizing is done on the host, each template is resized based on the size of ROI, 
and resized templates are copied to the device memory before launching the 
matching kernel. Since the RGB image and the resized templates are already in 
the device, the kernel is then called with only the corner positions of the region of 
interest, the template number and the size of the template. 

Since the number of pixels in region of interests are relatively small (e.g. 49x48) 
compared to whole images (640x480), to be able to achieve maximum occupancy 
of GPU cores, the matching kernel is designed to compute SAD values for all 
different starting positions (4x5) of a resized template each time it is launched. So 
each launch of the matching kernel performs 20 matching operations in parallel at 
the template level in addition to the pixel level parallelism (e.g., for a 44x40 pixel 
region of interest, 35200 threads are created instead of 1760, corresponding to 138 
blocks instead of 7 blocks, respectively). 

Kernels for each different size of the same template are launched concurrently 
using different streams. Concurrent kernels is a scheduling convenience allowing 
different streams of the same context to run simultaneously. It enables to increase 
the efficiency if there are inefficient low block count kernels, mostly by reducing 
idle streaming multiprocessor count while kernels are finishing up. The maximum 
number of concurrent kernels that can be executed on a Fermi GPU is 16. The 
number of different sizes (4x4) to be matched for each template is also 16 in our 
implementation. This enables the matching of all different sizes of a template to 
be launched concurrently. SAD values are accumulated in the global memory by 
using AtomicAdd operations. For each template, after calling the kernels for all 
variations, the SAD values are copied back from the device to host, and for each 
region of interest, the SAD values are processed to determine the result of 
recognition. The flow of the implementation is shown in Fig. 7. 

 

Figure 7 
CUDA implementation of sign recognition algorithm 
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4.2.2 Multi GPU Implementation 

The multi GPU solution can be used with any number of GPUs. This is also a 
hybrid implementation. Five CPU threads are used. The detection thread gets the 
depth, and RGB image frames, perform the detection phase, for each ROI found in 
the depth image, resizes the templates based on the size of ROI and puts the 
related data into a queue to be passed to a GPU to perform the matching. The 
Dispatcher thread keeps track of the availability of GPUs and determines the 
target GPU that will process the next ROI data and assigns the device number to 
the data slot in the queue. Each GPU has to be controlled by one CPU thread in 
multi GPU programming with CUDA Toolkit 3.2. Two matching threads are 
responsible for controlling the GPUs, including sending the required data (i.e. 
RGB image, ROI boundary, resized templates) to the device, launching the 
matching kernels concurrently, receiving the SAD values from the device and 
storing them into the results queue. The recognition thread processes the SAD 
values and determines the sign recognized for each ROI. The implementation 
details are depicted in Fig. 8. 

  

Figure 8 

Multi GPU sign recognition implementation 

5 Experiments 

We have tested performance of our parallel implementations using real video, 
GPS and odometer data captured in six test routes comprising various road 
(highways, urban traffic, etc.) and lighting conditions (night/day, sunny/cloudy). 
Parallelization tests were performed on our test platform, a dual processor HP® 
Z800 workstation having two Intel® Xeon® 5660 6-core processors running at 
2.80 GHz and two NVIDIA® GeForce GTX580 graphics processing units. 

The GTX580 GPU has NVIDIA’s new generation CUDA architecture called 
Fermi and has 16 streaming multiprocessors, each having 32 streaming 
processors, and thus in total has 512 processing cores. Hence, it is capable of 
running 512 threads simultaneously. Each core runs at 1.544GHz. Each streaming 
multiprocessor has 64KB configurable L1 cache. All cores shares a 768MB L2 
unified cache and a 1512MB global memory. 
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5.1 Localization and Map Matching 

We used one 6-core CPU and one 512-core GPU in our tests. Tests were repeated 
on each platform for different number of particles ranging from 256 to 128K. For 
the multicore CPU tests, we ran the OpenMP implementation with 6 threads. For 
the CPU+GPU tests, the block size was chosen as 256. 

The OpenMP implementation provided approximately a 4.7x speedup with a 
theoretical maximum increase of 5.4x on a 6-core CPU. We observed similar 
speedups after the number of particles exceeds 4096. 

With the CUDA implementation, we achieved increasing speedups of up to 75x 
when the number of particles reached 128K. We see that the performance of GPU 
is better exploited when the number of particles or threads is increased. The 
relatively low speedups for the smaller number of particles are mainly due to the 
low occupancy of streaming multiprocessors. Fig. 9 shows the execution times of 
sequential, multicore CPU and GPU implementations for different number of 
particles and the relative speedups. 

  

Figure 9 

Execution time and speedup comparisons of sequential and parallel implementations 

When we examine performance of kernels separately, we see that speedups can be 
as high as 150x for the predict kernel, where there are no data dependencies 
among threads and operations performed are almost identical for all threads. We 
see 100x speedups for the update kernel, where we observe the negative effect of 
branching and divergence on the performance since road network is traversed to a 
new location for some particles which causes different execution paths for threads. 
We see speedups around 10x for the estimation and computeESS kernels, where 
synchronization requirements within blocks and global atomic operations reduce 
speedups. However, overall speedups achieved are sufficient for real-time 
localization and map matching using a high number of particles. 

We examined the sensitivity of the localization and map matching performance to 
the number of particles to determine the optimum number. The error rate is 
calculated as the ratio of the number of wrong map matches to the total number of 
positions on the test routes. We see that the error rate decreases significantly until 
the number of particles exceeds 32K. Fig. 10 shows the error rates for two 
different routes. 
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Figure 10 

Effect of number of particles on the error rate of map matching algorithm 

5.2 Sign Recognition 

Since detection of ROIs are handled by the the Kinect camera, detection is 
successful even in very bad lighting conditions. We have observed that the system 
can detect signs that can hardly be seen by human eye. Fig. 11 shows an example 
of a successful recognition at night. Table 2 summarizes success rates of detection 
and recognition for different route types. We see that map fusion improves 
recognition performance dramatically especially under night conditions. 

 
(a) Input RGB Image 

 
(b) Recognized signs 

Figure 11 

Successful recognition at night conditions 

Table 2 

Detection and recognition rates for traffic signs using Kinect camera 

Route Type 
Detection 
Rate 

Without 
map fusion 

With map 
fusion Improvement 

Cloudy, Residential Roads - Urban 93% 84% 92% 9% 

Sunny, Residential Roads - Urban 89% 71% 85% 20% 

Cloudy, Main Roads 91% 71% 86% 20% 

Cloudy, Connecting Roads- Rural 95% 50% 83% 66% 

Night, Main Roads 94% 55% 88% 60% 

Night, Residential Roads 92% 40% 80% 100% 

Multicore CPU and GPU implementations were tested on the same platform. The 
average processing time for frames was measured and the execution time of 
sequential implementation was taken as a reference in the speedup calculations. 
For each ROI, 16 (4x4) different starting positions, and for each template, 20 
(4x5) different sizes, were used. Tests were performed with a template database 
having 52 templates. The recognition of each ROI involved 16,640 matchings. 
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Multicore CPU implementation were tested with different numbers of threads, 
ranging from 1 to 24. Speedups of up to 10.6x were achieved. We observed 
linearly increasing speedups until the number of threads reached the number of 
cores in the system. After that point, we observed that the speedups were not 
improved with the increasing number of threads, but rather stayed in the range 
between 8.7 and 9.7. The execution time at the maximum speedup was around 
250ms corresponding to 4 frames per second. The linear speedups show that we 
can further increase frame rates when we have a higher number of cores in the 
system. 

Speedups up to 18.1x and 35.2x were achieved on a single GPU and multi GPU 
tests, respectively. The execution times at the maximum speedups approximately 
correspond to 7 and 13 frames per second. For GPU tests, we used 256 threads as 
the block size. We observed that 100% occupancy was achieved. Speedups and 
execution times for all implementations are shown in Fig. 12. 

  

Figure 12 

Execution time and speedup comparisons of sequential and parallel implementations 

Conclusions 

We introduced a real-time traffic sign recognition system with digital map fusion, 
and we examined parallel implementations and performance analysis on emerging 
multicore CPUs and GPUs. Test results show that up to 75 times speedups can be 
achieved for particle filter based localization and map matching on GPU over 
sequential implementation, and real-time performance is possible in the case of 
high computational cost of using map topology information. We showed that 
success of localization and map matching can be increased by employing a high 
number of particles where real-time performance can be achieved only by 
parallelization. 

The speedups achieved for our sign recognition system show that the template 
matching based recognition approach with map augmentation, which is a simple 
but computationally intensive technique, can be used with real-time performance 
in the vehicle environment. We observed detection rates over 90% using the 
Kinect sensor and recognition rates over 80% for various road and lighting 
conditions. Test results show that the system performs very well even in night 
conditions. The proposed system is unique since it is not limited to certain sign 
types, can be used for recognition of wide range of traffic signs, can be used in 
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any lighting conditions, utilizes the Kinect sensor to achieve a good 
price/performance, and runs on commercially available parallel hardware. Our 
future work will include investigating the co-scheduling of other tasks that can run 
simultaneously on the same platform with sign recognition and localization while 
delivering required throughput and minimal affordable latency. 
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