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Abstract: The paper presented focuses on fatigue crack growth observation in the 

microstructure of magnesium alloy AZ 91D using finite element software ADINA. ADINA 

offers a wide range of capabilities based on reliable and efficient finite element procedures. 

For this reason, ADINA is often chosen for applications where reliability and safety is of 

critical importance in different industries such as biomedical, automotive, nuclear, 

forming, civil engineering, hi-tech and others, e.g., in the dynamic analysis of bridge 

structures – earthquake analysis ,in biomedical applications, in the design of nuclear 

reactors or in studies on safety. This work shows efficiency and good correlation between 

experimental and numerical results and verifies this program for its utilization in the field 

of fatigue endurance determination and evaluation. 
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1 Introduction 

The fatigue of metallic structural components is a widespread failure in different 
industrial branches. The fatigue process is very sensitive to a great amount of both 
external and internal factors that, with each of them on its own but especially 
when acting simultaneously, can affect the fatigue resistance of materials, parts 
and constructions. Fatigue tests can be performed in various experimental 
conditions at different loading frequencies. We have all come across examples of 
materials fatigue failure, whether it is the broken rail which caused trains to be 
delayed or the broken shaft which caused the car crash. The importance of fatigue 
is tied foremost to the safety of persons, whose lives depend on the reliability of a 
given device’s operation. 
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Cracks initiate and propagate from pre-existing flaws, material defects, or design 
features (fatter holes or sharp corners). In fact, most fatigue is widespread, as 
hundreds or even thousands of cracks are manifested in cyclic loading. The net 
effect of numerous fatigue cracks located in the same general area is that they 
synergistically interact reducing the structure’s residual strength. However, the 
single-crack concept is still important, because ultimately, catastrophic failure can 
occur when a single crack goes critical and in the process envelops other adjacent 
cracks in a zippering effect [1]. 

Two basic methods are employed to predict and determine potential fatigue 
locations. The first is a full-scale fatigue testing, which is performed during the 
development process. These tests are employed to ascertain what the expected 
durability is. Fatigue tests, in particular, are very expensive, since they are labour- 
intensive and require a lot of computer analysis. Decreasing expenses as well as 
increasing efficiency of mechanical design processes and providing operational 
lifetime durability of parts and machineries allow us to make progress in the field 
of the utilization of the computational technologies and the application of 
numerical methods when solving a huge amount of mechanical engineering 
praxes’ problems. Nowadays we have several commercial programs at our 
disposal which allow us to solve the crack propagation. Many authors have dealt 
with influence of the crack growth on the functionality of the particular parts from 
global point of view. Available simulation programs for the simulation of fatigue 
crack growth can be generally divided into numerical and analytical ones. The 
numerical programs (FRANC/FAM, FRANC3D, ADAPCRACK3D, CRACK-
TRACER, ZENCRACK) are able to predict the crack path in arbitrary 2-D or 3-D 
structures by using the finite element or boundary element method, the mesh-less 
method or the material point method. The lifetime is calculated mostly by using 
linear damage accumulation. However, they are often very time consuming. On 
the other hand, analytical programs (NASGRO, ESACRACK, AFGROW) are 
very fast because no model has to be built, no meshing has to be done and the 
analysis is very rapid. But in many cases the analytical solutions for a number of 
selected problems do not match the actual geometry and boundary conditions very 
well [1, 2, 3, 4]. ADINA is finite element software suitable for solving a large 
variety of problems. According to the available papers, this software has been 
used for static as well as dynamic analysis for instance, a composite material 
structure [5] and sealing ring [6] were analyzed. The composite structure was 
subjected to static pull conditions and stresses in the vicinity of quasi rigid 
inclusions, which were bonded into the base material, were investigated. The 
sealing ring was analyzed for undesired vibrations which occurred after it was 
subjected to pressure impulse load. ADINA is thus fully capable of solving 
fracture mechanics problems in general with large amount of options in stack 
under various loading conditions or thermal conditions utilizing a wide variety of 
material models. There is also the ability to model rupture criteria and thus it is 
possible to model material damage caused by cavities or impurities and its 
progression under cyclical load or under creep conditions. Our task was to verify 
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the FEM ADINA for fatigue crack growth observation and its correlation with 
experimental results. 

Magnesium and its alloys are fascinating materials for practice. Magnesium’s 
main advantage is its lowest specific weight out of every metal used for structural 
purposes, the declining availability and rising prices of raw materials, as well as 
the subsiding supply of metals in the world scale. The mechanical properties of 
pure magnesium are not favourable. It has low strength and ductility due to its 
crystalline structure. However, through alloying we can obtain important structural 
materials. Suitable alloying partially eliminates the occurrence of casting defects 
and considerably increases strength, toughness, resistance to corrosion and 
castability [7]. 

The outstanding features of commercially used magnesium alloys are their low 
specific weight, good castability, machinability and weldability in protective 
atmosphere. The drawbacks, which restrict their wider employment, are low 
modulus of elasticity, limited resistance to creeping at higher temperatures, high 
shrinkage during hardening and mainly by the low resistance to corrosion arising 
from their high chemical reactivity [8, 9]. 

2 Methodology of Simulation 

Finite element software ADINA, which was used, offers two different numerical 
methods for the observation of the fatigue crack propagation: the line contour 
method and the virtual crack extension method. The model and simulation was in 
2-D which is why we used the virtual crack extension method which is more 
suitable, efficient and easier because it uses only one analysis. 

2.1 Virtual Crack Extension Method 

The virtual crack extension method evaluates the J-integral for a given body using 
the difference of the total potential energy between two configurations with 
slightly different cracks. The basic idea is shown in Fig. 1. This method requires 
only one finite element analysis. The total potential energy variation is calculated 
using a “virtual material shift” (zone I in Fig. 1) obtained by shifting the nodes of 
a domain that includes at least one of the crack front nodes. 

The equivalence between the J-integral and the ratio of the total potential energy 
variance to the crack area increases, but this only holds for linear elastic analysis 
and elasto-plastic analysis when the deformation theory of plasticity is applicable. 
In the following, the “energy release rate” refers to the ratio of the total potential 
energy variation to the crack area increase. The virtual crack extension method is 
used in ADINA to calculate the generalized expression of the energy release rate 
including the effects of thermal loads, pressure loads on the faces of the crack and 
inertia forces. 
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Figure 1 

The virtual crack extension method in 2D analysis 

According to Figure 1, the expression of the energy release rate is: 
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2.1.1 Virtual Material Shift 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2 

Description of the virtual material shift in ADINA 
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In order to describe a virtual material shift, a specified domain simply connected 
to the crack tip node must be selected (Fig. 2). The nodes inside this domain are 
subjected to a virtual shift in order to obtain the virtual configuration of the finite 
element mesh. In ADINA, each virtual shift domain can be described using node 
numbers, element numbers, or ring numbers (Fig. 2). It is important to verify that 
the virtual shift domains are simply connected. If a virtual shift domain does not 
contain at least one crack tip node, the fracture mechanics calculations are not 
performed. Several virtual shift domains can be defined simultaneously in one 
analysis. Only the distorted elements (zone II in Fig. 2), between the undeformed 
zone I and the rigid body motion zone III, contribute to the energy release rate. 
Therefore, the choice of the location of zone II in the finite element model will 
determine the accuracy of the result. It is recommended that several virtual 
material shifts of increasing size be used to evaluate the value of the energy 
release rate. Each virtual shift should enclose the next smaller virtual shift. The 
virtual shift size should increase equally in all directions from the plane 
perpendicular to the crack front. 

A virtual vector is defined by its components in the global Cartesian system. An 
automatic calculation of the virtual vector can be requested for a given virtual 
material shift: in this case, the crack propagation area has been defined and the 
first two nodes on the generation line corresponding to the crack tip node 
associated with the virtual material shift are used to calculate the virtual vector. 
The length of the virtual vector is 1/100 of the length of the vector formed by the 
two nodes. It is recommended that this option be used when a crack propagation 
analysis is performed. 

For a symmetric specimen and loading, the virtual vector lies in the plane of the 
crack. For an asymmetric specimen and/or loading, the virtual vector direction is 
usually unknown in advance, because the direction of future cracking is not 
usually in the plane of the crack [10]. 

3 Experimental Material 

Magnesium alloy AZ 91D is the most commonly used magnesium alloy. Its main 
advantage is its lowest specific weight out of every metal used for structural 
purposes, and its good castability, machinability and weldability in a protective 
atmosphere. Drawbacks which restrict its wider employment are its low modulus 
of elasticity, its limited resistance to creeping at higher temperatures, its high 
shrinkage during hardening and, most of all, its low resistance to corrosion arising 
from their high chemical reactivity [10, 11]. The low specific weight and the 
ability to absorb vibrations make the alloys suitable for applications in the 
automobile, aviation and rocket industries as well as in telecommunication and 
instrumentation. 
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The mechanical properties are shown in Table 1 the microstructure and material 
curve are in Figs. 3 and 4. 

Table 1 

Mechanical properties of Mg – alloy AZ 91D 

 
Figure 3 

Microstructure of Mg – alloy AZ91D, mag. 100 x, etch. 5 %H2MoO4 

 

 

 

 

 

 

 

 

 

 

 

Figure 4 

Resistance curve of AZ 91D 
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4 Numerical Part 

The microstructure of the material represented by tightly packed grains was 
modelled by using the finite-element software ADINA in accordance with the 
microstructure shown in Fig. 3. The geometry of each grain was modelled by 
Pro/Engineer software and was exported as a plain surface in IGES file to 
ADINA, where a 2D analysis was performed. For the sake of analysis, each 
surface representing individual grain of the microstructure was discretised using a 
finite element mesh (Fig. 5). In this case quadratic elements were used, which 
means that unknown quantities have been approximated by a polynomial of the 
second order inside of each element. Due to large gradients in the secondary 
fields, it is necessary to use very fine discretisation in the vicinity of the crack to 
achieve reasonable accuracy. Each element has prescribed its own material 
properties. A multi-linear plastic material model was used in the simulation. The 
properties of the alloy were obtained experimentally as a dependence of the 
displacement of the specimen on the applied force. The values were then 
recalculated to a relation of strain ε and effective stress σ (Fig. 4) according to 
known dimensions of the specimen. Afterwards, the stress-strain curve was 
imported into ADINA and applied on each element. The analysis was performed 
by using large deformations and large displacements incorporated into the 
mathematical model. 
 

 

 
 

 

 

 

 
Figure 5 

Mesh in the surrounding of the stress concentrator 

Each grain was considered a standalone body and contact conditions between each 
pair of grains were implemented. In the microstructure model a stress concentrator 
was made (Fig. 6). On the boundaries, a cyclic load with amplitude 30 MPa and 
with frequency 25 Hz was applied, which was identical to experimental fatigue 
tests. These are standard loading conditions for examining the fatigue resistance of 
the material. 
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Figure 6 

Model of microstructure with primary stress concentrator before applied load 

A plastic zone (Fig. 7) is created in the vicinity of the crack tip in which a plastic 
strain is accumulated due to cyclic loading. 

 

Figure 7 

Plastic zone at the fatigue crack tip 

The deformation process at the crack tip depends significantly on the mechanical 
properties of the material and on the environment in which the loading occurs. The 
limited plastic deformation, the equal values of intensity factor and the equal 
coefficients of asymmetry of the cycle do not guarantee the same magnitude and 
form of plastic zone ahead of the crack tip. 
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Figure 8 

Fatigue crack path  

The load amplitude by which the propagation of micro-failure occurs is fully 
dependent on the non-homogeneity of the material. The aim of the simulation was 
to observe the failure propagation in the microstructure (Fig. 8). A redistribution 
of stress was influenced by the cyclical nature of the applied load. Even though the 
stress is applied on the structure in a uniform manner, it does not act in the same 
way on each grain in the structure. Most of the stresses are cumulated in the region 
with certain non-homogeneity in the microstructure. In that case it was a notch and 
the highest stress was at the tip of crack. 

5 Discussion of Results 

Fatigue crack growth is generally divided into three regimes: near-threshold (stage 
I, low fatigue crack growth rate, single shear, large influence of structure, large 
influence of closured stress, the plastic zone at the fatigue crack tip is usually 
smaller than the average grain size), validity of the Paris law (stage II, medium 
fatigue crack growth rate, growing, little influence of structure, little influence of 
closured stress, the plastic zone at the fatigue crack tip is usually bigger than the 
average grain size) and rapid fatigue, when the crack increases its growth rate till 
final fracture. The first two areas are significant for the optimal selection of 
construction materials and for a qualified proposal of component and construction. 

After a cyclic load was applied to the microstructure model, the crack started to 
grow at the stress concentrator. The formation of fatigue cracks always takes place 
at the free surface of cyclically loaded pieces, at points of concentration of cyclic 
plastic deformation. At these points one can find notches of different types and 
origin, as well as inclusion, precipitates and imperfections of the working surface. 
Fatigue cracks are formed due to the not -entirely -reversible plastic deformation. 
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The stress concentrator (Fig. 6) was artificially made and presented the inclusion 
or cast defect (Fig. 3). The structure of the material (Fig. 3) was classified as a 
structure with patchy polyedric grains of phase δ (grain size 1-2) and with areas of 
imperishable lamellar precipitate. Black points documented the occurrence of cast 
defects – cavities. These imperfections are considered to be stress concentrators. 

The crack path in Fig. 8 is the result of a series of mechanisms associated with 
different stages of fatigue crack growth. The propagation started in a single grain 
and continued through several grains in stage I. A stage I crack growth, occurring 
predominantly by single slip bands (in the direction of maximum shear stress in 
front of the crack tip) in the direction of the primary slip system, developed 
because the local plastic zone (Fig. 7) became smaller than the average grain size. 
The crack is extraordinary effective stress and strain concentrator, together with 
the microstructural material parameters, the strain field at the crack tip control 
crack behaviour in a loaded body. The plastic zone (plastic deformed region of 
material at fatigue crack tip) differs markedly from the matrice structure. Its 
dimension is tens to hundreds of μm. 

Under continuous cyclic loading, the primal crack became interconnected and 
penetrated deeply into the piece. Many micro-cracks grow only to a depth of 
several tens of microns and then stop. After the depth of penetration increased, the 
crack gradually inclined towards the direction perpendicular to the vector of the 
main stress, and a plastic zone appeared at the tip of the crack. The said processes 
could be aligned with the first stage of the propagation of the fatigue cracks, in 
which the crack spread in the crystallographic orientation. In the second stage, the 
crack spread in a non-crystallographic way. The length of the crack, corresponding 
to the transition from the first to the second stage of propagation, depended on the 
type of material and on the loading amplitude. The speed of propagation of the 
crack was low in the first stage, and the number of cycles necessary for its 
termination was small in comparison with the second stage of propagation of the 
crack. The first stage of the propagation of the cracks does not manifest itself for 
pieces with constructional, technological or metallurgical notches. 

Then, the additional slip bands were activated and the crack grew in alternating 
glide planes perpendicular to the direction of maximum normal stress – stage II. 
Non-crystallographic propagation in the second stage was controlled by normal 
stress, while in both stages, at the usual temperatures of loading, the crack 
propagated in a trans-crystalline manner. The second stage of crack propagation 
terminates after having caused such a reduction of the carrying cross section of the 
piece that this would have failed by overloading. 

The numerical simulation of fatigue crack growth in magnesium alloy AZ91D by 
ADINA was compared to experimental observation of fatigue crack trajectory 
(Fig. 9). Despite the elimination of the lamellar precipitate on the grain boundaries 
the primal fatigue crack grew transcrystalographicaly through the grains [12]. 
Both pictures (Figs. 8 and 9) show good correlation. 
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Figure 9 

Transcrystallic growth of fatigue crack 

Conclusions 

The problems of crack propagation in the micro-scale are considerably demanding 
on the model accuracy. Many of the effects are manifested at the atomic scale and 
by using the continuum mechanics it is possible to study these effects only under 
the certain optimal conditions or according to the output of experimental results or 
other special methods. 

The FEM software ADINA enables us to observe the growth of fatigue damage 
and crack propagation in a model as well as to observe the distribution of stress 
fields. It enables us to elaborate on the stress state inside of the material, based on 
which it is possible to predict the direction of crack propagation. 

The aim of the paper was not only to simulate or model a fatigue process of a 
material to the final failure of the structure. Rather, the principle of the damage 
creation in micro-volume should be observed closely, as well as the influence of 
stress distribution on the fatigue crack propagation. It can be seen that even for 
small loads, small micro-cracks and micro-damage can be spread in the micro-
structure, which causes changes inside the material. This, of course, does not 
necessarily mean that it will lead to a final crack which will imminently cause a 
failure. The direction of the crack propagation is highly dependent on the stress 
distribution in the structure and vice versa, which means that the crack 
propagation, its direction and its peed are governed by the principle of the 
minimum energy in the system. 
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Abstract: Wireless Ad-Hoc networks are collections of nodes that communicate without any 

fixed infrastructure. A critical problem in Ad-Hoc networks is finding an efficient and 

correct route between a source and a destination. The need for scalable and efficient 

protocols, along with the recent availability of small, inexpensive low-power positioning 

instruments justify adopting position-based routing protocols in mobile Ad-Hoc networks. 

This paper presents an overview of the existing Ad-Hoc routing protocols that make 

forwarding decisions based on the geographical position of a packet's destination. We also 

outline the main problems for this class of routing protocols. We conclude our findings by 

discussing opportunities for future research. 

Keywords: position-based routing; location-aware routing; ad-hoc networks; wireless 

networks; routing protocols 
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1 Introduction 

Ad-Hoc wireless networks are self-organizing multi-hop wireless networks, where 

all the nodes take part in the process of forwarding packets. Ad-Hoc networks can 

quickly and inexpensively be set up as needed since they do not require any fixed 

infrastructure, such as base stations or routers. Therefore, they are highly 

applicable in many fields such as emergency deployments and community 

networking. 

The function of a routing protocol in Ad-Hoc network is to establish routes 

between different nodes. Ad-Hoc routing protocols are difficult to design in 

general. There are two main reasons for this: the highly dynamic nature of these 

networks due to the high mobility of the nodes, and the need to operate efficiently 

with limited resources, such as network bandwidth and the limited memory and 

battery power of the individual nodes in the network. Moreover, routing protocols 

in Ad-Hoc networks, unlike static networks, do not scale well due to frequently 

changing network topology, lack of predefined infrastructure like routers, peer-to-

peer mode of communication and limited radio communication range [20]. 

For the aforementioned reasons, many routing protocols which are compatible 

with the characteristics of Ad-Hoc networks have been proposed. In general, they 

can be divided into two main categories: topology-based and position-based. 

Topology-based routing protocols use information about links that exist in the 

network to perform packet forwarding. In general, topology-based routing 

protocols are considered not to scale in networks with more than several hundred 

nodes [23]. 

In recent developments, position-based routing protocols exhibit better scalability, 

performance and robustness against frequent topological changes [20], [23]. 

Position-based routing protocols use the geographical position of nodes to make 

routing decisions, which results in improved efficiency and performance. These 

protocols require that a node be able to obtain its own geographical position and 

the geographical position of the destination. Generally, this information is 

obtained via Global Positioning System (GPS) and location services. The routing 

decision at each node is then based on the destination's position contained in the 

packet and the position of the forwarding node's neighbors. So the packets are 

delivered to the nodes in a given geographic region in a natural way. There are 

different kinds of position-based protocols which are categorized into three main 

groups: restricted directional flooding, greedy and hierarchical routing protocols 

[13] (to be discussed in Section 2). 

This survey (which is an extended version of our work in [11]) gives an overview 

of a large percentage of existing unicast position-based routing protocols for 

mobile Ad-Hoc networks. We outlined the main problems which must be solved 

for this class of routing protocols and presented the solutions that are currently 

available. The discussed protocols are also compared with respect to the used 
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location service, the used forwarding strategy, tolerability to position inaccuracy, 

robustness, implementation complexity, scalability, packet overhead, guaranteeing 

loop-freedom, probability of finding the shortest path and the suitable network 

density to be implemented in. 

The protocols that have been selected for analysis are MFR [7], DIR [4], GPSR 

[1], ARP [20], I-PBBLR [23], POSANT [18], DREAM [15], LAR [24], LARWB 

[17], MLAR [19], GRID [21], TERMINODES [9] and LABAR [6]. It is worth 

nothing that many other position-based routing protocols exist for mobile Ad-Hoc 

networks; however, we have selected what we regard as representative for the 

existing approaches. 

The rest of the paper is organized as follows. Section 2 presents the basic idea and 

principles of position-based addressing and routing. Section 3 gives an overview 

of the selected position-based routing protocols. Section 4 outlines the differences 

between the discussed protocols. Directions for future research are discussed in 

Section 5. Finally, we conclude the paper in Section 6. 

2 Basic Principles of Position-based Routing 

The main prerequisite for position-based routing is that a sender can obtain the 

current position of the destination. Typically, a location service is responsible for 

this task. Existing location services can be classified according to how many nodes 

host the service. This can be either some specific nodes or all nodes of the 

network. Furthermore, each location server may maintain the position of some 

specific or all nodes in the network. The four possible combinations can be 

abbreviated as some-for-some, some-for-all, all-for-some and all-for-all [13]. 

There are three main packet-forwarding strategies used for position-based 

protocols: greedy forwarding, restricted directional flooding and hierarchical 

approaches. While their main objective is to utilize available position information 

in the Ad-Hoc routing, their means of achieving this are quite different. Most 

position-based protocols use greedy forwarding to route packets from a source to 

the destination. Greedy protocols do not establish and maintain paths from source 

to the destination; instead, a source node includes the approximate position of the 

recipient in the data packet and selects the next hop depending on the optimization 

criteria of the algorithm; the closest neighbor to the destination for example [13], 

[20]. Similarly, each intermediate node selects a next hop node until the packet 

reaches the destination. In order for the nodes to be able to do so, they periodically 

broadcast small packets (called beacons) to announce their position and enable 

other nodes to maintain a one-hop neighbor table. Such an approach is scalable 

and resilient to topology changes since it does not need routing discovery and 

maintenance; however, periodic beaconing creates a lot of congestion in the 

network and consumes the nodes’ energy [23]. 
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While the beaconing frequency can be adapted to the degree of mobility, a 

fundamental problem of inaccurate (outdated) position information is always 

present: a neighbor selected as a next hop may no longer be in transmission range. 

This leads to a significant decrease in the packet delivery rate with increasing node 

mobility. To reduce the inaccuracy of position information, it is possible to 

increase the beaconing frequency. However, this also increases the load on the 

network by creating a lot of congestion, increasing the probability of collision with 

data packets and the energy consumption of the nodes. 

Unfortunately, greedy routing may not always find the optimal route, and it may 

even fail to find a path between source and destination when one exists [13]. An 

example of this problem is shown in Figure 1. Note that there is a valid path from 

S to D. The problem here is that S is closer to the destination D than any of the 

nodes in its transmission range; therefore greedy forwarding will reach a local 

maximum from which it cannot recover. Generally, greedy forwarding works well 

in dense networks, but in sparse ones it fails due to voids (regions without nodes) 

[20]. 

 

Figure 1 

An example of greedy routing failure 

In restricted directional flooding, the sender will broadcast the packet (whether 

the data or route request packet) to all single hop neighbors towards the 

destination. The node which receives the packet checks whether it is within the set 

of nodes that should forward the packet (according to the used criteria). If yes, it 

will retransmit the packet. Otherwise the packet will be dropped. In restricted 

directional flooding, instead of selecting a single node as the next hop, several 

nodes participate in forwarding the packet in order to increase the probability of 

finding the shortest path and be robust against the failure of individual nodes and 

position inaccuracy. 

The third forwarding strategy is to form a hierarchy in order to scale to a large 

number of mobile nodes. Some strategies combine nodes’ locations and 

hierarchical network structures by using zone-based routing such as LABAR. 

Others use dominating set routing such as GRID. Some others, such as 

TERMINODES, present a two-level hierarchy within them; if the destination is 

close to the sender, packets will be routed based on a proactive distance vector. 

Greedy routing is used in longer distances; therefore, these approaches have 

characteristics similar to those of greedy forwarding. 
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3 Overview of Selected Position-based Routing 

Protocols 

In this section the selected protocols are described. For each protocol, we tried to 

summarize its main objectives, how it works and its advantages and disadvantages 

compared to other protocols. Subsection 3.1 discusses greedy forwarding 

protocols, Subsection 3.2 talks about restricted directional flooding ones and 

Subsection 3.3 tackles hierarchical approaches. In the discussion part of each 

protocol, the following evaluation criteria have been taken into consideration: 

• Location service type: indicates the type of the location service used with the 

given protocol; i.e., it shows how many nodes participate in providing location 

information and for how many other nodes each of these nodes maintains 

location information. 

• Location service robustness: it is considered to be low, medium or high 

depending on whether the position of a given node will be inaccessible upon the 

failure of a single node, the failure of a small subset of the nodes or the failure 

of all nodes, respectively. 

• Forwarding strategy type: describes the fundamental strategy used for packet 

forwarding. 

• Forwarding strategy toleration to position inaccuracy: forwarding strategies 

tolerate different degrees of inaccuracy of the destination’s position. This is 

reflected by the toleration to position inaccuracy criterion. 

• Forwarding strategy robustness: the robustness of an approach is considered to 

be high if the failure (or absence due to mobility) of a single intermediate node 

does not prevent the packet from reaching its destination. It is medium if the 

failure of a single intermediate node might lead to the loss of the packet but 

does not require the set up of a new route. Finally, robustness is low if the 

failure of an individual node might result in packet loss and the setting up of a 

new route. According to this definition, the routing protocols that begin data 

transmission immediately without the need for routing setup have at least 

medium robustness. 

• Forwarding strategy implementation complexity: describes how complex it is to 

implement and test a given forwarding strategy. This measure is highly 

subjective and we will explain our opinion while discussing each protocol. 

• Forwarding strategy scalability: describes the performance of the protocol with 

an increasing number of nodes in the network. It can be classified as follows: 

high scalability is used when a network grows as much as it needs and the 

approach is still able to maintain a good performance. Medium scalability 

means that an approach can handle networks with a reasonable size, but may 

have problems if it grows. Low scalability describes protocols which are 
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restricted to small networks. Since all the position-based routing protocols are 

scalable compared to topology-based ones, all the discussed protocols have at 

least medium scalability. 

• Forwarding strategy packet overhead: refers to bandwidth consumption due to a 

higher number of signaling packets. The packets’ sizes were not taken into 

consideration since all the discussed protocols are considered to have small 

packets, compared to secure protocols for example. Note that position-based 

routing protocols have lower packet overhead compared to topology-based 

ones. Hence all the discussed protocols have at most medium packet overhead. 

• Loop-freedom: any routing protocol should be inherently loop-free to preserve 

the network resources and guarantee the correct operation of the protocol. 

Therefore, the discussed protocols are classified as having or not having loop-

freedom property. 

• Optimal path: this is used to indicate the probability that the protocol will find 

and use the shortest path for data packet relay. 

• Density: indicates whether the protocol is more suitable to be implemented in 

dense or/and sparse networks. 

3.1 Greedy Forwarding Protocols 

This section discusses selected greedy forwarding routing protocols. The 

discussed protocols are MFR [7], DIR [4], GPSR [1], ARP [20], I-PBBLR [23] and 

POSANT [18]. 

3.1.1 MFR 

Some greedy position-based routing protocols, as Most Forward within distance R 

(MFR) [7], try to minimize the number of hops by selecting the node with the 

largest progress from the neighbors, where progress is defined as the projection of 

the distance of the next hop from the sender on the straight line between the sender 

and the destination [7]. In Figure 2, if MFR is used, the source S will choose node 

A as the next hop since it has the largest progress to the destination D. 

 

Figure 2 

MFR example 
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MFR has the shortcomings of either not guaranteeing to find a path to the 

destination or finding a path which is much longer than the shortest path. 

Moreover, nodes periodically should broadcast beacons to announce their 

positions and enable other nodes to maintain a one-hop neighbor table. 

MFR is the only progress-based algorithm competitive in terms of hop count [16]. 

However, choosing the node with the largest progress as the next hop will increase 

the probability that the two nodes will disconnect from each other before the 

packet reaches the next hop. So the packet drop rate increases greatly, especially 

in highly mobile environments. Such a situation is very common due to neighbor 

table inconsistency [20]. 

Discussion 

As other greedy forwarding protocols, all nodes in MFR maintain a one-hop 

neighbor table; i.e., MFR uses all-for-some location service. Hence, a given node 

will be inaccessible upon the failure of a subset of the nodes; its location service 

has medium robustness. However, the technique used to enable the source knows 

the position of the destination is not discussed. Greedy forwarding is both efficient 

and very well suited for use in Ad-Hoc networks with a highly dynamic topology 

[13]. However, one important drawback of current greedy approaches is that the 

position of the destination needs to be known with an accuracy of a one-hop 

transmission range, otherwise the packets cannot be delivered [13]. 

MFR robustness is medium since the failure of an individual node may cause the 

loss of a packet in transit, but it does not require setting up a new route, as would 

be the case in topology-based Ad-Hoc routing. Such an approach is very easy to 

implement and scalable since it does not need routing discovery and maintenance 

[22]. Moreover, it has a low packet overhead due to its small number of small-size 

packets. 

MFR is probed to be a loop-free algorithm [8] since it always forces a message to 

make a step closer to the destination. Generally, greedy routing may not always 

find the optimum route and it may even fail to find a path between the source and 

destination when one exists [22]; the probability of finding the optimal path is 

considered as medium. Finally, all basic distance, progress and direction based 

methods such as MFR and DIR have high delivery rates in dense graphs, and low 

delivery rates in sparse ones [16]. 

3.1.2 DIR 

Compass routing algorithms, such as DIR [4], try to minimize the spatial distance 

that a packet travels and are based on forwarding the packet to the neighboring 

node that minimizes the angle between itself, the previous node and the 

destination [13]. The source or intermediate node A uses the location information 

of the destination D to calculate its direction. Then the message m is forwarded to 

the neighbor C, such that the direction AC is closest to the direction AD. This 
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process is repeated until the destination is, eventually, reached [16]. Consider the 

network in Figure 3, where the transmission radius is as indicated in the figure. 

The direction AC is closest to direction AD among candidate directions AS, AB, 

AC, AG and AF. So the path selected by DIR method is SACD. 

 

Figure 3 

DIR example 

As a greedy protocol, DIR suffers from congestion created by frequent beaconing, 

and it may not always find the optimum route, and it may even fail to find a path 

between source and destination if it exists. 

The DIR method, and any other method that includes forwarding the message to 

the neighbor with closest direction, such as DREAM [15], are not loop-free, as is 

shown in [8] using the counterexample in Figure 4. The loop consists of four 

nodes denoted S, B, C and A. The transmission radius is as indicated in the figure. 

Let the source be any node in the loop, e.g. S. Node S selects node B to forward 

the message, because the direction of B is closer to destination D than the direction 

of its other neighbor A. Similarly, node B selects C, node C selects A and node A 

selects S. 

 

Figure 4 

A loop in the directional routing 

Discussion 

As a greedy forwarding protocol, DIR has the same criteria as MFR except that 

DIR and any other method that includes forwarding the message to the neighbor 

with closest direction, such as DREAM, are not loop-free. 
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3.1.3 GPSR 

Nearly Stateless Routing with Guaranteed Delivery are schemes where nodes 

maintain only some local information to perform routing. The face routing and 

Greedy-Face-Greedy (GFG) schemes were described in [14]. In order to ensure 

message delivery, the face routing (called perimeter algorithm in [1]) constructs a 

planar and connected so-called Gabriel subgraph of the unit graph, and then 

applies routing along the faces of the subgraph (e.g. by using the right hand rule) 

that intersect the line between the source and the destination. If a face is traversed 

using the right hand rule then a loop will be created; since a face will never exist. 

Forwarding in the right hand rule is performed using the directional approach. To 

improve the efficiency of the algorithm in terms of routing performance, face 

routing can be combined with algorithms that usually find shorter routes, such as 

the greedy algorithm to yield GFG algorithm [14]. Routing is mainly greedy, but 

if a mobile host fails to find a neighbor closer than itself to the destination, it 

switches the message from ‘greedy’ state to ‘face’ state [13]. 

Authors in [1] transformed GFG algorithm into Greedy Perimeter Stateless 

Routing (GPSR) protocol by including IEEE 802.11 medium access control 

scheme. The perimeter routing strategy of the GPSR is based on planar graph 

traversal and is proposed to address the local maximum problem of greedy 

forwarding [8]. It is performed on a per-packet basis and does not require the 

nodes to store any additional information. A packet enters the recovery mode 

when it arrives at a local maximum. It returns to greedy mode when it reaches a 

node closer to the destination than the node where the packet entered the recovery 

mode [13]. GPSR guarantees that a path will be found from the source to the 

destination if there exists at least one such path in the original non-planar graph 

[13]. 

In [1] GPSR was experimented and compared with the non-position based 

protocol, Dynamic Source Routing (DSR) [3]. GPSR protocol consistently 

delivered over 94% of the data packets successfully; it is competitive with DSR in 

50 node networks, and increasingly more successful than DSR as the number of 

nodes increases. The routing protocol traffic generated by GPSR was constant as 

mobility increased, while DSR must query longer routes with longer diameter and 

do so more often as mobility increases. Thus, DSR generates drastically more 

routing protocol traffic in simulations with over 100 nodes [1]. Therefore, the 

scalability seems to be the major advantage of this class of algorithms over source-

based protocols. However, these simulations did not include the traffic and the 

time required to look up the position of the destination. It was also assumed that 

the position of the destination is accurately known by the sender [13]. 

Nearly stateless schemes are likely to fail if there is some instability in the 

transmission ranges of the mobile hosts, when the network graph includes nodes 

with irregular transmission ranges [18]. Transmission range instability means that 

the area a mobile host can reach is not necessarily a disk. This unstable situation 



M. L. M. Kiah et al. Unicast Position-based Routing Protocols for Ad-Hoc Networks 

 – 28 – 

occurs if there are obstacles (e.g. buildings, bad weather) that disrupt the radio 

transmission [16]. In GPSR, as with other greedy forwarding protocols, periodic 

beaconing creates lot of congestion in the network and consumes nodes’ energy. 

In addition, GPSR uses link-layer feedback from Media Access Control (MAC) 

layer to route packets; such feedbacks are not available in most of the MAC layer 

protocols [20]. Finally, planarizing the underlying graph is computationally 

expensive and requires up-to-date neighborhood information [20]. 

Discussion 

GPSR exhibits all the properties of greedy forwarding except that its 

implementation effort is considered to be of medium complexity due to 

planarizing underlying network and using perimeter routing. On the other hand, 

using the right hand thumb rule and perimeter mode routing made it applicable in 

sparse networks as well as dense ones. 

3.1.4 ARP 

Another scalable position-based routing protocol is Angular Routing protocol 

(ARP) [20]. In ARP, nodes emit a hello packet on a need-basis (non-periodic) at a 

rate proportional to their speeds. These hello packets enable each node to maintain 

a one hop neighbor table. ARP uses geographic forwarding to route packets to the 

destination. If geographic forwarding fails, an angle-based forwarding scheme is 

used to circumvent voids in sparse networks. ARP does not need any link-layer 

feedbacks like GPSR. If a source wants to send a packet to a specific destination, it 

selects as the next hop the node among its neighbors geographically closest to the 

destination. Each intermediate node follows this next hop selection criterion. Thus, 

at each hop the packet progresses towards the destination by a distance ≤ 0.9 R, 

where R is the radio range of the node. This is done to avoid the problem of 

leaving the next hop node out from the transmission range of the current node. 

If no node is closer to the destination than the source node, or any intermediate 

node, then the node selects a neighboring node that creates a minimum angle, 

among available neighbors. Figure 5 shows the angle-based forwarding to 

circumvent voids. The intermediate node B has no neighbors closer to the 

destination D than itself. In such a situation B selects a next hop that forms a 

minimum angle towards destination; i.e., node C. 

 

Figure 5 

Angle-based forwarding to circumvent voids in ARP 
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After selecting a next hop node, the intermediate node appends its ID to the packet 

header. For each data packet, the ARP header memorizes a maximum of k last 

visited hops in order to avoid selecting a next-hop whose ID presents in the ARP 

header. This memorization technique helps ARP avoid local loops but does not 

guarantee its loop freedom. It is clear that assigning k a small value will decrease 

the percentage of local loops avoided. On the other hand, assigning it a large value 

will enlarge the size of the packet, which in turn will increase the packet overhead. 

The simulations in [20] showed that ARP is scalable and achieves a high packet 

delivery rate while incurring low overhead compared to GPSR. Emitting hello 

packets on a need-basis reduces the problems associated with beaconing. Also, 

using the angle-based forwarding to circumvent voids increases the probability of 

finding a path (not necessarily the optimal one) in sparse networks. 

Discussion 

ARP exhibits all the properties of greedy forwarding except that by memorizing 

the last visited hops in the packet header it avoids local loops; however, this does 

not guarantee its loop freedom. Moreover, its use of an angle-based forwarding 

scheme to circumvent voids makes it applicable in sparse networks as well as 

dense ones. 

3.1.5 I-PBBLR 

Most position-based routing protocols use forwarding strategies based on distance, 

progress or direction. Improved Progress Position Based BeaconLess Routing 

algorithm (I-PBBLR) [23] combines the traditional progress with the direction 

metric to form the improved progress definition. There are many methods to 

combine the progress with direction, such as weighted addition and simple 

multiplication. The authors have chosen the cosine of the angle since its value is 

between 0 and 1, and it is even. If the traditional progress is multiplied by the 

cosine of the angle, both the minimum and maximum of the progress are not 

changed. It also satisfies the need that the node with a smaller angle will forward 

packet earlier. Finally, they guarantee loop freedom as the packets are always 

forwarded a step closer to the destination. 

I-PBBLR tries to eliminate the beaconing drawbacks by using a beaconless 

protocol. In beaconless protocols, the sender makes non-deterministic routing 

decisions allowing opportune receiving nodes to determine a packet’s next-hop 

through contention at transmission time. In I-PBBLR, if a source node has a data 

packet to send, it first determines the position of the destination, stores these 

geographical coordinates along with its own current position in the header of the 

packet, and broadcasts the packet to all neighboring nodes (since it does not 

possess knowledge of neighboring nodes’ positions). 

Nodes located within the forwarding area of the relaying node apply Dynamic 

Forwarding Delay (DFD) prior to relaying the packet, whereas nodes outside this 
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area drop the received packet. The value of the DFD depends on the relative 

position coordinates of the current, previous and destination nodes. Eventually, the 

node that computes the shortest DFD forwards the packet first by broadcasting it 

to all neighboring nodes after replacing the previous node’s position in the header 

with its own current position. Every node in the forwarding area detects the further 

relaying of the packet and cancels its scheduled transmission of the same packet. 

This mechanism allows selecting one neighbor as the next hop in a completely 

distributed manner, without having knowledge of the neighboring nodes, which is 

achieved by applying the concept of DFD. The simulation results showed that 

position-based beaconless routing using the improved progress reduced the 

overhead and increased the delivery rate by 3-5% compared with using the 

traditional progress. 

Discussion 

I-PBBLR inherited all the properties of greedy forwarding; however, the used 

location service was not discussed at all. Moreover, using a beaconless protocol 

slightly increases the robustness and scalability, reduces the packet overhead, 

improves the performance in sparse networks and increases tolerability to position 

inaccuracy compared to traditional greedy protocols. Finally, using the improved 

progress guarantees loop freedom as the packet is always forwarded a step 

towards the destination. 

3.1.6 POSANT 

Some position-based routing algorithms, such as GPSR, fail to find a route from a 

source to a destination (or they find a route that is much longer than the shortest 

path) when the network contains nodes with irregular transmission ranges. On the 

other hand, routing algorithms based on Ant Colony Optimization (ACO) 

guarantee message delivery and converge on a route which is very close to the 

optimal route even if the network contains nodes with different transmission 

ranges. However, ACO algorithms use a large number of messages and need a 

long time before the routes are established. POSition-based ANT colony routing 

Algorithm for mobile Ad-Hoc networks (POSANT) [18] is a reactive routing 

algorithm which is based on ACO and uses information about the location of 

nodes in order to reduce the route establishment time while keeping the number of 

generated ants smaller in comparison to other ant-colony-based routing 

algorithms. 

In POSANT, to establish a route from a source node S to a destination node D, 

neighbors of S are partitioned into 3 zones as shown in Figure 6. After that, S 

launches n forward ants with unique sequence numbers from each zone at regular 

time intervals. POSANT assumes that each node maintains a table of the values of 

pheromone trails assigned to its outgoing links for different destinations. Upon 

receiving a packet for a specific destination, a node will check if there is at least 

one pheromone trail for that destination; this pheromone trail will be used for 
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making a stochastic decision to select the next hop. If no such pheromone trail 

exists, a pheromone trail is initialized to each outgoing link. The amount of the 

deposited pheromone on each link depends on the zone of the corresponding 

neighbor. The motivation is that in most cases a shortest route passes through the 

nodes which are closer to the direction of the destination. 

 

Figure 6 

Different zones of S for destination node D 

Whenever a forward ant enters a node from one of its neighbors, the identifier of 

the neighbor, the sequence number of the ant and the identifier of the destination 

will be stored. Repeated forward ants will be destroyed. When a forward ant 

reaches the destination, it is destroyed and a backward ant with the same sequence 

number is sent back to the source. Moving from node B to node A, the backward 

ant increases the amount of pheromone stored in edge AB. An evaporation process 

causes the amount of pheromone deposited in each link to decrease with time. 

The above stochastic strategy establishes multiple paths between the source and 

destination. As a result, POSANT is a multipath routing algorithm. Multipath 

routing reduces the chance of congestion in the network; on the other hand, they 

can lead to out-of-order packet delivery problems. 

Consider if a node A realizes that the link to B is broken and there is a pheromone 

trail corresponding to link AB for D in the pheromone table of A. In this case the 

stochastic data routing will continue, but if there is no pheromone trail for D in 

any of the other outgoing links of A, A sends a message to its neighbors to inform 

them that there is no route to D from A. Upon receiving this message, these 

neighbors do the same as if the link to A is broken. If the only outgoing link of the 

source node that has a pheromone trail for D breaks or a message from this link is 

received that states there is no route to D, a new route establishment process will 

begin and sending data packets will be suspended until a new route is found. 

Simulations in [18] showed that POSANT has a shorter route establishment time 

while using a smaller number of control messages than other ant colony routing 

algorithms. 

Discussion 

In POSANT, the used location service was not discussed. However, the used 

forwarding strategy is multiple greedy forwarding with the pheromone trail value 
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used as the optimization criteria; a source launches many forward ants from 

different zones at regular time intervals and the pheromone trails’ values are used 

for making a stochastic decision to select the next hop. 

POSANT is tolerant of position inaccuracy due to the forwarding ants being sent to 

different zones (not to specific nodes’ positions) and due to its use of the 

pheromone trail value as the optimization criterion (which does not depend on the 

exact position of nodes). 

POSANT’s robustness is considered to be medium, since the failure of a single 

node might result in packet loss but does not result in a new route establishment, 

except if the only outgoing link of the source node that has a pheromone trail for 

D breaks or a message from this link is received stating that there is no route to D. 

The use of periodic multiple greedy forwarding caused POSANT’s implementation 

complexity, scalability and packet overhead to be considered as medium. POSANT 

is guaranteed to be loop-free since repeated forward ants are destroyed. Moreover, 

it has a high probability of finding the optimal path since it is based on ACO, 

which guarantees message delivery and converges to a route which is very close to 

the optimal route, even if the network contains nodes with different transmission 

ranges. 

Finally, POSANT may be implemented in both dense and sparse networks. 

POSANT is better for sparse networks than traditional greedy forwarding because 

if no pheromone trail exists, the route discovery packet will not be dropped; 

however, pheromone trail initialization is done. Moreover, if it is used in dense 

networks it will have good performance due to low processing and medium packet 

overheads. 

3.2 Restricted Directional Flooding 

This section discusses a selected set of existing restricted directional flooding 

routing protocols. The selected protocols are DREAM [15], LAR [24], LARWB 

[17] and MLAR [19]. 

3.2.1 DREAM 

Distance Routing Effect Algorithm for Mobility (DREAM) [15] is an example of 

restricted directional flooding routing protocols, within which the sender will 

broadcast the packet towards nodes in a limited sector of the network, that is, to all 

single hop neighbors towards the destination. DREAM algorithm is a proactive 

protocol that uses a limited flooding of location update messages [16]. In DREAM, 

each node maintains a position database that stores position information about all 

other nodes in the network. Its location service can therefore be classified as an 

all-for-all approach. Thus, each node regularly floods packets to update the 
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position information maintained by the other nodes. The higher the speed of a 

node, the more the frequency at which it sends position updates. Also, the distance 

that a position update may travel before it is discarded provides accurate position 

information in the direct neighborhood of a node and less accurate information at 

nodes farther away, but this does not cause a problem since intermediate hops are 

able to update the position information contained in the data packet [7], [11]. In 

DREAM the message is forwarded to all neighbors whose direction belongs to the 

region that is likely to contain the destination D, called the expected region. The 

expected region is determined by the tangents from the source S to the circle 

centered at D and with radius equal to a maximal possible movement of D since 

the last location update [8]. The neighboring hops repeat this procedure using their 

information on D's position. 

Figure 7 is an example of expected region in DREAM. If a node does not have a 

neighbor in the required direction, a recovery procedure must be started. However, 

this procedure is not part of DREAM specification [13]. 

 

Figure 7 

Example of the expected region in DREAM 

Since DREAM uses restricted directional flooding to forward data packets 

themselves, there will be multiple copies of each packet at the same time. This 

increases the probability of using the optimal path; however, it decreases its 

scalability to large networks with a high volume of data transmissions and makes 

it more suitable for applications that require a high reliability and fast message 

delivery for infrequent data transmissions. 

Discussion 

DREAM is robust against position inaccuracy since it uses the expected region 

concept. It has higher communication complexity than greedy ones and therefore 

has less scalability to large networks; its scalability and packet overhead are 

considered to be medium. Moreover, it forwards packets to neighbors with closest 

direction, so it is not loop-free [8]. On the other hand, it can very simple be 

implemented and has high probability to find the optimal path. Finally it may be 

implemented in both dense and sparse networks; it is better for sparse networks 

than greedy forwarding, and even if it is used in dense ones it will have good 

performance due to low processing and medium packet overheads. 
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DREAM’s location service is fundamentally different from other location services 

in that it requires that all nodes maintain position information about every other 

node. This leads to large overhead due to the position updates and large position 

information maintained by each node. Hence, DREAM’s location service is the 

least scalable position service and thus not appropriate for large-scale and general-

purpose Ad-Hoc networks. On the other hand, a position query requires only a 

local lookup and the position of a given node will be inaccessible only upon the 

failure of all nodes, which makes it very robust. 

DREAM is very robust against the failure of individual nodes since the data packet 

goes through multiple paths, so the failure of a single intermediate node does not 

prevent the packet from reaching its destination. This qualifies it for applications 

that require a high reliability and fast message delivery for very infrequent data 

transmissions [13]. 

3.2.2 LAR 

Like DREAM, Location-Aided Routing (LAR) [24] is an example of restricted 

directional flooding routing protocols; however, partial flooding is used in LAR for 

path discovery purpose and in DREAM for packet forwarding [16]. Thus, LAR 

does not define a location-based routing protocol but instead proposes the use of 

position information to enhance the route discovery phase of reactive Ad-Hoc 

routing approaches [13]. If no information is available in the source about the 

position of the destination, LAR is reduced to simple flooding [13]. Otherwise, the 

expected zone (the area containing the circle and two tangents) is fixed from the 

source and defined based on the available position information (e.g., from a route 

that was established earlier) [7], [24]. A request zone is defined as the set of nodes 

that should forward the route discovery packet. The request zone typically 

includes the expected zone. Two request zone schemes have been proposed in 

[24]. The first scheme is a rectangular geographic region. In this case, nodes will 

forward the route discovery packet only if they are within that specific region. 

This type of request zone is shown in Figure 8. 

 

Figure 8 

Example of request and expected zones in scheme 1 of LAR 

In LAR scheme 2, the source or an intermediate node will forward the message to 

all nodes that are closer to the destination than itself. Thus, the node that receives 

the route request message will check whether it is closer to the destination than the 
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previous hop, and if so it will retransmit the route request message; otherwise, it 

will drop the message. 

In order to find the shortest path in the network level, instead of selecting a single 

node as the next hop, several nodes will be selected for managing the route request 

message, and each of them will put its IP address in the header of the request 

packet. Therefore, the route through which the route request message is passed 

will be saved in the header of the message [17]; the message size will grow as it 

goes far from the source and the routing overhead will increase. In LAR, if the 

discovered route breaks for any reason, the route discovery process must start 

again. 

Discussion 

As a restricted directional flooding protocol, LAR exhibits some of DREAM’s 

properties, such as robustness against position inaccuracy, high communication 

complexity, medium scalability and packet overhead, not guaranteeing loop-

freedom, implementation simplicity, high probability to find the optimal path and 

suitability for implementation in both dense and sparse networks. 

On the other hand LAR does not require all nodes to maintain position information 

about every other node, as in DREAM. Instead, it simply uses the available 

position information from a route that was established earlier. 

LAR is robust during route discovery since the route discovery packet goes 

through multiple paths; however, after route setup, it is like any other protocol that 

depends on route setup before sending the data packets; i.e., the failure of a single 

node might result in packet loss and the setting up of a new route. Hence, its 

robustness is considered to be low. On the other hand, its establishing of a route 

before beginning data sending makes it more suitable than DREAM in cases that 

require high volumes of data transmissions. 

3.2.3 LARWB 

Routes in LAR are often broken due to mobility [19]. New routes must be 

rediscovered in order to continue the routing of packets in the queue. This problem 

was solved by Location-Aided Routing With Backup (LARWB) [17] since another 

route is selected as a backup route which is used when a breakage appears in the 

primary route. Selecting an appropriate backup route can be done by considering 

two points: the primary and the backup routes must have the minimum common 

nodes; and the backup route should have a low probability of having nodes that 

may leave the radio range of their previous hop node. 

Experimental results in [17] show that by using LARWB, the number of nodes 

which participate in routing operation, the average number of exchanged messages 

in route discovery process and also the average time of route discovery were 

considerably reduced. 
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Discussion 

LARWB exhibits all the properties of LAR except that its robustness is considered 

to be medium since the failure of a single node might result in packet loss but does 

not result in setting up of a new route due to the usage of the route backup. This 

route backup also reduces the number of routing packets; however, we still cannot 

consider LARWB’s packet overhead as low as that in greedy. 

3.2.4 MLAR 

Multipath Location Aided Routing (MLAR) [19] is a multipath routing version of 

LAR that works efficiently in both 2-Dimensional (2D) and 3-Dimensional (3D) 

networks. Here multipath means the caching of alternate paths to be used in the 

event of the failure of the primary path and not the use of multiple simultaneous 

paths, which can lead to out of order packet delivery problems. The two most 

recently received routes are cached even if they are longer. It is believed that the 

most recently received path (even if it is longer) is the path most likely to succeed 

since mobility is more likely to break an older path. However, a routing protocol 

with longer average hop counts may have lower packet delivery rate. This is 

because the probability of a packet being dropped is higher if packets traverse 

longer paths. If the second path also fails a new route request cycle is initiated. 

Since the packet header contains the entire source route, all paths are checked 

easily as being loop free at each node that stores routes. 

In order to be able to compare MLAR to other existing protocols, the authors have 

extended ns-2 to support 3D mobility models and routing protocols. The 

simulation results demonstrated the performance benefits of their multipath 

position based algorithm over a multipath non position based algorithm, Ad-Hoc 

On-demand Multipath Distance Vector routing (AOMDV) [12], as well as with 

both their single path versions (LAR and Ad-Hoc On-demand Distance Vector 

routing (AODV) [2]) in both 2D and 3D. Only AOMDV consistently performs 

better than MLAR in terms of overall packet delivery, but this was at the cost of 

more frequent flooding of control packets and so more bandwidth. Thus, MLAR 

has lower bandwidth and energy usage than non position-based protocols and is 

more scalable and efficient. Moreover, MLAR performs consistently better than 

LAR in terms of packet delivery ratio, by as much as 30% in some cases. 

Discussion 

MLAR has similar criteria as that of LAR except that its robustness is medium 

since the failure of a single node might result in packet loss but does not result in 

setting up of a new route due to the usage of the alternate paths. These alternate 

paths also reduce the packet overhead; however, it is still higher than that of 

greedy. 

Since MLAR caches the most recently received routes, the probability of using the 

optimal path is very low. Lastly, since the packet header contains the entire source 
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route, all paths are checked easily as being loop free at each node that stores 

routes; loop freedom is guaranteed. 

3.3 Hierarchical Routing Protocols 

This section considers some hierarchical routing protocols, namely GRID [21], 

TERMINODES [9] and LABAR [6]. 

3.3.1 GRID 

The two main strategies used to combine nodes location and hierarchical network 

structures are the zone-based routing and the dominating set routing [16]. In GRID 

algorithm [21] the dominating set concept is applied. A set is dominating if all the 

nodes in the system are either in the set or neighbors of nodes in the set. Routing 

based on a connected dominating set is a promising approach, since the searching 

space for a route is reduced to nodes in the set. GRID tries to exploit location 

information in route discovery, packet relay and route maintenance. In GRID the 

geographic area is partitioned into a number of squares called grids. In each grid, 

one mobile host (the one nearest to the physical center of the grid) will be elected 

as the leader of the grid. The size of each grid depends on transmission radius R, 

and several options are proposed, with the general idea of one leader being able to 

communicate directly with leaders in neighboring grids, and all nodes within each 

grid being connected to their leaders. Routing is then performed in a grid-by-grid 

manner through grids’ leaders, and non-leaders have no such responsibility. 

Hence, the number of packets related to route search is insensitive to the network 

density. In fact, the cost slightly goes down as the host density increases, since 

routes become more stable with denser hosts. 

In GRID, efforts are made in two directions to reduce the route search cost: using 

the locations of source and destination to confine the search range (like request 

zone in LAR) and delegating the searching responsibility to the gateway hosts. One 

attractive feature of GRID is its strong route maintenance capability since when a 

leader moves, another leader from the same grid replaces it through a handoff 

procedure. The probability of route breakage due to a node’s roaming is reduced 

since the next hop is identified by its physical location, instead of by its address. 

GRID uses a specific field to detect duplicate request packets from the same 

source, so endless flooding of the same request can be avoided; i.e., it is loop free 

routing. 

Simulations in [21] show that GRID can reduce the probability of route breakage, 

reduce the number of route discovery packets and lengthen routes’ lifetimes. On 

the other hand, simulations also show that GRID uses longer paths than those used 

with LAR, since the former always confines relay hosts to gateway hosts while 

LAR tries to search the route with the smallest host count. Also, the authors do not 
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elaborate on the route maintenance required if a grid remains empty after its leader 

and only node leaves it. 

Feeney and Nillson in [10] and Shih et al. in [5] concluded that the node power 

consumption when idle is nearly as large as when receiving data. Also, a node in 

idle mode spends about 15-30 times more energy than if it is in sleep mode. 

Therefore, the development of protocols that have as many nodes as possible 

sleeping, such as GRID, will significantly save network energy. 

Discussion 

GRID is a hierarchical routing that applies the concept of dominating sets. It, like 

LAR, uses the available position information of the destination from a route 

established earlier to implement a restricted directional flooding among grids. 

Consequently it is robust against position inaccuracy since it uses grid-by-grid 

routing and expected region concept. Although GRID has strong route 

maintenance capability and is very robust as regards node mobility, it is like any 

other protocol that depends on route setup before sending the data packets in the 

sense that the failure of a single node might result in packet loss and the setting up 

of a new route. Moreover, the authors in [21] did not elaborate on the route 

maintenance required when a grid remains empty after its leader and only node 

leaves it [16]. Thus, its robustness is considered to be medium. 

GRID’s implementation complexity is considered to be medium due to its dealing 

with the area as grids. Its scalability is high due to its use of restricted directional 

flooding and the delegating of the search responsibility to gateway hosts. Its 

packet overhead is considered to be low due to the reduced number of small 

routing packets. GRID uses a specific field to detect duplicate request packets 

from the same source, so endless flooding of the same request can be avoided; i.e., 

it is loop free. On the other hand, GRID uses long paths since packets are forced to 

be routed through grids’ leaders. 

Finally, it is better to implement GRID in dense networks because of its routing in 

a grid-by-grid manner through grids’ leaders. So the number of packets related to 

route search is insensitive to the network density. On the contrary, the cost 

decreases slightly as the host density increases, since routes become more stable 

with denser hosts. On the other hand, if it is implemented in sparse networks, each 

node will be the gateway of its grid, and GRID may become like native LAR; 

consequently, it will consume network resources in dividing the area into grids 

and electing gateways without any benefit. 

3.3.2 TERMINODES 

TERMINODES [9] is an example of hierarchical routing protocols. TERMINODES 

presents a two-level hierarchy within which, if the destination is close to the 

sender (in terms of number of hops), packets will be routed based on a proactive 

distance vector. Greedy routing is used in long-distance routing [17]. 
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TERMINODES addresses the following objectives: scalability (both in terms of 

the number of nodes and geographical coverage), robustness, collaboration and 

simplicity of nodes [16]. 

This routing scheme is a combination of two protocols called Terminode Local 

Routing (TLR) and Terminode Remote Routing (TRR). TLR is a mechanism that 

allows for the reaching of destinations in the vicinity of a terminode and does not 

use location information for making packet forwarding decisions. TRR is used to 

send data to remote destinations and uses geographic information; it is the key 

element for achieving scalability and reduced dependence on intermediate 

systems. The major novelty is the Anchored Geodesic Packet Forwarding (AGPF) 

component of TRR. This is a source-path-based method designed to be robust for 

mobile networks: instead of using traditional source paths, that is lists of nodes, it 

uses anchored paths. An anchored path is a list of fixed geographical points, called 

anchors. The packet loosely follows the anchored path. At any point, the packet is 

sent in the direction of the next anchor in the anchored path by applying geodesic 

packet forwarding. When a terminode finds that the next anchor geographically 

falls within its transmission range, it deletes this from the anchored path and sends 

the packet in the direction of the new next anchor. This is repeated until the packet 

is sent in direction of the final destination [16]. 

The authors of [9] showed by means of simulations for mobile Ad-Hoc networks 

composed of several hundreds of terminodes that the introduction of a hierarchy 

can significantly improve the ratio of successfully delivered packets and the 

routing overhead compared to reactive Ad-Hoc routing algorithms. They also 

demonstrated the benefits of the combination of TLR and TRR over an existing 

protocol that uses geographical information for packet forwarding [13]. However, 

with the use of greedy routing in long distance routing, TERMINODES inherits the 

problems associated with it. 

Discussion 

TERMINODES provides a hierarchical approach to position-based Ad-Hoc 

routing. For long distance-routing it uses a greedy approach and therefore has 

characteristics similar to those of greedy forwarding. However, due to the usage of 

a non-position-based approach at the local level, it is more tolerant of position 

inaccuracy. As with other greedy forwarding protocols, in TERMINODES all 

nodes maintain a one-hop neighbor table; it uses all-for-some location service. 

Hence, a given node will be inaccessible upon the failure of a subset of the nodes; 

its location service has a medium robustness. Moreover it may fail to find the 

optimum route and has higher delivery rates for dense graphs. 

TERMINODES’s robustness is medium since the failure of an individual node may 

cause the loss of a packet in transit, but it does not require setting up a new route, 

as would be the case in topology-based Ad-Hoc routing. Due to using the two-

level hierarchy approach, TERMINODES is considered to have medium 

implementation complexity. Such an approach is scalable since it does not require 
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routing discovery and maintenance in long-distance routing. Moreover, it has low 

packet overhead due to its small number of small-size packets. TERMINODES is 

considered to be a loop-free algorithm [16] since it always forces the message to 

make a step closer to the destination. 

3.3.3 LABAR 

Location Area Based Ad-Hoc Routing for GPS-Scarce Wide-Area Ad-Hoc 

Networks (LABAR) [6] is a hybrid virtual backbone and geographical location area 

based Ad-Hoc routing. The authors outlined that using GPS can increase the cost 

and power consumption of small mobile nodes. Thus, LABAR requires only a 

subset of nodes (called G-nodes) to know their exact location, forming location 

areas around them. G-nodes are interconnected into a virtual backbone structure to 

enable the efficient exchange of information for the mapping of the IP addresses 

to locations. Nodes that are not enabled with GPS equipment are called S-nodes. 

Routing in LABAR consists mainly of three steps: zone formation, virtual 

backbone formation and directional routing. The first step of LABAR deals with 

forming the zones; i.e., making the decision as to which S-nodes should belong to 

which G-nodes. It is assumed that all G-nodes start the zone formation algorithm 

at the same time to acquire S-nodes. If an S-node has already been attached to a G-

node, then the request message is ignored by the S-node. Upon being included in a 

zone, an S-node initiates the zone formation algorithm on its own in order to draw 

more S-nodes and form its neighborhood into its zone. By the end of this step, all 

S-nodes will belong to a G-node and G-nodes will know the IDs of their zone’s S-

nodes. The second step is to create an easy-to-manage virtual backbone for 

relaying the position information of nodes. G-nodes in the virtual backbone are 

responsible for resolving the IP addresses into geographical locations. To connect 

zones and get the virtual backbone to function, a G-node called the root sends 

connect messages to its adjacent zones. If the particular adjacent zone is not 

connected yet to the backbone, then it will be added to the backbone. Figure 9 

shows an example of such a virtual backbone. 

 

Figure 9 

Example of virtual backbone in LABAR 

The last step is directional routing. The source node queries the source G-node 

node to map the destination IP address into the geographical location area of the 
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destination. Then the source G-node determines the vector pointing from its own 

location to the destination’s location. The resulting vector’s direction is compared 

to each of the adjacent zones’ directions and distances to determine the 

neighboring zone that will be used in relaying the data to the destination. Now, the 

source G-node will instruct the source node on how to route the packet inside the 

zone to reach the next zone with the least number of hops. The node that receives 

the packet in the neighboring zone will route the packet to the next zone by 

consulting its zone’s G-node (which will consume time). In the case of a failure in 

the directional route (determined for example through expired hop counters), the 

source zone will be informed about the failure and the virtual backbone will be 

used to relay the packets. 

LABAR is a combination of proactive and reactive protocols since the virtual 

backbone structure is used to update location information between G-nodes (in a 

proactive manner), while user packets are relayed using directional routing 

towards the direction zone of the destination. One of the important advantages of 

LABAR is the reduction of cost and power consumption through the relaxation of 

the GPS-equipment requirement in each node. 

Discussion 

LABAR is a hierarchal protocol since it uses zone-based routing. In LABAR the 

virtual backbone structure is used to update location information between G-nodes 

in a proactive manner; the used location service type is some-for-all. Generally, 

the robustness of such approaches is medium, since the position of a node will 

become unavailable if a subset of the nodes failed. LABAR exhibits some 

properties of greedy forwarding such as high scalability, low packet overhead and 

its suitability to be implemented in dense networks. LABAR is tolerable to position 

inaccuracy through its relaying the user packets towards the direction of the 

destination’s zone, not towards its exact position. 

In the case of a failure in the directional route of LABAR, the virtual backbone will 

be used to relay the packets; i.e., LABAR’s robustness is high since a failure of a 

single intermediate node does not prevent the packet from reaching its destination. 

LABAR’s implementation complexity is considered to be medium because of its 

use of zones. LABAR was not considered a loop-free protocol since it uses 

directional flooding and does not use any technique to indicate that a specific 

packet has been received earlier by a specific node. However, the expired hop 

counters can be used to stop the loops after a while. 

One may think that LABAR’s probability of finding the optimal path is medium 

since it uses greedy routing; however, simulations have shown that LABAR usually 

uses a long path which sometimes exceeds double the length of the optimal path. 

This may be owing to using directional route towards the direction of destination’s 

zone, not toward the exact position of it. So, LABAR’s probability of finding the 

optimal path is considered to be low. 
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4 Summary of the Selected Protocols 

Table 1 summarizes the discussed protocols together with the evaluation criteria 

used. 

Table 1 

Characteristics of the presented forwarding strategies 

Metric LS        

type 

LS 

robustness

FS                

type 

FS toleration

to position 

inaccuracy 

FS 

robustness

FS 

implement.

complexity

FS 

scalability

FS packet 

overhead 

Loop 

free 

Optimal 

path 

Density 

MFR All-for-

Some 

Medium Greedy 

(progress) 

TR Medium Low High Low Yes[8] Medium Dense 

DIR  All-for-

Some 

Medium Greedy 

(direction) 

TR Medium Low High Low No[8] Medium Dense 

GPSR All-for-

Some 

Medium Greedy+ 

perimeter 

TR Medium Medium High Low Yes[16] Medium Both 

ARP All-for-

Some 

Medium Greedy 

(distance + 

angle) 

TR Medium Low High Low No (only 

local 

ones) 

Medium Both 

I-PBBLR - - Greedy 

(progress + 

direction) 

No beacons Medium Low High Low Yes[23] Medium Dense 

POSANT - - Multiple 

Greedy 

(pheromone)

Zones and 

pheromone 

Medium Medium Medium Medium Yes[18] High Both 

DREAM All-for-

All 

High RDF ER High Low Medium Medium No[8] High Both 

LAR - - RDF ER Low Low Medium Medium No[8] High Both 

LARWB - - RDF ER Medium Low Medium Medium No High Both 

MLAR - - RDF ER Medium Low Medium Medium Yes[19] Low Both 

GRID - - Hierarchical Grid-by-grid 

routing 

Medium Medium High Low Yes Low Dense 

TERMIN-

ODES 

All-for-

Some 

Medium Hierarchical Short-distance 

routing range

Medium Medium High Low Yes[16] Medium Dense 

LABAR  Some-

for-All 

Medium Hierarchical Zones High Medium High Low No Low Dense 

Abbreviations:  LS: Location Service.  FS: Forwarding Strategy.  RDF: Restricted Directional Flooding.   

TR: Transmission Range.  ER: Expected Region.   

5 Directions of Future Research 

In this paper we have shown that there are many approaches to performing 

position-based packet forwarding. However, there still exist a number of issues 

and problems that need to be addressed in future research. 

Position-based protocols make it possible to have larger networks without 

scalability problems. However, geographical routing also offers attackers new 

opportunities, especially due to the fact that most protocols broadcast position 

information in the clear, allowing anyone within range to receive it. Hence, node 

position can be altered, making other nodes believe that it is in a different position. 

This may make nodes believe that the attacker is the closest node to the 



Acta Polytechnica Hungarica Vol. 7, No. 5, 2010 

 – 43 – 

destination and choose it as the next hop. Consequently, this attacker will be able 

to alter or drop packets. 

Thus, it is worthwhile that more intensive work be done to secure position-based 

routing protocols to be able to defend against several attacks, not only from 

malicious nodes, but also from the compromised ones. Additionally, location 

privacy is one of the most major issues which need to be addressed, especially the 

fact that location privacy is hard to achieve when a node identifier can be 

immediately associated with its position. 

Geographical routing protocols depend strongly on the existence of distributed 

scalable location services which are able to provide the location of any host at any 

time throughout the entire network. Hence, research should consider the 

scalability point upon developing new location services. Also, the most common 

way to enable nodes to know their locations is by equipping them with GPS. To 

decrease the cost and power consumption of small mobile nodes, other techniques 

for finding relative coordinates should be discussed. 

We also need more concentration on power-conscious routing for saving network 

energy through the development of protocols that have as many sleeping nodes as 

possible and designing sleep period schedules for each node. Also, more studies 

should concentrate on Quality of Service (QoS), geocast and multicast position-

based routing. 

Most routing protocols (not only position-based) consider nodes as neighbors if 

the Euclidean distance between them at most equals the transmission radius, 

which is the same for all nodes in the network. However, irregular transmission 

radius of a node (due to obstacles or noise), unidirectional links and different 

nodes’ transmission radii should be taken into consideration. Moreover, many 

applications have nodes distributed in 3-Dimensional space, and little research has 

yet been done in this field. 

Another issue that needs to be addressed is enabling connectivity among the 

individual Ad-Hoc networks, as well as the connectivity of any Ad-Hoc network 

to the Internet. This will, most likely, require the usage of hierarchal approaches to 

achieve scalability. This field has already been begun, but it needs further 

investigation. 

Summary and Conclusions 

Efficient routing among a set of mobile hosts is one of the most important 

functions in Ad-Hoc wireless networks. Many points should be taken into 

consideration when developing a routing protocol; some of these points are high 

delivery rate, reduced number of hops, small flooding ratio, small end-to-end 

delay and low power consumption. This survey has presented the current state of 

unicast position-based Ad-Hoc routing and provided a qualitative evaluation of the 

presented approaches. At the end, we identified a number of research opportunities 

which could lead to further improvements in position-based Ad-Hoc routing. 



M. L. M. Kiah et al. Unicast Position-based Routing Protocols for Ad-Hoc Networks 

 – 44 – 

Forwarding techniques based on position information were classified into three 

distinct categories. Greedy routing does not require the maintenance of explicit 

routes; instead, it works by forwarding a single copy of data packet towards the 

destination. If a local maximum is encountered, a repair strategy can be used to 

avoid dropping the packet. After the comparison of the existing solutions we can 

conclude that the greedy packet forwarding is an efficient approach that scales 

well even with highly dynamic networks, and it is a promising strategy for general 

purpose position-based routing. However, it is not guaranteed to find the optimal 

path, and it may not find a path at all. 

In restricted directional flooding the packets are broadcast in the general direction 

of the destination. On their way, the position information in the packets may be 

updated if a node has more current information about the destination's position. 

Restricted directional flooding has higher packet overhead and less scalability; 

however, its opportunity of finding the shortest path is higher. Using restricted 

directional flooding to set up a route in an efficient manner (such as in LAR) 

increases the probability of finding the optimal path and is suitable for cases that 

require a high volume of data transmissions. However, when it is used to forward 

the data packets themselves (such as in DREAM) it will be more suitable for 

situations where a small number of packets need to be transmitted very reliably. 

Using hierarchical approaches increases the approach scalability. This may be 

done through the usage of zone-based routing, dominating sets, or by means of a 

position-independent protocol at the local level and a greedy variant at the long-

distance level. 

Security has recently gained a lot of attentions in topology-based routing protocols 

and many attempts to propose end-to-end security schemes have been made. 

However, it is obvious from the analysis that few research efforts have addressed 

position-based security issues. Finally, a few researchers have considered the 

power efficiency metric while developing their protocols. 
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Abstract: This paper proposes a novel hybrid active power filter (HAPF) topology based on 

the cascaded connection of the AC-side capacitor and the third-order LCL-filter, which has 

the advantage of the conventional hybrid filter and the LCL-filter in terms of reduced dc-

link voltage and better switching ripple attenuation. The robust deadbeat control law is 

derived for the current loop, with special emphasis on robustness analysis. The stability 

and robustness analysis under parameter variations are presented for the converter-side 

current tracking scheme and the grid-side current tracking scheme. It is found that the 

stability margins obtained from the converter-side current tracking control scheme are 

generally higher than those obtained from the grid-side current tracking scheme. However, 

the converter-side current tracking scheme is sensitive to the variation of the damping 

resistance, and it would impose additional parameter uncertainty on the control system and 

complicate the problem. Hence the grid-side current tracking scheme is implemented. The 

simulation results obtained from Matlab/Simulink are presented for verification, where the 

inductance variation and grid disturbance scenarios are also taken into consideration. The 

effectiveness of the proposed hybrid APF is substantially confirmed by the simulation and 

experimental results. 

Keywords: power quality; harmonic estimation; active filter; hybrid; robustness analysis; 

digital signal processor (DSP) 
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1 Introduction 

Due to the proliferation of nonlinear loads in electric power distribution systems, 

electrical power quality has been an important and growing problem Particularly, 

power quality problems are causing detrimental effects for customers; these 

problems result from current harmonics produced by nonlinear loads, e.g., variable 

ac motor drives, HVDC systems, arc furnaces, grid-connected renewable energy 

resources and household appliances. The increased harmonic pollution causes a 

significant increase in line losses, instability, and voltage distortion when the 

harmonic currents travel upstream and produce voltage drop across the line 

impedance [1-3]. This fact has led to the proposal of more stringent requirements 

regarding power quality, like those specifically collected in the standards IEC-

61000-3-{2,4} and IEEE-519 [4, 5]. For several decades, active power filters 

(APFs) have been recognized as the most effective solutions for harmonic 

compensation. Their objective is to suppress the current harmonics and to correct 

power factor (PF), especially in fast-fluctuating loads [2]. A lot of recent literature 

has tried to improve APFs by developing new topologies or new control laws [3, 

6-8]. In order to provide a systematic elaboration of the recent development in 

APFs, a survey of the state-of-the-art techniques for the APFs is outlined herein. 

It was reported in Refs. [9-13] that the performance of APF is dependent on how 

the reference compensating signals are generated. The instantaneous reactive 

power theory [9], the modified p-q theory [10], the synchronous reference frame 

(SRF) theory [11], the instantaneous id-iq theory [12], and the method for the 

estimation of current reference by maintaining the voltage of dc-link [13] are 

reported for generating references through the subtraction of positive sequence 

fundamental component from the nonlinear load current. These control schemes 

look very attractive for their simplicity and ease of implementation, but fail to 

provide an adequate solution under extreme conditions of harmonics, reactive 

power and their combinations, with limited power rating of voltage source inverter 

(VSI) [14]. In such cases, to safeguard the hardware, the protection scheme 

isolates the APF, which leaves the system to the mercy of unwanted disturbances; 

or, if reference signals are saturated, then the APF becomes a source of 

disturbance itself. In [15], the reference generation method based on the Goertzel 

algorithm was proposed; however, some practical issues, i.e, the stability of the 

closed-loop current control algorithm and voltage regulation, have not been 

discussed. Other solutions to harmonic detection and reference signal generation 

are based on artificial intelligence (AI), particularly on neural networks (NNs) 

[16]. In recent literature, a slightly different approach was proposed in [17], where 

an adaptive linear neural network (ADALINE), trained by a least-squares 

algorithm (LS) [18], was used to estimate the active component of the 

fundamental load current. In [19], a single-phase distributed generation (DG) unit 

with APF capability via adaptive neural filtering (ANF) was introduced, and 

which does not need a priori training of the neural network. Hence it is neither 
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cumbersome nor computationally demanding, especially if compared with other 

neural-based techniques that require offline training [16]. 

Apart from the neural network approach, the genetic algorithm (GA) was also 

introduced for APF applications [20]. These control strategies have a common 

drawback concerning the global stability of the closed-loop system, which 

hampers its application for practical APF systems. To overcome the stability 

issues, the sliding-mode control (SMC) was presented in [21]. However, the 

calculation technique for the reference current using SMC scheme is complicated 

and would require more advanced and sophisticated hardware for the practical 

implementation of the algorithm. The direct power control (DPC), on the other 

hand, is an indirect current control method that originates from the instantaneous 

reactive power theory (IRPT) [22]. However, the main drawback of DPC is the 

high gain of the controller and, as a consequence, the values of the input inductors 

have to be very large to attenuate the current ripple, which increases the cost, size, 

and weight of the system [22, 23]. Recent works have introduced predictive 

control and model-based strategies for DPC with improved steady state and 

dynamic response [23], where the control loops is designed with a high gain at the 

selected harmonic frequencies. In [24], repetitive control was utilized for 

harmonic compensation, which achieves low total harmonic distortion current 

waveforms, but at the expense of fast sampling capabilities of the hardware. As an 

alternative approach, resonant harmonic compensators were presented in [25], 

which were based on generalized integrators connected in parallel with a 

conventional tracking regulator. Moreover, deadbeat current control schemes were 

reported in [26]; these offer the potential for achieving the fastest transient 

response, more precise current control, zero steady-state error, and full 

compatibility with digital control platforms. However, there are two main practical 

issues related to the deadbeat control, namely: 1) bandwidth limitation due to the 

inherent plant delay and 2) sensitivity to plant uncertainties. 

In addition to the reference current generation schemes and the current control 

algorithms, the switching ripple attenuation and the electromagnetic interference 

(EMI) reduction are also of vital importance for the practical implementation of 

APFs. To resolve the issues of switching ripple and EMI reduction, normally a 

large value inductance for output filtering should be adopted [27]. However, a 

high value inductance degrades system dynamic response and also requires a 

higher voltage on the dc-link of the inverter, thus resulting in higher power losses. 

By connecting a small-rated active filter directly to the single-tuned LC-filter to 

form the hybrid topology, the dc-link voltage of the VSI can be reduced to a 

fraction of the mains voltages. In [27], an alternative solution for switching 

frequency reduction using LCL-filter-based topology was presented. 

In order to take the advantage of the hybrid LC-filter topology for reduced dc-link 

voltage and the LCL-filter for better switching ripple attenuation, a novel hybrid 

APF (HAPF) configuration is proposed in this paper. It resembles the single-tuned 

LC-filter-based hybrid topology at lower frequency range, and thus the dc-link 
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voltage of the VSI is remarkably reduced. By using a third-order LCL-filter to 

replace the L-section of the resonant LC-filter, the total filter inductors are 

significantly reduced and satisfactory switching ripple attenuation is achieved. The 

adaptive linear neural network [28] is utilized for harmonic estimation and 

reference current generation for the proposed hybrid APF. Additionally, the 

deadbeat control law [26] is derived based on the low frequency equivalent model 

of the LCL-filter section of the inverter power-stage. A novel average current 

tracking scheme is proposed to enhance the performance of the deadbeat control 

algorithm. The selective harmonic compensation is achieved by using the 

ADALINE-based harmonic estimation scheme, which significantly reduces 

controller bandwidth and thus enhances system stability. To validate the proposed 

APF and its control strategies, extensive simulation results are presented. And a 

prototype system is also built. The laboratory experiments are also provided, and 

these are consistent with the theoretical analysis and simulation results. 

 

Figure 1 

Single-phase schematic of the proposed hybrid active power filter 

The organization of this paper is as follows. The mathematical formulation of the 

proposed HAPF is presented in Section 2. Three aspects related to the control 

system are discussed in Section 3, namely, the ADALINE-based harmonic 

estimation scheme, the feedback plus feed-forward control scheme and the dc-link 

voltage regulation of the VSI. The simulation results and experimental results are 

presented in Sections 4 and 5, respectively. Finally, Section 6 concludes this 

paper. 
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2 Mathematical Model of the Proposed Hybrid APF 

Fig. 1 shows the circuit diagram of the proposed LCL-filter-based hybrid APF 

(HAPF). Three single-phase topologies are utilized in the laboratory prototype 

system as demonstrated by the experimental results; thus only the single-phase 

representation is illustrated herein. The LCL-filter, consisting of Lg, Cd and Lc with 

possible passive damping resistance Rd, is used as the output filter of the VSI and 

grid interface. The LCL-section is equivalent to an inductor (L-filter) at lower 

frequencies. Hence the LC resonant topology is formed between the LCL-filter and 

AC-side capacitor Cac in the low frequency range, and thus the dc-side voltage of 

the VSI is remarkably reduced to achieve lower EMI emission and higher inverter 

efficiency. Referring to Fig. 1, the system equations can be derived according to 

Kirchhoff’s laws, which yield: 
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g c
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where parameters ig and ic are inverter currents across the inductors Lg and Lc 

respectively, id and vcd represent the current and voltage across the capacitor of the 

RC-filter brunch, and vCac is the voltage of the AC-side capacitor Cac. Rearranging 

Eq. (1), the following equations can be derived: 
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Assuming 0g g gL L L= + Δ , 0c c cL L L= + Δ , 0ac ac acC C C= + Δ , 0d d dC C C= + Δ ,

0d d dR R R= + Δ , where the subscript ‘0’ denotes the nominal value; gLΔ , cLΔ , 

acCΔ , dCΔ , dRΔ  are parameter variations around their nominal values. Therefore, 

Eq. (2) can be rearranged as: 
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where n1, n2, n3 and n4 represent unstructured uncertainties due to un-modeled 

dynamics. Then Eq.(3) can be expressed in the state-space equations: 
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The transfer functions from the output of the voltage source inverter (VSI) to the 

grid-side current, converter-side current and the RC-filter brunch under nominal 

system parameters are derived as: 
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To provide an in-depth view of the frequency domain characteristics of Eqs. (6)-

(8), the parameter design of the hybrid LCL-filter should be addressed, as reported 

in [27]. The major issues regarding the LCL-filter design include the total cost of 

inductors, the resonant frequency of the hybrid LCL-filter, the size of the damping 

resistance and the attenuation at the switching frequency in order to comply with 

the power quality standards imposed by IEEE 519-1992 and the IEC 61000-3-4 [4, 

5]. In the present case, the resonant frequency at low frequency range is selected 

between the third and fifth order harmonic frequency to minimize the total cost of 

the hybrid filter. The next step is to design the LCL-filter parameters, which is the 

full order model of the L-filter model for the hybrid LC-filter design procedure. 

There are three major issues in designing of the LCL-filter parameters; namely, 

choosing the resonant frequency, the inductance ratio between the grid-side 

inductance (Lg) and converter-side inductance (Lc), and the selection of damping 

resistance [27]. The resonant frequency of the LCL-filter is selected significantly 

higher than the highest load harmonics compensated by the APF. And the 

selection of damping resistance is a compromise between the requirements of the 

stability margin and power dissipation. Further, the power quality standards 

should be rigorously studied to verify the designed parameters [4, 5]. Following 

these guidelines for parameter design, the specification and system parameters of 

the proposed hybrid APF is illustrated in Table 1. 
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Table 1 

Specifications and system parameters 

Name Parameters 

APF power rating 75 kVA  (3-phase) 

Nominal grid voltage (phase-to-phase) 380 V(RMS) 

Ac-side capacitor Cac 1000 μF 

Grid-side inductor of the LCL-filter Lg 250 μH 

Converter-side inductor of the LCL-filter Lc 500 μH 

Ac capacitor of the LCL-filter Cd 10 μF 

Damping resistance Rd 2 Ω 

Dc-side voltage of the VSI 300 V 

A/D sampling frequency 10 kHz 

Inverter switching frequency 10 kHz 

Fig. 2 shows the frequency responses of the hybrid LCL-filter corresponding to 

Eqs.(6)-(8), where the effect of damping resistance is also investigated. Fig. 2a 

indicates that the frequency response from inverter output Vo(s) to the grid-side 

current of the LCL-filter Ig(s) shows two resonant peaks, one in the low frequency 

range (185 Hz), another in the high frequency range (2.9 kHz). The resonant peak 

at low frequency range is caused by the LC resonance between the AC-side filter 

Cac and the total inductance L=Lg+Lc. And the resonant peak at the high frequency 

range is caused by the LC resonance between the RC-filter (Rd and Cd) and the 

total inductance L=Lg+Lc. The damping resistance is found to have negligible 

effect on the resonant peak in the lower frequency range. However, smaller 

damping resistance causes significant resonant peak in the high frequency range, 

which implies that insufficient damping might cause instability of the system at 

higher frequencies. Fig. 2b shows the frequency response of the hybrid LCL-filter 

section from Vo(s) to Ic(s). A similar resonant frequency in the low frequency 

range is observed. 

Whereas Fig. 2b shows two resonant peaks in the high frequency range, one shows 

the characteristic of overshoot and another shows the feature of undershoot. Fig. 

2b also shows that smaller damping resistance results in higher resonant peaks in 

the high frequency range, making the system vulnerable due to poor stability 

margin. Fig. 2c shows the frequency response from inverter output Vo(s) to the 

RC-filter brunch of the LCL-filter IRC(s). It shows that the resonant peak in the 

lower frequency range has an attenuation of -10dB, which implies that the lower 

frequency component generated by the VSI is damped in the RC-filter. However, 

the resonant peak in the high frequency range shows an attenuation of about 15 dB 

when the damping resistance is 0.05 Ω. It can also be inferred that smaller 

damping resistance results in current amplification at the RC-filter. Therefore, 

proper damping is mandatory to ensure the stable operation of the proposed 

system. 
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(a) 

 

(b) 

 

(c) 

Figure 2 

Frequency response of the hybrid LCL-filter under different damping resistances. (a) From inverter 

output Vo(s) to the grid-side current of the LCL-filter Ig(s); (b) From inverter output Vo(s) to the 

inverter-side current Ic(s); (c) From inverter output Vo(s) to the RC-filter brunch of the LCL-filter IRC(s) 

3 Control System Design 

The current control loop is a key element for APFs. The cascaded controller 

structure is adopted for the proposed hybrid APF, which contains inner current-

loop and outer dc-voltage loop (Fig. 3). The inner current loop is responsible for 

fast harmonic tracking and the outer loop is used for balancing the active power 

flow of the APF through regulating the dc-bus capacitor voltage [26, 27]. 

The adaptive linear neural network (ADALINE) is utilized as a harmonic 

identifier, which recursively extracts the amplitude and phase angle of an 

individual harmonic component by using the Widrow-Hopf learning algorithm 

[28]. By using the ADALINE algorithm, the compensating current of the APF is 
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reconstructed; thus, the control bandwidth is effectively reduced, and the stability 

margin imposed by the current tracking algorithm is ensured over a wide operation 

range. To enhance the performance of the APF, the feed-forward control algorithm 

is devised by feeding the non-active component of the load current into the feed-

forward loop, and the voltage drop across the AC-side capacitor Cac is utilized as 

the voltage feed-forward variable in the feed-forward control loop. 

 

Figure 3 

Control block diagram of the proposed hybrid LCL-filter based active power filter. (This figure is 

vertically presented for better clarity) 
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3.1 Harmonic Detection using Adaptive Linear Neural 

Network (ADALINE) 

The most critical issues associated with APF control is that of finding an 

appropriate control algorithm, one which can obtain an accurate reference signal 

for control purposes, particularly when the load harmonics are time-varying [6-17]. 

Therefore, the performance of the APF strongly depends on the harmonic 

detection method [9-11]. To take advantage of the on-line learning capabilities of 

neural networks (NNs), the adaptive linear neural network (ADALINE) is utilized 

to estimate the time-varying magnitudes and phases of the fundamental and 

harmonic components from the source current and load current (Fig. 1) [6]. The 

motivation is to adopt a combined feed-forward and feedback control strategy for 

the proposed APF using ADALINEs as harmonic identifiers. For the sake of 

clarity, the background of ADALINE is briefly outlined herein [6, 28, 29]. 

An arbitrary signal Y(t) at the kth sampling time can be represented by the Fourier 

series expansion as: 

0
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where An and ϕn are correspondingly amplitude and the phase angle of the nth 

order harmonic component, and ε(tk) represents higher order components and 

random noise, and an, bn (n is integer) are also known as the Fourier coefficients, 

which can be calculated recursively using the least-mean-square (LMS) algorithm 

[30]. In other words, the Fourier coefficients can be estimated recursively by 

formulating the target signal Y(tk) as the inner product of the pattern vector Xk and 

weight vector Wk , which are defined as: 
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Therefore, the square error on the pattern Xk can be expressed as 
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where dk is the desired scalar output for the target signal Y(tk). The mean-square 

error (MSE) ε can be obtained by calculating the expectation of both sides of Eq. 

(12), as: 
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where the weights are assumed to be fixed at Wk while computing the expectation. 

The objective of the ADALINE is to find optimal weight vector ˆ
kW  that 

minimizes the MSE of Eq. (13). When mean-square error ε is minimized, the 

weight vector Ŵ after convergence would be [6, 28, 29]: 

T
0 1 1 2 2

ˆ [ , , , , ,..., , ]N NW b a b a b a b=  (13) 

Thus, the fundamental component and the nth order harmonic component of the 

measured signal can be obtained as: 

1 1 0 1 0

0 0

( ) sin( ) cos( )

( ) sin( ) cos( )

k k k

n k n k n k

Y t a t b t

Y t a n t b n t

ω ω
ω ω

= +⎧
⎨ = +⎩

 (14) 

In this paper, the fixed-point digital signal processors (DSPs) from Texas 

Instruments (TI TMS320F2812) are adopted to implement the ADALINE-based 

estimation algorithm and the control algorithm for the APF. The phase and 

magnitude of the individual harmonic components, from the 3rd to the 25th order, 

are estimated for the higher convergence of ADALINE, but only the lower-order 

harmonics from 3rd to 19th order are selected in the current-loop control to save the 

computation resources. However, the selected harmonics can easily be extended. 

The accurate and rapid estimation capability of ADALINE is crucial when 

selective harmonic compensation is adopted in current control for the purpose of 

reducing controller bandwidth, thus increasing system robustness and enhancing 

stability [28]. 

3.2 The Proposed Feedback plus Feed-forward Control 

Strategy 

In this section, the feedback plus feed-forward control scheme are described 

consecutively. Firstly, the deadbeat control law for the average current control 

scheme is introduced by using the discrete domain representation of the LCL-filter 

model. Then, stability analysis of the closed-loop current control schemes under 

various parameter variation scenarios is presented. Finally, the feed-forward 

control loop, which achieves fast load disturbance compensation, is presented. 

In the forthcoming derivations, the current in phase ‘a’ is analyzed for the sake of 

brevity. However, the same conclusions can also be applied for the other phases. 

The load current in phase ‘a’ is represented by: 
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 (15) 

where aLa,1=ILa,1cos(φLa,1-φPLL) and bLa,1=ILa,1sin(φLa,1-φPLL) represent the amplitude 

of the fundamental active and reactive component of the nonlinear load current, 

and φPLL represents the initial phase angle of the phase-locked-loop (PLL) [28, 29], 

which is synchronized with the fundamental frequency component of the grid 

voltage. And ILa,n and φLa,n (n>1, n is integer) represent the amplitude and phase 

angle of the nth order harmonic component of the load current, respectively. The 

parameters aLa,n and bLa,n (n>1, n is integer) represent the weights of the individual 

harmonic component obtained from the ADALINE. The individual harmonic 

component can be reconstructed using Eq. (15) if the weights aLa,n and bLa,n (n is 

integer) are precisely calculated. Similarly, the source-side current in phase ‘a’ 

supplied by the distribution system is represented as: 

,1 0 ,1 0

, 0 , 0
2

( ) sin( ) cos( )

[ sin( ) cos( )]

sa sa PLL sa PLL

sa n sa n
n

i t a t b t

a n t b n t

ω ϕ ω ϕ

ω ω
∞

=

= + + +

+ +∑
 (16) 

where asa,1= Isa,1cos(φsa,1-φPLL) and bsa,1=Isa,1sin(φsa,1-φPLL) represent the amplitude 

of the fundamental active and reactive component of the source-side current, and 

Isa,n and φsa,n (n>1, n is integer) represent the amplitude and phase angle of the nth 

order harmonic component of the source-side current, respectively. The 

parameters asa,n and bsa,n (n is integer) represent the weights of the individual 

harmonic component obtained from a separate ADALINE block in the feedback 

loop (Fig. 3). To achieve the feedback current tracking control, the fundamental 

reactive component and the selected harmonic components are utilized as the 

reference current for the APF. Furthermore, the output of the voltage-loop 

controller ΔIp, after being multiplied by a unit sinusoidal signal synchronized with 

the grid voltage by using PLL, is added to the feedback current to compensate for 

the power loss of the inverter [6-19]. Therefore, the compensating current of the 

APF in the feedback loop is represented as: 

,1 0 , 0 , 0,
3

0

( ) { cos( ) [ sin( ) cos( )]}

sin( )

N
ref

sa PLL sa n sa nga fb
n

p PLL

i t b t a n t b n t

I t

ω ϕ ω ω

ω ϕ
=

= − + + +∑

+Δ +
 (17) 

Note that a finite number of harmonics is selected in Eq. (17), since only a limited 

number of harmonics are processed in the ADALINE-based harmonic estimation 

scheme due to the limited computational load, constrained by the DSP. 
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Figure 4 

Principle of current tracking control scheme: (a) Geometrical interpretation for deriving the average 

current during one PWM period; (b) Schematic of the voltage source inverter (VSI) and its output 

voltage 

3.2.1 Deadbeat Control Scheme for the Feedback Current Control Loop 

To simplify the control effort for the proposed hybrid APF, the deadbeat control 

scheme is adopted in the feedback closed-loop for reference current tracking. Only 

the LCL-section of the hybrid APF is used to derive the deadbeat control law. The 

AC-side capacitor voltage, on the other hand, is regulated by controlling the 

injection current of the LCL-filter. Moreover, the RC-filter brunch of the LCL-

filter section, adopted for high frequency switching ripple attenuation and stability 

enhancement, shows little impact on the low frequency range below 2 kHz (Fig. 

2a). Hence, the effect of the RC-filter is neglected when deriving the deadbeat 

control law for the sake of simplicity. Therefore, the degree of freedom of the 

control system for the hybrid APF is significantly reduced. 

Utilizing the concept of the reduced order model for the LCL-filter, the deadbeat 

current control law for the inner current loop is derived herein. Firstly, the 

differential equation for the inductor current across LCL-filter section is 

represented as: 

( )- -grid Cac o g c

di
v v v L L

dt
= +  (18) 

where parameters νgrid, νCac and νo represent the grid side voltage, the AC-

capacitor voltage and output voltage of the voltage source inverter, respectively. In 

order to derive the discrete domain representation of Eq. (18), the operation 
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principle of the inverter under different switching patterns is given by Fig. 4. It 

can be observed that, when the switches G1 and G4 are switched on, and the 

switches G2 and G3 are turned off, the output voltage of the inverter is vdc, and 

then the inverter current undergoes a falling stage, according to the direction of 

current defined in Fig. 1. When the switches G1 and G4 are switched off, and 

switches G2 and G3 are switched on, the output voltage of VSI would be -vdc, 

which results in a rising stage of the inverter current (Fig. 4a-b). Therefore, Eq. 

(18) can be rewritten in the discrete form using piecewise linear representation as: 

[ ] - [ ] - [ ]
[( ) ] - [ ]

2 2

[ ] - [ ] [ ]
[( 1- ) ] - [( ) ] (1- )

2 2

[ ] - [ ] - [ ]
[( 1) ] - [( 1- ) ]

2 2

grid Cac dc

g s g s s

g c

grid Cac dc

g s g s s

g c

grid Cac dc

g s g s s

g c

v k v k v kd d
i k T i kT T

L L

v k v k v kd d
i k T i k T d T

L L

v k v k v kd d
i k T i k T T

L L

⎧
+ = ⋅⎪

+⎪
⎪ +⎪ + + = ⋅⎨

+⎪
⎪
⎪ + + = ⋅
⎪ +⎩

 (19) 

where d in Eq. (19) is the abbreviation of d[k], representing the duty cycle of the 

kth control period. The grid voltage and AC capacitor voltage are assumed to be 

constants during one PWM cycle (quasi-steady-state model) in discrete equations. 

After mathematical manipulations of Eq. (19), the duty ratio of PWM signal at the 

kth control period is obtained as: 

( ){ [( 1) ] - [ ]} [ ] [ ] - [ ]
[ ] -

2 [ ] 2 [ ]

g c g s g s dc grid Cac

dc s dc

L L i k T i kT v k v k v k
d k

v k T v k

+ + +
= +  (20) 

In order to track the reference signal and achieve deadbeat control, the current at 

(k+1)th sampling interval ig[(k+1)Ts] should be replaced by the reference signal at 

the next sampling cycle [26, 31]. Nevertheless, in the proposed hybrid APF, the 

resetting filters are adopted at the sampling stage, and hence the instantaneous 

quantities cannot be directly obtained at kth and (k+1)th sampling instants. On the 

contrary, all the sampling signals, i.e., the voltages and currents, are the average 

quantities of the previous period. Therefore, the current tracking scheme should be 

modified to account for the average quantities, and hence the theoretical derivation 

of the average current during the kth control period is given herein. 

Referring to Fig. 4a, it can be deduced that, during the switching on/off processes 

of the power electronic switches, the output current during one control period 

undergoes rising and falling stages according to the switching patterns of the 

switches. Therefore, the average current can be obtained by dividing the total 

shadowed area denoted as S1, S2 and S3 by the control period Ts. As shown in Fig. 

4a, the slopes of the current i(t) during one PWM control period are denoted as: 
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 (21) 

The shadowed area denoted as S1, S2 and S3 in Fig. 4a can be derived as: 
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 (22) 

Therefore, the average inverter current of the kth control period can be derived as: 

1 2 3[ ]
g s

s

S S S
i kT

T

+ +
=  (23) 

Therefore, from Eqs. (22) and (23), the instantaneous current at the (k+1)th 

sampling instant can be rewritten as: 

{ [ ] [ ] - [ ]} 2 [ ]
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2( )

dc grid Cac s s dc

g s g s

g c

v k v k v k T dT v k
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Hence, the duty cycle can be rewritten in terms of the average current of the kth 

sampling period as: 

( ){ [( 1) ] - [ ]} [ ] [ ] - [ ]
[ ] -

[ ] 2 [ ]

g c g s g s dc grid Cac

dc s dc

L L i k T i kT v k v k v k
d k

v k T v k

+ + +
= +  (25) 

In Eq. (25), the term L/Ts is denoted as the current controller gain derived from the 

deadbeat control law. It is interesting to notice from Eq. (20) and Eq. (25) that the 

deadbeat control law for the average current tracking control and the instantaneous 

current tracking control have similar expression. However, the controller gain, 

denoted by L/Ts, for the current tracking error in Eq. (25) of the average current 

tracking scheme is twice the value of the instantaneous current tracking scheme, 

which shows the superior performance for the proposed scheme; i.e., the adoption 

of resetting filter is helpful in increasing the current controller gain, thus 

increasing the tracking dynamics for the reference compensation current of the 

APF. 

Nevertheless, the aforementioned deadbeat control scheme is based on the reduced 

order model of the LCL-filter, where the RC-filter is neglected at the modeling 

stage. Hence, the performance of the current tracking scheme may be imperfect 
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due to model mismatch and parameter uncertainty. Therefore, the stability analysis 

of the current control scheme is rigorously studied to ensure the stable operation of 

the APF. In the forthcoming subsection, the RC-filter is incorporated into the 

mathematical manipulations and the selection of the current controller gain is 

discussed with respect to the stability requirement. 

3.2.2 Root Locus Analysis of the Grid-side Current Tracking Scheme 

This subsection presents the performance of the grid-side current (ig) tracking 

scheme by using the closed-loop root locus plots and the open-loop impulse 

responses. The plant model under this scenario can be obtained by deriving the 

open-loop transfer function from the inverter output to the grid-side current of the 

LCL-filter section: 

0 0

, 3 2

0 0 0 0 0 0 0 0 0

1
( )

( ) ( )

d d

g plant

g c d d d g c g c

R C s
G s

L L C s R C L L s L L s

+
=

+ + + +
 (26) 

The current loop transfer function Gg,cc(s) is simply represented by a proportional 

gain Kcc, and the transfer function of the delay due to PWM generation and 

computational delay (Td) is expressed as: 

, ( ) dsT

g delayG s e
−=  (27) 

Hence the open loop transfer function of the grid-side current tracking control 

algorithm can be represented by: 

, , , ,
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Therefore, the closed-loop transfer function of the grid-side current tracking 

control scheme can be derived as: 
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 (29) 

It should be noted that, to achieve an optimal dynamic performance of the 

proposed hybrid APF, the selection of the current loop controller should be 

rigorously studied. If the gain is selected too small, the dynamic response of the 

current tracking will be sluggish. On the other hand, if the current loop gain is too 

high, the stability constraint of the closed-loop control will be violated. Hence the 

current loop gain will be carefully studied in the subsection by using discrete 

domain representation of the closed-loop transfer function under various 

parameter variation scenarios, which will be discussed herein. 
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Referring to Eq. (29), the closed-loop transfer function of the current loop tracking 

control under nominal system parameters can be rewritten in the discrete domain 

(z-domain) as: 

2

, 4 3 2

(0.08836 0.09784 0.004811)
( )

{ 0.9407 (0.08836 0.2419)

(0.09784 0.3012) 0.004811 }

cc

g close
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cc cc

K z z
G z

z z K z

K z K

+ −
=

− + +
+ − −

 (30) 

where Td is assumed to be one control period (Ts=100μs). The closed-loop root 

locus plot and open-loop impulse response of the grid-side current control scheme 

under nominal system parameters is illustrated by Fig. 5a. It can be observed that 

the closed-loop system would be unstable when the current controller gain exceeds 

5.6. It is interesting to notice that this stability margin is lower than the controller 

gain directly derived from the deadbeat control low. This gain limit should be 

satisfied in the practical system to ensure closed-loop stability, as discussed in the 

simulation and experimental results. Moreover, it can be observed from Fig. 5a 

that the open-loop impulse response shows an overshoot of 0.18 p.u with the 

response time of 1.2 millisecond. In order to investigate the robustness of the 

presented hybrid APF and the control scheme, the influence of parameter 

variations is also rigorously studied herein by taking into account the variation of 

interfacing inductances, the control delay and the RC filter parameter variations. 

It should be noted that the interfacing inductances may deviate from their nominal 

values in practical systems due to the variation of the operational conditions, 

humidity and temperature deviation. Hence the influence of inductance variations 

is considered here by changing the grid-side inductance to 0.8 p.u and converter 

side inductance to 1.2 p.u. Under this condition, the closed-loop transfer function 

of the grid-side current tracking scheme in discrete domain can be derived as: 
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 (31) 

The closed-loop root locus plot and open-loop impulse response of the grid-side 

current tracking scheme under inductance variations is illustrated by Fig. 5b. It can 

be observed that the closed-loop system would be unstable when the current 

controller gain exceeds 5.15, which is lower than the case of the nominal system 

parameters. Besides, it can be observed from Fig. 5b that the open-loop impulse 

response shows an overshoot of 0.195 p.u with the response time of 1.2 

millisecond. Next, we consider the effect of the control delay on the performance 

of the current tracking control, which is associated with PWM generation and 

computational delay, etc. Considering the control delay as 1.5Ts, then the closed-

loop transfer function of the current tracking algorithm is derived as: 
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3 2
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 (32) 

The closed-loop root locus plot and open-loop impulse response of the grid-side 

current tracking scheme corresponding to the variation of control delay is 

illustrated by Fig. 5c. It can be observed that the closed-loop system would be 

unstable when the current controller gain exceeds 4.87, which is lower than the 

case of the nominal system parameters. Besides, it can be observed from Fig. 5c 

that the open-loop impulse response shows an overshoot of 0.17 p.u with the 

response time of 1.2 millisecond, which is almost the same as the case of the 

nominal system parameters. It is also found that a longer delay would not only 

deteriorate the stability of the closed-loop system, but would also significantly 

hamper the quality of the output voltage waveform, which would result in poor 

precision of the current tracking algorithm. However, as discussed in the 

experimental results, the control delay does not have a significant effect on the 

performance of the system since the ADALINE-based harmonic estimation 

algorithm was adopted to generate the reference current for the current loop 

controller. Hence the control delay can be compensated for by shifting the 

reference compensation current of the APF by one sampling period, which can be 

easily achieved by adding Δθn (Δθn=ωnTs=2πf0nTs, n is the harmonic order) to the 

phase angle of the individual harmonic component by modifying the sin(nω0t) and 

cos(nω0t) into sin(nω0t+Δθn) and cos(nω0t+Δθn) in the reconstruction process of 

the ADALINE-based harmonic estimation algorithm. 

Next, we consider the effect of the RC-filter parameters on the performance of the 

current loop tracking algorithm by changing the filtering capacitance and the 

damping resistance, respectively. If the filtering capacitance of the RC-filter is 

modified to Cd=5 μF, then the closed-loop transfer function of the current tracking 

control algorithm is derived as: 
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 (33) 

The closed-loop root locus plot and open-loop impulse response of the grid-side 

current tracking control with the variation of filtering capacitance is illustrated by 

Fig. 5d. It can be observed that the closed-loop system would be unstable when 

the current controller gain exceeds 7.66, which is much higher than the case of the 

nominal system parameters. Moreover, it can be observed from Fig. 5d that the 

open-loop impulse response shows an overshoot of 0.144 p.u with the response 

time of 1.1 millisecond, which is remarkably lower than the case of nominal 

system parameters. It is found that the smaller the filtering capacitance, the higher 

the stability margin and the faster the dynamic response of the current tracking 
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control algorithm can be achieved. Nevertheless, smaller filtering capacitance 

would result in poor attenuation of higher order switching harmonics. Therefore, a 

compromise should be achieved between the filtering efficiency and the closed-

loop stability constraint. Next, the effect of the damping resistance on the closed-

loop current tracking control is examined by changing the damping resistance Rd 

to 0.1Ω, and then the closed-loop transfer function can be derived as: 

2
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cc
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cc cc
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G z

z z K z

K z K

+ +
=

− + +
+ − +

 (34) 

The closed-loop root locus plot and open-loop impulse response of the grid-side 

current tracking control scheme with the variation of damping resistance is 

illustrated by Fig. 5e. It can be observed that the closed-loop system would be 

unstable when the current controller gain exceeds 5.29, which is lower than the 

case of the nominal system parameters. Besides, it can be observed from Fig. 5e 

that the open-loop impulse response shows an overshoot of 0.23 p.u with the 

response time of 18 millisecond, which is significantly higher than the case of the 

nominal system parameters. It is found that a smaller damping resistance would 

result in a smaller stability margin and a prolonged dynamic response of the 

current tracking control scheme. On the other hand, however, the reduced 

damping resistance results in a higher damping of higher order switching 

harmonics of the inverter, as demonstrated in Fig. 2a. Therefore, a compromise 

must be achieved between the stability constraint and the switching ripple 

attenuation for practical systems. Table 2 shows the summery of the stability 

margin and dynamic response of the grid-side current tracking control scheme, 

where the results obtained under the nominal system parameters and parameter 

variation scenarios are presented. In the forthcoming subsection, a similar analysis 

is provided for the closed-loop locus diagrams and open-loop impulse responses of 

the current regulation scheme based on the converter-side tracking control scheme. 

 

Table 2 

Summary of the stability margin and dynamic response of the grid-side current tracking scheme 

Case Marginal gain (deg) Overshoot (pu) Response time (ms) 

1 5.6 0.18 1.2 

2 5.15 0.195 1.2 

3 4.87 0.17 1.2 

4 7.76 0.144 1.1 

5 5.29 0.23 18 
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(a) 

 

(b) 

 

(c) 
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(d) 

 

(e) 

Figure 5 

The closed-loop root locus diagrams and the open-loop impulse responses of the current regulation 

algorithm based on the grid-side current (ig) tracking control scheme. (a) Root locus and impulse 

response under nominal parameters; (b) Root locus and impulse response under inductance variations; 

(c) Root locus and impulse response under different control delay (Td=1.5Ts); (d) Root locus and 

impulse response under different RC-filter capacitance Cd; (e) Root locus and impulse response under 

different RC-filter resistance Rd 

3.2.3 Root Locus Analysis of the converter-side Current Tracking Scheme 

This subsection presents the performance of the converter-side current (ic) tracking 

scheme by using the closed-loop root locus plots and the open-loop impulse 

responses. The plant model under this scenario can be obtained by deriving the 

open-loop transfer function from the inverter output to the converter side current 

of the LCL-filter section: 
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The current loop transfer function Gc,cc(s) is simply represented by a proportional 

gain Kcc, and the transfer function of the delay due to PWM generation and 

computational delay is derived as: 
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−=  (36) 

Hence the open loop transfer function of the converter-side current tracking 

control algorithm under the present case can be represented by: 
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Therefore, the closed-loop transfer function of the converter-side current tracking 

control scheme is: 
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 (38) 

The closed-loop transfer function of the converter-side current tracking scheme 

can be rewritten in the discrete domain, which will be discussed in detail herein. 

Under nominal system parameters, the closed-loop transfer function of the 

converter-side current (ic) tracking control scheme can be rewritten in the discrete 

domain (z-domain): 

2

, 4 3 2

(0.1558 0.03707 0.6264)
( )

{ 0.9407 (0.1558 0.2419)

(0.03707 0.3012) 0.6264 }

cc

c close

cc

cc cc

K z z
G z

z z K z

K z K

− +
=

− + +

− + +

 (39) 

where Td is assumed to be one control period (Ts=100μs). The closed-loop root 

locus and open-loop impulse response of the converter-side current tracking 

scheme corresponding to the nominal system parameters is illustrated by Fig. 6a. 

It can be observed that the closed-loop system would be unstable when the current 

controller gain exceeds 9.91. It is worth noting that this stability margin is higher 

than the controller gain directly derived from the deadbeat control low. On the 

other hand, however, this gain is also higher than the stability margin obtained 

from the grid-side current tracking control scheme. Moreover, it can be observed 

from Fig. 6a that the open-loop impulse response shows an overshoot of 0.155 p.u 

with the response time of 1.2 millisecond. 
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Next, the influence of parameter variations is also rigorously studied herein by 

taking into account the variation of interfacing inductances, the control delay and 

the RC-filter parameter variations. Similar to the previous section, the influence of 

inductance variations is considered here by changing the grid-side inductance to 

0.8 p.u and converter-side inductance to 1.2 p.u. Under this condition, the closed-

loop transfer function in discrete domain can be derived as: 

2

, 4 3 2

(0.1801 0.06898 0.08171)
( )

{ 0.9617 (0.1801 0.2731)

(0.06898 0.3114) 0.08171 }

cc

c close

cc

cc cc

K z z
G z

z z K z

K z K

− +
=

− + +

− + +

 (40) 

The closed-loop root locus and open-loop impulse response of the converter-side 

current tracking scheme corresponding to inductance variations is illustrated by 

Fig. 6b. It can be observed that the closed-loop system would be unstable when 

the current controller gain exceeds 8.79, which is lower than the case of the 

nominal system parameters. Besides, it can be observed from Fig. 6b that the 

open-loop impulse response shows an overshoot of 0.18 p.u with the response 

time of 1.4 millisecond. Next, we consider the effect of control delay on the 

performance of the converter-side current tracking scheme. Similar to the previous 

section, here the control delay is considered to be 1.5Ts; then the closed-loop 

transfer function of the current tracking algorithm is derived as: 

3 2

, 5 4 3

2

(0.08873 0.0386 0.02188 0.3219)
( )

{ 0.9407 (0.08873 0.2419)

(0.0386 0.3012) 0.02188 0.3219 }

cc

c close

cc

cc cc cc

K z z z
G z

z z K z

K z K z K

+ + +
=

− + +

+ − + +

 (41) 

The closed-loop root locus and open-loop impulse response of the converter-side 

current tracking scheme corresponding to the variation of control delay is 

illustrated by Fig. 6c. It can be observed that the closed-loop system would be 

unstable when the current controller gain exceeds 7.48, which is lower than the 

case of the nominal system parameters. Besides, it can be observed from Fig. 6c 

that the open-loop impulse response shows an overshoot of 0.138 p.u with the 

response time of 1.2 millisecond, which exhibits lower overshoot than the case of 

the nominal system parameters. Next, we consider the effect of the RC filter 

parameters on the performance of the converter-side current control scheme by 

changing the filtering capacitance and the damping resistance, respectively. If the 

filtering capacitance of the RC filter is modified to Cd=5 μF, then the closed-loop 

transfer function of the converter-side current tracking control algorithm is derived 

as: 

2

, 4 3 2

(0.1305 0.1468 0.0373)
( )

{ 0.05781 (0.1305 0.7566)

(0.1468 0.3012) 0.0373 }

cc

c close
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cc cc

K z z
G z

z z K z

K z K

+ +
=

+ + −

+ − +

 (42) 
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The closed-loop root locus and open-loop impulse response of the converter-side 

current control scheme with the variation of filtering capacitance is illustrated by 

Fig. 6d. It can be observed that the closed-loop system would be unstable when 

the current controller gain exceeds 7.46, which is much higher than the case of the 

nominal system parameters. Moreover, it can be observed from Fig. 6d that the 

open-loop impulse response shows an overshoot of 0.14 p.u with the response 

time of 1.1 millisecond, which is remarkably lower than the case of the nominal 

system parameters. It is worth noting that, the smaller the filtering capacitance, the 

lower is the achieved stability margin of the current tracking control algorithm, 

which shows a phenomenon the reverse of the case of the grid-side current 

tracking control scheme. Next, the effect of the damping resistance on the closed-

loop current tracking control is examined by changing the damping resistance Rd 

to 0.1 Ω, and then the closed-loop transfer function can be derived as: 

2

, 4 3 2

(0.1702 0.3227 0.1624)
( )

{ 0.6889 (0.1702 0.6306)

(0.3227 0.9418) 0.1624 }

cc

c close

cc

cc cc

K z z
G z

z z K z

K z K

− +
=

− + +

− + +

 (43) 

The closed-loop root locus plot and open-loop impulse response of the converter-

side current tracking control scheme with the variation of damping resistance is 

illustrated by Fig. 6e. It can be observed that the closed-loop system shows 

multiple poles at the unit cycle of the root locus diagram, and the system would be 

unstable when the current controller gain exceeds 1.09, which is significantly 

lower than in the case of the nominal system parameters. Besides, it can be 

observed from Fig. 6e that the open-loop impulse response shows an overshoot of 

0.185 p.u with the response time of 18 millisecond, which is significantly higher 

than in the case of nominal system parameters. It is found that smaller damping 

resistance would result in smaller stability margin and prolonged dynamic 

response of the converter-side current control scheme, which is consistent with the 

analysis in the previous section. 

Table 3 shows a summary of the stability margin and dynamic response of the 

converter-side current tracking scheme, where the results obtained under the 

nominal system parameters and parameter variation scenarios are presented. It 

should be pointed out that the stability margins obtained from the converter-side 

current tracking control scheme are generally higher than those obtained from the 

grid-side current tracking scheme. However, the converter-side current tracking 

control scheme is rather sensitive to the variation of the damping resistance. 

Moreover, if the converter-side current tracking scheme is adopted, then the 

generation of the reference current would be rather complex since the impedance 

transfer function between the grid-side and converter-side current must be utilized 

(see Fig. 1), which would impose additional parameter uncertainty on the control 

system and complicate the problem. Therefore, the grid-side current tracking 

control is practically implemented, as reported in the simulation and experimental 

sections. 
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(a) 

 

(b) 

 

(c) 
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(d) 

 

(e) 

Figure 6 

The closed-loop root locus diagrams and the open-loop impulse responses of the current regulation 

algorithm based on the converter-side current (ic) tracking control scheme. (a) Root locus and impulse 

response under nominal parameters; (b) Root locus and impulse response under inductance variations; 

(c) Root locus and impulse response under different control delay (Td=1.5Ts); (d). Root locus and 

impulse response under different RC-filter capacitance Cd; (e). Root locus and impulse response under 

different RC-filter resistance Rd 

In the previous subsections, the closed-loop current tracking scheme was analyzed 

using root locus methodologies, and the grid-side current tracking scheme and the 

converter-side current tracking scheme are presented based on the mathematical 

model of the LCL-filter section. It can be noticed that the effect of the AC-side 

capacitor Cac was not taken into account. Therefore, the effect of the AC-side 

capacitor will be presented in the forthcoming subsection, where this effect is 

compensated in the feed-forward loop. 



Y. Han et al.                                                                                                                                    Control Strategies, 

  Robustness Analysis, Digital Simulation and Practical Implementation for a Hybrid APF with a Resonant Ac-link 

 – 74 – 

Table 3 

Summary of the stability margin and dynamic response of the converter-side current tracking scheme 

Case Marginal gain (deg) Overshoot (pu) Response time (ms) 

1 9.91 0.155 1.2 

2 8.79 0.18 1.4 

3 7.48 0.138 1.2 

4 7.46 0.14 1.1 

5 1.09 0.185 18 

3.2.4 Feed-Forward Loop for Load Disturbance Rejection 

As is well known, the phase angle of the voltage drop across a capacitor is always 

a 90-degree lag of the current flowing into the capacitor, which is the basis for the 

forthcoming derivations. The APF compensating current can be denoted by using 

the grid-side current of the LCL-filter section: 
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where N represents the number of the highest harmonic component compensated 

by the APF. The voltage drop across the AC-side capacitor Cac is represented as: 

,

0 ,
1 0

( ) sin( )
2

N ga n

Cac ga n
n ac

I
v t n t

n C

πω ϕ
ω=

= + −∑  (45) 

the feed-forward loop for the proposed APF can be easily derived by selecting the 

non-active component of the load current as the reference current in the feed-

forward loop, which is represented as: 

,1 0 , 0 , 0,
3

( ) { cos( ) [ sin( ) cos( )]}
N

ref
La PLL La n La nga ff

n

i t b t a n t b n tω ϕ ω ω
=

= − + + +∑  (46) 

Under this scenario, i.e., the non-active component of load-side current is utilized 

as the feed-forward current (note that the direction should be negative according to 

the positive direction of APF current defined in Fig. 1) besides, the active current 

of the VSI generated by the dc-voltage control loop would also have a voltage 

drop across the capacitor Cac, then the virtual voltage drop across the AC-side 

capacitor Cac can be denoted as: 



Acta Polytechnica Hungarica Vol. 7, No. 5, 2010 

 – 75 – 

,1 0 0,
0

, 0 , 0
3 0

1
( ) ( sin( ) cos( ))

1
[ sin( ) cos( )]

ref
La PLL p PLLCac ff

ac

N

La n La n
n ac

v t b t I t
C

b n t a n t
n C

ω ϕ ω ϕ
ω

ω ω
ω=

= − + + Δ +

− −∑
 (47) 

Hence the feed-forward control signal is obtained as: 
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After the feed-forward signal is derived, Eq. (48) can be substituted into Eq. (25) 

to synthesize the total control signal. 

3.3 Dc-Link Voltage Control 

In order to ensure a smooth operation of the APF, the dc-link voltage is sensed by 

using a potential transducer (PT) and sent to the controller through the A/D 

channel, where the resetting filter is utilized as a pre-filter for the sampled dc-link 

voltage. The difference between the dc-link voltage and its reference is regulated 

by using a proportional-integral (PI) controller (ki=0.1, kp=0.6), and the output of 

the PI regulator is multiplied by a unit sinusoidal function synchronized to grid 

voltage by using a phase-locked-loop (PLL). The output of the dc-bus voltage 

regulator is set as the active current reference for the inner current loop (Fig. 3) 

and also utilized in the feed-forward loop. In addition, to ensure a smooth transient 

response in the dc-bus voltage, two limiters are used in the control loop, one at the 

output of the integrator and another at the output of the PI regulator. 

4 Simulation Results and Discussions 

This section presents the simulation results of the proposed hybrid APF under 

various parameter variations, including the grid voltage distortion, inductance 

variations and grid disturbance scenarios. The nominal parameters of the system 

are listed in Table 1. The thyristor rectifier load is used as a harmonic source, 

which consists of two anti-parallel connected thyristor switches with resistive load 

of 2.2 Ω. In order to test the dynamic performance of the presented system, a step 

change of load is applied by parallel connecting another 2.2 Ω resistor at the load-

side of the thyristor switches. Fig. 7 shows the simulation results of the APF under 

ideal grid voltage and nominal inductances. Fig. 7a shows the load current iL, the 

converter-side and grid-side currents of the hybrid APF (denoted by ic and ig), and 

the source-side current of the distribution system is. 
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(a) 

 

(b) 

Figure 7 

The simulation results of the hybrid LCL-filter based APF under ideal grid voltage and nominal 

inductances. (a) The load current iL, the converter-side and grid-side currents of the hybrid APF 

(denoted by ic and ig), and the source-side current of the distribution system is. (b) The grid voltage vgrid, 

the AC capacitor voltage vCac, the voltage behind the AC capacitor 
'
gridv , and the dc-link voltage of 

the voltage source inverter vdc 
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It can be observed that the nonlinear load current iL, generated by the thyristor 

rectifier, is highly distorted with sharp rising and falling edges, i.e., a high di/dt 

ratio. This kind of load is rather difficult to compensate due to high di/dt ratio, 

which requires the compensating device to have sufficient bandwidth to cover the 

spectrum of the load harmonics. In case of the full compensation scheme, as 

reported in many previous literature sources [6, 9-12], if the APF were designed to 

compensate all the non-active component of the load-side current, this would 

result in ineffective compensation due to the limited current loop gain adopted to 

ensure the closed-loop stability. If the designer were to aim to improve the 

compensation performance of the total compensation scheme by increasing the 

current-loop gain, the system would be prone to be destabilized in the case of 

compensating a high di/dt ratio load with sharp rising and falling edges, such as 

the thyristor rectifier with resistive load considered herein. 

Fig. 7a shows that the source-side current of the distribution system is sinusoidal 

and almost in phase with the grid voltage, and the sharp rising and falling edges of 

load current is well compensated. In addition, the dynamic response of the source-

side current is also sufficiently fast when a sudden increase of load is applied at 

t=0.2s. The converter-side and grid-side currents of the APF (ic and ig) can also be 

observed in Fig. 7a, which shows that the high frequency switching ripples in the 

converter-side current ic is filtered out by the RC-filter hence the injection current 

ig is almost ripple free. Fig. 7b shows the grid voltage at the common coupling 

point (PCC), AC capacitor voltage, the voltage behind the AC capacitor (or the 

virtual grid voltage), and the dc-link voltage of the VSI, denoted by vgrid, vCac, 
'
gridv and vdc, respectively. It shows that the capacitor voltage vCac and the virtual 

grid voltage '
gridv are highly distorted due to the nonlinear compensating current 

generated by the VSI. 

Additionally, it is interesting to notice that the capacitor voltage vCac undergoes a 

step increase when the transient increase of load is applied, while the virtual grid 

voltage, denoted by '
gridv , undergoes a decrease of amplitude. Moreover, voltage 

fluctuation in the dc-link voltage decreases from 4V to 1V when a sudden increase 

of load is applied. This phenomenon is fundamentally different from the 

conventional APF with L-filter or LCL-filter as interfacing inductance [27], where 

the dc-link voltage fluctuation would increase when a step load increase is applied. 

In the present case, the reduced dc-link fluctuation is mainly due to the reduction 

of the virtual grid voltage '
gridv after a step increase of load is applied, which 

shows that the dc-link voltage regulation works more effectively under heavy load 

for the proposed system. 

Fig. 8 shows the simulation results of the proposed hybrid APF under non-ideal 

grid voltage and inductance variation scenario. It shows that the performance is 

almost same as in the case of the nominal inductance. However, the only 
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difference can be observed from Fig. 8a, where the source-side current is shows a 

little oscillation at the rising and falling edges of the nonlinear load current. This 

phenomenon, as stated previously, can be easily attenuated by reducing the 

current-loop gain. In addition, Fig. 8b shows that the grid voltage, AC capacitor 

voltage, voltage behind the AC capacitor, and dc-link voltage of the VSI are 

almost the same as in the case under nominal inductance scenario. 

 

(a) 

 

(b) 

Figure 8 

The simulation results of the hybrid LCL-filter based APF under non-ideal grid voltage and inductance 

variations. (a) The load current iL, the converter-side and grid-side currents of the hybrid APF (denoted 

by ic and ig), and the source-side current of the distribution system is. (b) The grid voltage vgrid, the AC 

capacitor voltage vCac, the voltage behind the AC capacitor '
gridv , and the dc-link voltage of the voltage 

source inverter vdc 
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(a) 

 

(b) 

Figure 9 

The simulation results of the hybrid LCL-filter based APF under voltage sag. (a) The load current iL, 

the converter-side and grid-side currents of the hybrid APF (denoted by ic and ig), and the source-side 

current of the distribution system is. (b) The grid voltage vgrid, the AC capacitor voltage vCac, the voltage 

behind the AC capacitor 
'
gridv , and the dc-link voltage of the voltage source inverter vdc 

Fig. 9 shows the performance of the proposed APF under voltage sag of 0.4 p.u; it 

shows that the load current reduces significantly when the voltage sag occurs at 

t=0.2 s. Consequently, the compensating current, either the converter-side current 

ic or the grid-side current ig of the LCL-filter section, also undergoes remarkable 

reduction in magnitude. Further, it can be observed from Fig. 9a that the source-
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side current shows a satisfactory result with excellent sinusoidal wave shape, with 

a transient response of less than one fundamental cycle. Fig. 9b also shows that the 

AC capacitor voltage vCac undergoes a reduction in magnitude when voltage sag 

occurs, and lower voltage ripple is achieved at the dc-link of the VSI due to the 

reduction in the compensating current. It can be concluded from the simulation 

results that a stable operation of the proposed APF is achieved with excellent 

steady state and dynamic response under parameter variations and grid 

perturbations, which validates the robustness and effectiveness of the proposed 

hybrid APF and its control strategies. 

5 Experimental Results 

In order to further verify the performance of the proposed APF, a hardware 

prototype system was built in the laboratory using three single-phase VSI 

topologies. Fig. 10 shows the software architectures of the devised control scheme 

for the proposed hybrid LCL-filter based APF. Three digital signal processors 

from Texas Instrument1 (TMS3202812) are adopted in the prototype system. The 

main controller is responsible for execution of main program, soft-start routine, 

and protection routine. The auxiliary controller is used specifically for ADALINE-

based harmonic extraction algorithm. The third DSP is used for man/machine 

interface, i.e., parameter display and touch board. The field programmable gate 

array (FPGA) from Altera2 (EP1C6Q240C8) is used to receive gating signals from 

main controller and generate PWM signals for the insulated gate bipolar 

transistors (IGBTs). In addition, the FPGA also serves as the digital I/O to 

generate trigger signals for the soft-start circuit, the circuit breaker and other 

protection circuitry. The insulated gate bipolar transistors (IGBTs) from 

Semikron3 are adopted as the power electronic switches for the voltage source 

inverters. 

It should be pointed out that commercial fixed point digital signal processors 

(DSP), such as TI TMS320F2812, show the characteristic of sequential sampling 

of the input analog signals. This feature, however, may deteriorate the 

performance for the APF when real time compensation is required. In order to 

achieve simultaneous sampling of the analog signals, i.e., the synchronous 

sampling, the field programmable gate array (FPGA) is adopted as the interface 

for the two DSPs. In other words, the FPGA serves as the bi-directional random 

access memory (RAM) for the master and slave DSPs. As shown in Fig. 10, the 

grid voltages, AC capacitor voltages and the dc-link voltages of the three voltage 

                                                           
1
 Trademark—website: www.ti.com 

2
 Trademark—website: www.altera.com 

3
 Trademark—website: www.semikron.com 
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source inverters (VSIs) are obtained from the potential transducers (PTs), and the 

compensating currents of the APF and the source side currents are obtained from 

the current transducers (CTs). The fifteen channel signals are preprocessed by the 

proposed resetting filters, and then sampled by the AD8364 microchips and 

transmitted to the master DSP. The slave DSP is responsible for the harmonic 

decomposition of the proposed ADALINE estimation scheme for individual phase. 

Fig. 10 also shows that the third DSP is adopted to control the touch board and 

display panel. However, the hardware and control algorithm of the touch board is 

beyond the scope of this paper and hence it will not be discussed further. 

 

 

Figure 10 

The software architectures of the master/slave digital signal processors and the field programmable 

gate array for implementation of the proposed control scheme 

 

Fig. 11 shows the steady state experimental results in phase ‘A’ when the firing 

angle of the thyristor load is 90 degrees. The total harmonic distortion (THD) of 

the load current is 75%, which is highly distorted by characteristic harmonics 

components, such as the 3rd, 5th, 7th and 11th order harmonic components. However, 

after compensation by the proposed APF, the grid side current shows an excellent 

sinusoidal waveform, with a distortion of about 13%, which is much less than the 

load side distortion. In addition, the grid current is almost in phase with the grid 

voltage, with a power factor of about 0.95. Fig. 11b also shows the waveform of 

the dc-link voltage, which is consistent with that of the simulation results, with the 

amplitude of about 300 V. 
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(a) 

 

(b) 

Figure 11 

The experimental results of the APF in phase ‘A’ with thyristor rectifier load when firing angle=90°. 

(a) The grid current and voltage (ch-1: 80 A/div, ch-4:40 V/div, X-axis:5 ms/div); (b) The grid current 

isa (ch-1: 80 A/div) and the APF dc-link voltage vdc,A(ch-3:20 V/div, X-axis:2 ms/div) 

Fig.12 shows the load side currents in phase ‘A’, ‘B’, ‘C’, as well as the neutral 

wire current, and the FFT spectrum of the currents in phase ‘B’ and ‘C’. It can be 

observed that the load currents are highly distorted and each phase shows a phase 

shift of 120 degrees. And the neutral wire current is characterized by the 3N (N is 

integer) order harmonics.  

 

(a) 

 

(b) 

Figure 12 

Experimental results of the three single-phase thyristor load when firing angle=90°. (a) The load 

currents iLa, iLb, iLc, iLN (ch-1 to ch-4: 80A/div, X-axis: 2ms/div); (b) The FFT spectrum of iLb, iLc 
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After the APF is switched on, it can be observed from Fig. 13 that the grid side 

currents are almost sinusoidal. In addition, the neural wire current is also well 

compensated and the 3 N (N is integer) order harmonics are almost eliminated. 

 

(a) 

 

(b) 

Figure 13 

Experimental results of the grid currents after compensation when firing angle=90°. (a) The load 

currents isa, isb, isc, isN (ch-1 to ch-4: 80 A/div, X-axis: 5 ms/div); (b) The FFT spectrum of isb, isc 

The experimental results illustrated by Figs. 11-13 indicate that the proposed 

hybrid APF is quite effective for compensating the nonlinear load current with 

sharp rising and falling edges. The three single-phase topologies of the hybrid 

APF provides flexible solutions for harmonic and reactive compensation of the 

three-phase balanced or unbalanced nonlinear load. The consistency between the 

simulation and experimental results verifies the effectiveness and robustness of the 

proposed control scheme. 

Conclusions 

This paper proposes a new APF topology, using the single-phase hybrid LCL-filter 

as the building block. The proposed hybrid APF shows the advantage of the 

conventional hybrid APF in the sense that the dc-link voltage of the voltage source 

inverter is significantly reduced compared to the pure APF based on the L-filter or 

LCL-filter as the interfacing impedance between the inverter and the grid. 

The mathematical modeling of the hybrid APF is presented by using state-space 

representations. The feed-forward and feedback control scheme is proposed to 

ensure precise steady-state and dynamic performance of the APF. To reduce the 

controller bandwidth, the selective harmonic compensation scheme is adopted by 

using the well-known adaptive linear neural networks. Therefore, the interested 

harmonics are selected to be compensated to limit the controller bandwidth, thus 

ensuring the stability of the closed-loop current tracking algorithm. 



Y. Han et al.                                                                                                                                    Control Strategies, 

  Robustness Analysis, Digital Simulation and Practical Implementation for a Hybrid APF with a Resonant Ac-link 

 – 84 – 

To verify the effectiveness of the proposed APF, extensive simulation results 

obtained from Matlab/Simulink are provided under parameter variations and grid 

voltage disturbances. It is demonstrated by the simulation results that satisfactory 

compensation is achieved by using the proposed ADALINE-based feed-forward 

and feedback control strategies. A laboratory prototype system is also built. The 

digital signal processors (DSPs) and field programmable gate array (FPGA) are 

utilized as the main controller to implement the control strategies. The feasibility 

and effectiveness of the proposed APF is substantially confirmed by digital 

simulation and experimental results obtained from the laboratory prototype 

system. 
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Abstract: The paper deals with testing the coarse alignment algorithm for the inertial 

measurement unit ADIS16405 using a rotation platform. The ADIS16405 is the new six-

degree of freedom inertial measurement unit which is being produced by Analog Devices. 

The main goal of the paper is to describe the determination of the initial attitude of the 

inertial measurement unit with respect to the navigation frame as a referenced frame and to 

depict appropriate tests using a rotation platform. In this work the attitude is represented 

by the Euler angles (the roll, pitch and yaw angles). The tests were conducted using the 

INS/GNSS development kit which had been mounted on the rotation platform. The overall 

factual results are illustrated and correctness of the algorithm was definitely confirmed. 

Keywords: alignment algorithm; attitude; inertial measurement unit; navigation 

1 Introduction 

The Inertial Measurement Unit (IMU) typically provides an output of a vehicle’s 

accelerations and angular rates, which are then integrated to obtain the vehicle’s 

position, velocity, and attitude. The system providing this information is called an 

Inertial Navigation System (INS). Over the last decades there has been a 

remarkable increase in demand for low-cost inertial navigation systems to serve in 

car navigation, personal navigation, indoor navigation, the navigation of 

Unmanned Aerial Vehicles (UAVs), etc. Recent technological progress in the 

precision and reliability of micro-electro-mechanical systems (MEMS) has 

remarkably affected the area of low-cost INS [13, 14, 15, 16]. The operation of an 

inertial navigation system follows the laws of classical mechanics as formulated 

by Newton. The ability to measure specific forces using accelerometers allows for 

calculating changes in velocity and position by performing successive integration 

of the acceleration with respect to time [4]. To function properly, the INS must be 

initialized when turned on by an initialization procedure containing an alignment 
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procedure which determines the initial attitude [3, 17]. The initial attitude is 

understood as setting up the initial Euler angles (the roll, pitch and yaw angles) 

which express the relationship between the navigation frame as the reference 

frame and the body frame as the frame where the inertial measurement unit is 

mounted. Low-cost inertial measurement units contain three-axis accelerometers, 

three-axis gyroscopes and three-axis magnetometers. The reason for the 

implementation of magnetometers into this configuration is that the low quality of 

gyroscopes in the low-cost inertial measurement units does not allow for the 

performance of the so-called self-alignment. Self-alignment stands for the 

capability to determine the initial attitude without external sources. 

2 Transformation Matrix and Euler Angles 

The relationship between vectors in the navigation frame (as a reference frame) 

and the body frame are completely described by the transformation matrix b

nC  

[3, 5, 6, 8]. The b

nC  is defined by the sequence of three rotations of the planes 

[ ] [ ] [ ]
1 2 3
, ,φ θ ψ  comprising Euler angles ,  ,  φ θ ψ  and can be calculated 

[ ] [ ] [ ]b

n 1 2 3
= φ ⋅ θ ⋅ ψC , (1) 

where 

[ ]
1

1 0 0

0 cos sin

0 sin cos

⎡ ⎤
⎢ ⎥φ = φ φ⎢ ⎥
⎢ ⎥− φ φ⎣ ⎦

, (2) 

[ ]
2

cos 0 sin

0 1 0

sin 0 cos

θ θ⎡ ⎤
⎢ ⎥θ = ⎢ ⎥
⎢ ⎥− θ θ⎣ ⎦

, (3) 

[ ]
3

cos sin 0

sin cos 0

0 0 1

ψ ψ⎡ ⎤
⎢ ⎥ψ = − ψ ψ⎢ ⎥
⎢ ⎥⎣ ⎦

, (4) 

where φ , θ  and ψ represent the roll, pitch and yaw angles. Substituting equations 

(2), (3) and (4) in the equation (1) can be expressed as the transformation matrix 
b

nC  in the following way 
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b

n

cos cos sin cos -sin

cos sin sin sin sin sin
cos sin

sin cos cos cos

cos sin cos sin sin cos
cos cos

sin sin cos sin

⎡ ⎤
ψ θ ψ θ θ⎢ ⎥

⎢ ⎥
⎢ ⎥ψ θ φ ψ θ φ⎛ ⎞ ⎛ ⎞⎢ ⎥= θ φ⎜ ⎟ ⎜ ⎟− ψ φ + ψ φ⎢ ⎥⎝ ⎠ ⎝ ⎠
⎢ ⎥

ψ θ φ ψ θ φ⎛ ⎞ ⎛ ⎞⎢ ⎥θ φ⎜ ⎟ ⎜ ⎟⎢ ⎥+ ψ φ − ψ φ⎝ ⎠ ⎝ ⎠⎣ ⎦

C . (5) 

Due to the fact that transformation matrix is orthogonal [3, 4, 7, 9], an inverse 

transformation from the body frame to navigation frame can be calculated as 

following 

[ ] [ ] [ ]T T T Tn b

b n 3 2 1
⎡ ⎤= = ψ ⋅ θ ⋅ φ⎣ ⎦C C . (6) 

3 Coarse Alignment Algorithm 

As mentioned above, the goal of the alignment procedure is to determine the 

initial attitude of the inertial navigation system. Due to the fact that the IMU 

ADIS16405 consists of three-axis accelerometers, three-axis gyroscopes and 

three-axis magnetometers, the self-alignment can be achieved easily. Therefore, it 

isn’t necessary to use any information from other systems to determine the initial 

attitude. The coarse alignment algorithm can be split into two parts. The first step 

of the coarse alignment algorithm is called leveling and the second step is called 

course alignment. 

3.1 Leveling 

The goal of leveling is to determine the roll angle φ  and the pitch angle θ  

between the navigation frame and the body frame. Typically, the orientation of the 

navigation frame is defined as x-axis towards north, y-axis towards to the east and 

z-axis towards down [3, 6, 11]. Therefore, this notification is denoted as a NED 

(North, East, Down) direction and the axes of navigation frame are denoted as 
n n n

NED NED NEDx , y , z⎡ ⎤⎣ ⎦  and the vectors of accelerations are expressed in the navigation 

frame as 
T

n nx ny nz

NED NED NED NED
a ,a ,a⎡ ⎤= ⎣ ⎦a . The measured outputs of accelerometers 

represent the specific forces, expressed in the body frame as the components of 

vector 
T

b bx by bz

ADIS ADIS ADIS ADIS
f , f , f⎡ ⎤= ⎣ ⎦f . In the Fig. 3 the ADIS16405 sensor is 

illustrated with the sensors axes orientation defined. It is clear that the 

accelerometers axes are in the opposite direction of the axes of magnetometers and 



M. Sotak Testing the Coarse Alignment Algorithm Using Rotation Platform 

 – 90 – 

the axes of gyroscopes. Therefore, it is suitable to transform the outputs of the 

accelerometers to the opposite direction. Typically in navigation for the reference 

frame it is preferable to express the sensor outputs in the same direction as in the 

navigation frame axes direction (under the condition that the roll, pitch and yaw 

angles are equal to zero; it means the navigation frame is coincident with the body 

frame). It can be done by the transformation matrix ADISinNAV

ADISC . 

The mentioned transformation can be written as 

( )b ADISinNAV b

ADISinNAV ADIS ADIS= ⋅ −f C f , (7) 

or 

bx bx

ADISinNAV ADIS

by by

ADISinNAV ADIS

bz bz

ADISinNAV ADIS

f 0 1 0 f

f 1 0 0 f

f 0 0 1 f

⎡ ⎤ ⎡ ⎤−⎡ ⎤
⎢ ⎥ ⎢ ⎥⎢ ⎥= ⋅ −⎢ ⎥ ⎢ ⎥⎢ ⎥
⎢ ⎥ ⎢ ⎥⎢ ⎥− −⎣ ⎦⎣ ⎦ ⎣ ⎦

. (8) 

In general, the specific force vector is defined as 

b b b

ADISinNAV ADISinNAV= −f a g , (9) 

where vector b

ADISinNAV
a  is represented as an acceleration of the body frame relative 

to the inertial frame. Assuming the alignment procedure of the ADIS16405 is 

stationary, the b

ADISinNAV 0=a  so equation (3) can be rewritten 

b b

ADISinNAV = −f g . (10) 

Let bg  be the gravity vector in the body frame, and taken that the sensor position 

on the Earth is known, according to this, the gravity in the navigation frame can be 

computed [6] as 

( )
( )

2

2

n

1 0.001931851353sin

1 0.0066943800299sin

0

0

9.7803267715
+ ϕ

− ϕ

⎡ ⎤
⎢ ⎥
⎢ ⎥= ⎢ ⎥
⎢ ⎥
⎢ ⎥⎣ ⎦

g , (11) 

where ϕ  is the latitude. 

If the sensor position is unknown, then 

n

e

0

0

g

⎡ ⎤
⎢ ⎥= ⎢ ⎥
⎢ ⎥⎣ ⎦

g , (12) 
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where 2

eg 9.80665 m.s−=  is the Earth gravity constant. The relationship between 

the gravity vector in the body frame and navigation frame can be expressed as 

b b n

n
= ⋅g C g , (13) 

or 

b

e

sin

cos sin g

cos cos

− θ⎡ ⎤
⎢ ⎥= θ φ ⋅⎢ ⎥
⎢ ⎥θ φ⎣ ⎦

g . (14) 

Substituting equation (14) into equation (10) can be rewritten as 

bx

ADISinNAV

by

ADISinNAV e

bz

ADISinNAV

f sin

f cos sin g

f cos cos

⎡ ⎤ − θ⎡ ⎤
⎢ ⎥ ⎢ ⎥= − θ φ ⋅⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥θ φ⎣ ⎦⎣ ⎦

. (15) 

In the Fig. 1, the determination of roll angle φ  is illustrated. The outputs of x and 

z accelerometers are bx

ADIS
f 0.31= g , bz

ADIS
f 0.95= − g  or, applying the equation (7), 

they are by

ADISinNAVf 0.31= − g  and bz

ADISinNAVf 0.95= − g . It is depicted in the upper 

part of Fig. 1 which is denoted as “ADIS16405 in x-z plane”. From the equation 

(15), the roll angle can be computed as 

( )by bz

ADISinNAV ADISinNAV
atan 2 f , fφ = − − , (16) 

So the values of specific forces can be substituted as following 

( )atan 2 ( 0.31 ), ( 0.95 ) 18φ = − − − − =g g . (17) 

Using direct outputs from the accelerometers 

( )bx bz

ADIS ADIS
atan 2 f , fφ = − . (18) 

When the measured values of specific forces are substituted we can get following 

( )atan 2 0.31 , ( 0.95 ) 18φ = − − =g g . (19) 

For the roll angle determination in all four quadrants it is necessary to use the 

atan2 function. Due to the correct determination of roll in all four quadrants, the 

correct expression of the parameters is very important. Therefore, in the bottom 

part of Fig. 1, which is denoted as “function atan2 in plane”, the transformation of 

accelerometers outputs in ADIS16405 x-z plane to the x-y plane for atan2 function 

is illustrated. 
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Figure 1 

The determination of roll angle φ  

Likewise, the pitch θ  angle can be determined as 

( ) ( )2 2
bx by bz

ADISinNAV ADISinNAV ADISinNAVatan 2 f , f f
⎛ ⎞θ = +⎜ ⎟
⎝ ⎠

, (20) 
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or, using of the accelerometers output measurements 

( ) ( )2 2
by bx bz

ADIS ADIS ADISatan 2 f , f f
⎛ ⎞θ = − +⎜ ⎟
⎝ ⎠

. (21) 

The output of y accelerometer is by

ADIS
f 0.08= g  or applying the equation (7) it is 

bx

ADISinNAVf 0.08= − g , so the values of specific forces can be substituted to equation 

(20) as following 

( ) ( ) ( )( )2 2
atan 2 0.08 , 0.31 0.95 -4.57θ = − − + − =g g g . (22) 

When the measured values of specific forces are substituted to equation (21) we 

can get following 

( ) ( ) ( )( )2 2
atan 2 0.08 , 0.31 0.95 -4.57θ = − + − =g g g . (23) 

3.2 Course Alignment 

The goal of the course alignment is to determine the yaw angle ψ  between the 

navigation frame and the body frame. For the low-cost sensors, where low quality 

gyroscopes are used (it means the errors of the gyroscopes are greater than angular 

rate of Earth), the yaw can be determined by the magnetometers [6, 10]. 

Using the World Magnetic Model [2], the geomagnetic field vector, Earthb , can be 

described by 7 elements. These are the northerly intensity nx

Earthb , the easterly 

intensity ny

Earthb , the vertical intensity nz

Earthb  (positive downwards) and the 

following quantities derived from nx

Earth
b , ny

Earth
b , and nz

Earth
b - i.e. the total intensity 

Earthb , the horizontal intensity horizontal

Earthb , the inclination angle inclinationγ , (also 

called the dip angle and measured from the horizontal plane to the field vector, 

positive downwards), and the declination angle declinationα  (also called the magnetic 

variation and measured clockwise from true north to the horizontal component of 

the field vector). In the descriptions of nx

Earth
b , ny

Earth
b , nz

Earth
b , Earthb , horizontal

Earth
b , 

inclinationγ and declinationα  above, the vertical direction is perpendicular to the WGS-84 

ellipsoid model of the Earth, the horizontal plane is perpendicular to the vertical 

direction, and the rotational directions clockwise and counter-clockwise are 

determined by a view from above (see Fig. 2). The Earth’s geomagnetic field 

points from the magnetic north pole to the magnetic south pole through the Earth, 

taking the opposite path through the upper atmosphere. The field is thus vertical at 

the magnetic poles and horizontal near the equator. 
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The magnetic field is measured by the three magnetometers of ADIS16405 and 

the vector of magnetic field can be denoted as 
T

b bx by bz

ADIS ADIS ADIS ADIS
m , m , m⎡ ⎤= ⎣ ⎦m . 

Due to same reason as mentioned for the accelerometers, it should be transformed 

by the following 

b ADISinNAV b

ADISinNAV ADIS ADIS= ⋅m C m . (24) 

The relationship between the magnetic vector in the body frame and the 

navigation frame can be expressed by 

n n b

b ADISinNAV
= ⋅m C m . (25) 

Using equation (4), equation (21) can be rewritten as 

[ ] [ ] [ ]T T Tn b

ADISinNAV3 2 1
= ψ ⋅ θ ⋅ φ ⋅m m , (26) 

multiplying both sides by the rotation matrix [ ]
3

ψ  we get 

[ ] [ ] [ ]T Tn b

ADISinNAV3 2 1
ψ ⋅ = θ ⋅ φ ⋅m m , (27) 

and 

[ ] [ ] [ ]T T b n

ADISinNAV2 1 3
θ ⋅ φ ⋅ = ψ ⋅m m . (28) 

Expressing [ ] [ ]T T

2 1
θ ⋅ φ , equation (28) can be rewritten 

[ ]b n

ADISinNAV 3

cos sin sin sin cos

0 cos sin

sin cos sin cos cos

θ θ φ θ φ⎡ ⎤
⎢ ⎥φ − φ ⋅ = ψ ⋅⎢ ⎥
⎢ ⎥− θ θ φ θ φ⎣ ⎦

m m . (29) 

The roll and pitch angles are determined by equations (16), (20) and the vector 
b

ADISinNAV
m  is known from equation (24) respective from the magnetometers 

measurements. Therefore, the left side can be substituted by the new vector 

ADISinNAV

θφm , 

where 

b

ADISinNAV ADISinNAV

cos sin sin sin cos

0 cos sin

sin cos sin cos cos

θφ

θ θ φ θ φ⎡ ⎤
⎢ ⎥= φ − φ ⋅⎢ ⎥
⎢ ⎥− θ θ φ θ φ⎣ ⎦

m m . (30) 
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Figure 2 

The geomagnetic field vector in the navigation frame 

The right side of the equation (29) consists of the unknown variable yaw ψ  and 

the magnetic field vector nm  expressed in the navigation frame, which represents 

the geomagnetic field vector Earthb . The geomagnetic field vector n

Earthb  in the 

navigation frame can be calculated as 

Earth

n n n

Earth GMF 0

0

⎡ ⎤
⎢ ⎥= = ⋅ ⎢ ⎥
⎢ ⎥⎣ ⎦

b

m b C , (31) 

where n

GMF
C  is the transformation matrix from the geomagnetic frame to the 

navigation frame, and is determined according to equation (6) with the declination 

and the inclination angles 

[ ] [ ] [ ]T T Tn

GMF declination inclination3 2 1
0= α ⋅ −γ ⋅C , (32) 

where 

[ ]
inclination inclination

inclination 2

inclination inclination

cos( ) 0 sin( )

0 1 0

sin( ) 0 cos( )

−γ −γ⎡ ⎤
⎢ ⎥−γ = ⎢ ⎥
⎢ ⎥− −γ −γ⎣ ⎦

, (33) 
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[ ]
declination declination

declination declination declination3

cos sin 0

sin cos 0

0 0 1

α α⎡ ⎤
⎢ ⎥α = − α α⎢ ⎥
⎢ ⎥⎣ ⎦

. (34) 

Applying equations (30) and (31), equation (29) can be rewritten as 

[ ]
Earth

n

ADISinNAV GMF3
0

0

θφ

⎡ ⎤
⎢ ⎥= ψ ⋅ ⋅ ⎢ ⎥
⎢ ⎥⎣ ⎦

b

m C , (35) 

or 

[ ] [ ] [ ]
Earth

T T

ADISinNAV declination inclination3 3 2
0

0

θφ

⎡ ⎤
⎢ ⎥= ψ ⋅ α ⋅ −γ ⋅ ⎢ ⎥
⎢ ⎥⎣ ⎦

b

m , (36) 

and after multiplying the right side 

[ ]
declination inclination

ADISinNAV declination inclination Earth3

inclination

cos cos

sin cos

sin

θφ

α ⋅ γ⎡ ⎤
⎢ ⎥= ψ ⋅ α ⋅ γ ⋅⎢ ⎥
⎢ ⎥γ⎣ ⎦

m b , (37) 

where declinationα , inclinationγ  and Earthb  can be determined by the World Magnetic 

Model [2]. The angle between the magnetic north pole and the x axis of the body 

frame can determine the magnetic heading 

m declinationψ = ψ −α . (38) 

The low-cost systems assume the magnetometers measurements are either isolated 

or compensated from the vehicle magnetic field [6]. Also, there are the 

assumptions that the local magnetic field deviation and inclination are 

compensated. Taking these assumptions into consideration, equation (31) and 

equation (35) can be rewritten 

Tn

Earth
0 0= ⎡ ⎤⎣ ⎦m b , (39) 

[ ]
Earth

ADISinNAV 3
0

0

θφ

⎡ ⎤
⎢ ⎥= ψ ⋅ ⎢ ⎥
⎢ ⎥⎣ ⎦

b

m , (40) 
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or 

ADISinNAV Earth

cos

sin

0

θφ

ψ⎡ ⎤
⎢ ⎥= − ψ ⋅⎢ ⎥
⎢ ⎥⎣ ⎦

m b . (41) 

From equation (41), the yaw can be computed as 

( ) y  x

ADISinNAV ADISinNAVatan 2 m , mθφ θφψ = − , (42) 

where  x  y

ADISinNAV ADISinNAVm , mθφ θφ  are transformed measured values from 

magnetometers. 

The magnetometers are measuring the following values 

[ ]Tb

ADIS 86.0,233.5, 361.0 mG= −m  and therefore the values of roll and pitch from 

equations (17) and (22) can be substituted to equation (30) as following 

b
ADISinNAV

ADISinNAV

ADISinNAV ADIS

0.99 0,02 0,07 86.0 203.2

0 0,95 0,30 233.5 29.7 mG

0,07 0,30 0,94 361.0 387.3

θφ

− −⎡ ⎤ ⎡ ⎤ ⎡ ⎤
⎢ ⎥ ⎢ ⎥ ⎢ ⎥= − ⋅ ⋅ = −⎢ ⎥ ⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥ ⎢ ⎥−⎣ ⎦ ⎣ ⎦ ⎣ ⎦

m

m C . (43) 

Substituting  x  y

ADISinNAV ADISinNAV
m , mθφ θφ  from equation (43) into equation (42) the value 

of yaw angle is the following 

( )( )atan 2 29.7 , 203.2 8.3ψ = − − = . (44) 

4 The Sensor ADIS16405 

The ADIS16405 iSensor is a complete inertial system that consists of triaxal 

gyroscope, triaxial accelerometer, and triaxial magnetometer sensors [1]. Each 

sensor in the ADIS16405 combines industry-leading iMEMS technology with 

signal conditioning optimizing dynamic performances. The factory calibration 

characterizes each sensor for sensitivity, bias, alignment, and linear acceleration 

(gyro bias). As a result, each sensor has its own dynamic compensation formulas 

that provide accurate sensor measurements over a temperature range of −40°C to 

+85°C. The magnetometers employ a self-correction function to provide accurate 

bias performance over temperature as well. The ADIS16405 provides a simple, 

cost-effective method for integrating accurate, multi-axis, inertial sensing into 

industrial systems, especially when compared with the complexity and investment 

associated with discrete designs. All necessary motion testing and calibration are 

part of the production process at the factory, greatly reducing system integration 
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time. Tight orthogonal alignment simplifies inertial frame alignment in navigation 

systems. An improved SPI interface and register structure provide faster data 

collection and configuration control. This compact module is approximately 23 

mm × 23 mm × 23 mm and provides a flexible connector interface, which enables 

multiple mounting orientation options, see Fig. 3. The functional block diagram of 

ADIS16405 is illustrated in Fig. 4. 

BASIC SPECIFICATIONS OF ADIS16405 

GYROSCOPES 

Dynamic Range   ±300°/sec 

or   ±150°/sec 

or   ±75°/sec 

Initial Sensitivity 

for range ±300°/sec   0.05 °/sec/LSB 

for range ±150°/sec   0.025 °/sec/LSB 

for range ±75°/sec  0.0125 °/sec/LSB 

Initial Bias Error (±1σ)  ±3 °/sec 

In-Run Bias Stability (1 σ)  0.007 °/sec 

Angular Random Walk (1 σ)  2.0 °/√hr 

Output Noise ±300°/sec range, no filtering, rms  0.9 °/sec 

Rate Noise Density (±300°/sec, no filtering, rms) 0.05 °/sec/√Hz 

ACCELEROMETERS 

Dynamic Range  ±18g 

Initial Sensitivity   3.33 mg/LSB 

Initial Bias Error (±1 σ)   ±50 mg 

In-Run Bias Stability (1 σ)   0.2 mg 

Velocity Random Walk (1 σ)   0.2 m/sec/√hr 

Output Noise (no filtering, rms)   9 mg 

Noise Density (no filtering,rms)   0.5 mg/√Hz 

MAGNETOMETERS 

Dynamic Range  ±3.5gauss 

Initial Sensitivity   0.5 mgauss/LSB 

Initial Bias Error (±1 σ)   ±4 mgauss 

Output Noise (no filtering, rms)   1.25 mgauss 

Noise Density (no filtering, rms)   0.066 mgauss/√Hz  

POWER SUPPLY 

Operating voltage range, VCC   5.0 V 

Power Supply Current (max)   70 mA 
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Figure 3 

The sensor ADIS16405BMLZ 

 

 

Figure 4 

Functional Block Diagram of ADIS16405 [1] 
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5 Tests & Results 

All tests were conducted using the INS/GNSS development kit. The INS/GNSS 

development kit is shown in Fig. 5 and consists of the inertial measurement unit 

ADIS16405, the GNSS receiver LEA-5T, pressure sensors and a WIFI module. 

All sensors and systems are controlled by the processor. These tests have been 

conducted using the ADIS16405 and the WIFI module only. The data from 

ADIS16405 were processed and then transferred by WIFI module to a personal 

computer for further processing. 

 

Figure 5 

The rotation platform with INS/GNSS development kit placed on it 

The IMU was externally synchronized by the processor and the data sampling rate 

was 100 Hz. For testing, the INS/GNSS development kit was mounted on the 

rotation platform. The varied attitudes of ADIS16405 within the known quadrants 

were set and the data from sensors were collected and processed. For every 

adjusted attitude, an average of 100 measured samples was computed. In other 

words, according to the equations (45) and (46), the mean for each sensor was 

calculated. 

100
b

ADIS
b k 1

ADIS

(k)

100

==
∑ f

f  (45) 
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100
b

ADIS
b k 1

ADIS

(k)

100

==
∑m

m  (46) 

The roll, pitch and yaw angles were calculated from average values. 

Three tests were conducted. During the first test the roll angle was changed within 

an interval 30± . The results for this test are depicted in Fig. 9. The large crosses 

represent the manually set roll angles of the platform. The small crosses represent 

the values of the roll angles calculated from the measured data. During the second 

test, the pitch angle varied within an interval 60± . The test results are illustrated 

in Fig. 10. During the last test, the yaw angle varied from 0  to 360  and the 

results are shown in Fig. 11. The raw measured data from sensors, for all three 

tests, are depicted in Fig. 6, Fig. 7 and Fig. 8. The equations (16), (20) and (42) 

were used to calculate the values of the Euler angles. 
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Figure 6 

Test 1 - measured data for the roll angle 
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Figure 7 

Test 2 - measured data for the pitch angle 
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Figure 8 

Test 3 - measured data for the yaw angle 
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Figure 9 

Test 1 - the roll angle measurement 
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Figure 10 

Test 2 - the pitch angle measurement 
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Figure 11 

Test 3 - the yaw angle measurement 
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Conclusion 

The paper describes the testing of the coarse alignment algorithm for the inertial 

measurement unit ADIS16405 using a rotation platform. The main part of the 

paper deals with the coarse alignment algorithm for the inertial measurement unit. 

The attitudes (the roll, pitch and yaw angles) are defined by equations (16), (20) 

and (42). The results of the tests are depicted. It is clear that the calculated values 

of the roll and pitch angles are not identical to values set by the rotation platform. 

The reason for the difference is a bias of accelerometers. Each milli-g of sensor 

bias contributes to the attitude estimate by 1 mrad of the error. The error in yaw 

angle determination is caused by magnetometer and accelerometer bias as well as 

by rough determination of the initial direction of rotation platform with respect to 

the north magnetic pole. The tests were conducted using the INS/GNSS 

development kit which was mounted on the rotation platform. The results confirm 

the validity of the coarse alignment algorithm for ADIS16405. The main 

contribution of this research is the coarse alignment algorithm for the ADIS16405 

which was evaluated and applied for real sensor data. This coarse alignment 

algorithm is implemented in the real-time integrated navigation systems developed 

nowadays. 
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Abstract: This paper describes a study of the RHEED intensity change against temperature 

in case of GaAs and InAs surfaces. RHEED as a technique is a widely used monitoring 

method for observing molecular-beam-epitaxial (MBE) growth. The reconstruction and 

other changes of the surface can be investigated by observing the RHEED pattern. Both the 

static and the dynamic RHEED-s are very complex phenomena, but these effects can be 

used as versatile tools for in-situ monitoring of the growth of the epitaxial layer, in spite of 

the fact that we do not know much about the details of its nature. Our observations showed 

that the specular beam intensity of RHEED had changed with the change of the surface 

temperature. We investigated the changes of the GaAs and InAs (001) surfaces by using this 

effect. The change in intensity follows the observed surface reconstruction. This change in 

the RHEED intensity against temperature shows hysteretic properties, with a different 

character for each material. So far, the explanations for these phenomena were different in 

both cases. Here, we explain these hysteretic phenomena in general terms with the T(x) 

hyperbolic model for coupled hysteretic systems, which is applicable to both materials. 

Experimental results presented in the paper are in good agreement with the model 

predictions. 

Keywords: RHEED; GaAs; InAs; hysteresis; surface reconstruction 

1 Introduction and Experimental Preliminaries 
The compound semiconductor structures grown by Molecular Beam Epitaxial 
(MBE) technology play an important role in the construction of semiconductor 
devices. Out of the compound semiconductors the most important group is the one 
III-V based. In this technology, the polar surfaces with (001) orientation are 
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fundamentally important. For the growth of low-dimensional nano structures it is 
vital to know the growth kinetics of the process. The MBE growth can be 
observed in-situ by monitoring the surface condition of the crystal (i.e. the surface 
reconstruction) by Reflection High-Energy Electron Diffraction (RHEED), which 
helps to understand the growth kinetics. In the case of exact and near layer-by-
layer growth, the mostly observed surface reconstruction is (2x4), although other 
surface reconstructions are also present. Earlier investigations have been done at 
constant temperature [1]. At a given temperature the ratio between As and the 
metallic component was changed and the surface construction was monitored [2]. 
The results of these experiments were presented in temperature versus 
reconstruction phase diagrams. We found that the phase limits are often 
ambiguous. We can extract further information by changing not only the ratio 
between As and the metallic component but also the temperature. By changing the 
temperature we observed a change in reconstruction and specular spot intensity 
variation. We also observed hysteresis in the intensity change of the specular spot 
against the changing temperature [3]. 

In the following we are going to investigate the changes in the behaviour of GaAs 
and InAs (001) surfaces against temperature variation, based on the experiments 
of Yamaguhi and Horikoshi [3]. This intensity variation against temperature 
shows hysteretic properties. During the experiment, the change in temperature was 
slow, so every point could be regarded as being in the state of thermal equilibrium. 
During the experiments, As4 were used for the source of As. Shown by 
experimental results, the temperature dependence of the intensity of the specular 
spot depends neither on the incident azimuth angles nor on the energy of the 
electron beam [3]. We can say, therefore, that the intensity change of the specular 
spot is basically not the result of diffraction. 

The RHEED specular spot intensity versus temperature diagrams are depicted in 
Fig. 1 and Fig. 2 for InAs and GaAs respectively. The results show that at lower 
temperature the specular spot intensity is high. With a raise in temperature the 
intensity gradually diminishes. Both in the case of GaAs and InAs, the surface at 
lower temperature shows arsenic-terminated (2×4) surface reconstruction. At 
higher temperature, however, In/Ga-terminated (4×2) surface reconstruction can 
be observed. The directional change of the temperature shows that the process is 
subject to hysteresis. In the case of both semiconductors tested, the observed 
hysteresis loops fall within approximately a 50 °C temperature range. In the case 
of InAs, we had two distinct hysteresis loops. At a lower temperature the observed 
wide loop is the indication of smaller intensity variation. At a higher temperature 
however we see a narrower loop with large and rapid intensity change. In the case 
of GaAs there is only one real loop at the lower temperature and a assumed 
degenerate pseudo loop at the higher temperature. In the second loop the 
ascending and the descending branches seemingly overlap. We will apply the 
general description of the phenomenon to both materials. In our present work we 
will consider two loops in both cases, giving a qualitative explanation for this 
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inverse spin-valve like, coupled loop structure. For the quantitative investigation 
we applied the T(x) hyperbolic hysteresis model, developed for general description 
of hysteretic phenomena and which can be used to model other natural phenomena 
with hysteretic character, e.g. in biology, chemistry etc. [4]. It must be emphasized 
that although the RHEED intensity changes, due to MBE crystal growth, analyzed 
here, it is a non-magnetic process, and its character is analogous to and carries all 
the characteristic hallmarks of an inverse spin valve. 

 

 

Figure 1 

Temperature dependence of the specular beam intensity in the case of InAs (001) surface 

 

 

Figure 2 

Temperature dependence of the specular beam intensity in the case of GaAs (001) surface 
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2 Discussion 

2.1 Factors the Specular Spot Intensity of RHEED Depends on 

As we know from the experimental results, the temperature dependence of the 
specular spot intensity is independent from the incidental and azimuth angles, as 
well as from the energy of the electron beam. This shows that it is not caused by 
diffraction but rather caused by a more complex phenomenon. The intensity of the 
specular spot also depends on the morphology of the surface. A surface with a 
perfect monolayer on top has high reflectivity, and therefore has a high specular 
spot intensity. The imperfect surface disperses the electrons, which results in a 
lower specular spot intensity. Changing temperatures cause the As components to 
leave the surface. This, by causing surface roughening, contributes to the lowering 
of the specular spot intensity, in addition to other causes nearly independent of 
diffraction. (The interaction between the electron beam and the surface, observed 
at a constant temperature, shows that the specular spot intensity is dependent on 
the incident and azimuth angle of the beam [1]. This is an indication that the 
diffraction also plays an important role in the process. When we observed the 
temperature dependence at fixed incident and azimuth angles, then we found the 
same relations [3]. The change in the angles was followed by the same pattern in 
the intensity change. From this we have concluded that specular intensity change 
versus temperature in not a diffraction phenomenon. The dispersion from the 
roughened surface is high and therefore the specular spot intensity will be low. 
With increasing temperature the crystal components begin to leave the surface, 
leaving a rougher surface behind. 

The upper part of Fig. 3 depicts a simplified model of a semiconductor. Since the 
metallic component has a sticking coefficient near to unity (SIII~1) it is expected 
that with higher temperature As will leave the surface. The incorporation of As 
takes place in three steps. The first step is the physisorption of the arsenic species, 
followed by the second, the dimeralization of the arsenic to be finally chemisorbed 
in this form to the surface. The dimers will split at this third stage and the arsenic 
atom will finally be incorporated in the lattice. These processes represent three 
different energy levels. In our experimental temperature range, however, we only 
need to deal with the last two processes [5-12]. 

B. A. Joyce provided a graphic description of the RHEED specular spot intensity 
variation, resulting from the growth of layers, which leads to intensity oscillations 
following the growth layer by layer [13]. The starting point of this description is 
that the surface is perfect to begin with; therefore the reflection of the electron 
beam is high from the surface, resulting in high specular spot intensity. During the 
process of growth, crystalline seeds form, which in time grow into islands. When 
these islands coalesce, they then form a complete new surface. During growth, the 
initial surface loses its smoothness and becomes rougher. This results in larger 
electron dispersion and reduced specular spot intensity. 
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Figure 3 

The chemisorbed As is incorporated in the surface in two stages. It is bound to the surface in the first 

stage in dimer and then in the second stage in atomic form. 

The smooth surface gradually becomes rougher until it reaches maximum 
roughness, at which point it starts becoming smoother again. This change in 
surface morphology leads to specular spot intensity variation and eventually 
intensity oscillation. In spite of the simplicity of this model, it explains the decay 
of the RHEED intensity oscillation and confirms its quantitative description [14, 
15]. The model of course is a gross simplification of the complex interaction 
between the electron beam and the surface. The specular spot intensity depends on 
the incidental angle and the electron beam direction, which is the cause of the 
phase shift of the intensity oscillation [16]. A number of researchers have already 
investigated and tried to explain this phenomenon [17-23]. The surface is always 
different from the bulk material because it tries to relax by getting to an energy 
minimum state and involving various surface reconstructions [24-31]. These 
reconstructions are dependent on the substrate temperature and the flux of the 
components. The reconstructions have very complicated phase diagrams. In first 
approximation there are two reconstruction phases to be considered. The first 
phase is when an As rich surface forms at a lower temperature and the second is 
when a surface, rich in Ga/In, forms at a higher temperature. In case of GaAs, the 
As rich formations are (2x4), c(2x8), C(4x4) or Ga-rich are (4x2), c(8x2), (6x6), 
(4x6). Between them there are transitory reconstructions such as (3x1), (1x6). Due 
to symmetry, one particular reconstruction may represent different atomic 
arrangements. For growing GaAs, the most widely used reconstruction is the 
β2(2x4), which in the direction of [-110] forms lines, made of As dimer pairs with 
trenches between them of depleted Ga. This surface is called As terminated after 
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this particular structure. During growth, this represents the perfect surface with 
maximum reflectivity, although the surface is obviously not flat. For the Ga 
induced growth the starting surface is (2x4), formed in an As atmosphere [14, 16] 
(see Fig. 4). As layers are grown one after the other, the surfaces of the successive 
layers become rougher, the oscillation decays and the secular spot intensity drops 
to minimum. In that case, the Ga rich surface shows (4x2) reconstruction [16]. 
Tempering of the surface, for maximizing intensity, is carried out by heat 
treatment in As atmosphere. With the increase of the secular spot intensity the 
(2x4) reconstruction reappears again [16]. The various surface reconstructions are 
associated with different surface stoichiometry, which is closely linked to the 
RHEED intensity. [32]. Although a large amount of information has already been 
compiled on the subject of surface reconstruction and its effect on the intensity 
and growth, there are still no acceptable comprehensive explanations of the 
phenomenon. 

 

Figure 4 

The surface reconstructions in As rich and in Ga rich cases. The relation between secular spot intensity 

and reconstruction. The reconstructed surface shows domain structure. 

It is obvious that the explanation for the link between the roughened surface and 
the RHEED specular spot intensity covers only part of the truth. The surface, 
producing the maximum intensity, is not without imperfections, due to relaxation. 
At the same time the surface stoichiometry is changing all the time. A crystal 
surface with high content of As is associated with higher RHEED specular spot 
intensity, while a surface with high Ga/In content produces lower intensity. This is 
supported by observations of the phenomena at droplet-epitaxy, which shows that 
an As rich stripy RHEED picture becomes diffused, when the atoms of the Ga 
beam combine with the As atoms on the surface, they bind the Ga down and Ga 
settles on the surface [33]. 
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As shown before, the specular spot intensity depend on the surface morphology 
and the surface construction. The increase in temperature causes primarily arsenic 
to leave the surface; therefore a perfect surface with high reflectivity is rich in 
arsenic. Any surface rich in metallic components has low reflectivity, disperses 
electrons and is the subject of droplet formation. Both the InAs and the GaAs 
crystallize in face-centered-cubic structure, with covalent binding, where four 
identical bindings can form due to sp3-hybridisation. The four equivalent bindings 
represent identical electron distribution in different directions. At the surface this 
symmetry breaks up and the surface relaxes. In the case of the arsenic terminated 
surface, the probability of the presence of the electrons is higher, due to the 
distorted electron distribution caused by the missing binding, perpendicular to the 
surface. When the surface is Ge terminated, then the effect is the opposite. The 
arsenic terminated surface becomes marginally negative, repelling the electrons, 
making the specular spot intensity higher. When, however, the surface is In/Ga 
terminated, then the electrons of the incident beam are neutralized and the specular 
spot intensity is reduced. The composition and also the morphology of the surface 
is linked to the surface reconstruction, and this reconstruction is the function of the 
temperature as well as of the arsenic pressure. The various reconstructions are 
periodically roughing up the surface. 

2.2 Qualitative Description of the Chemisorbtion Induced 
Hysteresis in RHEED Intensity 

As we said before, the secular spot intensity depends strongly on the surface 
stoichiometry. The high As coverage (less metallic components on the surface) 
represents higher intensity, whilst the low coverage of As represents lower 
intensity. In the intensity description we cannot disregard the effect of the surface 
morphology (see Section 2.3). The absorption-desorbtion phenomena in general 
always show hysteresis. The absorption-desorbtion depends on the state of the 
surface. Due to this dependence, the species bound at the surface, facing different 
conditions at the beginning, than later on when they leaving the surface towards 
the end of the process. This is of course true when the process is reversed. The 
absorption-desorbtion process of the materials falling into the III-V group is very 
complex. 

The peculiar residing properties of the As, described in Section 2.1, has been the 
subject of investigation by a number of researchers using different methods [34-
39]. In our case the As turned out to be in tetramer form (As4). The As tetramer 
splits up on the arrival to the surface and settles in as one or two As dimmers, 
depending on the availability of free locations. Following that, it resides into its 
final location in the atomic state. The process is depicted in Fig. 5 where 
activation energy of the dimmer is marked with EAS2, while the residing energy of 
As is represented by EAs. When the As is leaving the surface then the process is 
reversed. The As can leave the surface directly without going through the dimmer 
state; therefore the two processes do not mirror each other. 
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Figure 5 

The qualitative explanation of the hystetesis in InAs with the absorption–desorption process 

The roughening of the surface and the surface V/III ratio is closely linked during 
the heat treatment. The lower part of Fig. 3 shows this ratio change against 
temperature: In the case of (a): At low temperature (Ta) the surface is As 
terminated. The crystal surface is perfect to start with and the specular spot 
intensity is high. A small variation in the temperature changes the As at the 
surface to chemisorption 2 state or causes it to leave directly. This decomposition 
in the lower layers is less probable, and therefore the surface roughening is less 
likely. In the case of (b): Any further increase in temperature (Tb) chemisorbed As 
goes into chemisorption-2 state or leaves the surface. The layer of chemisorped As 
tends to provide a shield against decomposition in the deeper layers. The departure 
of As from the deeper layers is less likely, so the roughing effect on the surface is 
small. As a result, the specular spot intensity will drop. In the case of (c): At high 
temperature the As coverage on the surface is zero; therefore likelihood of the 
surface decomposition will increase, since As can leave the crystal from the 
deeper layers as well. It results in further roughening of the surface and a drop in 
the specular spot intensity to minimum, due to Ga coming to the surface. 

Let us consider the As surface coverage (Θ), the surface roughness and the change 
in the specular spot intensity as the function of the temperature for an idealized 
semiconductor surface. The As surface coverage can be the result of the presence 
of chemisorbed atomic As (Θc) or the arsenic dimmer species (Θc2). In our model 
we will consider the near equal presence of the two form of As, in order to avoid 
further roughening of the surface. The resultant coverage therefore is the sum of 
the two coverages (Θ = Θc + Θc2). Fig. 5 shows the intensity as a function of 
temperature. The curve follows the A-B-C-D path for increasing temperature, 
while it goes on the D-E-F-G path when the temperature decreases. Let us 
investigate now the surface in a few strategic places and the reason for the 
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hysteresis. In the state of (A) the temperature is low (T1) and the As terminated 
surface reconstruction is (2x4). The surface is perfectly smooth and the specular 
spot intensity is at maximum (Ia). Between (A) and (B) the temperature grows (T1-
T2), and therefore for the chemically bonded As atoms, is more difficult to leave 
the As terminated surface, due to the strong bond. (EAs). The minimum loss of 
arsenic results in minimum loss surface roughening. As a result the drop in 
specular spot intensity is minimal (~Ia). Due to the high activation energy of 
chemisorbtion, a noticeable change in the surface condition can only be the result 
of a significant increase in the temperature. In the A-B region, therefore, no 
significant change will occur (Θ = Θc). It should be noted that the chemisorbed As 
sticking coefficient is dependent on the coverage (ScAs(Θ)), which explains the 
noticeable intensity drop in the A-B region. In stage (B) the chemisorbed arsenic 
species can convert into dimerized state in large quantities (Θ = Θc2). The arsenic 
coverage does not change significantly, and therefore the intensity only changes 
slightly. Between (B) and (C) the chemisobtion state become vacant (Θc = 0). In 
the (C) state and in the C-D range, small temperature variations can cause large 
sudden changes in the intensity. The dimer state can easily become vacant due to 
the low activation energy. The disappearance of most of the As from the surface 
represents a large change in the V/III ratio. As we have shown above this also 
results in a drop in the intensity of the specular spot (maximum surface 
roughness). The dimerisation sticking coefficient is a function of the coverage 
(Sc2As(Θ)). In (D) the dimerized state becomes vacant (Θc2) and therefore the 
RHEED specular intensity is minimal. 

Returning from (D) position, by reducing the temperature, the dimmers start 
setting in at a lower temperature, marked (E), due to the fact that the setting in 
process for As is far more complicated than the process of leaving the surface. The 
dimmers set in through the splitting of the tetramers, causing the hysteresis in the 
process. This is amplified by the shift, resulting from the recovery from the 
roughening of the surface. The second hysteresis loop has a similar explanation for 
the return leg. 

2.3 Qualitative Description of the Reconstruction Induced 
RHEED Intensity Hysteresis 

As we have shown before, the RHEED secular spot intensity has a strong relation 
to the surface stoichiometry. Less concentration of As and more metallic 
components represent higher, whilst the opposite brings lower spot intensity. In 
observing the intensity, however, we cannot neglect the surface morphology 
either. Generally speaking the absorption-desorption processes show hysteretic 
properties. The absorption-desorption depends on the state of the surface, 
therefore the species bound to the surface and leaving the surface first, face 
conditions substantially different to those leaving the surface last. This is 
applicable to the opposite process as well. The absorption-desorption processes of 
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the III-V materials are complex. The change in the secular spot intensity cannot be 
attributed entirely to the absorption-desorbtion process, although the surface 
coverage of As has a vital role in the phenomenon. 

We can observe the change in the RHEED pattern during the temperature cycle. 
By observing a surface in quenched state through Atomic Force Microscopy 
(AFM) we can see that the surface is composed of domains of different states of 
reconstructions [30]. With changing temperature these domains will change their 
size at each other’s expense. As a result, not only the distribution of the 
reconstructed domain will change but the composition map as well, all 
contributing to the change in the specular spot intensity. 

Looking at the I(T) diagram (see Fig. 1) of InAs, we can find two hysteresis loops. 
One is at lower, another one at higher temperature. In case of GaAs one loop 
exists at lower temperature, while the other is a single line, which however can be 
regarded as a degenerated loop (see Fig. 6). 

 

Figure 6 

The qualitative explanation of the hystetesis in GaAs with the absorption –desorption process 

Experimental evidence supports the view that in case of the higher temperature 
loop, the mid-temperature of the loop decreases with dropping As pressure, while 
its width increases at the same time. The experiments were carried out at different 
temperature settings but at the same pressure for both InAs and GaAs. It is quite 
possible that for GaAs, a second loop also exists at lower temperature. This leaves 
the question unanswered whether the comparison between GaAs and InAs was 
made at optimum conditions (temperature, As pressure, etc.) and how far these 
results are from optimum. 
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We saw that the I(T) diagram has two hysteresis loops, and in both cases, if we 
regard one, in the case of GaAs, as a degenerate loop. It is evident that each of the 
loops corresponds to one different surface process and these processes are coupled 
to one another. A spin valve has similar characteristics. The loop at low 
temperature has higher intensity; therefore it is linked to surfaces with higher As 
content and processes. In both regions the RHEED indicates (2x4) type surface 
reconstructions. With the (1x1) surfaces, with no reconstruction, the dangling 
bonds are pointing in [-110] direction [30]. 

The As rich reconstruction lines are forced to run in this direction. This surface 
symmetry can come in a number of reconstruction types: α(2x4), α2(2x4), β(2x4), 
β2(2x4), β3(2x4), γ(2x4) [30]. The transformation of these domain structures into 
each other is the cause of the hysteresis loops. The (2x4) domain energy levels are 
very close to each other. The high As content β2(2x4) type reconstruction forms 
first at lower temperature and this is followed gradually by the formations of the 
lower As content α(2x4), α2(2x4) type domains. The β2(2x4) type reconstructions 
are more stable than any of the previous ones, and therefore its lifetime is longer; 
it only transforms at higher temperatures and at a faster rate. This represents the 
upper part of the intensity curve. At decreasing temperatures, the reconstructions 
of low As content will materialize first, followed by the β2(2x4) reconstruction at 
the appropriate temperature. Because it is a more favorable atomic arrangement it 
accelerates the dominant process on the surface. The path of the intensity curve 
will be different, forming the lower branch of the hysteresis loop. The changes are 
not only the result of the variation in the temperature but also of the delay caused 
by the transformation of the phases into one another. In other words, during the 
spontaneous transformations between equal energy states the stable states will 
stay; therefore the growth of the domains will not be dependant solely on 
temperature. (The transformation takes up energy). The loop at lower temperature 
for GaAs is similar to that of InAs, because the polar surfaces in both cases are 
solely determined by the behaviour of the As. The process around the loop of InAs 
at higher temperature (and the pseudo loop of GaAs) is determined mostly by the 
metallic component, so the difference is greater. 

We can observe the (4x2) reconstruction at higher temperatures, where the 
dimmer lines of the In/Ga propagate in [110] direction [39, 40]. It is obvious that 
for the InAs the [110] direction represents the pinned structure, causing the As 
rich “hard” hysteresis. As the temperature increases the pinning is destroyed, the 
surface transforms quickly into an In rich (2x4) surface, resulting in a sudden 
intensity drop. This is what causes the double loop “soft” branch. The intensity 
change in this loop is much greater than in the previous one, because the sudden 
disappearance of the As, against the gradual drop in As before. 

The procedure for GaAs is different. The As rich (2x4) reconstruction is followed 
by another As rich (3x1) reconstruction [32], which overlaps with the Ga rich 
(4x2) reconstruction. This is why we can assume the domain like transformations. 
The transformations here are not at all like those of the two state systems of InAs. 
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This is rather similar to the loop at lower temperature. Because the reconstructions 
here differ greatly energy wise as well as structurally, the speed up and the slow 
down effects of the domain interactions are not present. We can also assume that, 
the roughness of the surface plays an important role in the intensity change due to 
the varying structure and layering. It is possible therefore that the temperature 
sweep in both directions would result in the same intensity versus temperature 
curve. 

2.4 Modeling of the Hysteresis in the RHEED Intensity 

Although hysteresis has been known for a long time and well documented, 
coupled hysteretic systems spin–valves were only discovered forty years ago [41]. 
Its counterpart, the inverse spin–valve, is less than ten years old [42]. Although the 
phenomenon described in this paper is far removed from the physical mechanism 
of inverse spin-valves, its general character is strikingly similar. In general terms, 
the spin-valve effect involves two coupled hysteretic processes and is 
characterized by two hysteresis loops flowing into each other as the excitation 
varies periodically. Although there are a number of known models for describing 
hysteresis in magnetism, e.g. Preisach, Jiles, Stoner-Wohlfart, etc. [43-45], so far 
it is only the T(x) hyperbolic model which can describe this rather complex 
phenomenon of two coupled hysteretic processes, forming a spin-valve character, 
on non magnetic terms [46]. The hyperbolic model has successfully been applied 
in several cases [47, 48]. 

The model is based on the Langevin’s theory of ferromagnetism and well 
described in literature [41]; therefore here only a brief reminder will be given to 
the reader. For further information the reader is referred to the literature. 

In the hyperbolic model each of the independent constituent components are 
identified and formulated by their separate hyperbolic functions. The components 
are separately analyzed and then linearly superimposed using Maxwell’s 
superposition principle. The fundamental equations are shown in normalized 
canonic form: 
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Here y is the RHEED specular spot intensity in normalized form, A is the intensity 
amplitude (maxima), �  is the speed of the process or reaction, a0 is the measure of 
the hysteresis, xm is the maximum temperature swing used in the experiment and n 
is the number of components present in the process (for spin-valve like systems 
n=2 for both the ascending and the descending branch). The positive and the 
negative sign represent the ascending and the descending branch within a single 
loop respectively. In spin-valve like processes the two coupled loop has opposite 
hysteretic rotation, represented by the opposite sign of their a0 parameter. 

The model leads to the calculation of the activation energy of each of the 
constituent processes involved in the surface reconstruction. Following 
Boltzman’s relations [49, 50] the � activation energy involved in each leg of the 

hysteresis loop can be calculated as 0( )x a kTε α= − , where �  is the 

inclination of the leg of the loop in K-1, representative of the speed of the process 
or reaction at x = a0  temperature (in K) including hysteresis, k is the Boltzman 
constant and T is the mid temperature of the processes in K [4, 51]. 

During calculations we assumed a linear relationship between the surface process 
and the RHEED specular spot intensity. In order to refine our results, presented 
here, further tests are planned to check the influence of the method of detection 
and the linearity of the instrumentation used, on the experimental results. 

2.4.1 The Hysteretic Phenomenon in Case of InAs 

The hysteresis in the RHEED specular spot intensity occurs between 425 °C and 
475 °C for InAs surface. This temperature range is low relative to other substances 
like GaAs, indicating lower binding forces, supported by the lower thermo-
stability [6]. With gradually increasing temperatures, the desorption of the As will 
increase, changing the ratio on the surface between As and the III/As in favour of 
the metallic component. It is known from observations that, during heat treatment, 
the As background will vanish and after a time a continuous layer of Ga will form 
on the surface. As a result the RHEED picture becomes diffused and the specular 
spot blends into the background [25]. The same happens when the surface is 
subjected to metallic flux without the presence of As. We can assume a strong 
relation between the intensity of the specular spot and the presence of the metallic 
substance in the upper surface layer. This is supported by the ongoing (2x4) and 
(4x2) reconstructions. Within the investigated temperature range there are two 
interactive hysteresis loops, as depicted in Fig. 7, showing the measured loop and 
the one predicted by the model. The parameter values (normalized and in physical 
units) used in the calculations, representing the best fit to the experimental data, 
are tabulated in Table 1. This table also includes the energies involved in the 
individual processes. 
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Table 1 

The numerical parameters of InAs hysteresis loop calculated from the model 

Amplitudes in 
arbitrary units

Speed of 
process 
normalized 

Speed of 
process in 
/C0 units 

Hysteresis 
� T   
normalised 

Hysteresis � T 

in C0 units Energy in  eV 

 T C A1 A2 � 1 � 2 � 1 � 2 a01 a02 a01 a02 � 1 � 2 

Up 1.5 0.2 25 17.5 0.4 0.28 0.25 -0.17 15.62 -10.65 -1.00 -0.24 

Down 440 1.5 1.5 25 17.5 0.4 0.28 -0.1 0.65 -6.25 40.62 -0.76 0.26 

Up 1.5 0.2 25 17.5 0.4 0.28 0.25 -0.17 15.62 -10.65 -0.16 0.381 

Down 471.5 1.5 1.5 25 17.5 0.4 0.28 -0.1 0.65 -6.25 40.62 0.112 0.92 

 

Figure 7 

Measured and modeled InAs I(t) loops showing the inverse spin-valve effect involving two coupled 

hysteretic processes, characterized by two hysteresis loops 

This first successful modeling of the phenomenon has far reaching implications. 
The model predicts that there are two separable, simultaneous coupled processes 
taking place on the surface of InAs crystals at a given time. In one temperature 
cycle, in both cases, the up and down processes involves two single simultaneous 
physical processes, namely the surface morphology and the surface stoichiometry. 
Each of the four processes is described by one separate function in the model. In 
the phase of up-going temperature the dominant process is stoichiometric, 
representing nearly 85% of the RHEED intensity changes. The rest is due to the 
changes in morphology. However, when the temperature is decreasing, the 
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contributions of the two processes are equal (50%-50%). This finding strengthens 
the physical explanation given before and the results of the RHEED studies 
carried out on InAs. 

2.4.2 The Hysteretic Phenomenon in Case of GaAs 

The hysteresis in the RHEED specular spot intensity occurs between 545 °C and 
610 °C for GaAs surface. This temperature range is higher than that of InAs, as 
shown before, indicating higher binding forces. The (2x4) and (3x1) surface 
reconstructions as well as the (3x1) and (4x2) dominating the process are the same 
as before for the InAs. This represents a temperature shift in the region where the 
same surface forces come into play at higher temperature. The first loop of 16.8 
°C wide appears at the lower end of the range. The loop at higher temperatures is 
degenerative. This is a phenomenon which is not uncommon in the spin-valve 
character. The loop, predicted by the model, gives a good fit to the measured 
specular spot intensity versus temperature I(T) curve as shown in Fig. 8. 

 

Figure 8 

Measured and modeled GaAs I(t) loops showing the inverse spin-valve effect involving two coupled 

hysteretic processes, characterized by two hysteresis loops 

Although the model predicts the presence of a very narrow loop in the GaAs 
intensity plot at higher temperatures as well, its width is probably within the 
experimental error. It is interesting to note that while the physical parameters used 
in modeling are different for the two substances the approximate ratios between 
the amplitudes (An) remained nearly the same. This is a good indication that 
although the range of temperature shifted, the surface reactions are the same for 
the two experimental substances as we have initially assumed. The best fitting 
numerical parameters and the appropriate energy values are tabulated in Table 2. 
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Table 2 

The numerical parameters of GaAs hysteresis loop calculated from the model 

Amplitudes 
in arbitrary 
units  

Speed of 
process 
normalized 

Speed of process 
in /C0 units  

Hysteresis 
ΔT   
normalised 

Hysteresis ΔT 

in C0 units  Energy in eV  
GaAs  T 

C0  
A1 A2  α1 α2  α1  α2  a01 a02  a01  a02  ε1 ε2  

Up  1.5 0.2  4  6  0.0246 0.037  0.1  0.1  16.21 16.21 -0.065 -.0108   

Down  
562  

1.5 1.5  6  5.5  0.037  0.0339 0.52 0.1  84.32 16.21 
-
0.0898  0.19  

Up  1.5 0.2  4  6  0.0246 0.037  0.1  0.1  16.21 16.21 0.007  0.1  

Down  
588  

1.5 1.5  6  5.5  0.037  0.0339 0.52 0.1  84.32 16.21 0.01  0.309  

Conclusion 

In former literature, the RHEED intensity variation in InAs es a GaAs has a 
completely different interpretation, attributed to different physical processes [1]. 
The one in InAs is described as a first order phase transition, whilst the one in 
GaAs is regarded as a second order phase transition. We propose in this paper that 
the driving force in this kind of surface phenomenon is the same for both of the 
investigated substances with only a different emphasis on its constituent 
components. The model predicted the presence of two hysteresis loops in both 
cases, showing the two processes involved. (At higher temperatures, in the case of 
GaAs the second loop is present but narrow or degenerate). The model describes 
in both cases with identical formulation using the same physical parameters with 
different numerical values. This shows a logical approach and points towards a 
unified way of describing the phenomena without introducing different 
interpretations in each individual case. We also pointed out that the double 
hysteresis loop is due to the absorption-desorption process and the changing, 
domain-structured surface morphology (surface reconstruction). The explanations, 
given for the intensity change, are the stoichiometry, polarization and surface 
roughness. We can distinguish between a soft and a hard loop, which also 
characterizes the spin-valve configuration. The constituent processes causing the 
double hysteresis loop (absorption-desorption and the changing reconstructions) 
affect the phenomenon in a different way when the temperature increases or 
decreases. The model showed that whilst the two processes play an equal role 
(approximately1:1) when the temperature decreases, this ratio is substantially 
different (approximately 3:1) when the temperature is on the increase, due to the 
kinetics of As incorporation. 
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Abstract: This paper presents the evaluation as well as the combined analytical and 

experimental identification (gray box identification) of a servo-valve torque motor as the 

directional valve applied in a pneumatic actuator. Based on analytical modelling, a simple 

linear parametric model with transfer function and block diagram is developed. Next, the 

static and dynamic characteristics of the torque motor are obtained from experimental 

observations. The characteristics confirm the desired linear behaviour of the torque motor. 

Hence, linearized coefficients from a best curve fitting of static characteristics can be 

derived. Classical methods of identification are applied on the frequency and step 

responses obtained from a set of tests on the torque motor. Obtained tests results based on 

parsimony principle and model order of analytical investigations are then implemented to 

derive the best identified transfer function to describe the performance of the servo-valve 

torque motor. Design parameters are estimated with the comparison of the experimental 

and analytical models. These parameters can be implemented with acceptable accuracy for 

servo control studies of pneumatic actuators. 

Keywords: pneumatic actuator; servo-valve; limited angle torque motor; gray box 

modeling 

1 Introduction 

Several advantages of pneumatic actuation systems over hydraulic and 

electromechanical actuation systems in positioning applications have caused their 
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wide application in industrial automation, motion control of materials and part 

handling, packaging machines, and in robotics. The advantages include low cost, 

cleanliness, ease of maintenance, and high power to weight ratio. The drawback is 

due to the compressible nature associated with gases and the high speeds, which 

make it more difficult to control. 

An electro-pneumatic control valve plays an important role in a pneumatic 

actuator. Its characteristics influence remarkably the performance of the actuator. 

This power element with small-amplitude, the low power electrical signal provides 

a high response modulation in pneumatic power. The dynamic response, null shift, 

threshold, and hysteresis are the most critical parameters that strongly influence 

the dynamic and static characteristics of the pneumatic actuators [1]. Limited 

angle torques motors (LATMs) are one of the electromechanical transducers 

which, when integrated with nozzles, can be used as servo-control valves in either 

pneumatic or hydraulic actuators. They can serve as proportional displacement, 

force output, or both. 

Hydraulic servo-valves as a vital part of hydraulic actuation systems have been 

studied in literature. In [2, 3], the influence of magnetic fluids on the dynamic 

characteristics of a hydraulic servo-valve has been simulated and tested. LATMs 

are implemented as limited-motion rotary actuators in many areas of 

measurement, control, and energy conversion applications through an angle of less 

than ±180º. In [4], [6] a form of LATM, which is based on Laws’ relay principle 

[5], has been evaluated and analyzed. The performance of this kind of torque 

motor is based on polarized reluctance principle in which torque and EMF are 

produced based on flux-switching action of rotor saliencies on a permanent 

magnet flux. Many complex problems of Laws’ relay in rotary and rectilinear 

versions [7, 8], have been restricted to design problems which contain static and 

dynamic characteristics, e.g. stiffness of permanent magnets and torque sensitivity 

with respect to current. 

The design and control of a two-pole toroidally wound armature brushless direct-

current LATM with application in the fuel control of gas-turbine engines has been 

presented in [9]. To achieve a robust position control of the motor, a PID 

controller with a closed-loop fuel controller has been implemented using DSP. 

The construction of servo-valve studied in our research is a type of Laws’ relay 

which contains two windings set up on two bobbins placed around the rotor as 

control coils. This structure lowers the physical size, and the bobbins play the role 

of position limiters. The stator contains two separated soft iron yokes and two 

permanent magnets with high flux densities. The main characteristics of the motor 

are its miniature size, the capability of the rotor to revolve only up to ±3º, short 

dynamic response time due to its low inertia and the high magnetic stiffness that is 

desirable in servo-valves, high reliability due to its simple construction and the 

high quality of magnetic material. 
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This paper presents a combined analytical (white box) and experimental (black 

box) modeling of a pneumatic servo-valve torque motor, based on an approximate 

mathematical model developed from design data and experimental measurements. 

The black box modeling approach is the basis of system identification which 

estimates dynamic response and transfer function parameters. This approach is 

simpler than solving the nonlinear partial differential equations of the structure, 

and is especially suitable for design studies of the control loop of the pneumatic 

actuator when used as an accurate position tracker. Based on classical methods of 

identification, the frequency and step responses of the tested motor have been 

fitted by a continuous transfer-function response. The unknown parameters of a 

mathematical model are derived according to the presented models. The 

experimental results show that the proposed models provide an accurate prediction 

of the behavior of servo-valve torque motors. 

2 Laws’ Relay Principles 

 

Figure 1 

The schematic of Laws’ relay servo-valve 

A schematic of the tested torque motor is shown in Figure 1. It contains armature, 

two parallel coils, two permanent magnets, and yokes. Four core teeth overlap 

with armature and cause four variable air-gap reluctances, which make the motor 

act as a switch reluctance type. The two magnets tend to keep the armature in a 

null position (θ = 0). With no external excitation, the flux density under each of 

the four teeth is equal and the low inertia of the rotor bridge poles causes a 

magnetic balance in the four air-gaps. By connecting a power source that can 

supply either unidirectional or bipolar current to the motor, an unbalance of flux 

density in the air-gaps is produced, which results in a new equilibrium of rotor 
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position. Inherently, the high stiffness of the magnet makes it like a spring with a 

stiffness torque proportional to the angular position. Since the torque produced by 

the flux of the control winding is proportional to the current (under non-saturated 

conditions), theses two components of the torque make the motor suitable for 

servo control systems and accurate positioning of a load connected to an actuator. 

A pneumatic nozzle is linked to the armature of the torque motor and the whole 

system acts as a directional-proportional valve that guides compressed air to 

cylinder chambers. 

3 Mathematical Model of a LATM 

The mathematical model of the Laws’ relay system is based on the dynamic 

equations of motor which are described by the following differential equations. 
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Here, flux linkage, ( , )iλ θ , is a nonlinear function of current i  and angular 

position θ  . m
T  , s

T  and f
K  denote the motor developed torque, the stiffness 

torque, and the frictional coefficient of air, respectively. ( )n t  is the motor speed, 

and finally J  is the moment of inertia of bundle of rotor and nozzle, [2]. 

Because of the small range of operation of θ  (±3º), it can be assumed that m
T  is 

directly proportional to current i , stiffness torque s
T  is directly proportional to 
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positionθ , and the differential term λ θ∂ ∂  is approximately constant. If the 

other differential term iλ∂ ∂
 

is approximated to a constant value, then an 

acceptable linear model can be defined by the following equations: 

0b
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dt dt
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− − − =   (3) 
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dt dt
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Substituting s
T  and m

T from eqns. (5) and (6) into eqn. (4) gives 
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By substituting i from eqn. (7) into eqn. (3), the following equation is obtained: 
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Consequently, the parametric transfer function of Laws’ relay as a system input 

system output (SISO) can be derived in a third order form as in the following: 
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4 Torque Motor Performance 

Because of the low working frequency of 1 Hz for this servo-valve, the static 

characteristics have more important effect on dynamic performance compared to 

the typical ones used in aerospace equipment and optical scanning systems. 

The measured magnitude of the magnetic stiffness torque for each position of 

shaft deflection in the range of ±3º is shown in Figure 2. It is obvious that this 

characteristic with a good approximation has a linear behavior, which confirms the 

linear coefficient of s
K . From the best linear curve fitting, the following value is 

obtained for this coefficient: 

1.1 0.01921 deg
s

K Nm rad Nm= =
 (10) 
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Figure 2 

The measured stiffness torque characteristic and the best fit curve 

The torque-current characteristic of the motor shown in Figure 3 has been 

obtained by exciting its coil with a variable DC source. The figure shows a good 

linear trend which again confirms the linear coefficient of t
K . From the best linear 

curve fitting, the following value is obtained for this coefficient: 

6.432
t

K Nm A=
  (11) 
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Figure 3 

The measured torque-current characteristic and the best fit curve 

Figure 4 presents the steady-state characteristic of the experimental LATM 

operating in the open loop conditions. The voltage-position characteristic 

demonstrates that with a desirable linear performance, the motor can be 

implemented in servo control systems. 
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Figure 4 

The measured voltage-position characteristic and the best fit curve 
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The approximately ideal characteristics of the designed parameters in Figures 3 

and 4 present a good linear model for the controller design procedure. The 

measured parameters are summarized in Table 1. 

Table 1 

Measured parameters of available LATM 

Torque constant ( )tK Nm A  6.432 

Back EMF constant ( ).bK V s rad  0.08 

Winding resistance ( )R Ω  3630 

Winding inductance ( )L H  34 

Rotor inertia ( )2.J kg m  7.246×10-7 

Frictional coefficient ( ).
f

K Nm s rad  2.7×10-4 

Magnetic stiffness ( )sK Nm rad  1.1 

A block diagram representation of the torque motor is shown in Figure 5 to 

illustrate the dynamic performance of its linear model. In this figure, the resistance 

R  is measured directly from voltage and current measurements, the moment of 

inertia J  is calculated accurately by SolidWorks software, and the winding 

inductance is approximately calculated based on analysis of the current flow of 

motor when excited with low frequency sinusoidal voltage. Figure 6 shows the 

sinusoidal input voltage and time-response waveforms of current and the position 

of motor at a frequency of 10 Hz. 

 

Figure 4 

Block diagram of a LATM 
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 (a) (b) 

(c) 

Figure 6 

(a) 10Hz sinusoidal input, 40V peak (b) Time-response waveform of current (c) Time-response 

waveform of position 

The frictional constant 
f

K , and back EMF coefficient b
K  are difficult to measure 

directly. Hence, they are estimated from the predicted transfer function in the next 

section. 

The experimental test system, consisting of the torque motor, a function generator 

with its output signal amplified by a voltage amplifier circuit, current sensor, and 

an arc type potentiometer fed by ±500 mV voltage with its wiper (contact arm) 

soldered to an arm linked to the motor shaft is shown in Figure 7. 
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Figure 7 

The experimental measurement system 

5 Classical Identification 

In linear time-invariant SISO dynamic systems, it is possible to derive the linear 

transfer function model by analyzing the response of the system to any forcing 

input. The step and frequency response tests are two common practical methods in 

classical identification [10]. The step response of a third-order system closely 

resembles to that of a first-order system with just tracking swings. According to 

the parsimony principle of model order determination [11], the simpler model can 

be chosen between two models with orders 1n  and 2n  ( 1 2n n> ), if it 

adequately and accurately describes the system. However, in this case, because we 

consider the combined analytical and experimental models, it is necessary to 

choose the third-order model. Hence, by simultaneous analysis of step and 

frequency responses combined with trial and error procedure, the best third-order 

transfer function is obtained. 
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Figure 8 shows the variations of the rotor position in response to a step input 

voltage of 50 V in order to sweep the entire range of shaft deflection. 

 

Figure 8 

Variation of shaft deflection to a step input voltage of 50 V peak 

Figures 9 and 10 show the measured characteristics of frequency and normalized 

step responses in comparison to the response of the estimated transfer function. 
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Figure 9 

Measured and estimated frequency response chracteristics with input 40 V peak 
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Figure 10 

Normalized Measured and estimated step response chracteristics with input 40 V peak 

Taking into account the response delay, the estimated transfer function is obtained 

as follows: 

( )( )
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0.0011

2
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3 2
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(12) 

Assume that s
K , J  and R  are predetermined parameters. The remaining 

parameters, which are difficult to determine experimentally, are obtained by the 

comparison of the estimated transfer function of eqn. 12 with the parametric one 

from eqn. 9, and by solving the four linear equations. The estimated values of 

these parameters are shown in Table 2. 

Table 2 

Estimated values of the parameters by classical identification 

( )t
K Nm A  5.23 

( ).bK V s rad  0.08 

( )L H  29.9 

( ).
f

K Nm s rad  2.7×10-4 
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As is shown in Figure 11, the discrepancy between frequency responses of the 

system modeled by the estimated parameters and the measured parameters is 

adequately acceptable. 
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Figure 11 

The error between the frequency responses of the system modeled by estimated and measured 

parameters 

Conclusions 

From a series of linear mathematical equations, a parametric third-order transfer 

function was achieved in order to model a pneumatic servo valve as a linear time-

invariant SISO system. The static and dynamic performance characteristics of the 

torque motor were obtained by a test system. The results showed a remarkably 

good linear trend, which made it suitable for servo applications. Based on classical 

methods of identification, including frequency and step responses, an acceptable 

estimated model was fitted to the measured results. Finally, with the comparison 

of estimated and parametric third-order transfer functions, the design parameters 

of the servo-valve were obtained. The results were very close to the design 

specifications of the manufactured servo-valve, which validated the gray-box 

modeling. 
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Abstract: The effects of the initial state of the samples and the saturation evaluated in terms 

of Skempton's pore pressure B on the behavior of Chlef sand were studied in this article. 

For this purpose, the results of two series of undrained monotonic compression tests on 

medium dense sand (RD= 50%) are presented. In the first test series, the influence of the 

specimens’ fabric and confining pressure is studied. Triaxial specimens containing Chlef 

sand with 0.5% non plastic silt content were isotropically consolidated to 50 kPa, 100 kPa 

and 200 kPa. The specimens were formed using both dry funnel pluviation and wet 

deposition. The results indicate that the confining pressure and the method of sample 

preparation have a significant influence on the liquefaction resistance of the sand. In the 

second series of tests, the saturation influence on the resistance to the sand liquefaction is 

realized on samples at an effective stress of 100 kPa for Skempton's pore pressure 

coefficient varying between 32% and 90%. It was found that an increase in the Skempton' S 

pore pressure coefficient B reduces the soil dilatancy and amplifies the phase of 

contractancy. 

Keywords: liquefaction; sand; dry funnel pluviation; wet deposition; confining pressure; 

pore pressure; compression; undrained; saturation 

1 Introduction 

The region of Chlef, situated in the North of Algeria about 200 km to the west of 

the capital Algiers, due to its proximity to the continental European and African 

plates, as is shown in Fig. 1, is constantly a very instable zone, subjected to intense 

seismic activity. Over the last centuries, it underwent destructive earthquakes (ex 

Orléansville, ex El-Asnam) in 1922, 1934, and 1954. This last earthquake, of 

magnitude 6.7, and which has been described well by Rothé [26], Thevenin [29] 

and Mckenzie [18], caused the deaths of 1340 people and significant damage to 

different civil engineering structures, as well as causing and the appearance of 

soils sliding and the liquefaction phenomenon. 
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Figure 1 

Movement of Europe-Afrique plate 

 

On October 10, 1980 at 13h25 (local time), the region was the theater of a strong 

earthquake of a magnitude of 7.3 according to Papastamatiou’s calculations [23], 

followed by two significant jolts of magnitudes 6 and 6.1 within an interval of 

several hours and by numerous shocks over the following months [22]. The main 

shock generated an significant inverse fault of about 40 km long in the surface [1]. 

The epicenter of this earthquake was located in the North East of El-Asnam 

around the village of Beni Rached. 

The disaster of October 10, 1980 caused the loss of numerous lives (about 3000 

deaths) and caused the destruction of a great number of buildings, and damage to 

the connecting infrastructures and to public equipment. If we put aside the merely 

tectonic demonstrations, as the spectacular fault appeared near El-Asnam. The 

seismic vibration also generated a number of geodynamic phenomena within the 

surface of the soil: movements of the ground of varied nature and size, and 

especially the liquefaction of the sandy soils following a loss of resistance to 

shearing. 

According to Durville and Méneroud [8], the phenomenon of liquefaction 

appeared at a vast alluvial valley crossed by the Chlef river and at the zone of 

confluence of this river with the Fodda river, as is shown in Fig. 2. 
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Figure 2 

Valley of the Chlef river and location of the sand boils due to the liquefaction phenomenon 

2 Literature Review 

During earthquakes, the shaking of the ground may cause saturated cohesionless 

soils to lose their strength and behave like a liquid. This phenomenon is called soil 

liquefaction and will cause the settlement or tipping of buildings, as well as 

failures of earth dams, earth structures and slopes. The modern study of soil 

liquefaction was triggered by the numerous liquefaction-induced failures during 

the 1964 Niigata, Japan earthquake. 

Numerous studies have reported that the behavior of sands can be greatly 

influenced by the initial state and the saturation of the soil. Polito and Martin [25] 

asserted that the relative density and the skeleton void ratio were factors that 

seemed to explain the variation in different experimental results. Yamamuro and 

Lade [33], [34] and Yamamuro and Covert [32] concluded that complete static 

liquefaction (zero effective confining pressure and zero effective stress difference) 

in laboratory testing is most easily achieved in silty sands at very low pressures. 

Kramer and Seed [13] also observed that liquefaction resistance increased with 

increased confining pressure. 

Several specimen reconstitution techniques, tamping and pluviation being the 

most common, are in use in current practice. The objective in all of these cases is 

to replicate a uniform sand specimen at the desired void ratio and effective stresses 

in order to simulate the sand mass in-situ. However, the effect of the preparation 

method of the samples has been subject of conflicting research. Many studies have 
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reported that the resistance to the liquefaction is more elevated for samples 

prepared by the method of sedimentation than for samples prepared by dry funnel 

pluviation and wet deposition [41]; other studies have found that the specimens 

prepared by the dry funnel pluviation method tend to be less resistant than those 

reconstituted by the wet deposition method [19], [35]. Other researchers indicated 

that the tests prepared by dry funnel pluviation are more stable and dilatant than 

those prepared by wet deposition [3], [6]. Vaid et al. [30] confirm this result while 

showing that wet deposition encourages the initiation of liquefaction in relation to 

preparation by pluviation under water. Yamamuro et al. [36] concluded after their 

laboratory investigation that the method of dry pluviation supports the instability 

of the samples, contrary to the method of sedimentation. Wood et al. [31] found 

that the effect of the method of deposition on the undrained behavior decreases 

when the density increases. They also found that this influence decreases with an 

increase in the fines content, particularly with lower densities. The focus of this 

study is to identify the differences in undrained triaxial compression behavior that 

can result from using different reconstitution techniques to create silty sand 

specimens. 

Additionally, in the neighborhoods of the town of Chlef (Algeria), unsaturated 

zones exist on top of phreatic ground, which underwent a significant folding back 

following the dry conditions which have affected the area since the 1980s. Over 

the past decades, advanced research has helped us better understand the 

liquefaction of the grounds based on experiments carried out in laboratory, on 

physical modeling and on numerical analysis. The majority of these investigations 

of the liquefaction of granular soils were based on completely saturated material. 

The study of the influence of the degree of saturation on the liquefaction of soils is 

of practical interest, because we often find structures built on top of phreatic 

ground; which implies the presence of partially saturated grounds. The incidence 

of partial saturation on cyclic resistance was approached theoretically by Martin et 

al. [16]. Mulilis et al. [20] examined the effect of the saturation degree on the 

liquefaction of Monterrey sand. They noted that a variation of Skempton’s 

coefficient B between 0.91 and 0.97 does not significantly affect the liquefaction 

of this sand. This influence depends on the type of soil, the density and the initial 

confining pressure. However, recent results of in-situ tests include the 

measurements of the velocity of the compression waves (Vp) and indicate that the 

condition of partial saturation can exist above the level of the phreatic ground for a 

few meters due to the presence of bubbles of air [11], [21] or the presence of gas 

bubbles in the marine sediments and sands containing oils, as noted by 

Mathirobanand Grozic [17]. The effects of a condition of partial saturation on 

liquefaction were approached by several researchers [2], [17], [24],[38]. The 

condition of the saturation of soil samples in laboratory can be evaluated by 

measuring the value of Skempton's pore pressure (B) coefficient, as suggested by 

Ishihara et al. [11]. The results of laboratory tests showed that resistance to the 

liquefaction of sands increases when the saturation degree decreases [16], [40], 

[11], [12], [37],[39], [5]. 
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Mullilis et al. [20] and Tatsuoka et al. [28] showed that in the case of loose sands, 

a good saturation requires high values of the coefficient B .On the other hand, for 

stiffer materials, the problem seems less critical. Sheriff et al. [27] showed that a 

fine or clayey sand can be considered saturated if the value of B exceeds 0.8. 

Chaney [7] more precisely noted that the coefficient B must exceed 0.96 so that 

the soil is well saturated. Giroud and Cordary [9] noted that for values of B 

superior to 0.85, the degree of saturation is very close to 1. Tests of liquefaction 

were carried out by Yoshimi et al. [40] on medium dense Toyoura sand with 

various degrees of saturation. The results show that the degree of saturation 

significantly affects the resistance to liquefaction: With a coefficient B higher than 

0.8, it is enough to apply three cycles to achieve liquefaction of the sample; 

whereas we need eight cycles to obtain liquefaction of specimens having a 

coefficient B close to 0.5. 

This literature survey reveals a real need for experimental data concerning the 

behavior of unsaturated soils under undrained monotonic loading. Such data 

improves our understanding of the influence of the saturation degree on the 

response of soils to undrained monotonic loading. This paper includes a 

contribution to existing experimental data. It presents results of undrained 

monotonic triaxial tests performed on Chlef sand for various values of Skempton's 

pore-pressure coefficient. 

3 Laboratory Testing 

3.1 Tested Material and Procedures 

The current laboratory investigation was carried out in order to study the influence 

of initial state and saturation on the undrained behavior of silty sand. For this 

purpose, a series of tests of undrained triaxial compression under monotonic 

loading conditions were performed on reconstituted samples of natural Chlef sand 

containing 0.5% of non plastic (PI= 5.81%) silt of the Chlef River. The samples 

were prepared at the same relative density of undisturbed ones to represent a 

medium dense state (RD= 50%) using two different techniques: dry funnel 

pluviation and wet deposition (a detailed summary of the procedure for each 

method is provided in the following section) and consolidated isotropically at an 

initial confining pressure of 50 kPa, 100 kPa and 200 kPa. Sand samples were 

collected from a liquefied layer of the deposit area close to the epicentre of the 

Chlef earthquake (October 10, 1980). Fig. 3 shows the craters of liquefied ground 

on the banks of the Chlef River. Fig. 4 illustrates the typical subsidence locations 

of the liquefied soil. The index properties of the soil used in the study are 

summarized in Table 1. The grain size distribution curve for the tested material is 

shown in Fig. 5. 
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Figure 3 

Sand boils due to the liquefaction phenomenon in the Chlef region 

 

 

Figure 4 

Subsidence of the Chlef River banks due to liquefaction 



Acta Polytechnica Hungarica Vol. 7, No. 5, 2010 

 – 149 – 

0.010.101.0010.00

Grain size (mm)

0

10

20

30

40

50

60

70

80

90

100

P
e

rc
e

n
t 

fi
n

e
r 

(%
)

Sand of Chlef

 

Figure 5 

Grain size distribution of the tested soil 

 

Table 1 

Index properties of sand 

Material emin emax 

γdmin 

g/cm
3
 

γdmax 

g/cm
3
 

γs 

g/cm
3
 

Cu 

D60/D10

D50 

mm 

D10 

mm 

Grains 

shape 

O/Chlef 0.54 0.99 1.34 1.73 2.67 3.2 0.45 0.15 Rounded 

 

The samples were 70 mm in diameter and 140 mm in height with smooth 

lubricated end-plates. After the specimen was been formed, the specimen cap was 

placed and sealed with O-rings, and a partial vacuum of 20 kPa was applied to the 

specimen to reduce the disturbances. In the Saturation phase, the technique of 

Lade and Duncan [14] was used by purging the specimen with carbon dioxide for 

approximately 30 min. De-aired water was then introduced into the specimen from 

the bottom drain line. The degree of saturation was controlled during a triaxial 

compression test by Skempton's coefficient, which can be related to the degree of 

saturation by the following relation (Lade and Hermandez [15]): 
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where Ks and kw indicate the bulk modulus of the soil skeleton and the water, 

respectively; n=the soil porosity, ua= water pore pressure. 

All test specimens were isotropically consolidated at a mean effective pressure of 

50 kPa, 100 kPa and 200 kPa, and then subjected to undrained monotonic triaxial 

loading. 

3.2 Depositional Techniques 

Wet deposition and Dry funnel pluviation were used to reconstitute the specimens. 

The first method consists of mixing with the highest possible homogeneous 

manner, the sand previously having been dried, with a small quantity of water 

fixed at 3%, and the deposition of the humid soil in the mold with control of the 

content in water. The soil was placed finely by successive layers. A constant 

number of strokes was applied to get a homogeneous and isotropic structure. In 

the dry funnel pluviation method, the dry soil was deposited in the mold with the 

help of a funnel with the height controlled. This method consists of filling the 

mold by tipping in a rain of the dry sand. 

3.3 Equipment 

An advanced automated triaxial testing apparatus was used to conduct the 

monotonic tests (see Fig. 6). 

 

Figure 6 

The experimental device used 
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4 Experimental Results 

4.1 Effect of Confining Pressure 

The effect of varying the effective confining pressure on the liquefaction 

resistance of sand is shown in Figs. 7 and 8. As the confining pressures increased, 

the liquefaction resistance of the sands increased for both the dry funnel pluviation 

and the wet deposition methods. The results in Figs. 7a and 7b with an initial 

density of 50% (medium dense state) for specimens reconstituted by the first 

method at a confining pressure of 50 kPa show a weaker resistance than those 

shown at a confining pressure of 100 kPa and 200 kPa. Its resistance increases at 

the beginning of the loading up to a value of 25 kPa, corresponding to an axial 

strain of 0.5%, then it decreases up to an axial distortion strain of 5% to stabilize 

passing nearly a quasi steady state (QSS); then the sample mobilizes a residual 

strength increasing the resistance of the sample in the steady state. The stress path 

diagram (Fig. 7b) presents a reduction of the effective mean stress until a value of 

10 kPa, then a migration towards higher values, characterizing a dilating state. The 

same trends are signaled for the samples at confining pressures of 100 and 200 

kPa, with peak deviatoric stresses of 48 kPa and 90 kPa respectively. 
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Figure 7 

Undrained tests for samples prepared by the dry funnel pluviation method: 

(a) deviatoric stress-strain curve, (b) stress path 

 

Effective stress paths for undrained triaxial compression tests on Chlef sand for 

samples prepared by the wet deposition method with initial relative densities of 

50% are plotted on the p’-q diagrams shown in Fig. 8b. As can be seen, complete 

static liquefaction occurred in the test with the lowest confining pressure (50 kPa). 

Static liquefaction was coincidental with the formation of large wrinkles in the 

membranes surrounding the specimens. 
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Figure 8 

Undrained tests for samples prepared by the wet deposition method: 

(a) deviatoric stress-strain curve, (b) stress path 

Fig. 8b also shows that when the initial confining pressure is increased beyond 50 

kPa, the effective stress paths exhibit behavior that is characterize by increasing 

stability or increasing resistance to liquefaction. This is demonstrated by 

examining the stress-strain curves in Fig. 8a. The initial confining pressures and 

densities are shown for each test. The stress-strain curves of the 100 and 200 kPa 

initial confining pressure tests show that the stress difference does not reach zero 

as in the test indicating complete liquefaction, but decreases to a minimum before 

increasing to levels well above the initial peak, or, with progressive stabilization, 

around an ultimate stationary value very weak. This is the condition of temporary 

liquefaction. The effect of increasing the confining pressure is to increase the 

dilatant tendancies in the soil. 

4.2 Influence of Sample Reconstitution Method 

The effect of the specimens’ reconstitution method on maximal deviatoric stress is 

shown in Fig. 9a. It can be noticed from the results of these figures that the dry 

funnel pluviation method (DFP) gives more significant values of the maximal 

deviator, and therefore a much higher resistance to liquefaction, in contrast with 

the wet deposition method (WD), where some weaker values of the maximal 

deviator were noted, with progressive stabilization around a very weak or nil 

ultimate stationary value, meaning the liquefaction of the sample. 

The same tendencies are noted for the variations of the values in the peak 

deviatoric stress given in Fig. 9b. As can be seen, the samples formed by the dry 

funnel pluviation method exhibit a resistance to monotonic shearing, superior to 

those made by the wet deposition method. 
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Figure 9 

Effect of the depositional method on the maximal deviatoric stress (a) and the peak deviatoric stress (b) 

The influence of the sample preparation methods on excess pore pressure is 

illustrated in Fig. 10. As shown in Fig. 10a, for the dry funnel pluviation method, 

the variation of the pore pressure curves presents two phases: the first shows a 

very high initial rate of generation, giving account of the strongly contracting 

character of the Chlef sand. In the second phase, this rate decreases progressively 

with the axial strain, reflecting the dilating character of the material. The 

developed excess pore pressure in the samples prepared by the wet deposition 

method is presented in Fig. 10b. It can be seen that the samples exhibit a very high 

contracting character, with an expansion rate highly elevated from the beginning 

of the shearing and progressive stabilization toward an ultimate value, associated 

to the stabilization of the deviatoric stress. 

(a)
0 5 10 15 20 25 30

Axial strain Eps1(%)

0

20

40

60

80

100

120

140

160

180

E
x

c
e

s
s

 p
o

re
 p

re
s

s
u

re
 (

k
p

a
)

Dry funnel pluviation (RD = 50%) 

P'c= 50 kPa

P'c= 100 kPa

P'c= 200 kPa

 (b)
0 5 10 15 20 25 30

Axial strain Eps1 (%)

0

20

40

60

80

100

120

140

160

180

E
x

c
e

s
s

 p
o

re
 p

re
s

s
u

re
 (

k
P

a
) Wet deposition (RD= 50%)

P'c = 50 kPa

P'c = 100 kPa

P'c = 200 kPa

 

Figure 10 

Effect of sample reconstitution methods on excess pore pressure: (a) Dry funnel pluviation method, (b) 

Wet deposition method 
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The results of Figs. 9 and 10 are in perfect agreement with those of the Figs. 7 and 

8, showing that the method of dry funnel pluviation encourages the increase of 

resistance to the monotonic shearing of the samples, in contrast to the wet 

deposition method, which accelerates the instability of the samples, which show a 

very weak resistance, and even provokes the phenomenon of liquefaction of the 

sand for the weak confinements, leading to the collapse of the sample. 

4.3 Effect of the Saturation Degree 

Fig. 11 shows the results of the undrained triaxial compression tests performed in 

this study for various values of coefficient of Skempton (B) between 32% and 

90% with an initial confining pressure of 100 kPa. As can be seen, increases in the 

degree of saturation characterized by the coefficient of Skempton (B) lead to a 

reduction in the resistance of deviatoric stress (Fig. 11a) and an increase in water 

pressure (Fig. 11b). The increase in the water pressure results from the role of the 

degree of saturation in the increase in the phase of contractance observed during 

the drained tests. The increase in the pore water pressure leads to a reduction in 

the effective confining pressure and consequently with a reduction of resistance as 

Fig. 10a illustrates. The stress path curve in the plan (p', q) shows well the role the 

degree of saturation plays in the reduction of the effective mean stress and the 

maximal deviatoric stress (Fig. 11c). 
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Figure 11 

 Influence of the coefficient of Skempton (B) on undrained behavior of Chlef sand 

(a) Deviatoric stress, (b) excess pore ressure, (c) stress path 

Fig. 12 shows the evolution of the maximal deviatoric stress versus the coefficient 

of Skempton (B). We note that the resistance to monotonous shear decreases in a 

linear manner with the increase of the coefficient of Skempton (B); the maximal 

deviator passes from a value of q=360 kPa for B= 32% to a value q=276.73 kPa 

for B=90%. Fig. 13 shows the evolution of the pore water pressure to the peak 

versus the the coefficient of Skempton (B). We note that the pore water pressure to 

the peak increases with the increase in the coefficient of Skempton (B); the pore 

water pressure to the peak passes from 547.90 kPa for B=32% to a value of 562.53 

kPa for B= 90%. 
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Figure 12 

Evolution of maximal deviatoric stress versus Skempton's coefficient (B) 
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Figure 13 

Evolution of peak pore pressure versus Skempton's coefficient (B) 

4.4 Variation of the Residual Strength 

When sands are subjected to an undrained shearing, following the peak of 

deviatoric stress, the resistance to the shearing falls with an almost constant value 

on a broad deformation. Conventionally, this resistance to shearing is called 

residual strength, or the shearing force at the quasi steady state (Qss). The residual 

strength is defined by Ishihara [10] as: 

Sus = (qs/2) cosφs      (2) 

where qs and φs indicate the deviatoric stress and the mobilized angle of 

interparticle friction at the quasi steady state. 
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Figure 14 

Influence of the coefficient of Skempton (B) on the Residual strength at the quasi steady state 
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Fig. 14 shows the evolution of the residual strength with Skempton's coefficient 

(B).We note that the residual strength decreases in a significant and linear way 

with the increase in Skempton's coefficient (B) resulting from the role of 

saturation as for the amplification of the contractance of the studied soil. 

Conclusion 

A comprehensive experimental program to study the effects of initial state and 

saturation on the undrained monotonic behavior of sandy soil was undertaken, in 

which two series of tests were performed. All the tests were carried out on 

medium dense specimens. Based on the results from this investigation, the major 

conclusions are as follows: 

1 Complete static liquefaction occurred at low confining pressure (50 kPa) for 

the wet deposition method. 

2 As the confining pressure increased, the liquefaction resistance of the sand 

increased. This observation correlates with most historic cases of apparent 

static and earthquake-induced liquefaction. The results reveal as well that the 

method of reconstitution has a detectable effect on the undrained behavior. 

The dry funnel pluviation method appeared to indicate a more volumetrically 

dilatant or stable response, while the wet deposition method appeared to 

exhibit a more contractive or unstable behavior. 

3 The saturation has a detectable effect on the undrained behavior. The results 

showed that an increase in the Skempton's pore pressure coefficient (B) 

induces a reduction in the initial stiffness and the resistance of the soil 

(maximal deviatoric stress); and increases the phase of contractance. This, 

results in a significant effect on the volumetric response inducing an 

amplification of the phase of contractance when the coefficient of Skempton 

B increases. 

4 The residual effort (Sus) decreases in a significant and linear way with the 

increase in the Skempton's pore pressure coefficient (B) resulting from the 

role of saturation as for the amplification of the contractance. 
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Abstract: For any fuzzy logic application the first and foremost task is to select the optimum 

number and shape of membership functions such as bell shape, singleton, triangular, etc. 

for fuzzification; then it is equally essential to select the appropriate defuzzification method, 

such as COG, COM, MOM, etc. The sampling rate to execute the given command is 

another important parameter. If these three parameters are optimally selected then the 

output response of motion controller will have a shorter rise time, less settling time, 

minimized overshoots/undershoots and negligible steady state error. Hence, the systematic 

study on selection of number and shape of membership function, selection of defuzzification 

methods and sampling time for speed control of PMDC micro motor is studied 

experimentally by applying LabVIEW software. The experimental results reveal that 7 

numbers of triangular membership functions, COG defuzzification method and 1 

millisecond (msec) sampling rate for labVIEW program execution are the optimum 

parameters for motion control. 

Keywords: fuzzy logic; pmdc motor; labVIEW 

1 Introduction 

Conventional controllers such as microprocessors or microcontrollers are suitable 

for parameter measurements such as pressure, temperature, liquid flow, 

displacement motor speed, etc. Such controllers are reliable only when the 

measuring parameters are linear and time invariant and when the mathematical 

model of these parameters are available, because conventional controllers work 

only on mathematical models of the parameters. If the system is complex and the 

associated parameters are ill-defined, imprecise, or time variant, then the 

mathematical models of such complex parameters are difficult to formulate, and 

hence conventional controllers fail to control such systems effectively. The Fuzzy 

Logic Controller (FLC) is a controller which can control the said systems and 

associated parameters because the design and development of FLC is relatively 

very easy and less time consuming, and it is robust, flexible and adaptive. To 

control the processing parameters, the designers need not be experts on the system 

or sub-system. The most important feature of FLC is that the mathematical model 

of the controlling parameters is not required at all. Moreover, the parameters can 
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be described by linguistic variables (like warm, fast, medium, etc.) which can be 

controlled using simple IF-THEN rules. 

Li Zhang proposed a fuzzy controller with easier and faster-tuning techniques. He 

reported a practical computer-aided tuning technique for fuzzy control. He 

employed triangular membership functions for fuzzification and centre of gravity 

(COG) for defuzzification. [1-2]. Xie kanglin and Fu Jin Yu reported the 

determination of membership functions and fuzzy rules of a neural network FLC 

system. The problem of how to find the most optimal fuzzy rules and input/output 

membership functions in developing a fuzzy control system and a study of neural 

networks has been presented in [3]. Castro reported on how many rules are 

necessary to get a good fuzzy controller. He used triangular membership functions 

and weighted sum of centroid defuzzification method [4]. An overview of the 

general class of parameterized defuzzification methods were employed by Filev 

and Yager [5-6]. Yager and Filev also reported a simple adaptive defuzzification 

method and a discussion on the issue of defuzzification methods and the selection 

of fuzzy sets [7-8]. An interesting strategy for dealing with the defuzzification 

problem based on sensitivity analysis was developed by Mabuchi [9]. 

The survey of available literature survey shows that so far there is no report of an 

experimental study of PMDC micro-motor speed characteristics by applying 

various numbers of triangular membership functions and different types of 

defuzzification methods and critical aspect of sampling time of FLC and 

associated with LabVIEW program. Hence we have studied this case. 

2 Experimental Set-up 

The block diagram for the speed control of PMDC micro motor (Model: 2230 

U015S; rating: 15V, 7 mA and 8400 rpm) is shown in Fig. 1. 

 

Figure 1 

Diagram for speed control of PMDC micro-motor 
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The PWM signal generated by UC3637 Switched Mode PWM controller chip is 

fed to the H-bridge MOSFET driver circuit, which in turn drives the motor. The 

optical encoder attached to the shaft of the motor generates the TTL pulses; these 

pulses are converted into analog voltage using LM331 F/V converter IC. This 

analog voltage is fed to the PC through SCXI1122 card. After the execution of the 

velocity command through LabVIEW6i, the analog output voltage is available 

through DAQ (Data acquisition) board at 1124 card, which is given as input 

command to the UC3637, where the complete closed loop feedback control is 

established between the PC and the motor driving circuit. 

3 Fuzzy Logic Controller (FLC) 

A general FLC consists of four modules; a fuzzification module, a fuzzy rule base, 

a fuzzy inference engine and a defuzzification module. The interconnections of 

these modules are shown Figure 2. A fuzzy controller operates by repeating a 

cycle involving the following steps: 

a) Measurements are taken of all variables that represent the relevant conditions 

of the controlling process. 

b) These measurements, which are in crisp form (analog voltage or current), are 

converted into appropriate fuzzy sets to express measurement uncertainties. 

This is called fuzzification. 

c) These fuzzified measurements are then used by the decision-making logic to 

evaluate the control rules stored in the fuzzy knowledge base. The result of this 

evaluation is a fuzzy set, defined by the universe of possible action. 

d) This fuzzy set is then converted into a single crisp value (i.e. analog voltage or 

current), which in some sense is the best representative of the fuzzy set. This 

conversion is called defuzzification. The defuzzified value represents the final 

action taken by the fuzzy controller. 

 

Figure 2 

Basic block diagram of fuzzy logic controller 
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3.1 Membership Functions 

Membership functions characterize the fuzziness in a fuzzy set, whether the 

elements in the set are discrete or continuous in a graphical form for eventual use 

in the mathematical formalism of fuzzy set theory [10]. The rules used to describe 

fuzziness graphically are also fuzzy. Since all the information contained in a fuzzy 

set is described by its membership functions, it is useful to develop a lexicon of 

terms to describe various special featured functions, such as low temperature, high 

speed, medium pressure, etc. There are several ways to graphically depict the 

membership functions that describe fuzziness. The most popular choices of the 

curves/shapes of the membership functions include: triangular, S, Z, bell-shape 

and singleton. The important character of these curves/shapes for purpose of use in 

fuzzy operation is the fact that they overlap. The precise shapes of these curves are 

not so important in the utility. Rather, it is the number of curves (partitions) used 

and their overlapping regions that are the most important ideas. Fig. 3 shows the 

lexicon of terms to describe speed characteristics of PMDC micro-motor for the 

speed range from 1000 rpm to 3000 rpm. 

3.2 Defuzzification 

Defuzzification is the conversion of a fuzzy quantity into a precise or crisp (like 

voltage or current) quantity. In the present work, three types of defuzzification 

methods are used: 

a) Mean of Maxima (MOM) Method 

In this method, defuzzification is made of the average of the two selected values. 

b) Centre of Maxima COM) method 

This method uses the overall output or union of all individual output fuzzy sets. 

c) Centre of Gravity (COG) Method 

This method uses the algebraic integrated value of the fuzzy sets, and it is most 

prevalent and physically appealing of all the defuzzification methods. In the 

present work, the COG defuzzification method is used. 

3.3 Sampling Rate 

In digital control systems, the sampling rate is the number of times per second a 

controller reads in sensor data and produces a new output value. The slower the 

sampling rate, the less responsive the system is, because the controller would 

always be working with that old data that were present when the last sample was 

taken. Hence, in the present work we have used three different sampling rates, i.e. 

1 sec, 0.1 sec and 1 msec to check the response of speed of a DC motor. These 

three sampling rates were formulated and studied using LabVIEW software. 
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4 Description of the VI Diagram 

As shown in Fig. 3, the input voltage from F/V through SCXI 1122 is accessed by 

analog input (Ai) channel. This analog voltage is converted into the corresponding 

speed using adders and multipliers. First DBL (double precision floating point) 

represents the set value of 3000 rpm. The error and change in error are found 

using two subtractors. These two signals are fed to the FLC. The FLC gives the 

control voltage through analog output (Ao) channel. The motor rpm is then 

controlled through UC3637 IC and H-Bridge MOSFET driver circuit. The 

measured speed status is displayed on the waveform chart monitor. All these 

events are carried out in a feedback loop (labelled as while-loop). 
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Figure 3 

VI Diagram for speed control of PMDC Micro motor 

5 Experimental Results 

Here the effect of various numbered triangular membership functions, 

defuzzification methods and different sampling rates related to speed control of 

PMDC micro-motor are discussed. 

5.1 Effect of Membership Functions 

The FLC has been successfully implemented for the real time speed control of a 

PMDC micro-motor at 3000 rpm. First, 3-number triangular membership 

functions are chosen and the transient response is obtained. Similarly 5 and 7- 

number triangular membership functions are applied and their transient responses 
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are observed. The experimental transients of these three functions are shown in 

Fig. 4. It is observed that for the 3-number triangular membership function, the 

settling time is 3.5 sec and steady state error is ±40 rpm. For the 5-number 

triangular membership function, a settling time of 2.7 sec and a steady state error 

of ±25 rpm oscillations are observed. The response of the 7-number triangular 

membership function exhibited no overshoots and undershoots and shorter settling 

time of 1.8 sec was obtained. 
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Figure 4 

Experimental transient response for 3, 5, and 7-number triangular membership functions [MEM7= 7 

number triangular membership functions, etc] 

5.2 Effect of Defuzzification Methods 

The three defuzzifications, i.e. COM, MOM and COG, are implemented and their 

effect on the transient response of PMDC micro-motor at 3000 rpm observed. The 

experimental results (Fig. 5) show that: for the MOM defuzzification method, the 

settling time is 2.8 sec with overshoots and undershoots of ±25 rpm; the COM 

defuzzification method has the settling time of 2.5 sec with steady state error of 

±10 rpm; and in the case of the COG defuzzification method, the settling time is 

2.0 sec without overshoots and undershoots and zero steady state error. 
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Figure 5 

Experimental transient response for defuzzification methods for FLC using three different 

defuzzification methods 
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5.3 Effect of Loop-Time Variation 

The present system consists of a feedback control system as shown in the VI 

diagram (Fig. 3). We define the loop-time for this feedback control system as a 

time for the entire loop. This loop-time is adjustable in the present system with 

only three possible values, namely 1 msec, 0.1 sec and 1.0 sec. This loop-time is 

entirely different from the sampling time of the ADC and sample and hold (S/H) 

circuit in the SCXI 1122 analog input card. 

As the SCXI 1122 analog input card works at a sampling rate of 150 kS/s, the 

sampling period is 1/150, 000 sec (6.7 μsec). This sampling frequency of 150 kS/s 

is much higher than the frequency of the band limited signal representing the 

speed of the dc motor (3.3 msec). The sampling frequency is approximately 1000 

times the frequency of the band limited signal. The aliasing errors, if any, are 

taken care of by the anti-aliasing filter in the SCXI 1122 analog input card. The 

Nyquiste sampling theorem requirement is duly satisfied. 

When a 1 msec loop-time is selected, hardly 1000 samples are encountered. The 

excursions of the speed about the set-point will be very few. Hence the fuzzy logic 

controller is able to take appropriate decisions and generate corresponding control 

signals to help the dc motor to run at the set-point speed. 

When a loop-time of 0.1 sec and 1.0 sec are chosen, there are approximately 10 

Lakhs samples in each loop-time respectively. In such situations, there will be a 

very large number of excursions about the set-point. Consequently the fuzzy logic 

controller is utterly confused as to which rule is to be fired in such chaotic 

conditions. Consquently the fuzzy logic controller takes a long time to control the 

speed of the dc motor at the desired set-point speed. This is the reason for shortest 

settling time when we choose 1 msec as the loop-time. The comparison of these 

three sampling rate is shown in Fig. 6. 
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Figure 6 

Experimental transient response of speed control for PMDC micro motor using three different 

sampling rates [m sec1 = 1 m sec sampling time etc] 
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Conclusions 

The FLC has been successfully designed and implemented for the real time speed 

control of PMDC micro motor for a desired speed of 3000 rpm. The results for the 

best choices of number of triangular membership functions for fuzzification, 

defuzzification methods and different sampling rates were obtained. From the 

experimental transient response, we conclude that for robust, flexible, faster and 

real time speed control of PMDC micro motor using FLC technique, the best 

choices are 7-number triangular membership functions for fuzzification, a COG 

method for defuzzification and a sampling time of 1 msec. 
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