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Abstract: 3D model reconstruction plays a very important role in computer vision as well 

as in different engineering applications. The determination of the 3D model from multiple 

images is of key importance. One of the most important difficulties in autonomous 3D 

reconstruction is the (automatic) selection of the ‘significant’ points which carry 

information about the shape of the 3D bodies i.e. are characteristic from the model point of 

view. Another problem to be solved is the point correspondence matching in different 

images. 

In this paper a 3D reconstruction technique is introduced, which is capable to determine 

the 3D model of a scene without any external (human) intervention. The method is based on 

recent results of image processing, epipolar geometry, and intelligent and soft techniques. 

Possible applications of the presented algorithm in vehicle system dynamics are also 

presented. The results can be applied advantageously at other engineering fields, like car-

crash analysis, robot guiding, object recognition, supervision of 3D scenes, etc,. as well. 

Keywords: 3D reconstruction, perspective geometry, point correspondence matching, 
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1 Introduction 

3D reconstruction from images is a common issue of several research domains. In 
recent time the interest in 3D models has dramatically increased [1] [2]. More and 
more applications are using computer generated models. The main difficulty lies 
with the model acquisition. Although, more tools are at hand to ease the 
generation of models, it is still a time consuming and expensive process. In many 
cases models of existing scenes or objects are desired. Traditional solutions 
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include the use of stereo rigs, laser range scanners, and other 3D digitizing 
devices. These devices are often very expensive and require careful handling, and 
complex calibration procedures. 

Creating photorealistic 3D models of a scene from multiple photographs is a 
fundamental problem in computer vision and in image based modeling. The 
emphasis for most computer vision algorithms is on automatic reconstruction of 
the scene with little or no user interaction [3]. 

In this paper an alternative approach is proposed which avoids most of the 
problems mentioned above. The object which has to be modeled is recorded from 
different viewpoints by a camera. The relative position and orientation of the 
camera and its calibration parameters will automatically be retrieved from image 
data. For the reconstruction we use characteristic features, like edges and corner 
points of the objects. The complexity of the technique is kept low on one hand by 
filtering out the points and edges carrying non-primary information (i.e. the so-
called texture edges and points) while on the other by applying recent methods of 
digital image processing (see e.g. [4]-[7]) combined with intelligent and soft (e.g. 
fuzzy) techniques. This makes possible e.g. autonomous point correspondence 
matching which is the hardest step in 3D reconstruction and the biggest difficulty 
towards the automation of the procedure. 

The introduced autonomous 3D reconstruction and its algorithms can be applied 
advantageously at many fields of engineering. In the second part of this paper, we 
will show a possible application in vehicle system dynamics: the usage in car-
crash analysis. 

Crash and catastrophe analysis has been a rather seldom discussed field of 
traditional engineering in the past. In recent time, both the research and theoretical 
analyses have become the part of the everyday planning work (see e.g. [8]). The 
most interesting point in crash analysis is that even though the crash situations are 
random probability variables, the deterministic view plays an important role in 
them. The stochastic view, statistical analysis, and frequency testing all concern 
past accidents. Crash situations, which occur the most frequently (e.g. the 
characteristic features of the crash partner, the direction of the impact, the before-
crash speed, etc.) are chosen from these statistics and are used as initial parameters 
of crash tests. These tests are quite expensive, thus only some hundred tests per 
factory are realized annually, which is not a sufficient amount for accident safety. 
For the construction of optimal car-body structures, more crash-tests were needed. 
Therefore, real-life tests are supplemented by computer-based simulations, which 
increases the number of analyzed cases to 1-2 thousands. The computer-based 
simulations – like the tests – are limited to precisely defined deterministic cases. 
The statistics are used for the strategy planning of the analysis. The above 
mentioned example clearly shows that the stochastic view doesn’t exclude the 
deterministic methods. 
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Crash analysis is very helpful for experts of road vehicle accidents, as well, since 
their work requires simulations and data, which are as close to the reality as 
possible. By introducing intelligent methods and algorithms, we can make the 
simulations more precise and so contribute towards the determination of the 
factors causing the accident. 

The results of the analysis of crashed cars, among which the energy absorbed by 
the deformed car-body is one of the most important, are of significance at other 
fields, as well. They also carry information about the deformation process itself 
and may have a direct effect on the safety of the persons sitting in the car. Thus, 
through the analysis of traffic accidents and crash tests we can obtain information 
concerning the vehicle which can be of help in modifying the structure/parameters 
to improve its future safety. The ever-increasing need for more correct techniques, 
which use less computational time and can widely be applied results in the 
demand and acceptance of new modeling and calculating methods. 

The techniques of deformation energy estimation used up till now can be 
classified into two main groups: The first one applies the method of finite 
elements [9]. This procedure is enough accurate and is suitable for simulating the 
deformation process, but this kind of simulation requires very detailed knowledge 
about the parameters of the car-body and its energy absorbing properties, which in 
most of the cases are not available. Furthermore, if we want to get enough 
accurate results, its complexity can be very high. 

The other group covers the so called energy grid based methods, which starts from 
known crash test data and from the shape of the deformation or from the 
maximum car-body deformation [10]. The distribution of the energy, which can be 
absorbed by the cells, is considered just in 2D and the shape of the deformation is 
described also by a 2D curve which equals the border of the deformation visible 
from the top view of the car-body. The accuracy of this technique is not 
acceptable: In many of the cases, the shape of deformation can not be described in 
2D and furthermore, the energy absorbing properties of the car-body change along 
the vertical axis as well causing serious impreciseness in the results. 

In this paper new methods are introduced which avoid the above discussed 
disadvantages of the recently used techniques. First, the energy distribution is 
considered in 3D. Secondly, for the description of the shape of deformation spline 
surfaces are used, which are very suitable for modeling complex deformation 
surfaces. Third, the computational time and cost need is significantly decreased 
while the accuracy is increased by the application of intelligent techniques. Last, 
the deformation surface is obtained by a new 3D reconstruction method using only 
digital photos of the crashed car-body as input. 

The methods presented in this paper can be applied at different fields of 
engineering. In this paper, we will show how can we construct a system capable to 
automatically build the 3D model of a crashed car as well as to determine the 
energy absorbed by the car-body deformation and the speed of the crash. 
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The paper is organized as follows: In Section II the primary edge extraction 
method is summarized. Section III is devoted to the 3D model estimation from 
multiple images, while Section IV is devoted to the conclusions. Intelligent 
applications in vehicle system dynamics and examples of the presented methods 
can be followed in the second part of the paper. 

2 Primary Edge Extraction 

Images usually contain a lot of different edges, among which there are texture 
edges and object contour edges, as well. From the point of view of scene 
reconstruction and image retrieval the latter ones are important because they carry 
the primary information about the shape of the objects. In we considered all of the 
possible edges during the model building/ searching/comparison, it would cause 
that the complexity/ time need of the procedure might grow to a possibly 
intolerable degree and furthermore, the (probably high number of) non-important 
details (edges) might lead to false decisions and increased the uncertainty of the 
modeling or caused that we disregarded recognizing an object. As a consequence, 
the separation of the ‘significant’ and ‘unimportant’ subsets of the edges, i.e. the 
enhancement of those ones which correspond to the object boundaries and thus 
carry primary information and the filtering out of the others which represent 
information of minor importance, not only significantly decreases the 
computational complexity of the processing but is of key importance from 
interpretation point of view. 

2.1 Surface Smoothing 

Let St be the surface describing the image to be processed, i.e. St = {(x, y, z); z = 
I(x,y,t)}, where the variables x and y represent the horizontal and vertical 
coordinates of the pixel, z stands for the luminance value, which is the function of 
the pixel coordinates and of the time t. The smoothing is performed by image 
surface deformation. Such a process preserves the main edges (contours) in the 
image. The surface deformation process satisfies the following differential 
equation [11]: 

nk
t

I t =
∂
∂ , (1) 

where k corresponds to the ‘speed’ of the deformation along the normal direction 
n. In our case, this value k is represented by the mean curvature of the surface at 
location [x, y], i.e. the speed of the deformation at a point will be the function of 
the mean curvature at that point. The mean curvature is defined as: 
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where k1 and k2 stand for the principal curvatures. Starting from equation (2), the 
following partial differential equation can be derived (for details, see [12]): 
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Here Ix, Iy, Ixx, Ixy, Iyy stand for the partial derivatives with respect to the variables 
indicated as lower indices. Starting from equation (1) the surface at time t+Δt (for 
small Δt) can be calculated as follows [11]: 
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where o(Δt) represents the error of the approximation. 

2.2 Edge Detection 

Let z0,x,y be the pixel luminance at location [x,y] in the original image. Let us 
consider the group of neighboring pixels which belong to a 3x3 window centered 
on z0,x,y. 

The output of the edge detector is yielded by the following equation: 
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where zp
x,y denotes the pixel luminance in the edge detected image and mLA stands 

for the used membership function (see Figure 1). z0,x-1,y and z0,x,y-1  correspond to 
the luminance values of the left and upper neighbors of the processed pixel at 
location [x,y]. L-1 equals to the maximum luminence value (e.g. 255). For more 
details see [5]. 
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Figure 1 

Fuzzy membership function m LA of ’edge’. L-1 equals to the maximum intensity value, p and q are 

tuning parameters 

2.3 Edge Separation 

The obtained smoothed image is used for extracting the most characteristic edges 
of the objects. The procedure is performed as follows: 

For each edge point taken from the edge map of the original image, the 
environment of the point is analyzed in the smoothed image. The analysis is 
realized by calculating the mean squared deviation of the color components (in 
case of grayscale images the gray-level component) in the environment of the 
selected edge point. 

Let p=[px, py] be an edge point in the original image and let M denote a 
rectangular environment of p with width w and height h. The mean squared 
deviation is calculated as follows: 
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where tstop represents the duration of the surface deformation. In case of grayscale 
images, μ denotes the average gray level inside the environment M. For color 
images, the whole process should be done for each component separately and in 
this case μ corresponds to the average level of this color component inside the 
environment M. 

If the so calculated deviation exceeds a predefined threshold value, then the edge 
point is considered as useful edge. As result, an image containing only the most 
characteristic edges is obtained. 
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3 3D Model Estimation from Multiple Images 

The topic of building 3D models from images is a relatively new research area in 
computer vision and, especially when the objects are irregular, not finished at all. 
In the field of computer vision, the main work is done at one hand on the 
automation of the reconstruction while on the other on the implementation of an 
intelligent human-like system, which is capable to extract relevant information 
from image data and not by all means on building a detailed and accurate 3D 
model like usually in photogrammetry is. For this purpose, i.e. to get the 3D model 
of scenes, to limit/delimit the objects in the picture from each other is a key 
importance [13]. 

3.1 Noise Smoothing 

As the first step, the pictures, used in the 3D object reconstruction are 
preprocessed. As a result of the preprocessing procedure the noise is eliminated. 
For this purpose we use a special fuzzy system characterized by an IF-THEN-
ELSE structure and a specific inference mechanism proposed by Russo [4], [6]. 
Different noise statistics can be addressed by adopting different combinations of 
fuzzy sets and rules. 

Let I(r) be the pixel luminance at location r=[x,y] in the noisy image, where x is 
the horizontal and y the vertical coordinate of the pixel. Let I0 =I(r0) denote the 
luminance of the input sample having position r0  and being smoothed by a fuzzy 
filter. The input variables of the fuzzy filter are the amplitude differences defined 
by: 

8,...,1,0 =−=Δ jIII jj
 (7) 

where the Ij=I(rj), j=1,…,8 values are the luminance values of the neighboring 
pixels of the actually processed pixel r0 (see Figure 2a). Let K0 be the luminance 
of the pixel having the same position as r0 in the output image. This value is 
determined by the following relationship: 

IIK Δ+= 00  (8) 

where ∆I is determined later (see (11)). 

Let U
9

1=
=

i iWW  be defined by a subset of the eight neighboring pixels around r0. 

Let the rule base deal with the pixel patterns W1,…,W9 (see Figure 2b). The value 
K0 can be calculated, as follows: 
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{ }{ }9,...,1;:)(* =∈Δ= iWrImMINMAX ijjLNλ  (10) 
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where ∆λ=λ-λ*, L is the maximum of the gray level intensity, mLP and mLN 
correspond to the membership functions and mLP(I)=mLN(-I) (see Figure 2c). The 
filter is recursively applied to the input data. 
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Figure 2a 
The neighboring pixels of the actually processed pixel r0 

 

Figure 2b 
Pixel Patterns 
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Figure 2c 
Membership functions mLN (large negative) and mLP, (large positive), a and b are parameters for the 

tuning of the sensitivity to noise of the filtering 

3.2 Corner Detection 

The edge and corner points are the most characteristic feature points in an image. 
For our modeling system the determination of the corners are very important. The 
applied corner detection algorithm utilizes the principles of the fuzzy filters and 
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edge detection algorithms of Russo. Besides fuzzy reasoning it uses a local 
structure matrix composed of the partial derivatives of the gray level intensity of 
the pixels. As input, we consider the noiseless and smoothed image, while as 
output the corners are got. A corner is indicated by two strong edges [14]. 

Most of the corner detection algorithms are derived from a so called local 
structure matrix, which has the form of 
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where G(x,y) represents the so called 2D Gaussian hump and * stands for the 
convolution. One of the corner detection algorithms, which uses the above local 
structure matrix is the Förstner’s one. Förstner determines corners as local maxima 
of function H(x,y) [15]. 
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In most of the cases we can not unambiguously determine that the analyzed image 
point is a corner or not with only the help of a certain concrete threshold value. 
Therefore in the proposed algorithm, fuzzy techniques are applied for the 
calculation of the values (corners) which increases the rate of correct corner 
detection. As higher the calculated H value as higher the membership value, that 
the analyzed pixel is a corner. Fuzzifying the H values into fuzzy sets and 
applying a fuzzy rulebase we can evaluate the ‘cornerness’ of an analyzed pixel. 
This property of the pixel can advantageously be used also at the searching for the 
corresponding corner points in stereo image pairs (point correspondence 
matching), which is an indefinite step of the automatic 3D reconstruction (see also 
[16] and [17]). 

3.3 Point Correspondence Matching and Determination of the 

3D Coordinates of the Corner Points 

For increasing the efficiency of the process, before starting with the actual model 
building, we can filter out the non-significant (texture type) edges and corners of 
the pre-processed images. The next step is the determination of the 3D coordinates 
of the remaining, primary edge points of the object. First the corner point 
correspondences are determined which is followed by the determination of the 



A. R. Várkonyi-Kóczy Intelligent Autonomous Primary 3D Feature Extraction 
 in Vehicle System Dynamics' Analysis: Theory and Application 

 – 14 – 

edge correspondences. If the angle between the camera positions of the different 
images is relatively small then after the evaluation of the projection matrices of 
the images the corresponding points can be calculated automatically with high 
reliability in each image. The problem to overcome is that a point determines not 
another point but a line (the so called epipolar line) in the other images. To 
decrease the number of candidate points, first, we search the corner or edge points 
of the epipolar line, i.e. those points which belong to a corner or edge of the image 
and then the fuzzy measure of the differences of the environment of the points are 
minimized. The similarity of the above mentioned ‘cornerness’ is also considered. 
Having the most probable point correspondences we can calculate the 3D position 
of the image points and in the knowledge of the 3D coordinates of the significant 
points the spatial model of the object can easily be built. 

3.4 Epipolar Geometry 

Epipolar geometry exists between a two camera system. An important practical 
application of epipolar geometry is to aid the search for corresponding points, 
reducing it from the entire second image to a single epipolar line. The epipolar 
geometry can easily be found from a few point correspondences. Consider the 
case of two perspective images of a scene illustrated by Figure 3. The 3D point M 
is projected to point m1 in the left image and m2 in the right one. Let C1 and C2 be 
the centers of projection of the left and right cameras, respectively. Points m1 in 
the first image and m2 in the second image are the imaged points of the point M of 
the 3D space. The epipolar constraint can be written as 

0=12 FmmT . (15) 

F is known as the fundamental matrix, which defines a bilinear constraint between 
the coordinates of the corresponding image points. If m2 is the point in the second 
image corresponding to m1, it must lie on the epipolar line lm1 (see Figure 3). 

M

C C
1 2

e e
1 2

m1
m2

lmlm2

lm

Image1 Image2

1

 

Figure 3 
Illustration of epipolar geometry (e1 and e2 are the epipoles, m1 and m2 the corresponding image points, 

lm1 and lm2 are the epipolar lines, C1 and C2 are the camera positions. M is the projected 3D point) 
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3.5 Image Point Matching 

First we have to find the most characteristic image points. These points are the 
corners of the analyzed object. Corners can effectively be detected with the help of 
the fuzzy based corner detector. Then, for each detected corner we have to 
determine the corresponding epipolar line. We know that the corresponding point 
will lay (in fuzzy sense) on this epipolar line and is also a corner point (see Fig. 4). 
Thereinafter the fuzzy measure of the differences of the environments of the point 
to be matched and the so got candidate points are minimized by a fuzzy based 
searching algorithm (see Figs. 4 and 5) which determines the most probably 
corresponding point. The same procedure is applied to edge points. For details see 
[13], [16], and [18]. 

m1

The environment of the point m1

Epipolar line corresponding to point m1

m2

Point of interest
(corner or edge point)

lm1

Search window

The environment 
of the point m2

X

Y

X

Y

Image1 Image2

 

Figure 4 

Illustration of the matching algorithm 

A point in the environment 
of the analyzed cornerAnalyzed corner

Membership functions

:A

:B

 A, B  

Figure 5 

Illustration of an image point from the environment of the point m2 (see Figure 4) and the 

corresponding values of the membership functions of the fuzzy sets A and B) 
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3.6 Camera Calibration by Estimation of the Perspective 

Projection Matrix 

C
Camera
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Figure 6 
Perspective projection – illustration of points M=[X,Y,Z] and its projection m=[x,y] in the retinal plane R 

There exists a collineation, which maps the projective space to the camera’s 
retinal plane: 3D to 2D. Then the coordinates of a 3D point M = [MX, MY, MZ]T 

(determined in an Euclidean world coordinate system) and the retinal image 
coordinates m = [mx, my]

T (see Figure 6) are related by the following equations: 

PMm =W  (16) 
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where W is a scale factor, m = [mx, my, 1]T and  M = [MX, MY, MZ, 1]T are the 
homogeneous coordinates of points m and M, and P is a 3 × 4 matrix representing 
the collineation 3D to 2D. One parameter of P can be fixed (l = 1). P is called 
perspective projection matrix. Values a, b, c, d, e, f, g, h, i, j, k are the elements of 
the projection matrix P. It is clear that 

1+++= ZYX kMjMiMW  (18) 

From (17) we can calculate the coordinates of point m (mx, my), as follows: 

W

dcMbMaM
m ZYX

x

+++
=  (19) 

W

hgMfMeM
m ZYX

y

+++
=  (20) 



Acta Polytechnica Hungarica Vol. 5, No. 1, 2008 

 – 17 – 

All together we have eleven unknowns (the elements of the projection matrix) that 
means that we need six points to determine the projection matrix. For more details 
see [19]. 

4 Primary Edge Extraction 

The basic concept of the primary edge extraction method described in the first part 
includes the following steps: Consider that we have an image and we want to 
extract the edges corresponding to the object contours. 

As the first step, it is necessary to remove the unimportant details from the image. 
The smoothing procedure used for this purpose is based on surface deformation. 
After smoothing the image, only the most characteristic contours are kept. 

Next, the edge map of the original image is constructed using the fuzzy-based 
edge detection method described in [24]. Such an edge map contains all the 
possible edges. 

After this step, the two processed images – the smoothed one and the edge map of 
the original image – are analyzed simultaneously in the following way: In case of 
each of the edge points a small environment of the point is taken in the original 
image and using the smoothed image the variance of the color components inside 
of this environment is analyzed. If the variance is below a predefined threshold 
value then the edge point is removed while otherwise it is considered as a useful, 
primary edge point. 

The effectivity of the above information enhancement method detailed in Section 
II of the first part of this paper is illustrated by two simple examples. In all of the 
examples color images are used. The figures allow the comparison of the original 
edge map and the edges after applying the proposed method. 

Figs. 7 and 8 are illustrations for the virtual process of changing of an image 
surface along the time. The two examples are fine fragments of the next example 
(surface of the car) at time 0 and at time tstop, respectively. 

The next example analyses a photo taken of a car. In Figure 9 the original image 
can be seen, while Figure 10 shows the smoothed image using the discussed 
surface deformation. Figs. 11 and 12 represent the edge maps before and after the 
processing, respectively. As you can see in Figure 12 many of the details 
disappear after the processing and only the charac-teristic edges of the car are left. 
This helps filtering out the non-important details and enhancing the most 
significant features/objects in images thus making easier image retrieval, object 
recognition, reconstruction of scenes, etc. 
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Figure 7 

Illustration of an image surface before the deformation 

 

Figure 8 

Illustration of an image surface after the deformation 

 

Figure 9 

Original image taken of a car 
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Figure 10 

Smoothed image using surface deformation based on mean curvature 

 

Figure 11 

Edge map of the original image 

 

Figure 12 

Edges after applying the proposed information enhancement method 
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5 3D Model Estimation from Multiple Images 

The basic concept of the 3D model estimation method described in the first part 
can be summarized as follows: As the first step, the pictures, used in the 3D-object 
reconstruction are preprocessed, which starts with noise elimination and edge 
detection by applying the fuzzy filters and fuzzy edge detection algorithm 
described in [24], [25]. This is usually followed by the primary edge extraction 
method (see Section V) [38]. 

For the modeling the determination of the primary edges and corners are very 
important because they carry the most characteristic information about the shape 
of the objects to be modeled. The applied corner detection method utilizes that a 
corner is indicated by two strong edges. It also applies fuzzy reasoning and the 
used local structure matrix composed of the partial derivatives of the gray level 
intensity of the pixels is extended by fuzzy decision making. The algorithm 
assigns also a new attribute, the fuzzy measure of being a corner, to the analyzed 
pixel. This property of the corners can advantageously be used at the searching for 
the corresponding corner points in stereo image pairs. 

The next step is the determination of the 3D coordinates of the extracted edge 
points. First the corner point correspondences are determined which is followed by 
the determination of the edge correspondences in the different images. If the angle 
between the camera positions is relatively small then after the estimation of the 
projection matrices of the images (necessary for the calibration) the corresponding 
points can be calculated automatically with high reliability in each image. We 
search for the characteristic corner or edge points lying (in fuzzy sense) on the 
epipolar line and then the point correspondence matching is done by minimizing 
the fuzzy measure of the differences of the environment of the points with the help 
of a fuzzy supported searching algorithm [36]. The similarity of the above 
mentioned ‘cornerness’ is also considered. (The corresponding corner points keep 
their ‘cornerness’ property in the pictures near to each other with high reliability). 
Having the point correspondences we can calculate the 3D position of the image 
points (the camera calibration is solved by the determination of the Perspective 
Projection Matrix [32]) and in the knowledge of the 3D coordinates and the 
correspondences of the significant points the spatial model of the car body can 
easily be built. 

The effectivity of the above 3D reconstruction method detailed in Section III of 
this paper is illustrated by a simple example. 

Figure 13a shows the original photo of the crashed car corrupted by noise. In 
Figure 13b the fuzzy filtered image while in Figs. 13c and 13d the images after 
fuzzy based edge and corner detection can be followed. Figs. 13e-13h illustrate a 
different camera position of the car. The 3D model of the deformed part of the car-
body is shown in Figure 14. 
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a)      b) 

  

c)      d) 

  

e)      f) 

   

g)      h) 

Figure 13 

2 examples of the (a), (e): original photos, (b), (f): fuzzy filtered images, (c), (g): results after edge and 

(d), (h): corner detection of a crashed Audi 100 
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a)   b) 

Figure 14 

3D model of the deformed part of the car body 

6 Car Crash Analysis 

In this Section a possible application of the introduced methods taken from vehicle 
system dynamics will be presented. The system aims the intelligent analysis of 
crashed cars and is able to determine the 3D model, the amount of the energy 
absorbed by the deformation and further important information, e.g. the energy 
equivalent speed and the direction of impact of the crash. 

The block structure of the proposed new car crash analysis system can be followed 
in Figure 9. It contains four well defined sub-blocks. The first (image processing) 
is responsible for the pre-processing of the digital photos (noise 
elimination/filtering, edge detection, corner detection) and for the 3D modeling 
(including the point correspondence matching and the 3D model building). The 
second part of the system (comparison of models) calculates the volumetric 
change of the car body from the deformed and the original 3D models of the car. 
Parallel with it an expert system (Expert system) determines the direction of the 
impact. Based on the direction of impact and volumetric change a hierarchical 
fuzzy-neural network system (Fuzzy-Neural Network) determines the absorbed 
energy and the energy equivalent speed of the car. In the followings we will 
briefly outline the steps of the analysis not discussed previously. 

After constructing the 3D model of the deformed car body (see Figure 8) we have 
to determine the volume of the detoriated car body which means that it is 
necessary to compare the deformed and the undamaged 3D car-bodies. This 
calculation is performed by the module named ‘Comparison of models’ (see 
Figure 15). The inputs of this module are the spatial models of the damaged and 
undamaged car-bodies. As result, we obtain the volumetric difference between the 
two models. 
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Figure 15 

Block-structure of the intelligent car crash analysis system 

The spatial model of the deformed car-body serves as input of another module, as 
well. This module applies an expert system and produces the direction of impact. 
For this we use the so called ‘energy-centers’ of the undamaged and deformed car-
body parts and the direction is estimated from the direction of movement of the 
energy-center. (During the deformation the different 3D cells of the car-body 
absorb a certain amount of energy. The energy-center can be determined by 
weighting the cells by the corresponding energy values.) 

From the volumetric difference and from the direction of impact an intelligent 
hierarchical fuzzy-neural network system evaluates the energy absorbed by the 
deformation and the equivalent energy equivalent speed (EES). For the training of 
this part of the system simulation and crash test data can be used. The training data 
include the volumetric change, the direction of the impact (input data) and the 
corresponding deformation energy (output data). 

 

Figure 16 

Relation among the direction of impact, volumetric change, and the deformation energy based on 

simulation data (Mercedes 290) 
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The relation among the direction of impact, volumetric change, and the 
deformation energy is illustrated by Figure 16. If, as usually is the case, this 
surface is symmetric (to the longitudinal axes of the vehicle), it is enough to deal 
with its half part. The mapping is approximated by a hierarchical fuzzy-NN 
system (subsystem ‘Fuzzy-Neural Network’ in Figure 15). The surface is divided 
into domains, which can ‘easily’ be modeled. Each domain is modeled separately 
by a small NN. Because of the uncertainties in the transitions among the domain, a 
fuzzy system is applied for the determination of the fired domain(s). The mapping 
in Figure 16 needs only to be divided into two domains according to the impact 
direction (see Fig. 17), thus in this very simple case the fuzzy rulebase ‘above’ the 
NN system contains only two rules (The input fuzzy sets are shown in Fig. 18): 

IF the direction IS D1 THEN use NN1 

IF the direction IS D2 THEN use NN2 

Here we would like to remark two things: 

1 In general the mapping is more complex and it can be advantageous to define 
more domains using both inputs to keep the complexity of the used NNs low. 

2 The module responsible for the determination of the absorbed energy applies a 
pre-classification step according to a hierarchical decision-tree (Figure 19), 
because for choosing the correct set of neural networks we have to pre-
determine the category and the type of the analyzed vehicle and the main 
character of the crash (frontal full impact, frontal offset impact, side impact, 
corner impact, rear impact). Cars are categorized into car types according to 
their weights. (In this paper as example a crashed Audi is shown. Although, 
the analysis is based on the NNs taught by the simulation data of a similar, but 
Mercedes car). Side impact means that neither the front nor the rear of the 
vehicle is touched. 

 

Figure 17 

Segmentation of the surface in Figure 10 
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Figure 18 

Membership functions defined on the universe of impact direction 

For approximating domains D1 and D2 we applied simple feed-forward 
backpropagation NNs with one hidden layer and three hidden neurons. The NNs 
are used to determine the deformation’s energy and EES. During the tuning 
(teaching period) of the system, the determined EES values were compared to 
known test results and the parameters of the expert system were modified to 
minimize the LMS error. 

The operation of the introduced intelligent crash analysis system is illustrated on a 
crashed car. The parameters of the car are as follows: 

Vehicle/Mass of the vehicle: Audi 100/1325 kg 

Volumetric change (evaluated): 0.62 m3 

Absorbed deformation energy (evaluated): 171960 Joule 

The resulted 3D model is shown in Figure 14. The results of the analysis are 
summarized in Table 1 (see also [39]). The error of the analysis depends on the 
resolution of the model (i.e. the distance between two layers in the 3D model, 
Figure 14b) and also on the accuracy of the crash test data. 

Light duty 
truck

Car Truck

Type 1

NN4 NN5

Type 2 . . . Type n

Corner
Impact

Frontal Offset
Impact

Rear
impact

NN2

Vehicle

Frontal Full
Impact

NN3

Side
Impact

NN1  

Figure 19 

Hierarchical structure of the pre-classification in the EES determination 
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Table 1 

The direction of impact and the energy equivalent speed of the crashed car 

 Direction of impact 
[deg] 

EES of the vehicle 
[km/h] 

Real Data 0 55 

Proposed 
method 

2 58 

2D method 2 59,5 

Conclusions 

In this paper intelligent methods are introduced which open a way for autonomous 
3D model reconstruction. The 3D model reconstruction uses as input only digital 
images taken from different camera positions. The technique combines recent 
results of epipolar geometry, intelligent methods of image processing, and 
different fuzzy techniques. It applies a new edge information extraction procedure, 
as well, which is able to separate the edges carrying primary information and those 
representing only information of minor importance. The methods presented in the 
paper can advantageous be used in many 2D and 3D applications, in computer 
vision, in sketch based image retrieval methods, in vehicle system dynamics, etc. 

As a possible new application taken of the field of vehicle system dynamics, an 
intelligent expert system is also presented which includes significant steps towards 
the autonomous analysis of car-crashes. It makes easy to determine the special 
shape of crashed cars (or other objects), the amount of the energy absorbed by the 
deformation, and further important information, like the energy equivalent speed 
(EES). 
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Abstract: An overview of methods of pseudo-analysis in applications on important

classes of nonlinear partial differential equations, occurring in different fields, is given.

Hamilton-Jacobi equations, specially important in the control theory, are for impor-

tant models usually with non-linear Hamiltonian H which is also not smooth, e.g.,

the absolute value, min or max operations, where it can not apply the classical math-

ematical analysis. Using the pseudo-analysis with generalized pseudo-convolution it

is possible to obtain solutions which can be interpreted in the mentioned classical

way. Another important classes of nonlinear equations, where there are applied the

pseudo-analysis, are the Burgers type equations and Black and Shole equation in op-

tion pricing. Very recent applications of pseudo-analysis are obtained on equations

which model fluid mechanics (Navier-Stokes equation) and image processing (Perona

and Malik equation).

Keywords: Pseudo-analysis, nonlinear partial differential equation, Hamilton-

Jacobi equation, Burgers type equation, Bellman differential equation, Navier-Stokes
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1 Introduction

The pseudo-analysis, see [12, 16, 17, 20, 21, 22], is based, instead of the usual
field of real numbers, on a semiring acting on the real interval [a, b] ⊂ [−∞,∞],
denoting the corresponding operations as ⊕ (pseudo-addition) and ⊙ (pseudo-
multiplication), see Section 2. It is applied, as universal mathematical theory,
successfully in many fields, e.g., fuzzy systems, decision making, optimization
theory, differential equations, etc. This structure is applied for solving nonlin-
ear equations (ODE, PDE, difference equations, etc.) using the pseudo linear
principle, which means that if u1 and u2 are solutions of the considered non-
linear equation, than also a1 ⊙ u1 ⊕ a2 ⊙ u2 is a solution for any constants a1

and a2 from [a, b]. Based on the semiring structure (see [13]) it is developed in



[17, 18, 19, 20, 21, 22, 24] the so called pseudo-analysis in an analogous way as
classical analysis, introduced ⊕-measure, pseudo-integral, pseudo-convolution,
pseudo-Laplace transform, etc. There is so called ”viscosity solution” method
(see [14]) which gives upper and lower solutions but not a solution in the classi-
cal sense, i.e., that its substitution into the equation reduces the equation to the
identity. There is given an overview of methods of pseudo-analysis in applica-
tions on important classes of nonlinear partial differential equations occurring
in different fields, see [7, 8, 12, 16, 18, 19, 20, 21, 22, 24].

First we will show in Section 3 the pseudo linear superposition principle
on the Burgers equation and in the limit case on a Hamilton-Jacobi equa-
tion. Pseudo-analysis was applied for finding weak solution of Hamilton-Jacobi
equation with non-smooth Hamiltonian, [16, 22, 24], see Section 4. Another
important class of nonlinear equations, where it is applied the pseudo-analysis,
is the Black and Shole equation in option pricing, see Section 6. Very recent
applications of pseudo-analysis are obtained on equations which model fluid
mechanics, see Section 7. In the section 8 it is presented a general form of PDE
for image restoration and there is given a connection with Gaussian linear fil-
tering. The starting PDE in image restoration is the heat equation. Because
of its oversmoothing property (edges get smeared), it is necessary to introduce
some nonlinearity. Framework to study this equation is nonlinear semigroup
theory ([1, 2, 4]). It is proved that Perona and Malik equation satisfy the
pseudo linear superposition.

2 Pseudo-analysis

Let [a, b] be closed (in some cases semiclosed) subinterval of [−∞, +∞]. We
consider here a total order ≤ on [a, b]. The operation ⊕ (pseudo-addition)
is function ⊕ : [a, b] × [a, b] → [a, b] which is continuous, commutative, non-
decreasing, associative and has a zero element, denoted by 0. Let [a, b]+ =
{x : x ∈ [a, b] , x ≥ 0}. The operation ⊙ (pseudo-multiplication) is a function
⊙ : [a, b] × [a, b] → [a, b] which is continuous, commutative, positively non-
decreasing, i.e., x ≤ y implies x ⊙ z ≤ y ⊙ z, z ∈ [a, b]+ ,associative and for
which there exist a unit element 1 ∈ [a, b] , i.e., for each x ∈ [a, b] , 1 ⊙ x = x.
We suppose 0⊙ x = 0 and that ⊙ is a distributive pseudo-multiplication with
respect to ⊕, i.e.,

x ⊙ (y ⊕ z) = (x ⊙ y) ⊕ (x ⊙ z)

The structure ([a, b] ,⊕,⊙) is called a semiring (see [13, 20]). We consider
here two special important cases ([0,∞), min,+) and the g-calculus, i.e., there
exists a bijection g : [a, b] → [0,∞] such that x ⊕ y = g−1(g(x) + g(y)) and
x ⊙ y = g−1(g(x)g(y)).

There is introduced ⊕-measure m : A → [a, b] on a σ-algebra A of subsets
of a given set X, and the corresponding pseudo-integral, see [20]. Important
cases are ([0,∞),min, +) and g-calculus, where the corresponding integrals are



given, for mϕ(A) = infx ϕ(x) by

∫ min

f(x) dx = inf
x

(f(x) + ϕ(x)),

and by
∫ g

f(x) dx = g−1

(
∫

g(f(x)) dx

)

,

respectively.
The pseudo-character of group (G,+), G ⊂ R

n, is a continuous (with re-
spect to the usual topology of reals) map ξ : G → [a, b], of the group (G,+)
into the semiring ([a, b],⊕,⊙), with the property

ξ(x + y) = ξ(x) ⊙ ξ(y), x, y ∈ G.

The map ξ ≡ 0 is the trivial pseudo-character. The forms of the pseudo-
character in the special cases can be found in [9, 24], where for important cases
([0,∞), max, +) and g-calculus we have ξ(x, c) = c · x and ξ(x, c) = g−1(ecx),
respectively, for each c ∈ R.

Definition 2.1 The pseudo-Laplace transform L⊕(f) of a function f ∈ B(G, [a, b])
is defined by

(L⊕f)(ξ)(z) =

∫ ⊕

G∩[0,∞)n

ξ(x,−z) ⊙ dmf (x),

where ξ is the pseudo-character.
When at least pseudo-addition is idempotent operation we can consider the

second type of pseudo-Laplace transform:

(L⊕f)(ξ)(z) =

∫ ⊕

G

ξ(x,−z) ⊙ dmf (x),

i.e., pseudo-integral has been taken over the whole G.

For the special important cases ([0,∞), max,+) and g-calculus, we have that
the pseudo-Laplace transform has the following form

(Lminf)(z) = inf
x

(−xz + f(x)),

and

(Lgf)(z) = g−1

(
∫ ∞

0

e−xzg(f(x)) dx

)

,

respectively.



3 Two simpe examples of nonlinear PDE

We start with two examples to illustrate how can be applied the pseudo-linear
superposition principle on some non-linear partial differential equations.

An important nonlinear partial differential equation is the Burgers equa-
tion for a function u = u(x, t). Burgers (1948), Hopf (1950) and Cole (1951)
investigated as a model of turbulence the following equation

∂v

∂t
+ v

∂v

∂x
=

c

2

∂2v

∂x2
, (1)

where c is a parameter. Putting v = ∂u
∂x in (1) and integrating with respect to

x we obtain the equation

∂u

∂t
+

1

2

(

∂u

∂x

)2

− c

2

∂2u

∂x2
= 0, (2)

for x ∈ R and t > 0, with the initial condition u(x, 0) = u0(x), where c is the
given positive constant, and which models the burning of a gas in a rocket. We
shall apply on this equation the g-calculus, with the generator g(u) = e−u/c.
Then, the corresponding pseudo-addition is u ⊕ v = −c ln(e−u/c + e−v/c), and
the distributive pseudo-multiplication u ⊙ v = u + v. Then for solutions u1

and u2 of (2) the function (λ1 ⊙ u1) ⊕ (λ2 ⊙ u2) is also a solution of Burgers
equation (2). The solution of the given initial problem is

u(x, t) =
c

2
ln(2πct) ⊙

∫ ⊕ (x − s)2

2t
⊙ u0(s) ds.

Taking c → 0 in the Burgers equation (2) we obtain Hamilton-Jacobi equa-
tion

∂u

∂t
+

1

2

(

∂u

∂x

)2

= 0.

Then for solutions u1 and u2 the function (λ1 ⊙ u1) ⊕ (λ2 ⊙ u2), where

u ⊕ v = min(u, v) and u ⊙ v = u + v,

is also a solution of the preceding Hamilton-Jacobi equation.

4 Hamilton-Jacobi equation with non-smooth

Hamiltonian

We consider here the nonlinear PDE, so called Hamilton-Jacobi-Bellman equa-
tion

∂u(x, t)

∂t
+ H

(

∂u

∂x
, x, t

)

= 0, (3)



see [12, 16, 20, 21, 22, 24]. Hamilton-Jacobi equations are specially important
in the control theory. Unfortunately, usually the interesting models are repre-
sented by Hamilton-Jacobi equations in which the non-linear Hamiltonian H
is not smooth, for example the absolute value, min or max operations. Hence
we can not apply on such cases the classical mathematical analysis. There is
so called ”viscosity solution” method (see [14]) which gives upper and lower
solutions but not a solution in the classical sense, i.e., that its substitution into
the equation reduces the equation to the identity. Using the pseudo-analysis
with generalized pseudo-convolution it is possible to obtain solutions which can
be interpreted in the mentioned classical way.

We extend now the pseudo-superposition principle to a more general case,
see [12, 21, 22].

Theorem 4.1 If u1 and u2 are solutions of the Hamilton-Jacobi equation (3),
where H ∈ C(Rn+2) and ∂u

∂x is the gradient of u, then (λ1⊙u1)⊕(λ2⊙u2) is also
a solution of the Hamilton-Jacobi equation (3), with respect to the operations
⊕ = min and ⊙ = +.

Let C0(Rn) be the space of continuous functions f : R
n → P (P is of type

(min, +) or (min,max) ) with the property that for each ε > 0 there exists
a compact subset K ⊂ R

n such that d(0, inf
x∈Rn\K

f(x)) < ε, with the metric

D(f, g) = supx d(f(x), g(x)). Let Ccs
0

(Rn) be the subspace of C0(Rn) of func-
tions f with compact support supp

0
= {x| f(x) 6= 0}. The dual semimodul

(C0(Rn))∗ is the semimodul of continuous pseudo-linear P -valued function-
als on C0(Rn) (with respect to pointwise operations). Analogously the dual
semimodul (Ccs

0
(Rn))∗ is the semimodul of continuous pseudo-linear P -valued

functionals on Ccs
0

(Rn) (with respect to pointwise operations). We shall need
the following representation theorem, see [12].

Theorem 4.2 Let f be a function defined on R
n and with values in the semi-

ring P of type (min, +) or (min, max), and a functional mf : Ccs
0

(Rn) → P is
given by

mf (h) =

∫ ⊕
f ⊙ dmh = inf

x
(f(x) ⊙ h(x)).

Then

1) The mapping f 7→ mf is a pseudo-isomorphism of the semimodule of
lower semicontinuous functions onto the semimodule (Ccs

0
(Rn))∗.

2) The space C∗
0
(Rn) is isometrically isomorphic with the space of bounded

functions, i.e., for every mf1
,mf2

∈ C∗
0
(Rn) we have

sup
x

d(f1(x), f2(x))

= sup{d(mf1
(h),mf2

(h)) : h ∈ C0(Rn), D(h,0) ≤ 1}.



3) The functionals mf1
and mf2

are equal if and only if Clf1 = Clf2, where

Clf(x) = sup{ψ(x) : ψ ∈ C(Rn), ψ ≤ f}.

We consider now the following Cauchy problem for Hamilton-Jacobi(- Bell-
man) equation

∂u

∂t
+ H

(

∂u

∂x

)

= 0, u(x, 0) = u0(x), (4)

where x ∈ R
n, and the function H : R

n → R is convex (by boundedness
of H it is also continuous). For control theory the important examples of the
Hamiltonian H are non-smooth functions, e.g., max and |.|. The approach with
pseudo-analysis avoids the use of the so called ”viscosity solution” method,
which does not give the exact solution of (4) (see [14]). We apply now the
methods of pseudo-analysis. For that purpose we define the family of operators
{Rt}t>0, for a function u0(x) bounded from below in the following way

u(t, x) = (Rtu0)(x) = inf
z∈Rn

(u0(z) − tLmin(H)(
x − z

t
)), (5)

where L is considered on the whole R
n. The operator Rt is pseudo-linear with

respect to ⊕ = min and ⊙ = +, where L⊕(H)(q) = inf
p∈Rn

(−pq + H(p)).

First we suppose that u0 is smooth and strongly convex. We shall use the
notations < x, y > and ‖x‖ for the scalar product and Euclidean norm in R

n,
respectively. For a function F : R

n → [−∞, +∞] its subgradient at a point
u ∈ R

n is a point w ∈ R
n such that F (u) is finite and

< w, v − u > +F (u) ≤ F (v)

for all v ∈ R
n. Then we have by [12].

Lemma 4.3 Let u0(x) be smooth and strongly convex and there exists δ > 0
such that for all x the eigenvalues of the matrix u′′

0(x) of all second derivatives
are not less than δ. Then

1) For every x ∈ R
n, t > 0,there exists a unique ξ(t, x) ∈ R

n such that
x−ξ(t,x)

t is a subgradient of the function H at the point u′
0(ξ(t, x)) and

(Rtu0)(x) = u0(ξ(t, x)) − tLmin(H)(
x − ξ(t, x)

t
).

2) The function ξ(t, x) for t > 0 satisfies the Lipschitz condition on compact
sets, and lim

t→0
ξ(t, x) = x.

3) The Cauchy problem (4) has a unique C1 solution given by (4.3), and

∂u

∂x
(t, x) = u′

0(ξ(t, x)).



The Cauchy problem

∂u

∂t
+ H

(

−∂u

∂x

)

= 0, (6)

u(0, x) = u0(x),

is the adjoint problem of the Cauchy problem (4). The classical resolving
operator R∗

t of the Cauchy problem (6) on the smooth convex functions by
Lemma 4.3 is given by

(R∗
t u0)(x) = inf

ξ
(u0(ξ) − tLmin(H)(

ξ − x

t
)).

We note that R∗
t is the adjoint of the resolving operator Rt with respect to

bipseudo-linear functional
∫ ⊕

Rn

f ⊙ h dm.

Then we can introduce, as in the theory of linear equation, the notion of gen-
eralized weak solution (using Theorem 4.2), see [12].

Definition 4.4 Let u0 be a bounded from below function u0 : R
n → R∪{+∞}

and mu0
the corresponding functional from C∗

0
(Rn). The generalized weak

pseudo solution of Cauchy problem (4) is a continuous function from below
(Rtu0)(x) which is defined uniquely by

mRtu0
(ϕ) = mu0

(R∗
t ϕ)

for all smooth convex functions ϕ.

We can construct the solution for the case when u0 is a smooth strictly convex
function by Lemma 4.3. Then it follows by Theorem 4.2 and Definition 4.4.

Theorem 4.5 For an arbitrary function u0(x) bounded from below the weak
pseudo-solution of the Cauchy problem (4) is given by

(Rtu0)(x) = (RtClu0)(x) = inf
z

(Clu0(z) + tLmin(H)(
x − z

t
)),

where
Clf(x) = sup{ψ(x) : ψ ∈ C(Rn), ψ ≤ f}.

5 Bellman differential equation for multicrite-

ria optimization problems

We present results from [12] obtained for the controlled process in R
n specified

by a controlled differential equation ẋ = f(x, v) (where v belongs to a metric



control space V ) and by a continuous function ϕ ∈ B(Rn × V, Rk), which
determines a vector-valued integral criterion

Φ(x( · )) =

∫ t

0

ϕ(x(τ), u(τ)) dτ

on the trajectories. Let us pose the problem of finding the Pareto set ωt(x) for
a process of duration t issuing from x with terminal set determined by some
function ω0 ∈ B(Rn, Rk), that is,

ωt(x) = Min
⋃

x(·)
(Φ(x( · )) ⊙ ω0(x(t))), (7)

where x( · ) ranges over all admissible trajectories issuing from x. We can
encode the functions ωt ∈ B(Rn, PR

k) by the functions

u(t, x, a) : R+ × R
n × L → R.

The optimality principle permits us to write out the following equation, which
is valid modulo O(τ2) for small τ :

u(t, x, a) = Minv(hτϕ(x,v) ⋆ u(t − τ, x + ∆x(v)))(a).

It follows from the representation of hτϕ(x,v) and from the fact that n is, by
definition, the multiplicative unit in CSn(L) that

u(t, x, a) = min
v

(τϕ(x, v) + u(t − τ, x + ∆x(v), a − τϕL(x, v))).

Let us substitute ∆x = τf(x, v) into this equation, expand S in a series modulo
O(τ2), and collect similar terms. Then we obtain the equation

∂u

∂t
+ max

v

(

ϕL(x, v)
∂u

∂a
− f(x, v)

∂u

∂x
− ϕ(x, v)

)

= 0. (8)

Although the presence of a vector criterion has resulted in a larger dimension,
this equation coincides in form with the usual Bellman differential equation.
Consequently, the generalized solutions can be defined on the basis of the idem-
potent superposition principle, as Section 4. We have the following result by
[12].

Theorem 5.1 The Pareto set ωt(x) (7) is determined by a generalized so-
lution ut ∈ B(Rn, CSn(L)) of (8) with the initial condition u0(x) = hω0(x) ∈
B(Rn, CSn(L)). The mapping RCS : u0 7→ ut is a linear operator on B(Rn, CSn(L)).

6 Option pricing

Black-Sholes and Cox-Ross-Rubinstein formulas are basic results in the modern
theory of option pricing in financial mathematics. They are usually deduced



by means of stochastic analysis; various generalizations of these formulas were
proposed using more sophisticated stochastic models for common stocks pricing
evolution. The systematic deterministic approach to the option pricing leads
to a different type of generalizations of Black-Sholes and Cox-Ross-Rubinstein
formulas characterized by more rough assumptions on common stocks evolution
(which are therefore easier to verify). This approach reduces the analysis of the
option pricing to the study of certain homogeneous nonexpansive maps, which
however, unlike the situations described in previous subsections, are ”strongly”
infinite dimensional: they act on the spaces of functions defined on sets, which
are not (even locally) compact.

In the paper of [11] it was shown what type of generalizations of the standard
Cox-Ross-Rubinstein and Black-Sholes formulas can be obtained using the de-
terministic (actually game-theoretic) approach to option pricing and what class
of homogeneous nonexpansive maps appear in these formulas, considering first
a simplest model of financial market with only two securities in discrete time,
then its generalization to the case of several common stocks, and then the con-
tinuous limit. One of the objective was to show that the infinite dimensional
generalization of the theory of homogeneous nonexpansive maps (which does
not exists at the moment) would have direct applications to the analysis of
derivative securities pricing. On the other hand, this approach, which uses nei-
ther martingales nor stochastic equations, makes the whole apparatus of the
standard game theory appropriate for the study of option pricing.

7 Navier-Stokes and Stokes equations

Pseudo liner superposition principle was applied also on important equations
of fluid mechanics [27]. We consider an incompressible homogeneous viscous
flow: that means that div u = 0, for the density ρ = 1, ν is the coefficient
of viscosity, for the forces f = 0. The equations of motion of this flow are the
Navier-Stokes equations, see [6]:

ρ
Du

Dt
= − grad p + ν∆u

div u = 0

u = 0 on ∂D

where ∆u is the Laplacian of the velocity u, defined in this way: ∆u = (∂xx +
∂yy)u = (∂xxu + ∂yyv), as u(x, t) = (u(x, y, t), v(x, y, t)).

We consider two-dimensional incompressible flow in the upper half plane
y > 0; so the projections of the Navier-Stokes equations on axes x and y are
the following:

∂tu + u∂xu + v∂yu + ∂xp + ν(∂xxu + ∂yyu) = 0 (9)

∂tv + u∂xv + v∂yv + ∂yp + ν(∂xxv + ∂yyv) = 0 (10)



∂xu + ∂yv = 0 (11)

u = v = 0 on ∂D. (12)

We have proved in [27] the following two theorems.

Theorem 7.1 Let si,p = (ui, vi, p), i = 1, 2, be two solutions of (9) - (12) and
a1, a2 two real numbers. Then the pseudo-linear combination

(a1 ⊙ s1,p) ⊕ (a2 ⊙ s2,p) = min(max(a1, s1,p),max(a2, s2,p))

is again a solution of (9) - (12).

Theorem 7.2 Let si,p = (ui, vi, p), i = 1, 2, be two solutions of (9) - (12)
which satisfy

∂yui = ∂yvi i = 1, 2.

Then the pseudo-linear combination (a1⊙s1,p)⊕(a2⊙s2,p), for two real numbers
a1, a2 where ⊙ is given by

λ⊙s = λ⊙(u, v, p) = (λ + u, λ + v, λ + p),

is again a solution of (9) - (12).

The Stokes equations approximate equations for incompressible flow ([5]):

∂tu + grad p + ν∆u = 0 (13)

div u = 0 (14)

We have proved in [27] the following theorem.

Theorem 7.3 Let si(t) = (ui(t), vi(t), pi(t)), i = 1, 2 be solutions of (13) and
(14). Then the pseudo-linear combination (a1 ⊙ s1) ⊕ (a2 ⊙ s2), for two real
numbers a1, a2 where ⊕ is given by (s1 ⊕ s2)

= (g−1(g(u1) + g(u2), g
−1(g(v1) + (g(v2), g

−1(g(p1) + g(p2)),

and
a ⊙ s = ((g−1(g(a) · g(u), g−1(g(a) · g(v), (g−1(g(a) · g(p))

= (a + u, a + v, a + p)

with g defined by g(a) = e− c a, c > 0 and g−1(b) = − 1
c log b, is again solution

of (13) - (14).



8 Pseudo-linear superposition principle for Per-

ona and Malik equation

Partial differential equations are applied for image processing ([1, 3, 28]). In
that method a restored image can be seen as a version of the initial image at
a special scale. An image u is embedded in an evolution process, denoted by
u (t, ·). The original image is taken at time t = 0, u (0, ·) = u0 (·) . The original
image is then transformed, and this process can be written in the form
∂u
∂t (t, x) + F

(

x, u(t, x),∇u (t, x) ,∇2u (t, x)
)

= 0 in Ω. Some possibilities for
F to restore an image are considered in [1]. PDE-methods for restoration is in
general form:

{

∂u
∂t (t, x) + F

(

x, u(t, x),∇u (t, x) ,∇2u (t, x)
)

= 0 in (0, T ) × Ω,
∂u
∂N (t, x) = 0 on (0, T ) × ∂Ω, u (0, x) = u0 (x) ,

(15)

where u (t, x) is the restored version of the initial degraded image u0 (x). The
idea is to construct a family of functions {u (t, x)}t>0 representing successive
versions of u0 (x). As t increases u (t, x) changes into a more and more simplified
image. We would like to attain two goals. The first is that u (t, x) should
represent a smooth version of u0 (x), where the noise has been removed. The
second, is to be able to preserve some features such as edges, corners, which
may be viewed as singularitis. The basic PDE in image restoration is the heat
equation:

{

∂u
∂t (t, x) − ∆u (t, x) = 0, t ≥ 0, x ∈ R

2,
u (0, x) = u0 (x) .

(16)

We consider that u0 (x) is primarily defined on the square [0, 1]
2
. We extend it

by symmetry to C = [−1, 1]
2
, and then on all R

2, by periodicity. This way of
extending u0 (x) is classical in image processing. If u0 (x) is extended in this
way and satisfies in addition

∫

C
|u0 (x)| dx < +∞, we will say that u0 ∈ L1

# (C)
(see [1]). Solving (16) is equivalent to carrying out a Gaussian linear filtering,
which was widely used in signal processing. If u0 ∈ L1

# (C), then the explicit
solution of (16) is given by

u(t, x) =

∫

R2

G√
2t (x − y)u0 (y) dy =

(

G√
2t ∗ u0

)

(x) ,

where Gσ (x) denotes the two-dimensional Gaussian kernel

Gσ (x) =
1

2πσ
e−

|x|2

2σ2

The heat equation has been (and is) successfully applied in image processing
but it has some drawback. It is too smoothing and because of that edges can be
lost or severely blurred. In [1] authors consider models that are generalizations

of the heat equation. The domain image will be a bounded open set Ω of R
2.



The following equation is initially proposed by Perona and Malik [28]:










∂u
∂t = div

(

c
(

|∇u|2
)

∇u
)

in (0, T ) × Ω,
∂u
∂N = 0 on (0, T ) × ∂Ω,
u (0, x) = u0 (x) in Ω

(17)

where c : [0,∞) → (0,∞) . If we choose c ≡ 1, then it is reduced on the heat
equation. If we assume that c (s) is a decreasing function satisfying c (0) = 1
and lims→∞ c (s) = 0, then inside the regions where the magnitude of the
gradient of u is weak, equation (17) acts like the heat equation and the edges
are preserved. For each point x where |∇u| 6= 0 we can define the vectors
N = ∇u

|∇u| and T with T · N = 0, |T | = 1. For the first and second partial

derivatives of u we use the usual notation ux1
, ux2

, ux1x1,... We denote by
uNN and uTT the second derivatives of u in the T -direction and N -direction,
respectively:

uTT = T t∇2uT =
1

|∇u|2
(

u2
xuyy + u2

yuxx − 2uxuyuxy

)

,

uNN = N t∇2uN =
1

|∇u|2
(u2

xuxx + u2
yuyy + 2uxuyuxy).

The first equation in (17) can be written as

∂u

∂t
(t, x) = c

(

|∇u (t, x)|2
)

uTT + b
(

|∇u (t, x)|2
)

uNN , (18)

where b(s) = c(s) + 2sc′(s). Therefore, (18) is a sum of a diffusion in the
T -direction and a diffusion in the N -direction. The function c and b act as
weighting coefficients. Since N is normal to the edges, it would be preferable
to smooth more in the tangential direction T than in the normal direction.
Because of that we impose

lim
s→∞

b(s)

c(s)
= 0 or lim

s→∞
sc′(s)

c(s)
= −1

2
(19)

If c(s) > 0 with power growth, then (19) implies that c(s) ≈ 1/
√

s as s → ∞.
The equation (17) is parabolic if b(s) > 0. The assumptions imposed on c (s)
are







c : [0,∞) → (0,∞) decreasing,
c(0) = 1, c(s) ≈ 1√

s
as s → ∞,

b(s) = c(s) + 2sc′(s) > 0.

(20)

Often used function c(s) satisfying (20) is c(s) = 1√
1+s

. Because of the behavior

c(s) ≈ 1/
√

s as s → ∞, it is not possible to apply general results from parabolic
equations theory. Framework to study this equation is nonlinear semigroup
theory (see [1, 2, 4]).

We have proved in [25] that the pseudo-linear superposition principle holds
for Perona and Malik equation.



Theorem 8.1 If u1 = u1 (t, x) and u2 = u2 (t, x) are solutions of the equation

∂u

∂t
− div

(

c
(

|∇u|2
)

∇u
)

= 0, (21)

then u1 ⊕ u2 is also a solution of (21) on the set

D = {(t, x) |t ∈ (0, T ) , x ∈ R
2, u1 (t, x) 6= u2 (t, x)},

with respect to the operation ⊕ = min .

The obtained results will serve for further investigation of the weak solutions
of the equation (21) in the sense of Maslov [10, 12, 22, 23] and Gondran [7, 8],
as well as their important applications.

9 Conclusion

The pseudo-linear superposition principle, as it was shown, allows us to transfer
the methods of linear equations to many important nonlinear partial differential
equations. Some further developments related more general pseudo-operations
with applications on nonlinear partial differential equations were obtain in [22,
23, 26].
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Abstract: We propose a new axiomatization of the Shapley value for cooperative

games, where symmetry and efficiency can be discarded and replaced with new nat-

ural axioms. From any game, an excluded-player game is built by discarding all

coalitions that contain a fixed player. Then it is shown that the Shapley value is

the unique value satisfying the linearity axiom, the nullity axiom, the excluded-null-

player axiom, and the equity axiom. In the second part, by generalizing the above

material, the Shapley value for multichoice games is worked out.

Keywords: Shapley value, multichoice games, equity, generalized nullity axiom

1 Introduction

The value or solution concept of a game is a key concept in cooperative game
theory, since it defines a rational imputation given to the players if they join
the grand coalition. In this respect, the Shapley value remains the best known
solution concept [11], and it has been axiomatized by many authors in various
ways (see especially Weber [13], or the survey by Monderer and Samet [8]).

If the definition and axiomatization of the Shapley value is well established
for classical cooperative TU-games, the situation is less clear when considering
variants of classical TU-games, like multichoice games [7], games in partition
function form [12], etc. In this paper, we focus on multichoice games, where
players are allowed to have several (and totally ordered) levels of participation.
Hence, a solution for multichoice games assigns a numerical value to each
possible participation level and to each player. The original proposal of Hsiao
and Raghavan [7] for the Shapley value has been, up to our knowledge, scarcely
used due to its complexity. Another proposal is due to Faigle and Kern [5], and
compared to the former one by Branzei et al. [3], and also by the authors [6].
The value proposed by Faigle and Kern, although elegant but still with a
very high computational complexity, is more rooted in combinatorics than in
game theory, and takes as a basis the expression of the Shapley value using
maximal chains in the lattice of coalitions. In [6], we proposed an alternative



view having the same complexity than the usual Shapley value for classical
TU-games. It turned out that our value is identical to the egalitarian value
proposed by Peters and Zank [10], although they use different axioms and
impose some restrictions (namely, all players should have the same set of
participation levels).

Although close to the axiomatization proposed by Weber for classical TU-
games, our axiomatization in [6] suffered from a complex symmetry axiom,
hard to interpret, the fundamental problem there being that the classical
notion of symmetry among players cannot hold since two different players
may have a different set of participation levels (note that this difficulty was
avoided by Peters and Zank, since they considered multichoice games with all
players having the same set of participation levels).

In this paper, we propose a new axiomatization for the so-called egalitarian
value, which is based essentially on carriers and on a recursive scheme, and
which does not make use of a symmetry axiom. In Section 3, we present
the main ideas applied on classical TU-games, and we come up with a very
simple and natural axiomatization using linearity, a nullity axiom which uses
also carriers, and an equity axiom stating that the sharing should be uniform
and efficient for the unanimity game based on the grand coalition (this is
in fact a very weak version of the efficiency axiom). In Section 4, the same
process is applied to multichoice games. An additional axiom (called decreased
level axiom) is used, to take into account the case where a player does not
participate at the highest level.

In the sequel, N refers to the set of positive integers. In order to avoid a
heavy notation, we will often omit braces for subsets, by writing i instead of
{i} or 123 for {1, 2, 3}. Furthermore, cardinalities of subsets S, T, . . . will be
denoted by the corresponding lower case letters s, t, . . .

2 Mathematical background

We begin by recalling necessary material on lattices (a good introduction on
lattices can be found in [4]), in a finite setting. A lattice is a set L endowed
with a partial order ≤ such that for any x, y ∈ L their least upper bound
x ∨ y and greatest lower bound x ∧ y always exist. For finite lattices, the
greatest element of L (denoted ⊤) and least element ⊥ always exist. x covers

y (denoted x ≻ y) if x > y and there is no z such that x > z > y. A ranked

lattice is a pair (L, r), where L is a lattice and the rank function r : L → N

satisfies the property that r(y) = r(x)+1 whenever y covers x in L. The lattice
is distributive if ∨,∧ obey distributivity. An element j ∈ L is join-irreducible

if it cannot be expressed as a supremum of other elements. Equivalently j is
join-irreducible if it covers only one element. The set of all join-irreducible
elements of L is denoted J (L).

An important property is that in a distributive lattice, any element x
can be written as an irredundant supremum of join-irreducible elements in a
unique way (this is called the minimal decomposition of x). We denote by
η∗(x) the set of join-irreducible elements in the minimal decomposition of x,
and we denote by η(x) the normal decomposition of x, defined as the set of
join-irreducible elements smaller or equal to x, i.e., η(x) := {j ∈ J (L) | j ≤
x}. Let us rephrase differently the above result. We say that Q ⊆ L is a



downset of L if x ∈ Q and y ≤ x imply y ∈ Q. For any subset P of L, we
denote by O(P ) the set of all downsets of P . Then, by Birkhoff’s theorem [2],
the mapping η is an isomorphism of L onto O(J (L)).

Given lattices (L1,≤1), . . . , (Ln,≤n), the product lattice L = L1 × · · · ×
Ln is endowed with the product order ≤ of ≤1, . . . ,≤n in the usual sense.
Elements of L can be written in their vector form (x1, . . . , xn). The set L−i

denotes
∏

k 6=i Lk if n > 1, and the singleton set {()} otherwise. By this way,

for any vector x,
(

(), x
)

simply denotes x. All join-irreducible elements of
L are of the form (⊥1, . . . ,⊥i−1, ji,⊥i+1, . . . ,⊥n), for some i and some join-
irreducible element ji of Li. A vertex of L is any element whose components
are either top or bottom. We denote Γ(L) the set of vertices of L.

3 A new axiomatization of the Shapley value

for classical cooperative games

In the whole paper, we consider an infinite denumerable set Ω, the universe
of players. As usual, a game on Ω is a set function v : 2Ω → R such that
v(∅) = 0, which assigns to each coalition S ⊆ Ω its worth v(S). We denote
by 2Ω (power set of Ω) the set of coalitions. In this section, we focus on the
particular case of classical cooperative games, that is to say, each player has
the only choice to cooperate or not.

A set N ⊆ Ω is said to be a carrier of a game v when for all S ⊆ Ω,
v(S) = v(N ∩ S). Thus a game v with carrier N ⊆ Ω is completely defined
by the knowledge of the coefficients {v(S)}S⊆N and the players outside N
have no influence on the game since they do not contribute to any coalition.
In this paper, we restrict our attention to finite games, that is to say, games
that posses a finite carrier N with n elements. We denote by G(N) the set
of games with the finite carrier N . For the sake of clarity, and to avoid any
ambiguity, the domain of v ∈ G(N) will be restricted to the elements of 2N .
G denotes the set of all finite games:

G := {G(N) | N ⊆ Ω, n ∈ N}.

Identity games of G(N) are particular games defined by

∀S ⊆ N \ {∅}, δS(T ) :=

{

1 if T = S,

0 otherwise.

A value on G(N) is a function Φ : G(N) × N → R that assigns to every
player i in a game v ∈ G(N) his prospect Φ(v, i) for playing the game. For
instance, the Shapley value [11] for cooperative games ΦSh is defined by

∀v ∈ G(N),∀i ∈ N,

ΦSh(v, i) :=
∑

S⊆N\i

s! (n − s − 1)!

n!
(v(S ∪ i) − v(S)). (1)

The axiomatization is well-known. ΦSh is the sole value given on G(N) satis-
fying (see also Weber [13]):



Linearity (L): for any i ∈ N, Φ(v, i) is linear w.r.t the variable
v.

Player i ∈ N is said to be null for v if ∀S ⊆ N \ i,
v(S ∪ i) = v(S).

Nullity (N): for any game v ∈ G(N) and any i ∈ N null for v,
Φ(v, i) = 0.

For any permutation σ on N , we denote v ◦σ the game defined by v ◦σ(S) :=
v(σ(S)), ∀S ∈ 2N .

Symmetry (S): for any permutation σ on N , any game v ∈ G(N)
and any i ∈ N , Φ(v, σ(i)) =Φ(v ◦ σ, i).

This means that Φ must not depend on the labelling of the players.

Efficiency (E): for any game v ∈ G(N),
∑

i∈N Φ(v, i) = v(N).

That is to say, the values of the players must be shared in proportion of the
overall resources v(N).

We now introduce a new axiomatization of the Shapley value for classical
cooperative games. For any game v ∈ G(N) and any coalition S ∈ 2N , we
denote by vS ∈ G(S) the restricted game v to the power set of S. For i ∈ N ,
v−i denotes the restricted game vN\i. Let us consider the following axioms
for values on G.

Excluded-null-player (ENP): for any finite set N ⊆ Ω and any
game v ∈ G(N), if i ∈ N is null for v,

∀j ∈ N \ i, Φ(v, j) = Φ(v−i, j).

This simply means that if a null player leaves the game, then other players
should keep the same value in the associated restricted game. Note that this
axiom completes in a certain sense the above axiom (N) since the former
deals with null players whereas the latter addresses the others. Therefore,
one can merge (N) and (ENP):

Generalized nullity (GN): for any finite set N ⊆ Ω and any
game v ∈ G(N), if i ∈ N is null for v,

{

Φ(v, i) = 0,

Φ(v, j) = Φ(v−i, j), for any player j ∈ N \ i.

We define the particular unanimity game of G(N) by uN (S) :=

{

1, if S = N,

0, otherwise.

Equity (Eq): for any finite set N ⊆ Ω, for any player i ∈ N ,

Φ(uN , i) =
1

n
.



This natural axiom simply states that in the particular game where the grand
coalition is the unique to produce a unitary worth (all others giving nothing),
all players should share the same fraction of this unit.

Theorem 3.1 ΦSh is the sole value on G satisfying axioms (L), (GN) and

(Eq).

Note that since the result is given over G, axioms (L) and (N) should be
adjusted in accordance with the arbitrariness of the choice of N . Actually,
it is sufficient to specify for these axioms “for any finite set N ⊆ Ω, for any
game v ∈ G(N)”.

An important remark is that this new axiomatization has the advantage
of characterizing ΦSh for all games of G, and not only for the games of G(N),
where N is a fixed finite set. This is due to the recursive nature of the axiom
(ENP).

We present now another axiomatization of ΦSh, where the generalized
nullity axiom is outlined in another way.

Definition 3.2 Let v ∈ G(N) be any finite game. We call support of v,
denoted by S(v), the minimal carrier of v, that is,

S(v) :=
⋂

C is a carrier of v

{C ∈ 2N}.

Actually, a carrier axiom has been introduced for the first time by My-
erson [9], saying that, if C is a carrier for the game v, then the worth v(C)
should be shared only among the members of the carrier. It is shown that
this axiom is equivalent to the conjunction of the above axioms (N) and (E).
With regard to our work, we focus our attention on the support of the game
and give an axiom for players in accordance with their membership of the
support of the game. If there is no ambiguity, we denote by vS the restricted
game vS(v).

Restricted-support games (RS): for any finite set N ⊆ Ω, any
game v ∈ G(N), and any player i ∈ N ,

Φ(v, i) =

{

Φ(vS, i) if i ∈ S(v),

0 otherwise.

Corollary 3.3 ΦSh is the sole value on G satisfying axioms (L), (RS) and

(Eq).

To show this result, we propose an alternative characterization of the
support of a game:

Lemma 3.4 Let v ∈ G(N) be any game. Then S(v) is the set of players

which are not null for v.



4 The Shapley value of multichoice games

In previous section, the lattice representing actions of players was L :=
{0, 1}Ω, 0 (resp. 1) denoting absence (resp. presence) of a player. Now,
for every player i belonging to a finite carrier of players N , it is assumed
that she may act at a level of participation k ∈ Li to the game. Actu-
ally, Li := {0, 1, 2, . . . ,⊤i} is a linear lattice, where 0 means absence of par-
ticipation and ⊤i represents the maximal participation to the game. Thus
L = L1 × · · · × Ln is the set of all possible joint actions of players of N . We
denote by L(N) the set of all cartesian products of finite linear lattices over
N , and by L, the union of all these ones for every finite set N :

L(N) := {
n

∏

i=1

Li | ⊤1, . . . ,⊤n ∈ N},

L := {L(N) | N ⊆ Ω, n ∈ N}.

Note that it shall be useful for the sequel to introduce the following binary
relation over L defined for all L ∈ L(N), L′ ∈ L(N ′), by

L R L′ iff

{

n = n′,

(⊤′
1, . . . ,⊤

′
n) is a permutation of (⊤1, . . . ,⊤n).

This relation is obviously an equivalence relation. We denote by L the quotient
set L/R.

Thus, it turns out that L is isomorphic to the set of the partitions of posi-
tive integers, where a partition of a positive integer m is a finite nonincreasing
sequence1 of positive integers (λ1, . . . , λn) such that

∑n

i=1 λi = m (see [1]).
The λi’s, corresponding to the maximal levels of participation of players, are
called the parts of the associated partition. With a slight abuse of notation,
we may assimilate L to the set of partitions of positive integers. For any
λ := (λ1, . . . , λn) ∈ L, |λ| is the sum of the λi’s, i.e., the unique integer whose
partition is given by λ. Also, let us endow L with the following order. For all
λ := (λ1, . . . , λn) ∈ L, λ′ := (λ′

1, . . . , λ
′
n′) ∈ L,

λ′ ≤ λ iff

{

n′ ≤ n,

∀i ∈ {1, . . . , n′}, λ′
i ≤ λi

.

For instance, we have (2, 1, 1) ≤ (4, 3, 2, 1). Note that λ := (1) is the bottom
of (L,≤).

Proposition 4.1 (L,≤) is a ranked lattice, whose rank function is given by

r(λ) = |λ|, ∀λ ∈ L.

For L ∈ L, G(L) denotes the set of functions defined on L which vanish at
⊥ := (0, . . . , 0): this corresponds to multichoice games as introduced by Hsiao
and Raghavan [7], where each player has a set of possible ordered actions.
For the sake of commodity, we will assimilate any element L of L with its

1In the sequel, elements of L are assumed to be given under this form.



representative element in L. In this way, for any λ := (λ1, . . . , λn) ∈ L,
v ∈ G(λ) means that v is any game with n players such that their maximal
participation levels are given up to the order of players by λ1, . . . , λn. We
denote by GM the set of all multichoice games, that is to say,

GM := {G(L) | L ∈ L}.

The set J (L) of join-irreducible elements of L is {(0−i, ki) | i ∈ N, k ∈
Li \ {0}}, using our notation for compound vectors (see Section 2); hence
each join-irreducible element (0−i, ki), which we will often denote by ki if no
ambiguity occurs, corresponds to a single player playing at a given level. Thus
a value on G(L) is a function Φ : G(L)×J (L) → R that assigns to every player
i playing at the level k in a game v ∈ G(L) his prospect Φ(v, ki). Our aim is
to define the Shapley value Φ(v, ki) for each join-irreducible element ki.

Our approach will take here a similar way, such as the axiomatization
given for classical cooperative games. Note that an axiomatization of the
Shapley value for multichoice games has already been done in [6] and [10]. The
computed formula is the same. However, the former uses a symmetry axiom
which is not really natural, whereas the latter is less intuitive and requires
more material. Another important difference in [10] is that the extended
Shapley value is only given for multichoice games where the number of possible
actions is the same for all players. Moreover, none are given in a simple
recursive way on the whole set GM.

Let us first give the following axioms generalizing the ones given for clas-
sical games.

Linearity (LM): for any L ∈ L, for all join-irreducible ki ∈ J (L),
Φ(v, ki) is linear on the set of games G(L), which directly implies

Φ(v, ki) =
∑

x∈L

pki

x v(x), with pki

x ∈ R.

For some k ∈ Li, k 6= 0, player i is said to be k-null (or simply ki is null) for
v ∈ G(L) if v(x, ki) = v(x, (k − 1)i), ∀x ∈ L−i. If ⊤i is null for v and ⊤i = 1,
player i is simply said to be null for v.

Nullity (NM): for any L ∈ L, for any game v ∈ G(L), for any
player i who is k-null for v,

Φ(v, ki) = 0.

For some i ∈ N , and v ∈ G(L), if ⊤i 6= 1, we define by v−⊤i the restriction of
v to the product L−i × (Li \⊤i). Moreover, v−i denotes the mapping defined
over L−i : x 7→ v(x, 0i).

Excluded-null-player (ENPM): for any L ∈ L, for any game
v ∈ G(L), for any player i ∈ N such that ⊤i = 1, if i is null for v,

∀j ∈ N \ i, Φ(v,⊤j) = Φ(v−i,⊤j).

Decreased-level (DLM): for any L ∈ L, for any game v ∈ G(L),
for any player i ∈ N such that ⊤i 6= 1, if ⊤i is null for v,



(i) ∀k ∈ Li \ {0,⊤i}, Φ(v, ki) = Φ(v−⊤i , ki).

(ii) ∀j ∈ N \ i, Φ(v,⊤j) = Φ(v−⊤i ,⊤j).

Likewise the previous section, (NM), (ENPM) and (DLM) may be
merged in the following axiom:

Generalized nullity (GNM): for any L ∈ L, for any game
v ∈ G(L), for any player i which is k-null for v, any player j ∈ N
and any level l ∈ {1, . . . ,⊤j},

Φ(v, lj) =











0 if j = i and l = k,

Φ(v−i, lj) if j 6= i and k = ⊤i = 1,

Φ(v−⊤i , lj) if j 6= i and k = ⊤i 6= 1.

Note that this axiom is stronger than the simple concatenation of (NM),
(ENPM) and (DLM). Thus its validity is easily verifiable by checking the
formulae are true.

For any L ∈ L, we define the particular unanimity game of G(L) by

u⊤(x) :=

{

1, if x = ⊤,

0, otherwise.

Equity (EqM): for any L ∈ L, for any player i ∈ N ,

Φ(u⊤,⊤i) =
1

n
.

Theorem 4.2 Under axioms (LM), (GNM), and (EqM),
Φ is given on GM by:

Φ(v, ki) =
∑

x∈Γ(L−i)

h(x)! (n − h(x) − 1)!

n!
×

[v(x, ki) − v(x, (k − 1)i)], (2)

for any finite set N ⊆ Ω,∀L ∈ L(N),∀v ∈ G(L), ∀ki ∈ J (L), and where

h(x) := |{j ∈ N \ i | xj = ⊤j}|.

Sketch of the proof

It is quite easy to show that the formula satisfies the axioms.
Conversely, we have to show that the formula is uniquely determined by

the axioms. First, under (LM) and (NM), Φ is given by

Φ(v, ki) =
∑

x∈L−i

pki

x (L) [v(x, ki) − v(x, (k − 1)i)], (3)

for any finite set N ⊆ Ω,∀L ∈ L(N),∀v ∈ G(L),∀ki ∈ J (L),

with pki

x (L) ∈ R.



Now, the coefficients pki

x (L)’s of (3) are computed by a basic transfinite

induction, which is an extension of mathematical induction on sets endowed
with a wellfounded relation. A binary relation R is wellfounded on a set E
if every nonempty subset of E has an R-minimal element; that is, for every
nonempty subset X of E, there is an element m of X such that for every
element x of X, the pair (x,m) is not in R. Considering the strict order
< associated to ≤, it is easy to see that < is wellfounded on L. Thus, the
inductive step rests on showing the formula over G(λ) if it is true for games
defined over all predecessors of λ in (L,≤). Consequently, if the formula is
also satisfied on G

(

(1)
)

, then the induction hypothesis applies and the result
is satisfied for any game of GM.

The case λ = (1) corresponds to classical cooperative games with one
player, which correponds to Theorem 3.1. Indeed, in this case, J (L) has only
one element one can denote by 11 (which is also one of the only two elements
of L), for which (3) under (EqM) writes Φ(v, 11) = v(11).

For any λ := (λ1, . . . , λn) ∈ L \ {(1)}, let us assume that (2) holds for
all games of G(λ′) such that λ′ ≺ λ. We now show that under (ENPM),
(DLM) and (EqM), the unicity of all coefficients in (3) is given for any game
v ∈ G(λ). This being done, as it has been checked that (2) satisfies the axioms,
the result will be proved. Let N be any set of players of cardinality n, and L
be any linear lattice such that maximum levels ⊤1, . . . ,⊤n, in any order, are
given by λ.

• We first show the unicity of the Φ(v, ki)’s, for any player i ∈ N such
that ⊤i 6= 1, and any level k < ⊤i. Assuming that ⊤i is null for a
particular game of G(L), and denoting by L′ the lattice L−i × (Li \⊤i),
axiom (DLM)-(i) is used in order to identify the coefficients pki

x (L)’s
with the pki

x (L′)’s. However, since associated partition of L′ is one of
the predecessors of λ, thus all pki

x (L′) are known by assumption. Thus
the pki

x (L)’s and then Φ(v, ki)’s in this situation are given.

• Then, let i ∈ N be any player and j ∈ N \ i such that ⊤j 6= 1. Then
for another particular game for which ⊤j is null, (DLM)-(ii) is used to
identify the p⊤i

x (L)’s with the p⊤i

x (L′)’s, where L′ := L−j × (Lj \ ⊤j).
Consequently, we have proved the unicity of coefficients p⊤i

x (L) for all
i ∈ N , and for all x ∈ L−i such that ∃j ∈ N \ i, xj 6= ⊤j ,⊤j − 1.

• Lastly, it remains to show the unicity of the p⊤i

x (L)’s, where i ∈ N and
x ∈ L−i such that ∀j ∈ N \ i, xj ∈ {⊤j ,⊤j − 1}. This in view, we
consider the partition

{

Ci,m

}

i∈N ;0≤m≤n−1
of these indices, where Ci,m

denotes the set of elements of L−i whose m coordinates xj are ⊤j − 1
and the others are ⊤j . For any i ∈ N , we show the unicity of the
p⊤i

x (L)’s by induction on m. For x ∈ Ci,0, that is to say, x = ⊤−i :=
(⊤1, . . . ,⊤i−1,⊤i+1, . . . ,⊤n), p⊤i

x (L) is given by (EqM):

Φ(u⊤,⊤i) = p⊤i

⊤−i
(L) =

1

n
.

Now, the unicity of the p⊤i

x (L)’s for x ∈ Ci,m, 1 ≤ m ≤ n − 1 is shown
by induction on m: assuming that all p⊤i

x (L)’s are given for all elements
of Ci,m (m being fixed in {0, . . . , n−2}), every x ∈ Ci,m+1 is considered



and associated to any j0 ∈ N \ i such that xj0 = ⊤j0 − 1. Now, two
situations may arise: either ⊤j0 6= 1 or ⊤j0 = 1. In the first case,
the approach is the same as in the previous item, where j := j0: by
identification of coefficients in (3) with coefficients given by (DLM)-
(ii), we show that p⊤i

x (L) = p⊤i

x (L′) − p⊤i

x′ (L), where x′ ∈ Ci,m, and is

defined x′
j :=

{

⊤j0 if j = j0,

xj otherwise
(p⊤i

x′ (L) is given by hypothesis in the

current induction, and p⊤i

x (L′) is given by hypothesis in the backward
transfinite induction). Finally, if ⊤j0 = 1, for any game v ∈ G(L)
for which j0 is null, (ENPM) is used to compute p⊤i

x (L) in terms of
p⊤i

x (L′) and p⊤i

x′ (L) (the formula is the same as above), where this time
L′ := L−j0 . Note that even if m + 1 choices of j0 are possible, one
cannot guarantee the existence of such an index such that ⊤j0 = 1 for
all i ∈ N , or such that ⊤j0 6= 1 for all i ∈ N . As a consequence, axioms
(DLM)-(ii) and (ENPM) are both necessary.

This ends the proof of the current inductive step: ∀i ∈ N , all p⊤i

x (L)’s
are given for any x ∈ L−i such that ∀j ∈ N \ i, xj ∈ {⊤j ,⊤j − 1}.

Consequently, for all linear lattice L associated to λ, ∀ki ∈ J (L), ∀x ∈ L−i,
all pki

x (L)’s are given, which also completes the inductive step of the transfinite
induction. �
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Abstract: PFSQL is the query language used for querying fuzzy relational databases. One 

of the most distinguished features of PFSQL is the possibility to prioritize conditions. 

Priorities are most often confused with weights. In this paper we compare queries with 

prioritized conditions with queries with weighed conditions. Since PFCSP systems are the 

theoretical background for PFSQL and similarly WFCSP are the theoretical background 

for weighted queries we elaborate these two systems. Queries with thresholds are another 

feature of PFSQL. When a threshold is attached to a condition only the tuples that satisfy 

the condition with a higher value then the threshold are displayed in the result. Through 

examples we compare these features of PFSQL. 

Keywords: PFSQL, PFCSP, priority, threshold, weight 

1 Introduction 

The representation of imprecise, uncertain or inconsistent information is not 
possible in relational databases, thus they require add-onns to handle these types 
of information. One possible add-on is to allow the attributes to have values that 
are fuzzy sets on the attribute domain, which results in fuzzy relational databases 
(FRDB) [2]. 
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SQL (Structured Query Language) is the most influential commercially marketed 
database query language. It uses a combination of relational algebra and relational 
calculus constructs to retrieve desired data from a database. FSQL (Fuzzy 
Structured Query Language) is SQL that can handle fuzzy attribute values [1]. The 
main difference between SQL and FSQL is that SQL returns a subset of the 
database that matches search criteria as the query result. On the other hand, FSQL 
returns a subset of the database together with value in the unit interval for each 
data row that marks how much does that particular data row matches search 
criteria. 

When attributes with fuzzy values appear in the query it is transformed into a 
query that can be handled by SQL. Finally, results obtained from the SQL query 
are post processed in order to obtain the desired information as explained above. 

Priority is implemented within Prioritized fuzzy constraint satisfaction problem 
(PFCSP). PFCSP is actually a fuzzy constraint satisfaction problem (FCSP) in 
which the notion of priority is introduced [4]. Perhaps, the key factors in that 
implementation are priority t-norms. They are introduced in such a way that the 
smallest value, usually the value with the biggest priority, has the largest impact 
on the result given by a priority t-norm. It is introduced by an axiomatic 
framework. More details about PFCSP are given later in the paper. PFCSP is the 
theoretical background for incorporating priority into FSQL. 

PFSQL allows conditions in the WHERE clause of the FSQL query to have a 
certain priority i.e. importance degree [5]. Priorities are most often confused with 
weights. We compare weighed FSQL queries with PFSQL queries. Also each 
condition in the WHERE clause can have a threshold. If the threshold is not 
satisfied the data row is dropped from query result. 

2 FCSP, PFCSP and Threshold 

I will first define FCSP as the background of PFCSP and WFCSP. 

Definition 1   A fuzzy constraint satisfaction problem (FCSP) is defined as a 3-

tuple ( )f
X D C, ,  where: 

1 { 1 2 }
i

X x i n= | = , , ,L  is a set of variables. 

2 { 1 2 }
i

D d i n= | = , , ,L  is a finite set of domains. Each domain 
i

d  is a finite 

set containing the possible values for the corresponding variable 
i

x  in X . 

3 
f

C  is a set of fuzzy constraints. That is, 
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( )

{ ( ) [0 1]f

i
f

j

f f

jR

x var R

C R dμ
∈

= | : → ,∏  (1) 

where {1 2 }i n= , ,L . 

PFCSP systems are an extension of FCSP and they are introduced axiomatically. 
Instead of giving the formal definition of axioms we will briefly explain each of 
them. 

The first axiom states that a zero value of the local satisfaction degree of the 
constraint with the maximum priority implies a zero value of the local satisfaction 
degree. The second axiom states that, in the case of equal priorities, the PFCSP 
becomes a FCSP. The third axiom captures the notion of the priority. If one 
constraint has a larger priority then, the increase of the value on that constraint 
should result in a bigger increase of the global satisfaction degree than when the 
value with the smaller priority has the same increase. It captures the concept of 
priority in a linear sense. For example take two investments where one of them 
results in a bigger profit (larger priority) then it is expected that it is better to 
invest in a more profitable investment then in a less profitable one, if the profit 
increase is linear to the investment sum. 

The fourth axiom is the monotonicity property, and finally the fifth is the upper 
boundary condition. 

When the t-norm 
L

T  is used together with the s-norm 
P

S  we obtain the system 

that satisfies the given axiomatic framework. The global satisfaction degree in this 
system is calculated using the following formula: 

( )

( )
( ) { ( ) }f f

i

f

f f

X R var R

max

R
v v R Cρ

ρ
α μ

ρ
= ◊ | ∈ ,⊕  (2) 

where ( ) ( )
L

x y T x y, = ,⊕ , and ( ) (1 )
P

x y S x y◊ , = − , . We will call this 

system 
L P

T S− . 

Similarly, we obtain the min max−  system if we take ( ) ( )
M

x y T x y, = ,⊕ , 

and ( ) (1 )
M

x y S x y◊ , = − , . 

Now, describe how a PFCSP works. Priority of every constraint 
f

R  is evaluated 

by function [0 )
f

Rρ : → ,∞ . The larger the value of ρ  is the larger the priority. 

After the normalization of the priority values which is done by dividing each 

priority by max max{ ( ) }
f f f

R R Cρ ρ= , ∈  every priority obtains a value in the 

unit interval. Standard implication aggregates priority of each constraint with its 
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value. This is done in a way that the larger the priority, the more chance it has for 
the resulting value to stay the same as it was before aggregation. If the priority of 
constraint is small, then the aggregated value is closer to 1. This leads to greater 
values for constraints with the smaller priority. It makes sense, since when these 
aggregated values are again aggregated with a Scour-concave t-norm T ,  the 

smaller values have more impact on the result due to properties of Scour-concave 
t-norms [3, 6]. We have given two concrete PFCSP systems, min-max and 

L P
T S−  that satisfy the previously given axioms. Now, we will describe how the 

global satisfaction degree of this system is calculated. 

The function ρ  represents the priority of each constraint. Operator ◊  aggregates 

priority of each constraint with the value of that constraint. These are then 

aggregated by the operator ⊕ , which results in the satisfaction degree of an 
evaluation. 

Priorities in PFCSP are most confused with the concept of weights. We can define 
a WFCSP – weighted fuzzy constraint satisfaction problem, where for each 

constraint 
i

C  we have an assigned weight 
i

w . The global satisfaction degree for a 

valuation 
X

v , ( )
W X

vα  in WFCSP is calculated by a known formula: 

1 1 2 2( ) ( )
W X n n

v T c w c w … c wα = ∗ , ∗ , , ∗ ,  (3) 

where ( )
ii C X

c vμ=  is the local satisfaction degree of a constraint 
i

C  and T  is a 

t-norm. In order to have an adequate comparison between WFCSP and PFCSP we 

take 
M

T T=  and 
L

T T= . When 
M

T  is used we get the global satisfaction degree 

( )M
T

W X
vα , and analogously when 

L
T  is used we get ( )L

T

W X
vα . 

In FSQL we can assign a threshold (THOLD) to each constraint. We will now 
point out the difference between threshold and priority in order to avoid any 
confusion. If there is a THOLD quantifier attached to a condition, FSQL 
automatically discards the data row which does not satisfy the condition with a 
given threshold. On the other hand, if the value of the PRIORITY exists, PFSQL 
calculates the satisfaction degree for each data row regardless of its satisfaction 
degree as it will be shown in an example in the following section. 
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3 FRDB and PFSQL 

If we allow the attributes in classical RDB to have values that are fuzzy subsets of 
the attribute domain, the result will be fuzzy relational databases (FRDB). 

Our idea is to have the most common fuzzy set types implemented and that the 
attribute values in FRDB are most often standard fuzzy sets, and only a small 
percentage of attribute values are generalized fuzzy sets specified by the user, 
though our model works with general fuzzy sets in every aspect of FRDB - 
storing, querying, etc [8]. We introduce one more extension of the attribute value, 
the linguistic label. Linguistic labels are used to represent most common and 
widely used expressions of a natural language (such as ‘tall people’, ‘small salary’ 
or ‘mediocre result’). Linguistic labels are in fact named fuzzy values from the 
domain. In order to use a linguistic label on some domain, first we must define 
this label. For instance, we can define the linguistic label ‘tall man’ as a fuzzy 
quantity that has an increasing linear membership function from the point (185,0) 
to the point (200,1). Considering these extensions, we can define a domain of a 
fuzzy attribute as: 

C D L
D D F L= ∪ ∪ ,  (4) 

where 
C

D  is a classical attribute domain, 
D

F  is a set of all fuzzy subsets of the 

domain, and 
L

L  is the set of linguistic labels. In our model we allow triangular 

fuzzy numbers and fuzzy quantities for 
D

F . 

The basic difference between SQL and PFSQL is in the way the database 
processes records. In a classical relational database, queries are executed so that a 
tuple is either accepted in the result set, if it fulfills conditions given in a query, or 
removed from the result set if it does not fulfill the conditions. In other words, 
every tuple is given a value true (1) or false (0). On the other hand, as the result 
set PFSQL returns a fuzzy relation on the database. Every tuple considered in the 
query is given a value from the unit interval. This value is calculated using 
operators of fuzzy logic. The question is what elements of the classical SQL 
should be extended. Because variables can have both crisp and fuzzy values, it is 
necessary to allow comparison between different types of fuzzy values as well as 
between fuzzy and crisp values. In other words, PFSQL has to be able to calculate 
expressions like (180 11 8 )height triangle lin= , , , , regardless of what value of 

height is in the database – fuzzy or crisp. 

In classical SQL it is clear how to assign truth value to every elementary 
condition. With fuzzy attributes, situation is more complex. At first, we assign 
truth value from the unit interval to every elementary condition. Only way to do 
this is to give algorithm that calculates truth value for every possible combination 
of values in query and values in the database. For instance, if a query contains 
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condition that compares a fuzzy quantity value with a triangular fuzzy number in 
the database, we must have algorithm to calculate compatibility of the two fuzzy 
sets using a similarity relation. After the truth values from unit interval are 
assigned, they are aggregated using fuzzy logic. We use t-norm in case of operator 
AND, and its dual t-conorm in case of operator OR. For negation we use strict 
negation: ( ) 1N x x= − . 

In case of priority statements, mechanisms deduced from PFCSP systems are used 
to calculate the result [7]. With normalization of the priority values, every priority 
obtains a value in the unit interval and also one of the priorities has the value .1  
Moreover, with standard implication (S(1-p, v), S is a s-norm) we aggregate 
priority of each constraint with its value. This is done in a way that the larger the 
priority, the more chance it has for the resulting value to stay the same as it was 
before aggregation. If the priority of constraint is small, then the aggregated value 
is closer to 1. This leads to greater values for constraints with the smaller priority. 
It makes sense, since when these aggregated values are again aggregated with 

either  M
T or 

P
T  the smaller values have more impact on the global satisfaction 

degree. 

We now describe processes that allow PFSQL queries to be executed. The basic 
idea is to first transform PFSQL query in something that classical SQL interpreter 
understands. Namely, conditions with fuzzy attributes are removed from WHERE 
clause and those fuzzy attributes are moved up in the SELECT clause. In this way, 
conditions containing fuzzy constructs are eliminated, so that the database will 
return all the tuples – ones that fulfill fuzzy conditions as well as the ones that do 
not. As a result of this transformation, we get a classical SQL query. Then, when 
this query is executed against the database, results are interpreted using fuzzy 
mechanisms. These mechanisms assign a value from unit interval to every tuple in 
the result set. 

More precisely, processing the PFSQL query comprises of four phases: query 
syntax checking, loading the query into memory structure, transformation of the 
query, and fuzzy interpretation of the results returned by the database. First, the 
given query is checked for correct syntax using scanner and parser constructed for 
this task. If the query is correct, the result of syntax analysis done by the parser is 
a memory structure that represents this query. Next step is the transformation of 
this structure in already described fashion. We need to check whether an attribute 
is fuzzy or not. When the fuzzy attributes are identified, conditions in the WHERE 
clause that they appear in are removed, and the attributes are added to the 
SELECT clause. Removed conditions are put in another memory structure, 
because they will be used to interpret the result set. Result is a classical SQL 
query which can be directly executed against the database. After the query is 
executed, returned results are further processed. A measure of condition 
fulfillment is assigned to every tuple in the result set. This measure is a value from 
the unit interval which is defined by a similarity relation described in the 
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following section. In this phase we use a memory structure with fuzzy conditions 
removed from WHERE clause to calculate measures using priority fuzzy logic. 

4 Example 

Now we will describe the scenario. Suppose we have to pick a soccer player and a 
basketball player. We evaluate candidates based on their Height, Speed and 
Stamina. Depending on the sort, each attribute will have a certain priority. We will 
suppose that for the soccer player Speed is the most important, Stamina is mildly 
important and Height is the least important. For the basketball player Height is the 
most important, Stamina is mildly important and Speed is the least important. The 

min-max and 
L

T -
P

S  systems will be used for evaluation. 

The results for five athletes are given in the following tables. Table 1 represents 
evaluations for the soccer player. We assume that the priority of Speed constraint 
is 1, Stamina has priority 0.7 and finally Height has priority 0.2. Similarly, Table 2 
represents evaluations for the basketball player where priority Speed constraint is 
0.4, Stamina has priority 0.6 and finally Height has priority 1. 

The example for the soccer player can be interpreted as the following PFSQL 
query. 

SELECT * 
FROM Athletes 
WHERE (Height=’tall’) PR 0.2 
AND (Stamina=’Excellent’) PR 0.6 
AND (Speed=’fast’) PR 1 

The satisfaction degrees for the query are given in Table 1. 

no. Spd Sta Hei 
M

T  
L

T  

1 1 0.6 0.2 0.6 0.53 

2 0.55 0.65 0.7 0.55 0.31 

3 0.1 0.6 1 0.1 0 

4 0.8 0.7 0.7 0.7 0.59 

5 0.9 0.6 0.3 0.6 0.59 

Table 1 

Satisfaction degree for the Soccer player 

Similarly, the example for the basketball player can be interpreted as the following 
PFSQL query. 
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SELECT * 
FROM Athletes 
WHERE (Height=’tall’) PR 1 
AND (Stamina=’Excellent’) PR 0.6 
AND (Speed=’fast’) PR 0.4 
The satisfaction degrees for the query are given in Table 2. 

no. Spd Sta Hei 
M

T  
L

T  

1 1 0.6 0.2 0.7 0.575 

2 0.55 0.65 0.7 0.25 0.145 

3 0.1 0.6 1 0.1 0.07 

4 0.8 0.7 0.7 0.7 0.5 

5 0.9 0.6 0.3 0.6 0.51 

Table 2 

Satisfaction degree for the Basketball player 

If we want to use a WFCSP - 
M

T  query for choosing the athletes, the query for 

the soccer player would be the following. 

SELECT (MIN(Height*0.2,Stamina*0.6,Speed*1)) 
FROM Athletes 
WHERE (Height=’tall’) 
AND (Stamina=’Excellent’) 
AND (Speed=’fast’) 

Similarly, for WPFCSP - 
L

T  the query should have the following form: 

SELECT (MAX(Height*0.2+Stamina*0.6+Speed*1,0)) 
FROM Athletes 
WHERE (Height=’tall’) 
AND (Stamina=’Excellent’) 
AND (Speed=’fast’) 

The satisfaction degrees for the queries are given in Table 3. 

no. Spd Sta Hei 
M

T  
L

T  

1 1 0.6 0.2 0.2 0 

2 0.55 0.65 0.7 0.11 0 

3 0.1 0.6 1 0.002 0 

4 0.8 0.7 0.7 0.16 0 

5 0.9 0.6 0.3 0.18 0 

Table 3 

Weighted satisfaction degrees for the Soccer player 
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We see that the results in Table 3 differ completely from Table 1. Moreover, if we 
would run the weighed query for the basketball player we would obtain similar 
results. This leads to a conclusion that weighted queries are completely different 
from priority queries. 

Finally we can add a threshold to each of the constraints. Assume that we insist 
that a basketball player must be tall, has good stamina with the degree of 0.6 and 
fast with the degree of 0.4. This would translate into the following query. 

SELECT * 
FROM Athletes 
WHERE (Height=’tall’) THRESHOLD 1 
AND (Stamina=’Excellent’) THRESHOLD 0.6 
AND (Speed=’fast’) THRESHOLD 0.4 

It is obvious that none of the athletes would fulfill these requirements. This 
situation is completely different than when we used priority or weighted queries. 

Conclusions 

In this paper we have presented the PFSQL language and PFCSP systems as the 
theoretical background for PFSQL, as well as some directions about PFSQL 
implementation. Similarly we have given a brief description of WFCSP as the 
theoretical background for weighted queries. In addition, a description of queries 
with thresholds is also given as another feature of PFSQL. 

We have discussed differences and given a comparison of priority, weighted and 
threshold queries using an example of choosing athletes. We have shown that 
these three types of queries make different evaluations for the same data i.e. they 
are essentially different. The threshold is the most strict decision mechanism. 
Weighted and priority queries are based on different assumptions and must not be 
confused. 
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Abstract: “Szabad(ka)” is a hexapod walker constructed at the Polytechnical Engineering 

College “VTS” Subotica to test and help implementing algorithms, designed by the 

Hungarian science institute called ”KFKI”, and our college. These algorithms are 

connected to combined force and position control, and their primary goal is to achieve 

robust, adaptable walking in rough and unknown environment, and to calculate the 

prospective and best route. The article describes the problems which appeared during the 

process of realization. Starting from the imperfections of the designed construction we 

describe the justification of the implementation of ANFIS in the further development of the 

robot. 

1 Introduction 

Walking machines are desirable because they can navigate terrain features that are 
similar in size to the size of the robot, whereas wheeled and tracked vehicles are 
only suitable for obstacles smaller than half the diameter of the wheel. 
Furthermore, if given an ability to find locally horizontal footholds in regionally 
steep terrain, they can climb extreme angles. Applications potentially include 
reaching territories which are unreachable or dangerous for humans, exploration, 
mining, military, rescue, and industrial environments, on earth and beyond. 

For walking machines, mostly two legged (biped), four legged (quadruped), and 
six legged (hexapod) constructions are used. The hexapod is the most stable of the 
named machines. This is why an autonomous hexapod robot was built with 18 
DOFs (degree of freedom) [1]. 

Before having started building with Szabad(ka) robot, a simplier hexapod robot 
was built. This robot was the starting point and the source of experience for the 
designing of Szabad(ka). This hexapod was assembled with -from vitroplast sheets 
and simple screws. For driving two RC servo motors per feet (2 DOF) were used. 
The dimensions of the final robot are as follows: 300 mm x 180 mm x 120 mm. 
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The robot’s weight is 1.5 kg. On the body of the robot there was a single 
microcontroller and was in contact with the base computer through a radio module 
as used in modeling. With this robot we controlled the movement of the feet, it 
was not integrated into the controlling cycle in the feet’s movement algorithm. 

Szabad(ka) was designed using the previously gained experience. Figure 1 shows 
Szabad(ka) in the phase of design, testing its walk. 

 
Figure 1 

Testing the hexapod Szabad(ka) 

Since the robot was created on a tight budget, yet had to meet great expectations, 
the necessary electronics and mechanical elements, as well as the animation tools 
for development were also created by the team itself. In order to realize the robot 
and its development we were forced to set off into various side-projects. These 
include among other the following: 

- 3D robot animation, which helped the robot’s mechanical design. This 
animation helped us control the movement of the designed mechanical 
structure depending on the developed movement algorithms. We were able 
to spot the possible clashes of parts, either by redesigning the robot’s parts 
or by changing the movement algorithm. 

- The robot’s stereo camera was also designed by ourselves. The starting 
point in the camera development was a camera chip. 

- We also designed a CNC milling tool. 

Autonomous hexapod walker robot “Szabad(ka)” is developed for testing and 
developing algorithms connected to motion, robot vision, decision making and 
robot networking. This hexapod robot was given the name “Szabad(ka)” because 
it incorporates the name of the city where it was designed as well as hinting at its 
main feature, namely that it can be openly (‘szabad’) developing platform for user 
specific needs. 

Szabad(ka) was created to help with the navigational processes of brain research 
for the Hungarian Academy of Sciences. 
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2 Construction of Robot 

The robot is a complex system both considering its mechanical structure as well as 
its electronic developments and processor structure. 

The robot has MATLAB development platform. It contains one TMS320C6455 
DSP (1 GHz frequency) and 10 MSP430F6412 processors, an access point and 
fully-built it contains 2 cameras, 2 ultra sound radars, several accelerometers, 
gyroscopes and other sensors for navigation and motion control. 

The robot can be used for testing and developing algorithms connected to motion 
control, visioning, decision making, and networking. In the robot’s 10 
microcontrollers, there are various algorithms for sensor processing and basic 
motion control. Higher level software can be written on personal computers, (in 
C++ or in MATLAB) and following that it can be implemented into the robots 
DSP processor which has really high processing abilities. Its software platform 
(with the already written algorithms) is designed in a modular way, which makes 
it possible for the developers and researchers to develop codes in their own fields 
of interest without having to be familiar with other software parts of the robot. 

The DSP and the 10 MSP processors are connected into network through SPI and 
I2C protocols. The DSP processor is on a DSP Starter Kit (DSK) made by a third 
party company, and the 5 PCB-s (2 MSP controllers on each) are designed at the 
college. From these 5 boards, 3 are for controlling the legs, and the other two are 
for processing signals from 2 gyroscopes, 2 accelerometers, 2 radars, several IR 
collusion detectors. Also every leg has an accelerometer and a force sensor in its 
foot. The communication with the computer is realized wirelessly with an 
integrated high speed access point. A Video Interface is implemented for 
connecting 2 digital, high resolution cameras. This is used for stereo visioning. 

The robot’s body is made from more than 150 aluminium and steel parts. All of 
them were designed in AutoCAD. The parts were manufactured with CNC milling 
machines. 

2.1 Mechanical 

The robot weighs about 10 kg and it is 300 mm high if it stands. All the parts of 
the legs and the body are made mostly from aluminum. This material is strong and 
light enough for our needs. 

Figure 2 shows the body and the locations of the six identical legs with the 
approximate movements available about the α axis of each leg before they hit the 
bumpers on the chassis. 

The leg attachments all lie in the same plane, with all the α axes parallel. Besides 
holding the legs, the function of the chassis is to hold the electronics and the 
accumulator, too. 
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Figure 2 

The body 

The legs are all identical and have three revolute joints each. The first two are 
orthogonal to each other and the third is parallel with the second. 

All the joints use identical 10W DC motors running through 1:100 planetary 
reduction gearboxes. After the gearbox, there is a metal bevel gear pair (with 12-
36 teeth), providing 1:3 additional reduction, for smoother moving, and more 
torque. 

For angle measurements on the servos home made optical quadrature encoders 
were used. Calibration of their offset can be done with software by moving the 
joints until they hit the bumpers, which generates known reference angles for each 
joint. 

In every jointed foot there is a force measuring stamp and a 3D accelerometer 
providing additional data. 

2.2 Electronics 

The electronics consists of the DSP Starter Kit (DSK), the MSP boards, and the 
Stereo Video Interface. 

The DSK has a high-end DSP TMS320C6455 processor, running on 1 GHz, 
having 128 MB of RAM memory, 4 MB of ROM memory, an Ethernet connector 
and an audio in/out port. Because this DSP is Texas Instruments’ most advanced 
processor, it is a good choice for the current needs. The DSP and one MSP board 
is connected through SPI protocol and communication with the computer is 
established wirelessly through an access point and the Ethernet connector. 

From the 5 MSP boards, there are: 
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- 1 Sensors board 

- 1 Communications – Motion Algorithm board, and 

- 3 Inverse Kinematics boards. 

The Communications – Motion Algorithm board, contains 2 MSP processors. One 
of them is the one, which is connected to the DSP processor. Its main tasks are to 
transceivers the commands between the DSP and the other MSP-s, and to generate 
the walking coordinates in dependence of time. The other MSP’s job is to process 
the rear gyroscopes, the rear accelerometers, and some infra red collision signals. 

The task of the 3 Inverse Kinematics boards is to receive the coordinates from the 
Communications – Motion Algorithm board and to generate the desired angles of 
3 joints for a leg. Logically, every IK board has 2 MSP-s, one for each leg. This 
board’s other task is to process the data received from the force sensors and the 
accelerometers placed in the feet. 

The Sensors board’s first MSP controls the 2 ultra sound radars (it moves RC 
servo motors, and processes data), and the second MSP's job is to process the front 
gyroscopes, the front accelerometers, and some infra red collision signals. 

The Stereo Video Interface connects 2 digital, high resolution cameras with the 
DSP-s EMIF (External Memory Interface). This board contains a FIFO memory. 
This is needed because the camera is sending its video data continuously and 
slowly, but the DSP can read data only rapidly, and in smaller parts. Because of 
the current special needs, the Digital Camera boards are also home made, using 
OV7640 video IC-s. 

2.3 Software 

The robot’s software is physically divided into 3 parts. These are: the software 
running on the PC, the DSP software, and the MSP software. 

For the PC, currently there is some controlling software written in JAVA, and a 
MATLAB platform. Both of them are capable for moving the robot in various 
directions, with various speeds, and with other options. The JAVA software is also 
prepared for receiving video data and other information from the robot. Further, it 
can set some behaviour. 

About the DSP software: currently its only task is to transmit data between the PC 
and the Communication MSP but it will be used for image processing and 
decision making as soon the Stereo Video Interface will be finished. Some contour 
recognition and other algorithms are already written for it, and ready to use. The 
DSP software is written in C++ with Code Composer Studio. 

The tasks of the software on the 5 MSP boards (on the 10 MSP controllers) were 
already described under the electronics section, thus 6 MSP-s are for Inverse 
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Kinematics, 2 MSP-s are processing one gyroscope, one accelerometer, and some 
IR sensors (per each controller), 1 MSP is for controlling, and processing 2 US 
radars, and 1 MSP is for communications, and for motion algorithms. 

2.4 Animation 

In order for our calculation results to be visualized more easily, without a 
implementing or using the robot, we created an animation ‘subsystem’. 

 

Figure 3 

MATLAB simulation for one leg 

A 3D Studio Max robot model, which is able to create an animation, based on data 
from imported using Matlab generated databases containing movement data. This 
procedure produced good results, but its drawback is that it needs an outside 
program (outside of Matlab), therefore the animation is not real-time. 

So as to fix this problem we started to develop an ‘animation system’ within 
Simulink environment. With this we are currently able to visualize an animation 
within a Matlab environment, and are currently working on making it real-time. 
Figure 3 shows a detail of the robot’s MATLAB Simulink animation. 

3 Robot Geometry Calculations 

The following section will present several explanatory drawings which illustrate 
the geometrical calculations. 

The first mechanical drawing (Figure 4) shows how many degrees the joints can 
turn compared to their starting point. Figures 5 and 6 will help to define the 
maximum tilt angles of the joints. Fig. 6 shows the basic state assumed at the DK 
(direct kinematics) and IK (inverse kinematics) calculations. The ‘difference 
angles’ used in calculations is shown in Figure 7. 
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In order to carry out the calculations we first have to define the dimensions of the 
leg structure’s elements, as well as the maximum tilt angles of the joints. 

Figure 4 presents the drawing of the mechanical structure of the robot leg. The 
thick red line connecting the joints shows the structure used with geometrical 
calculations. It was a great challege and a very hard job to creat a good and 
optimal robot-leg construction, so we can say, that this was one of the main 
problems [2]. 

 

Figure 4 

Mechanical construction a foot of robot 

Let the horizontal planar angle between the robot’s body and the root of the leg be 
marked alpha. Let the perpendicular planar angle between and the root of the leg 
and the upper leg be marked theta1 and the angle between the upper leg and the 
lower leg be marked theta2. The length of the root of the leg will be marked with 
L0, the length of the upper leg L1, and the lower leg L2 (Figure 7). 

 

Figure 5 

Illustration of the foot geometry`s modification when the robot moves 

 

Figure 6 

Presentating the basic positions to the IK and DK calculations 
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The end positions of the alpha angle joint remain the same, while starting from the 
original theta1 the theta1diff will be subtracted, whereas the theta2 will be added 
theta2diff. The calculated angles of difference are the following: 
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Thus the maximum angle rotations are: 

alpha = -45° / +45°, 

theta1 = -101.31° / +78.69°, 

theta2 = -56.31° / +168.69°, 

The role of direct kinematics is in our case that it defines the x, y, z positions of the 
robot leg’s end point (the foot), if the angles of the joints connecting the parts 
(alpha, theta1 and theta2) are known. Direct kinematics will only be used later, 
for verifying purposes. 

Based on the Figures 5, 6 and 7 we can deduct the expressions necessary for the 
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Figure 7 

Presentation of the differential angles 
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4 Calculation of the Course of the Robot’s Foot 

We were looking for the numerically simplest solutions during the initial phase of 
development. The aim of this minimization was for the robot to be able to walk on 
a given course. The aim in this phase was not to include complex controlling 
conditions, which implement the signals of the sensors of the several 
accelerometers, gyroscopes, etc. 

The calculations for the movement of the flat base of the foot can be put into three 
groups: 

- first the course of the base of the foot in general is described using spline. 
A certain value will be given to the variable in this expression for the 
course, depending on how many points the wished course is to be 
converged to. 

- the second calculation the coordinates thus received will help us calculate 
the necessary angle shift, i.e. we carry out the IK calculation. 

- the third calculation refers to the operation of the motors helping the 
foot’s movement using PID controller. 

4.1 Calculation of the Leg’s Trajectory 

In a general case for the description of the current position of the robot foot the 
Hermite cubic spline calculation method is used for given points P1, P4 and 
tangent vectors R1, R4. Look at x component: 

( ) xxxx dtctbtatx +++= 23  (2) 

So want to solve for ax, bx, cx and dx using the four continuity conditions, i.e. for 
two curve segments there is C0 and C1 continuity. So we have: x(0) = P1x, x(1) = 

P4x , x'(0) = R1x, x'(1) = R4x, end form of eqution is for x: 
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with similar expressions for y, z coordinats. 

The use of spline calculation method for the description of foot movement is a 
great advantage if the ground is not even or there are obstacles on the ground. But 
in the realization of initial movement this is not the goal, but only to realize the 
simplest walk algorithm. 

The number of operations is shown in Table 1 broken down according to the type 
of operations. 

In the initial phase of robot development the aim was to use the simplest possible 
algorithms in the realization. In this simple case the 3D foot movement can be 
broken down to two functional parts: 
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- the first, along the z axis (movement along the axis on the body), as 
shown the movement by Fig. 8a. 

- the second, the movement of the two arms of the foot, upward and 
downward movement along the axis z, seen in Fig. 8b. 

 

Figure 8 

Simple algorithm for robot foot moving 

The realization of these two functions assumes simultaneity, and a slower and 
faster section. The 3D spline description would be simpler in the sense of 
realization, but the numerical need towards processor capacity is great (Table 1). 

4.2 Inverse Kinematics – Calculations of Angles 

The role of inverse kinematics – just like in any other system – is that it creates the 
necessary angles of joints (in our case the alpha, theta1 and theta2) if the end 
point (base of the foot) coordinates are given – x, y and z. 

Figures 5, 6 and 7 are the basis for carrying out the following calculations: 
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4.3 Numerical Calculations with Microcontrollers 

The 6 inverse kinematics calculations necessary for the movement of the feet (one 
for each foot) are carried out by a microcontroller. 

The section will discuss the numerical needs of the kinematics calculations for 
moving the 3 DOF robot legs using a 8 MHz clock signal 16-bit inner architecture 
microcontroller from the MSP430F16xx family. This microcontroller family is of 
fix point arithmetic structure and has a 16-bit parallel multiplier. 

The MSP1612 was used because it has a 16-bit parallel multiplier and a low 
consumption, as well as the highest number of operations (performance) index 
among microcontrollers. 

As you can see from the expressions related to inverse kinematics and calculation 
of the course, several types of calculations have to be carried out: addition, 
multiplication, division, cos, arcos, raising to the power, square root, arcustangens, 
as seen in Table 1. 

Table 1 

The number of operations with one spline and one IK calculation 

op 2  
+/- / acos cos * atan 

trajectory - 10 - - - 29 - 

IK 2 8 6 1 1 11 3 

The statistics in Table 2 shows several of the calculation needs in MSP430 
microprocessors. 

Table 2 

Required number of clock for calculation several instruction in MSP430 microprocessors 

instuction float duble optimised float 

add 144 144 142 

multiplied 331 331 329 

/ 369 369 369 

2  1990 1990 1990 

cos( ) 3646 3646 3646 

acos( ) 7025 7025 7025 

atan() 3070 3070 3068 

Using data from Tables 1 and 2, the calculation in MSP430 processors, of spline 
for a trajectory point and the IK calculation needs 41907 clock signal times. Based 
on this we assume that the robot foot makes one step in a second and the foot 
course is converged to in 15 points, then the processor’s expected performance is 
3771630 clock signals per second (in this calculation is not therein the calculation 
of PID control, communication between processors, observing sensors and 
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calculation for the preprocessing sensor signals and other operations and 
calculation in process). 

As can be seen, the processors using the floating point calculation methods are 
demanding, thus in a given time unit they can carry out fairly few calculations. 
The calculations cannot be solved by floating point mathematics. 

Because of the above-described we searched for different possibilities for the 
solution. We applied fix point arithmetic and for the most demanding operations, 
the table-method. This process was helped by the small-resolution encoder and the 
reducer pair on the motors as well as the realized robot’s walking mechanical 
faults. 

First we have to define what the minimal angle fault can be allowed during the 
calculations. The division of the reducer is originally 1:100, then with the help of 
an auxiliary cogwheel the division was multiplied by three. This was necessary for 
two reasons: the applied motor static momentum was estimated in the form, thus it 
was unable to hold the robot; on the other hand, the encoders` resolution that we 
designed was not enough for the driving quality. The initial encoder resolution 
was of an 8 division, after further development it had a division of 24. With the 
initial tool the fault with the encoder step was 360

o
/(8*100)= 0.45

o (this is 800 
values in the table, but if we use the trigonometric symmetries, then it is reduced 
to 200). For the further developed item it was reduced to 360

o
/(3*24*100)= 0.05

o
= 

3’ (i.e. in the table, to 1800 elements). Naturally, it greater resolution would be 
called for but the budget did not allow for this. 

In this way we can calculate that one if one encoder sheet moves, how many hour 
cycle we have for carrying out the calculations. This value was acceptable for the 
realization of the walking system, there was enough capacity for the 
microcontrollers. In order to increase the calculation resolution significantly, there 
are still numerous changes to be done. The alterations have to be carried out in the 
fields of mechanics, electronics, processors as well as on a theoretic level, too. 

This is why we are still searching for alternative methods which can even be 
implemented on this robot. 

The adaptive neuro-fuzzy system seems to be the most suitable for further 
development (commonly called ANFIS). Based on previous experience, 
considering the fuzzy [3] [4] and the neuro [6] networks seem suitable for using 
the MSP430 processor for the solution of the given problem. With this new 
system, with the increased speed, it will be possible to introduce further control 
branches. 
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5 ANFIS 

ANFIS method is a hybrid neuro-fuzzy technique that brings learning capabilities 
of neural networks to fuzzy inference systems [5]. The learning algorithm in 
adaptive neural technique tunes the membership functions of a Sugeno-type Fuzzy 
Inference System using the training input-output data. In our case, the input data is 
coordinate dataset and output data angles dataset. The learning-training algorithm 
ANFIS map the co-ordinates to the angles. 

With the help of Fuzzy logic we create a Fuzzy interference system which is able 
to conclude the inverse kinematics; if the task’s forward kinematics is known. 

Since the forward kinematics of the three-degrees-freedom robot foot is known, 
the base foot’s x, y and z coordinates can be defined for the entire domain of the 
three joints’ angles. The coordinates and their respective angles are stored for the 
training of our ANFIS network. 

During the process of training the ANFIS systems learns how to pair up the 
coordinates (x,y,z) with the angles (alpha, theta1, theta2). The trained ANFIS 
network is thus capable of interference the joint angles based on the required 
position of the base foot. 

The next section will turn to the presentation of MATLAB implementation. In the 
future course of research the robot will be implemented in a multiprocessor 
environment. 

5.1 Creation of Input Data 

The x, y and z coordinates are defined for alpha, theta1 and theta2 in all 
structurally possible combinations with the given resolution, using forward 
kinematics (1). The results are stored in three columns: 

data1 (x, y, z, alpha), 

data2 (x, y, z, theta1), 

data3 (x, y, z, theta2). 

5.2 Building the ANFIS Network 

For the ANFIS system solution we have to create 3 ANFIS networks. 

For the ANFIS network to be able to predict the necessary angles, first it has to be 
trained with the suitable input and output data. The first ANFIS network will be 
trained for x, y, z input data and alpha output data. The previously created data1 
matrix contains the necessary x,y,z – alpha data set. 
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Similarly, the second ANFIS network will be trained for the x,y,z-theta1 data set 
stored in the data2 matrix, whereas the third ANFIS network will be trained for 
the x,y,z-theta2 stored in the data3 matrix. In the current situation we can train the 
ANFIS network with MATLAB anfis function. If the function is requested with a 
simple syntax, it automatically creates a Sugeno-type FIS, and trains it with the 
given data. 

 anfis1 = anfis(data1, 6, 150, [0,0,0,0]); % train first ANFIS network 

 anfis2 = anfis(data2, 6, 150, [0,0,0,0]); % train second ANFIS network 

 anfis3 = anfis(data3, 6, 150, [0,0,0,0]); % train third ANFIS network 

The first parameter of ANFIS is the training data, the second the number of 
membership functions, the third is the number of epochs. In order to reach the 
right exactness, the number of membership functions and the epochs can be 
defined after several attempts. 

After the training anfis1, anfis2, and anfis3 represent the three trained ANFIS 
networks. After the training is finished, the 3 ANFIS networks have to be able to 
approximately define the output angles based on the x, y and z input functions. 
One of the advantages of the fuzzy approach is tat the ANFIS network is able to 
define even such angles that do not match with, only bear similarity with the 
angles used in training. With the help of the network we can define the angles of 
those points which are found between two points, found in the practice table. 

5.3 Control of the ANFIS Network 

After the training of the network another important task is to verify our network, 
to find out how precisely our ANFIS network is able to converge to the results of 
inverse kinematics. Since in our case we know the inverse kinematics deductions, 
there is no obstacle to doing this. 

We have to generate a 3D matrix which contains the coordinates x, y and z with 
the given resolution for points of the chosen work space. After this we define the 
angles alpha, theta1 and theta2 for the given points using inverse kinematics (4): 

THREE blocks: data1, data2, data3 

In the following step with the help of the trained network we define their angles 
using the same coordinates. In the end the gained results are compared and we can 
see how close the FIS outputs are to the results of our inverse kinematics. 

Figure 9 shows the error in the calculation of angle α  with the application of the 
proposed method for 3 fuzzy membership functions, the accumulated error already 
with 3 membership functions within the error limit of the robot mechanics. By the 
increase of membership functions we could receive better results, but since the 
key factor in our system is the decrease of calculation time, and the preciseness is 
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suitable, the number of membership functions was not raised. With other systems, 
naturally, much better results can be reached. 

In the first realization of the ANFIS system, we use the model proposed in Figure 
10 to be used without a feedback. 

 
Figure 9 

Error in calculation of angle alpha with the application of the proposed method 

For this test, our robot design is quite suitable, because the MSP microcontroller is 
appropriate for the FIS and the DSP processor is appropriate for the adaptive 
calculations. Tests are conducted on a flat ground without any obstacles. In the 
second phase of introduction of ANFIS technology we introduce feedback. The 
feedback is obtained from the accelerometer and the gyroscope from the robot’s 
body. The first goal to achieve with feedback is to obtain the horizontal position of 
the robot’s body on an uneven terrain while moving. 

 

Figure 10 

ANFIS model of first real test in our robot application 
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Conclusions 

The robot has been developed for the control of brain research calculations. As it 
is equipped with high-speed (1 Gbit/s) internet (WiFi) connection, as well as 
numerous sensors, and currently the highest performance DSP processor, it has 
large calculation capacity. This device is completely autonomous besides being 
equipped with the appropriate algorithm structure, so it is capable of carrying out 
more complicated tasks, as well. 

The mechanical development of the robot has been supported with animation 
while analyzing the crash test of the part of the device. The animation program 
device has been designed as follows: 

1 With the help of MATLAB and the inverse kinematics and spline curve 
calculations we have calculated the joint coordinates for a given memory 
position for the point-to-point position of all the joints. 

2 All the elements have been designed in mechanical design, with the help of 
the AUTOCAD program. 

3 With then help of the STUDIO 3 MAX the results of points 1 and 2 have 
been compiled and the animation carried out. Using the animation the robot 
geometry was set, and also we could analyze the robot’s step algorithm. 
The animation was able to help improve the crashes of the robot’s legs. All 
these have greatly contributed to the development of the robot. 

All these would not have been necessary had we disposed of the Solid Works 
program or a similar 3D animation program. However, in lack of these the tools 
had first had to be built so the dynamics of the complex geometrical and 
mechanical structure could be monitored. 

In the course of the electronic development the most effective solution was 
chosen. Each pair of legs has been allocated a processor. Such a processor 
calculates the spline of the leg route to a pair of legs along with the inverse 
kinematics and the necessary soft computing calculations at the motor drive taking 
into consideration the force sensors on the legs and the route parameters. 

During our experimentation with the training of ANFIS networks we tried using 3 
- 7 membership functions. It was assumed that by increasing the number of 
membership functions, the degree of error will decrease. This did not happen in 
that degree, we expected. Based on these, we concluded that if we will not have 
much processor resources, we can freely reduce the number of membership 
functions to 3. 
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1 Introduction 

In 1978, Shorrocks [11] defined mobility index in the social sciences, as a 
continuous function over the set of transition matrices, and he was first to provide 
axiomatic approach to mobility indices, see [1], [4]. However, Shorrocks himself 
showed that the axioms he proposed are not consistent for all mobility indices, i.e., 
there is no mobility index which satisfies all axioms. Different indices detect 
various mobility aspects. Mobility is defined as movement of dynamic system 
from one state to the other in time. In social sciences, there are important different 
types of mobility, as social classes mobility, intergenerational mobility, 
intragenerational mobility, etc [4]. The selection of the mobility index is very 
important. Namely, it should satisfy different motivations for measuring mobility. 
It is common practice, when selecting mobility indices, to initially define the 
desired features which these indices should satisfy, and that these features have to 
be consistent. The applied mobility indices have a great influence on transition 
matrices ranking. 
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In this paper, the motivation is to measure mobility as movement by using 
mobility indices which induce partial order on the set of transition matrices. Then 
every two transition matrices can be compared by using such mobility indices. 
Transition matrices, which have more movement in them, must have higher 
mobility index. In this paper the set of transition matrices is reduced to the set of 
transition bistochastic matrices, as well as the properties of mobility indices are 
given. Mobility indices with selected properties induces partial order on the set of 
transition bistochastic matrices and semirings are formed. 

Since mobility index is a bounded function, the mobility index minimal value is 
zero, and the maximal is one. There are also controversies over the selection of 
transition matrices with minimal and maximal mobility. Transition matrices, as 
non-negative matrices, are closely related to the class of stochastic processes 
which are Markov chains. Markov chains are used as theoretical models for 
description of a system which can be found in different states. In Section 2, an 
overview of definitions related to Markov Chains and transition matrices are 
given, and specially important homogenous regular Markov Chains. In Section 3, 
Shorrocks axiomatic approach to mobility measures is described with stress laid 
on the inconsistency of these axioms and possibilities of overcoming of this 
inconsistency. A brief overview of the influences of mobility measure on the order 
of transition matrices and the problem area of selecting transition matrices which 
have the values of mobility indices 0 or 1 are presented. In Section 4 a semiring is 
formed over the set of all the bistochastic transition matrices in which partial 
ordering is induced by mobility measure, which satisfies some of the Shorrocks 
axioms. In other words, mobility measure which induces the order in the formed 
semiring satisfies all the Shorrocks axioms except  the monotonicity axiom. The 
way out is that the mobility measure satisfies the relaxed monotonicity condition 
thereby achieving the consistency of the axioms. 

2 Transition Matrix of Markov Chain 

Markov chains (MCs) are used to describe a system which can be found in 
different states, see [11]. The system passes from one state to the other in time, 
and this transition is described by the set of transition probabilities pij(k). If the 
behaviour of the system is known at the initial time (time 0), the set of transition 
probabilities determines the behaviour of the system. According to [10] we have 
the following definitions. 

Definition 2.1: For a given a countable state space S={s0, s1, s2,..} a sequence of 
random variables (Xk)k∈N’, where N’ = N ∪ {0}, taking values in S, is called 
Markov Chain if it has the following property: if  x0, x1, ..., xk+1  are elements of S, 
then 

P(Xk+1 = xk+1| Xk = xk,...,X0 = x0) = P(Xk+1 = xk+1| Xk = xk) 
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if P(Xk = xk,...,X0 = x0) > 0. We call the probability P(Xk+1 = sj | xk = si) the 
transition probability from state si to state sj and write it as pij(k+1), si, sj ∈S, k∈N. 

We denote the row vector of the initial distribution by '
0∏ . We have by [3], [10]. 

Definition 2.2: (i) For fixed  k  in N the matrix Pk= [pij(k)], si, sj ∈S, is called the 

transition matrix with non-negative elements. 

(ii) Ω = { P | pij ≥ 0 ∀pij, 1
1

=∑
=

n

j
ijp } is called the class of stochastic matrices. 

(iii) Γ= { P | pij ≥ 0 ∀pij, 1
1

=∑
=

n

i
ijp , 1

1
=∑

=

n

j
ijp } is called the class of bistochastic 

matrices. 

(iv) If P1 = P2 =...= Pk... the Markov chain is said to have stationary transition 

probabilities or is said to be homogeneous. Otherwise it is non-
homogeneous. 

Let Pk be a transition matrix. Denote by '
k∏  the row vector of the probability 

distribution of Xk. We shall use notation 

r,pT = Pp+1Pp+2...Pp+r, 

and write '
k∏ = '

0∏ T0,k. For  k > p it is 

'
k∏ = '

p∏ Tp,k-p. 

For homogeneous Markov chain it holds: Tp,k = Pk. 

Definition 2.3: (i) A square non-negative matrix P is said to be primitive if there 
exists a positive integer k such that Pk > 0. 

(ii) Any initial probability distribution 0∏  is said to be stationary, if '
0∏ = 

'
k∏ , 

and a Markov chain with such an initial distibution is itself said to be 
stationary. 

Let us denote the stationary distributon by π. 

Definition 2.4: (i) An n×n non-negative matrix P is irreducible if for every pair i, j 

of its index set, there exist a positive integer m≡m(i,j) such that 0>)m(
ijp . 

(ii) MCs is irreducible when its transition matrix is irreducible. 

Irreducible matrix cannot have a zero row or column, see [10]. 
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Theorem 2.5: An irreducible MCs has a unique stationary distribution π’  , given as 
a solution of  the equations π’P = π’ and  π’1 = 1, where 1 is vector column with 
unity in each position, and 1π’ is a transition matrix whose rows are all equal to π’. 

We have by [10]. 

Theorem 2.6: (Ergodic Theorem for primitive MCs) For a primitive MCs we have: 

∞→k
lim Pk = 1π’ elementwise, where π is the unique stationary distribution of the 

MCs, and the rate of approach to the limit is geometric. 

Following the literature on mobility indices, we assume that the transition matrix 
P is homogeneous, irreducible and primitive. Then there exist a unique stationary 
distribution π (vector column of probability distribution). Morever, 

∞→k
lim Pk = 1π’. 

3 Mobility Measure on Transition Matrices 

In 1978, Shorrocks [11] defined mobility measure as a continuous real function M 
over the set PP of all transition matrices. 

Definition 3.1: Mobility index in the Schoorrocs sense is a function M: PP → R, 
which satisfies the following axioms: 

(N)      Normalization: 0≤M(P) ≤ 1, for all P∈PP. 

(M)    Monotonicity: Mobility index reflects the change of increase in the matrix 
off-diagonal elements at the expense of diagonal elements. Thus, we write Pf P' 

when ijp  ≥ 
'
ijp for all the ji ≠  and ijp  > 

'
ijp  for a ji ≠ . We have that 

Pf P' implies M(P) > M(P'). 

(I)       Immobility: M(I) = 0, where I is identity matrix. 

(PM)  Perfect Mobility: Matrices with identical rows have maximal mobility 1. 

(SI)     Strong immobility: M(P) = 0 if and only if P = I. 

(SPI)  Strong perfect mobility: M(P) = 1 if and only if P has identical rows. 

Example 3.2: Shorrocks gives in [11] an example which show that (M) and (PM) 
are into conflict. Consider the following matrices: 

⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡

=

2

1

2

1
2

1

2

1

1P       ⎥
⎦

⎤
⎢
⎣

⎡
=

01

10
2P . 



Acta Polytechnica Hungarica Vol. 5, No. 1, 2008 

 – 91 – 

Axioms (M) and (PM) imply M(P2) > M(P1)=1, which violets (N). 

Shorrocks assumes that a perfectly mobile structure is given by the maximum 
value of mobilty index, and that the exact index ranking is unimportant, so that the 
basic conflict is between the axioms (PM) and (M). As one of the ways for solving 
this conflict Shorrocks proposes adjusting the monotonicity condition by 
substituting the M(P) > M(P') by a weaker condition. 

Relaxed monotonicity: Mobility index reflects the change of increase in the matrix 
off-diagonal elements at the expense of diagonal elements. Thus, we write Pf  P' 

when ijp  ≥ 
'
ijp  for all the ji ≠  and ijp >

'
ijp  for a ji ≠ . Then Pf  P' 

implies M(P) ≥ M(P'). 

In this way, consistence is restored, since maximum mobility is assigned to all the 
transition matrices whose off-diagonal elements are not smaller than some 
perfectly mobile structure. 

Different mobility measures can give different transition matrices ranking. 
Dardanoni (1993), gives an illustration of ranking of these matrices on the 
example of three transition matrices and five mobility measures [2]. Dardanoni 
examines ordering of transition matrices by applying the following mobility 
measures: 

1 Eigenvalue: The second highest characteristic square according to the module 

2λ . 

2 Trace: trace = 
1n

1)P(trace

−
− . This mobility index ignores the extradiagonal 

transition probabilities. 

3 Determinant: 

Determinant = 1n

1

P − . 

This mobility index gives the minimum mobility value to the transition matrices 
which have any two rows or columns equal. 

4 Mean first passage: 

Mean first passage = ππ P' M . 

5 Bartholomew 

Bartholomew = ∑∑ −
− i j

iji jip
1n

1
π  

where πi is the i-th coordinate of π. 
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Mean first passage and Bartholomew mobility indices are called equilibrium 

indices. This indices measure mobility where the probability distribution remains 
unchanged over time, i.e. remains equal to unique stationary distribution π. 

Example 3.3: Consider the following three matrices: 

;

7.025.005.0

25.04.035.0

05.035.06.0

1

⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡
=P ;

7.02.01.0

2.05.03.0

1.03.06.0

2

⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡
=P

⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡
=

7.02.01.0

3.04.03.0

04.06.0

3P . 

Each of these three matrices can be  most mobile, depending on the selected 
mobility measure. The ordering of the transition matrices P1, P2, P3 induced by the 
selected mobility measures as most mobile are the following: 

1 Eigenvalue                              P2, 

2 Trace                                       P2, P3, 

3 Determinant                            P1, 

4 Mean First Passage                 P3, 

5 Bartholomew                          P1, P2, P3. 

4 Semirings 

Let S be non-empty set endowed with a partial order ≤. The operation ⊕ (pseudo-
addition) is function ⊕ : S × S → S which is commutative, non-decreasing, 
associative and has a zero element, denoted by 0. Let S + = {x: x∈ S, x ≥  0}. The 
operation ⊗ (pseudo-multiplication) is a function ⊗: S × S → S which is 
positively non-decreasing, i.e., x ≤ y implies x ⊗ z ≤ y ⊗ z, z ⊗ x ≤ z ⊗ y, z ∈ S +, 
associative and for which there exist a unit element 1∈ S, i.e., for each x∈ S, 1 ⊗ 
x = x. We suppose 0 ⊗ x = 0 and that ⊗ is a distributuve pseudo-multiplication 
with respect to ⊕ , i.e.,  x ⊗ (y ⊕ z) = (x ⊗ y) ⊕ (x ⊗ z). The structure (S, ⊕, ⊗) is 
a semiring (see [5], [6], [7], [8], [9]). 

Example 4.1: Two special important real cases are ([0, ∞), min, +) and g-calculus, 
i.e., when there exist a bijection g:[a, b]→[0,∞] such that x ⊕ y=g-1(g(x)+g(y)) 
and x ⊗ y = g-1(g(x)g(y)), where [a, b] ⊂ [-∞, ∞]. 

We denote by PP the set of transition matrices I, P1, P2, P3,..,Pk,.. , where P is a 
primitive homogenous transition matrix. According to Theorem 2.6, the sequence 
(Pk) k∈N converges with exponential growth to stationary regime which has all 
rows equal. 
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Theorem 4.2:  (PP, min, *) is a semiring, where min: PP
2 → PP is an idempotent 

operation, which induces the order on PP, and it is defined for every two matrices 
Pi, Pj from PP in the following way 

min(Pi, Pj) = Pi if  M(Pi) ≤  M(Pj), (1) 

where M is the mobility measure which satisfies all Shorrocks axioms, and * is 
matrix multiplication. 

Proof. Let us observe, without loss of generality, transition matrices P1, P2 and P3 , 
and mobilty index M which satisfies all Shorrocks axioms. By matrix 
multiplication transition probabilities increase at the expense of diagonal elements, 
and thus 

M(P1) < M(P2) < M(P3). 

Operation min given by (1) is closed in the set PP. It is associative: 

min(P1, min(P2,P3)) = min(P1, P2) 

                                 =  P1 

                                 = min(P1, P3) 

                                 = min(min(P1, P2), P3). 

It is commutative: min(P1, P2)= min(P2, P1), and the neutral element 0 is the 
matrix which has all rows equal, and it is stationary distribution matrix 1π’. 
Mobility index of this matrix is 1. For every P∈ PP we have min(P, 1π’) = 
min(1π’, P) = P. 

Operation * of the  multiplication operation of transition matrices is closed in set 
the PP, and associative, since the matrix multiplication, in general is associative. 
The neutral element 1 is the unit matrix I, and its mobilty index is zero, i.e., for 
every P ∈ PP we have I * P=P * I = P. 

Distributivity of the matrix multiplication according to min follows in the 
following way 

P1 * min(P2, P3) = P1 * P2 = min(P1 * P2, P2 * P3). 

For every P∈ PP we have P * 0 = 0 * P = 0. Matrix 1π ’is the left zero for matrix 
multiplication: 1π’ * P = 1π’. If we multiply the equation from the right side by 
matrix P, we get: 1π’ * P2 = 1π’ * P = 1π’. Continuing this procedure, it follows 
that 

1π’ * Pk  = 1π’ * Pk - 1 = ... = 1π’. 

Matrix 1π’ is the right zero for matrix multiplication: P * 1π’ = 1π’. Let us show, 
witout loss of generality, that this equation is fulfilled for n = 3, 
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⎥
⎥
⎥
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⎢
⎢

⎣

⎡
=

⎥
⎥
⎥

⎦

⎤
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⎢
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⎣

⎡

⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡

321

321

321

321

321

321

333231

232221

1211 13

bbb

bbb

bbb

bbb

bbb

bbb

ppp

ppp

ppp

, 

and this is valid because ∑ ==
n
j ijp1 1 . If we multiply the last equation from the left 

side by P matrix, we get that for every Pi stationary probabilty matrix 1π’ is the 
right zero for multiplication of homogenous transition matrices.                    ฀       

Remark 4.3: In Theorem 4.2 the semiring is formed on the set PP of transition 
matrices  I, P1, P2, P3,..,Pk,.. , where P is a primitive homogenous transition 
matrix. By matrix multiplication, transition probabilities increase at the expense of 
diagonal elements, and mobility index reflects this change. According to theorem 
2.6, for some k, the matrix Pk is stationary distribution matrix with all rows equal. 
For m > k,  Pm is equal to stationary distribution matrix. Counterexample from 
Example 3.2 is out of the present situation, and the axiom of monotonicity is 
satisfied. 

Theorem 4.4: (P, min, *) is a semiring where P is the set of all primitive 
homogenous transition bistochastic matrices and unit matrix I, min: P2 → P is an 
idempotent operation, which induces the order on P, and it is defined for every 
two matrices Pi, Pj from P in the following way 

min(Pi, Pj) = Pi  if  M(Pi) ≤  M(Pj), (2) 

where M is the mobility measure, which fulfils the condition of relaxed 
monotonicity and all Shorocks' axioms (except monotonicity), and * is the matrix 
multiplication. 

Proof. Let us observe, by not taking away from generality, homogenous transition 
bistochastic matrices P1, P2 i P3 and mobility index M which fulfils the conditions 
of theorem. Without loss of generality we suppose that 

M(P1) ≤  M(P2) ≤ M(P3). 

Operation min is given by (2) is closed in the set P and it is associative: 

min(P1, min(P2, P3)) = min(P1, P2) 

                                  = P1 

                                  = min(P1, P3) 

                                  = min(min(P1, P2), P3). 

It is commutative: min(P1, P2) = min(P2, P1), and the neutral element 0 is the 
matrix which has all rows equal. On the set of all homogenous bistochastic 
matrices, every stationary distribution matrix of the 1π’ form for a sequence Pi

k 
has the mobility index 1. From the set of matrices with the mobility index 1, only 
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the form matrix 
nxnn⎥⎦
⎤

⎢⎣
⎡1  is at the same time zero element for multiplying, so let us 

take this matrix as a neutral element for the min operation. For every P ∈ P we 

have min(P, 
nxnn⎥⎦
⎤

⎢⎣
⎡1 ) = min(

nxnn⎥⎦
⎤

⎢⎣
⎡1 ,P) = P. 

Operation * is multiplication operation of transition matrices, and it is closed in set 
P, and associative, since matrix multiplication, in general, is associative. The 
neutral element 1 is the unit matrix I, and its mobility index is zero, i.e., for every 
P ∈ P we have I * P = P * I = P. 

Distributivity of the matrix multiplication according to min follows in the 
following way 

P1 * min(P2,P3) = P1* P2 = min(P1 * P2, P2 * P3). 

For every P∈ P we have P * 0 = 0 * P = 0. Without loss of generality, let n = 3. 
The following then applies: 

⎥
⎥
⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢
⎢
⎢

⎣

⎡

=

⎥
⎥
⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢
⎢
⎢

⎣

⎡

⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡

nnn
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nnn

nnn

nnn
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ppp

ppp

ppp
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111

333231

232221

1211 13

, 

this is valid because 13
1 =∑ =j ijp . 
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⎣

⎡
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1211 13

 

this is valid because ∑ ==
3

1 1i ijp .                     ฀ 

Conclusions 
In sociological researches often occurs the problem of determining the minimal 
and maximal mobile transition matrices, as well as the problem of ordering 
transition matrices whose mobility measures are between 0 and 1. Many authors 
keep considering this problem by introducing partial order on the set of transition 
matrices, induced by mobility measure. So far, this problem has not been 
considered by forming a semiring on the set of transition bistochastic matrices. In 
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this paper, a semiring on the set of transition bistochastic matrices has been 
formed, which is induced by mobility measures, which represents a consistent set 
of axioms. The research will be continued in the direction of determining mobility 
measures which satisfy the mentioned set of axioms, as well as comparing orders 
which induce these measures on the set of transition bistochastic matrices. 
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Abstract. During the last two decades, Group for intelligent systems at Mathematical 

faculty in Belgrade has developed several theorem provers for different kind of formal 

systems. Lately, we have turned our attention to fuzzy logic and development of the 

corresponding theorem prover. The first step is to find the suitable axiomatization, i.e., the 

formalization of fuzzy logic that is sound, complete and decidable. It is well known that 

there are fuzzy logics (such as Product logic) that require infinitary axiomatization in order 

to tame the non-compactness phenomena. Though such logics are strongly complete (every 

consistent set of formulas is satisfiable), the only possible decidability result is the 

satisfiability of a formula. Therefore, we have adapted the method of Fagin, Halpern and 

Megiddo for polynomial weight formulas in order to interpret the Lukasiewicz and the 

Product logic into the first order theory of the reals. 

1 Introduction 

The fuzzy logic emerged in mid sixties of the 20th century in order to 
mathematically capture the notion of uncertainty and enable mathematical tools 
for reasoning about notions with inherited fuzziness, such as being tall, young, fat, 
bald etc. The new semantics involve t-norms as ‘and’ operators, and s-norms as 

‘or’ operators. A t-norm is any function [ ] [ ]1,01,0: 2 →T  such that: 

• ( ) ( )xyTyxT ,, =  

• ( )( ) ( )( )zyxTTzyTxT ,,,, =  

• ( ) xxT =1,  

• ( ) ( )zyTzxT ,, ≤  whenever zy ≤ . 
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The corresponding s-norm S is defined by ( ) ( )yxTyxS −−−= 1,11, . For 

instance, the truth evaluation of the Product conjunction and negation is defined 
by the following two clauses: 

• ( ) ( ) ( )βαβα eee =∧  

• ( ) 1=¬αe if ( ) 0=αe , otherwise ( ) 0=αe . 

The underlying t-norm is the product norm ( ) xyyxT =, . 

Development of formal systems for fuzzy logic is a well worked area (see [1] and 
[3]). The main goal of any axiomatization is to achieve some variant of 
completeness. For our purposes, two of those are of interest: 

• Simple completeness: a formula α  is a theorem iff it is valid (satisfied 
in each model). 

• Strong completeness: every consistent set of formulas has a model. 

For more on the completeness and other basic model theoretical notions we refer 

the reader to [3] and [4]. Some fuzzy logics, such as 
2

1
ΠL  logic, one 

axiomatization of the Lukasiewicz logic and the Product logic, are only simply 

complete. Detailed treatment and the axioms of 
2

1
ΠL  can be found in [1]. In the 

case of 
2

1
ΠL  we can define a consistent theory that resembles the type of a 

proper infinitesimal ( 0>ε  is a proper infinitesimal if 1<εn  for all 

K,3,2,1=n ): 

{ ( ) } .,...3,2,1:
1

0
⎭
⎬
⎫

⎩
⎨
⎧ =→∪→¬=Σ ΠΠΠ n

n
pp  

Namely, theoryΣ says that the truth value of p is greater than 0 and lesser than 

each 
n

1
, so it must be a proper infinitesimal. Hence, Σ is unsatisfiable, i.e., there 

is no Archimedean truth evaluation ]1,0[: →Fore  such that ( ) 1=αe  for all 

Σ∈α . However Σ is a consistent set of formulas in 
2

1
ΠL . Consequently, 
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2

1
ΠL  is not strongly complete logic. A strongly complete axiomatization of the 

Lukasiewicz logic and the Product logic can be found in [1] and [3]. 

The main result of this paper is the application of the interpretation method in the 
axiomatization of the Lukasiewicz logic and the Product logic. Namely, we have 
interpreted those two fuzzy logics in the first-order theory of real closed fields 
(RCF). Our methodology is similar to the one described in [2]. Introduced 
interpretation allows development of a theorem prover for the Lukasiewic logic 
and the Product logic that is within PSPACE (polynomial complexity). 

The rest of the paper is organized as follows: real-valued propositional logics are 
discussed in Section 2; Section 3 introduces the interpretation of the Lukasiewicz 
logic and the Product logic in the theory of real-closed fields; concluding remarks 
are in Section 4. 

2 Real-valued Propositional Logics 

First we will build a formal propositional language, then semantically define the 
notion of the real-valued propositional logic, and, finally, say something about 
axiomatization of such logics. Like in any formal language, we will start with 
some basic symbols, and then define the word-formation rules which will be 
applied in the recursive construction of formulas. 

Our basic symbols are propositional letters, truth constants and unary and binary 
connectives. The set of all propositional letters will be denoted by P , while its 
elements will be denoted by p , q  and r , indexed if necessary. The truth 

constants will be denoted by sc , where s is any rational number from the real unit 

interval [ ]1,0 . The unary connectives will be denoted by U , indexed or primed, 

while the binary connectives will be denoted by B , indexed if necessary. The set 
For of propositional formulas is recursively defined as follows: 

• Propositional letters and truth constants are propositional formulas. 

• If α is a propositional formula and U is a unary connective, then αU  
is a propositional formula. 

• If βα , are propositional formulae and B is a binary connective, then 

( )βαB  is a propositional formula. 

• Propositional formulae can be obtained only by the finite application of 
the above steps. 
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A real-valued propositional logic (RVPL) is any function 

[ ] [ ]ForP 1,01,0: →Λ with the following properties: 

1 ( ) )( pfpf =Λ  for all [ ]Pf 1,0∈ and all Pp∈ . 

2 ( ) scf s =Λ  for all [ ]Pf 1,0∈ and all sc . 

A propositional formula α is Λ -valid if ( ) 1=Λ αf  for all [ ]Pf 1,0∈ . A RVPL 

Λ  is a truth-functional with respect to the unary connective U if there is a 

function [ ] [ ]1,01,0: →UF such that 

( ) ( )( )αα fFUf U Λ=Λ  

for all For∈α and all [ ]Pf 1,0∈ . Similarly, Λ  is truth-functional with respect 

to the binary connective B if there is a function [ ] [ ]1,01,0: 2 →BF  such that 

( ) ( ) ( )( )βαβα ffFBf B ΛΛ=Λ ,  

for all For∈βα ,  and all [ ]Pf 1,0∈ . Every fuzzy logic is a RVPL that is 

truth-functional with respect to some finite set of connectives. 

The Lukasiewicz-Product logic is a RVPL ΠΛL that is truth functional with 

respect to the binary connectives Π∧ (Product conjunction), Π→ (Product 

implication) and L→ (Lukasiewicz implication), where: 

• ( ) xyyxF =
Π∧

, . 

• ( ) 1, =
Π→ yxF  if yx ≤ , otherwise ( )

x

y
yxF =

Π→ , . 

• ( ) ( )1,1min, yxyxF
L

+−=→ . 

For the sake of simplicity, we may assume that the above three connectives are the 
only connectives. 

Next we will turn to the syntactical propositional logics (SPL’s). A SPLΓ is a pair 

〉〈 ΓΓ RA , , where ΓA  (the set of axioms) is a subset of For , while ΓR (the set 

of derivation rules) is a subset of the set of all partial functions from the power set 
of For  to For . A proof in Γ  is any sequence S  of propositional formulae 
with the following properties: 

• The order type of S  is a successor ordinal. 
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• For each ξS ( ξS is theξ -th member of S ), Γ∈ ASξ  or ( )XFS =ξ , 

where Γ∈RF  and { }ξηη <⊆ :SX . 

A formula α is a theorem of Γ  if it is the last member of some proof in Γ . A 

SPL Γ is an axiomatization of a RVPL Λ  if, for all For∈α , α is a theorem of 

Γ  iff α  isΛ -valid. For instance, 
2

1
ΠL  is an axiomatization of ΠΛL . 

3 Interpretation of 
2

1
ΠL  in RCF 

We will assume that the only connectives appearing in propositional formulae are 
Product conjunction, Product implication and Lukasiewicz implication. Let 

{ }1,0,,, ≤⋅+=OFL  (i.e. OFL is a first order language of the theory of ordered 

fields). As it is usual, by RCF  we will denote the OFL -theory of the real closed 

fields. The axioms of RCF  can be found in [4]. Here we will just say that every 

model of RCF  (in the sense of the first order predicate logic, see [4, 6]) is an 
ordered field in which every polynomial of the odd degree has a root. 

By ΠLFor  we will denote the set of all propositional formulae built over the 

countable set of propositional letters and the set of the truth constants 

[ ]{ }Qscs ∩∈ 1,0:  by means of Π∧  (Product conjunction), Π→  (Product 

implication) and L→  (Lukasiewicz implication). In other words, ΠLFor  is the 

set of all formulas of the Lukasiewicz – Product fuzzy logic. Our aim is to 
interpret this logic in RCF  (for the necessary background on the interpretation 
method we refer the reader to [6]). 

First of all, we will extend the OFL  with the countably many new constant 

symbols αC , where Π∈ LForα . The intended meaning of αC  is to represent 

the truth value of α . To provide this, we will extend the theory RCF  with the 
following axioms (in the first order predicate calculus): 

• ( )1,1min βαβα CCC
L

+−=→ . 

• βαβα CCC ⋅=
Π∧

. 

• 1=→≤
Π→ βαβα CCC . 



A. Perović et al. 

 An Application of the Interpretation Method in the Axiomatization of the Lukasiewicz Logic and the Product Logic 

 – 102 – 

• βαβααβ Π→⋅=→< CCCCC . 

• 10 ≤≤ pC . 

• sC
sc = . 

The above axioms actually follow the standard definition of the truth evaluation in 
the case of the Lukasiewicz implication, Product conjunction and Product 
implication. The last axiom provides the usual behavior of the truth constants (i.e. 
they are, up to equivalence, rational numbers between 0  and 1. Obtained first 

order theory will be denoted by ΠLRCF . 

Using the compactness theorem for the first order predicate logic, one can easily 

show that ΠLRCF  is a consistent first order theory. It is well known that α is a 

theorem of 
2

1
ΠL  (see [1, 3]) if and only if α is ΠΛL -valid. An immediate 

consequence of the definition of ΠLRCF  is the fact that α is ΠΛL -valid if and 

only if 1=αC  is a theorem of ΠLRCF . Thus, we have interpreted the logic 

2

1
ΠL  in the theory ΠLRCF . It remains to interpret ΠLRCF  in RCF . 

Here we will give only the sketch of the proof. The detailed proof of this fact 
would be given elsewhere. The axioms for new constants provide the following 

fact: for each Π∈ LForα , there is an RCF -definable function symbol F  such 

that the formula 

( )
npp CCFC ,,

1
K=α , 

where npp ,,1 K  are all propositional letters appearing in α . Thus, each 

sentence of the extended language is ΠLRCF  equivalent to some sentence of the 

form ( )
npp CC ,,

1
Kφ . Finally, such a sentence ( )

npp CC ,,
1
Kφ  is a theorem of 

ΠLRCF  if and only if the sentence 

( )( )nnn xxxxxx ,,1010 111 KLK φ∧≤≤∧∧≤≤∃∃  

is a theorem of RCF . Thus, we have interpreted the Lukasiewicz – Product logic 
into the first order theory of the reals. 
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Conclusion 

It is a well known fact that the first order theory of the reals is decidable. Though 
the general decision procedure for RCF  is in EXPSPACE, the satisfiability of 

Π∈ LForα  can be decided by a PSPACE procedure. Namely, the satisfiability of 

Π∈ LForα  can be equivalently reduced to the existence of the solution of a 

system of polynomial inequalities. The later problem can be expressed as a purely 
existential sentence - the universal quantifier does not appear in it in any form 
(implicit or explicit). As it is shown in [0], this can be decided by the procedure 
that is in PSPACE. 

Our future work will include the implementation of a PSPACE procedure for the 
existential theory of the reals as well as the construction of the theorem prover for 
the Lukasiewicz – Product logic based on it. 
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Abstract: Qualitative reasoning attracts special attention over the last two decades due to 

its wide applicability in every-day tasks such as diagnostics, tutoring, real-time monitoring, 

hazard identification, etc. Reasoning about qualitative probabilities is one of the most 

common cases of qualitative reasoning. Here we will present a part of our work on the 

problem of sound, strongly complete and decidable axiomatization of the notion of 

qualitative probability. 

1 Introduction 

Reasoning about qualitative probabilities is one of the most prominent cases of the 

qualitative reasoning. Some varieties of qualitative probability are discussed in 

[18]. Here we will present a part of our work on the axiomatization of the notion 

of qualitative probability within the framework of probabilistic logic. Though they 

are infinitary, our logics are sound, strongly complete and decidable. 

The standard approach to probabilistic logic [3], [9] (see also the database [10]) 

involves extension of the classical propositional or predicate calculus with the 

modal-like operators, in our notation ( ) sP ≥α , with the attended meaning ‘the 

probability of α is at least s ’, where s  ranges over the predefined index set S . 

The corresponding semantics is defined as special kind of Kripke models with 

probability measures on worlds. 

As it is well known (see [9], [17]), the key issue for this kind of logics is the non-

compactness phenomena: there are examples of finitely satisfiable inconsistent 

sets of formulas. There are several ways to overcome this problem. In [3] a 

finitary axiomatization which involves the reasoning about linear inequalities was 

provided. However, only simple completeness (every consistent formula is 

satisfiable, in contrast to the strong completeness: every consistent set of formulas 

is satisfiable) can be proved for that logic. As a consequence, there are examples 

of consistent unsatisfiable sets of formulas. 

In [8], [9], [11], [12], [14], [15] some infinitary probabilistic logics were presented 

and the corresponding strong completeness theorems were proved. In those logics 
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we keep formulas finite and allow countably infinite inference rules (conclusions 

might have countably many premises). In [9], [13] and [17], some probabilistic 

logics with a fixed finite range for probability measures were given. 

Lately, probabilistic logics with the non-Archimedean measures were introduced. 

For instance, in [15] was introduced a non-Archimedean probabilistic formalism 

that can be used for the modeling of default reasoning. 

In the presence of the probabilistic operators ( ) sP ≥α one can semantically 

express the notion of the qualitative probability in the following way: a formula 

β is at least probable as a formula α iff ( ) sP ≥β implies ( ) sP ≥α for all 

Ss∈ . Building on our previous work, we have extended the probability 

language with an additional binary operator βα p with the intended meaning 

‘β is at least probable as α ’. Depending on the choice of the index set S and the 

range of the models, we have developed several formal systems (see [12]). Here 

we will only present the basic ideas. 

2 Syntax and Semantics 

By Var we will denote the set of propositional variables. We assume that there 

are countably many propositional variables. The corresponding set of 

propositional formulas will be denoted by CFor . Propositional formulas will be 

denoted by α , β  and γ , indexed if necessary. The index set S is defined as the 

set of all rational numbers in the real unit interval [ ]1,0 . The elements of S will 

be denoted by r  and s , indexed if necessary. 

A basic probabilistic formula is any formula of the following two forms: 

• ( ) sP ≥α ; 

• βα p . 

Abbreviations such as ( ) sP >α , ( ) sP ≤α , etc. are defined as usual (see [12]). 

The set PFor  of all probabilistic formulas is the Boolean closure of the basic 

probabilistic formulas. Probabilistic formulas will be denoted by φ , ψ  and θ , 

indexed if necessary. 

A model is any structure vHWM ,,, μ=  with the following properties: 

• W  is a nonempty set. 
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• H  is an algebra of sets on W . 

• [ ]1,0: →Hμ  is a finitely additive probability measure. 

• { }1,0: →×WForv C  is a truth assignment. 

For CFor∈α , by [ ]α  we will denote the set of all Ww∈ such that 

( ) 1, =wv α . A model M  is measurable if [ ] H∈α  for all CFor∈α . 

Let vHWM ,,, μ=  be a measurable model. The satisfiability relation is 

defined recursively as follows: 

• M  satisfies α if [ ] W=α . 

• M  satisfies ( ) sP ≥α  if [ ]( ) s≥αμ . 

• M  satisfies βα p  if [ ]( ) [ ]( )βμαμ ≤ . 

• M  satisfies ψφ ∧  if M  satisfies φ  and M  satisfies ψ . 

• M  satisfies φ¬  if M doesn’t satisfy ψ . 

A formula is satisfiable if there is a measurable model that satisfies it. A formula 

is valid if it is satisfied in every measurable model. A set of formulas is satisfiable 

if there is a measurable model that satisfies every formula from the set. 

3 Axiomatization 

In [12] we have shown that the following axioms and inference rules give a 

strongly complete characterization of valid probabilistic formulas. 

Axioms 

1 Substitutional instances of tautologies. 

2 ( ) 0≥αP . 

3 ( ) ( ) sPrP >→≥ αα , whenever sr > . 

4 ( ) ( ) sPsP ≥→> αα . 

5 ( ) ( ) sPsP ≥↔≥ βα , whenever βα ↔  is a tautology. 

6 ( ) ( ) ( )( ) ( ) ( ).,1min0 srPPsPrP +≥∨→=∧∧≥∧≥ βαβαβα  
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7 ( ) ( )( ) βαβα p→≥∧≤ sPsP . 

8 ( )( ) ( ) sPsP ≥→≥∧≤ βαβα . 

Inference Rules 

1 Modus ponens for propositional formulas and modus ponens for 

probabilistic formulas. 

2 Necessitation: from α  derive ( ) 1=αP . 

3 Archimedean rule: from the set of premises 

( ){ }11 : −− >−≥→ snnsP αφ  infer ( ) sP ≥→ αφ . 

4 p  rule: from the set of premises 

( ) ( )( ){ }SssPsP ∈≥→≥→ :βαφ  infer βαφ p→ . 

Let us briefly comment axioms and inference rules. The first axiom is necessary 

since all tautology instances are valid formulas (see the last two items in the 

definition of the satisfiability). The 2nd axiom and the necessitation rule provide 

that the P - value of each propositional formula is between 0 and 1. The 3rd and 

4th axiom provide the usual properties of ≥ . The 5th axiom provides that the 

equivalent formulas have the same P - values. The 6th axiom provides the finite 

additivity. The last two axioms and the p  rule axiomatize qualitative probability. 

Finally, the Archimedean rule provides the strong completeness of our system. 

4 Decidability 

An immediate consequence of the proposed axiomatization is the fact that each 

probabilistic formula has a disjunctive normal form, i.e., it is equivalent to a finite 

disjunction of literals, where a literal is either a basic probabilistic formula or its 

negation. 

Thus, the question of satisfiability of probabilistic formulas is reduced to the 

question of satisfiability of finite conjunctions of literals. Using the standard 

technique (see [8]), we can equivalently reduce satisfiability of probabilistic 

formula to the existence of a solution of the adjoined system of linear inequalities. 

It is well known that the later problem is decidable. 

Conclusion 

The paper presents a probabilistic logic in which the notion of the qualitative 

probabiliry is completely axiomatized. Our logic involve infinitary rules in order 

to achieve the strong completeness, which is impossible in the finitary setting 
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(assuming the real valued semantics and the infinite number of propositional 

variables). Detailed exposition with all proofs can be found in [12]. 

We are aware of only a few papers which present a syntactical approach to 

qualitative probability. An early result on the first order axiomatization of 

qualitative probability is due to Scott [16]. Some variants of the first order 

approach in the infinite setting were discussed in [6]. Qualitative probabilities are 

expressible in the systems introduced in [3]. However, those logics are only 

simply complete (finitary axiomatization and the real valued semantics). The 

paper [5] also provides a simply complete axiomatization of qualitative 

probability. 

In [2], [7], [9] and [11], nesting of probabilistic operators is allowed and higher 

order probabilities are expressible. Our methodology can be easily extended to 

those cases as well. 
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Abstract: In the paper a short review of basic type-2 terms is given. One of the 

possible type-2 Fuzzy Logic System applications is represented for signal 

processing problems, because type-2 FLSs can handle second level of 

uncertainties of the stochastic error measurements using Stochastic adding A/D 

conversion. 

Keywords: type-2 fuzzy sets, distance based operators 

1 Introduction 

Since the beginning of the fuzzy world, there are applications of type-1 fuzzy 
systems (FS) in which fuzzy system are used to approximate random data or to 
model an environment that is changing in an unknown way with time [1]. L. A. 
Zadeh introduced type-2 and higher-types FS in 1975 [6], to eliminate the paradox 
of type-1 fuzzy systems which can be formulated as the problem that the 
membership grades are themselves precise real numbers. It is not a serious 
problem for many applications, but in the cases when the data generating system is 
known to be time-varying but the mathematical description of the time-variability 
is unknown, or when the measurement noise is non-stationary and the 
mathematical description of the non-stationarity is unknown, furthermore when 
the features in a pattern recognition application have statistical attributes that are 
non-stationary and the mathematical description of the non-stationarity is 
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unknown, or knowledge is gathered from a group of experts using questionnaires 
that involve uncertain words linguistic terms are used and have a non-measurable 
domain, the results of type-1 fuzziness are imprecise boundaries of FS-s [5]. 

The solution for this problem can be type-2 fuzziness, where fuzzy sets have 
grades of membership that are themselves fuzzy [1], [2]. At each value of the 
primary variable x on the universe X, the membership is a function, and not just a 
point value (characteristic value). It is the second level, or secondary membership 
function, whose domain is the primary membership value set. The secondary 
membership function is a function [ ] [ ]1,01,0:2 →MF . It can be concluded that 
MF2 gives a type-2 fuzzy set which is three-dimensional, and the third dimension 
offers a certain degree of freedom for handling uncertainties. 

In [1] Mendel defines and differentiates two types of uncertainties, random and 
linguistic. The first one is characteristic for example in statistical signal 
processing, and the linguistic uncertainties characteristic have in word-information 
based imprecision systems. 

Operations on type-2 fuzzy sets are extended based on type-1 union, intersection, 
and complementation and usually apply t-norms and conorms. 

In the process of T2 fuzzy logic inference the uncertainties of fuzzy membership 
are included in the calculation. Using the maximum and minimum operators for 
interval type-2 fuzzy systems (IT2 FS) the description of the Mamdani type T2 
inference and defuzzification is given in [2]. 

In the paper a short review of basic type-2 terms is given. A possible application 
of this method is related to signal processing [7]. The developed measure method 
SAADK in [3], stochastic adding A/D conversion has several advantages 
compared to standard digital instrumentation. Its main advantages are extremely 
simple hardware and, consequently, simple implementation of parallel 
measurements, and on the other hand, possibility to trade speeds for accuracy. 
This instrument can be fast and less accurate, or slow and very accurate, 
depending on the choice of frequency of reading its output, therefore the 
membership on the universe X is time-dependant and with random uncertainties, it 
means suitable for representing it as T2 FS. The hardware realization of the 
problem is based only on the min and max operators, therefore distance based 
operators, which are also defined using min and max, making them applicable in 
the process of realization. Furthermore, it is an opportunity to use simply hardware 
realization of the operators and approximate reasoning process in the control 
problems based on the SAADK method and distance based operators [4]. 



Acta Polytechnica Hungarica Vol. 5, No. 1, 2008 

 – 113 – 

2 Type-2 Fuzzy Sets 

A type-1 fuzzy set (T1 FS) has a grade of membership that is crisp, whereas a 
type-2 fuzzy set (T2 FS) has a grade of membership that is fuzzy, so T2 FS are 
‘fuzzy-fuzzy’ sets. 

One way of representing the fuzzy membership of fuzzy sets is to use the footprint 
of uncertainty (FOU), which is a 2-D representation, with the uncertainty about 
the left end point of the left side of the membership function, and with the 
uncertainty about the right end point of the right side of the membership function. 
Let x∈X from the universe of basic variable of interest. Let MF(x) be the T1 fuzzy 
membership function of the fuzzy linguistic variable or other fuzzy proposition. 
The functions UMF(x) and LMF(x) are functions of the left-end and right-end 
point uncertainty (Fig. 1). In a fix point x’ of the universe X it is possible to define 
so-called vertical slices of the uncertainty, describing it for different possibilities 
of the MFi(x) functions (i=1,2,..N), included in the shading of FOU. 

 

Figure 1 

FOU type T2 FS 

In this case, for example if we have a Gaussian primary membership function 
(MF), very often the uniform shading over the entire FOU means uniform 
weighting or uniform possibilities. T2 FS with FOU representation and uniform 
possibilities on FOU is called the interval type-2 FS (IT2 FS). 

The second way is to use 3D representation, where in the domain xOy the F1 FS 
A(x) is represented, and in the third dimension for every crisp membership value 
A(x) of the basic variable x a value of possibility (or uncertainty) is given as the 
function MF(x,A(x))= ))(,( xAxμ . It is the embedded 3D T2 FS (Fig. 2). In Fig. 2 

the value ))(,( xAxμ  is a random value from the interval [0,1]. 
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Figure 2 

FOU type T2 FS 

3 Stochastic Additive Analog to Digital Converter 

In classical measurement in the whole measurement range absolute error is, more 
or less, is the same. This is characteristic of uniform quantizer, i.e. analog to 
digital converter. On the other hand, in case of control we know that all 
measurement subintervals are not of equal signification. This means that equal 
precision is not necessary for control applications. In less significant subintervals 
it is sufficient to confirm that the system is in it. No more information is needed. 
Fuzzy systems serve as good mathematical models for this simple situation. 

An interesting question arises: does the fuzzyfication belong to domain of 
measurements and metrology? The answer can be found in several definitions. 

Metrology is the science of measurement. Metrology includes all aspects both 
theoretical and practical with reference to measurements, whatever their 
uncertainty, and in whatever fields of science or technology they occur. 
Measurement is set of operations having the object of determining a value of a 
quantity. Measurable quantity is an attribute of a phenomenon, body or substance 
that may be distinguished qualitatively and determined quantitatively. Analog to 
digital conversion is the conversion of an analog quantity in its digital counterpart. 

The possible conclusion, from the above definitions, is that fuzzyfication can be 
accepted as a kind of measurement, since performing fuzzyfication we confirm 
membership functions, i.e. that fuzzyfied quantity has characteristics of defined 
fuzzy sets, depending on the moment- the time variable. 

Human beings are not capable to process to many information, so they process one 
information at a moment, possible, most significant in that moment. The process 
of choosing this most significant information is a kind of control process. Human 
have capability to do this. 



Acta Polytechnica Hungarica Vol. 5, No. 1, 2008 

 – 115 – 

Adaptive measurement system put this human characteristic in the area of 
automatic control systems. Let us imagine that we have system with many inputs, 
one multipexer and one system for processing inputs. On input we have 
information with low resolution, defined with some synchronizing pulse, but using 
longer processing time we get information with higher resolution. If processing 
system works longer on specific input the information is more detailed and more 
reliable, in the opposite case information is rough and less reliable. 

Processing cycle for all inputs lasts the same time, in every case, but work on 
specific inputs can be variable, depend on system state. So, there is a need for 
instrument capable to give rough and fast measurement information in the shorter 
time or precise and reliable measurement information in longer time interval. One 
of such instruments is stochastic additive A/D converter (SSAD). 

The developed measure method, stochastic adding A/D conversion has several 
advantages compared to standard digital instrumentation [3]. Its main advantages 
are: 

- extremely simple hardware and, consequently, simple implementation of 
parallel measurements, and 

- possibility to trade speed for accuracy. 

This instrument can be either fast and less accurate, or slow and very accurate. 
The choice can be made specifying the frequency of reading its output. This is a 
kind of adaptation which master processor performs. In the case of multi-channel 
measurements, adaptation can be performed on each channel independently. 

+ A/D Ψ
y

h
 

Figure 3 

The most simple outline of the instrument 

In the Fig. 3 a schematic of the instrument is shown. Dithering signal h is random, 
uniform and satisfies Widrow's conditions 

2
0

a
h ≤≤    (1) 

( ) ,
1

a
hp =    (2) 

where a is a quantum of the uniform quantiser, and p(h) is the corresponding 
probability density function of h. 



K. Nagy et al. Type-2 Fuzzy Sets and SSAD as a Possible Application 

 – 116 – 

3.1 Theory of Operation - DC Inputs 

Let us observe the output of AD converter Ψ. Let y = const = na + |Δa| be the 
corresponding input voltage located between quantum level na and (n+1)a, at the 
distance |Δa|≤a/2 from the closest quantum level na shown in Figure 4. 

(n+1)a

na

(n-1)a

y
PO

n

PO
n-1

Δa

Δa

Δa

 

Figure 4 

The situation for y=const 

For the situation depicted in Fig. 4 the quantized level of y+h is Ψ∈{na, (n+1)a}. 
The expectation Ψ  is given by 

( ) ( )

yanaannaaan
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a
anpp

=Δ+=Δ⋅−+Δ+Δ⋅=

=
Δ−

+
Δ
⋅⋅+=⋅Ψ+⋅Ψ=Ψ 12211  

y=Ψ  (3) 

The corresponding variance is: 
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( ) ( )aaa Δ⋅Δ−=Ψ
2σ  (4) 

An interesting question is: what is the error if we have finite number N of dithered 
samples? The answer gives theory of samples and central limit theorem. Suppose 
that we have next set of samples: nΨΨΨ ,...,, 21 . 

Then measurement quantity is 
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∑
=

≈Ψ=Ψ
N

i
i const

N 1

1
 (5) 

Central limit theorem gives next result 

N

2
2 Ψ
Ψ
=
σ

σ .   (6) 

The equations (4), (5) and (6) completely define the situation if we have a finite 
number N of dithered samples. 

The shape of 2
Ψσ as function of Δa, for the case of  y=const, is given in Fig. 4. 
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Figure 5 

The diagram of 
2
Ψσ  (Δa) for y=const  and a=1 

From the Fig. 5 is obvious that the maximum value of error is in the case of 

na
a

cy +==
2

, i.e. when measurement voltage has value of threshold voltage, but 

the minimum value of error is when y=c=na, i.e. when measurement voltage has 
value of quantum level. 

3.2 Function-based Measurements and the Numeric 

Processing of the Measurements 

Stochastic additive A/D converter basically works with equidistant comparators, 
but this is not obligatory. If we make A/D converter with non-equidistant 
threshold levels, then we have stochastic additive analog to fuzzy converter 
(SAAFC). 
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Defining the membership functions on the output of the stochastic additive analog 
to fuzzy converter the measurement range is divided in to n intervals. There is one 
deciding threshold in every interval. (n +1) sets are defined by n deciding 
thresholds. The first set is approximately the minimum value of the measurement 
range, (n+1)st set is approximately the maximum value of the measurement range. 
Between these two sets there are (n-1) sets ‘approximately Aj’ where 

jAx  

represents the middle of the two deciding thresholds: jPO  and 1−jPO  where 

j=2,...,n. The deciding thresholds are marked from 1PO  to nPO . There exists the 

following limitation: 1PO  > 1−jPO  where  j = 2,...,n. 

In general case, the membership of the defined sets can be described in the 
following way: 

( ) { }jijiij POxPOxxxA <∧≥= −1  where j = 2,...,n (7) 

For the first and the last set: 

( ) { }11 POxxxA ii <=  (8) 

( ) { }niin POxxxA ≥=+1  (9) 

The fuzzy intervals or fuzzy numbers are defined on these sets. 

SAAFC makes the quantification on this sum: 

( ) ( )thtxxi +=  (10) 

where xi is the ith value of input sum into the flash A/D converter, i is the serial 
number of quantification in the measurement cycle, x(t) is the value of the variable 
which is fuzzyficated in the moment of sampling, h(t) is the value of random 
variable of uniform distribution in the moment of sampling. 

Membership function of fuzzy sets (Aj) is defined depending on the relative 
frequency of appearing of the measuring result in (Aj) during the measuring cycle. 

( )
N

a
x

j

A j
=μ  (11) 

where: j is the serial number of the fuzzy set, (j = 1, 2,...,(n+ 1)), aj is the number 
of appearing value on the output of the fuzzy set A j,N is the total quantification 
number during the measuring cycle. 

The following limitation is in force for h: 

h ≤ min( jPO  - 1−jPO ) where j = 2,...,n.  (12) 

where h must be smaller or equal to the minimum difference between the two 
neighboring deciding thresholds. 
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The elements of continuous set are ordered to the membership function values as a 
secondary fuzzy set, constructed a type-2 fuzzy environment. 

If we deal with system with great number of inputs and with limited capability, 
not only for measurements, but for processing as well, we can use this system 
more efficiently if we apply above mentioned idea: if processing system works 
longer on specific input the information is more detailed and more reliable, in the 
opposite case information is rough and less reliable. Similarly to human reasoning, 
system can concentrate on most significant input and most significant information 
is processed. For other inputs, system only confirms that they are under control. 

The appearance of the signal in the first instant of quantization indicates rough 
estimation of specific input and it can define processing time interval. If 
estimation tells that input is under control, we can process immediately the next 
input. But if estimation tells that input is not under control, system pay more 
attention (longer processing time) to go back under control. 

Conclusions 

The T2 FS are of primary importance in all preliminary works in order to later 
construct inference mechanism based on this family of fuzzy operators and T2 
fuzzy logic. 

A possible application of type-2 fuzzy sets, related to signal processing and 
measure method SAADK was represented. The main advantages of the stochastic 
adding A/D conversion compared to standard digital instrumentation are its 
extremely simple hardware and simple implementation of parallel measurements, 
towards the possibility to trade speeds for accuracy. This instrument can be fast 
and less accurate, or slow and very accurate, depending on the choice of frequency 
of reading its output, therefore the membership on the universe X is time-
dependant and with random uncertainties, it means suitable for representing it as 
T2 FS. The hardware realization of the problem is based only on the min and max 
operators, therefore distance based operators, which are also defined using min 
and max, making them applicable in the process of realization. It is an opportunity 
to use simply hardware realization of the operators and approximate reasoning 
process in the control problems based on the SAADK method. 
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Abstract: Heart rate and blood pressure short-term variability analysis represent 

promising quantitative measures of the cardiovascular autonomic controls. The analysis 

include traditional statistical analytical tools and a number of methods based on nonlinear 

system theory, recently developed to give better insight into complex HR and BP time 

series. These methods might reveal abnormalities that may not be uncovered by traditional 

measures. This paper investigates the measure of entropy of HR and BP time series as a 

consequence of the involvement of the autonomic nervous system, assessed in conscious 

telemetred rats under blockade of β-adrenergic, α-adrenergic and M-cholinergic 

receptors. 

1 Introduction 

Physiological processes are complex phenomena, outcomes of multiple inputs 

including autonomic nervous system and humoral controls. Measure of entropy 

quantifies the unpredictability of fluctuations in a time series, reflecting the 

likelihood that ‘similar’ patterns of observations will not be followed by additional 

‘similar’ observations. Therefore, a time series containing many repetitive patterns 

has relatively small entropy; a less predictable process (with more disorder) has 

higher entropy. 



T. Loncar-Turukalo et al.  

Entropy and Gaussianity – Measures of Deterministic Dynamics of Heart Rate and Blood Pressure Signals of Rats 

 – 122 – 

Entropy evaluation of a time series is an easy task if a process is well described; it 

may be still reliable if there is an inherent knowledge of time series statistics 

(Shannon’s experiments, e.g. [13]); yet, it can lead to incorrect conclusions and 

unfounded extrapolations if a time series is controlled by multiple not completely 

known factors. 

The aim of this paper is to try to quantify the contribution of the autonomic 

nervous system: the adrenergic and the holinergic part to the heart rate and the 

blood pressure disorder. Pulse pressure signals were recorded in freely moving 

radiotelemetred rats. Entropies were estimated on systolic arterial pressure (SAP) 

and heart rate (HR) time series. 

2 Materials and Methods 

2.1 Animals 

Experiments were done in conscious male Wistar outbred rats (320-350 g) during 

daytime (10-14 h), housed separately in plexiglas cages under standard laboratory 

conditions with water and food ad libitum. 

2.2 Surgery 

Rats were submitted to surgical procedure under combined 2% xylazine and 10% 

ketamine anesthesia during which implants TA11 PA-C40 (Transoma Medical, 

DSI Inc., USA) were inserted in aorta. After full recovery period (10 days), rats 

were operated again under halothane anesthesia (4% concentration in the chamber 

for induction of anesthesia and 1.7% for maintenance under the mask) for quick 

insertion of catheter in jugular vein for drug injections. Two days later rats were 

submitted to four different protocols. 

2.3 Protocols 

Protocol 1 was designed to investigate the role of the sympathetic nervous system 

directed to the blood vessels in the genesis of the disorder in the cardiovascular 

signals, by selective blockade of α1 adrenergic receptors by prazosine (1 mg/kg 

i.v. bolus continued by 0.5 mg/kg/h infusion) in n=6 conscious rats. Protocol 2 

was designed to investigate the role of the sympathetic nervous system directed to 

the heart in the genesis of the disorder in the cardiovascular signals, by selective 

blockade of β1 adrenergic receptors by metoprolol (2 mg/kg i.v. bolus continued 

by 1 mg/kg/h infusion) in n=6 conscious rats. In protocol 3 we investigated the 
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contribution of the parasympathetic part of the autonomic nervous system to the 

creation of the disorder of cardiovascular signals by blocking the muscarinic 

receptors by atropine methyl bromide (1 mg/kg i.v. bolus, followed by 0.5 

mg/kg/h i.v. infusion). Protocol 4 was designed as a control group in which saline 

(0.9% NaCl) was injected to n=9 rats (1 ml/kg i.v. followed 0.5 ml/kg/h i.v. 

infusion). In addition, an artificial control signal was simulated by generator of 

random numbers with normalized and centralized Gaussian distribution. 

2.4 Drugs 

Prazosin chloride, atropin methyl bromide and metoprolol chloride were 

purchased from Sigma-Aldrich (Uni-Chem, Belgrade). Ketamine and xylazine 

were purchase from Richter Pharma (Germany) and Ceva Sante Animal 

(Hungary), respectively. Halothane was donated by Jugoremedia (Belgrade). All 

drugs were dissolved in saline (0.9% NaCl). 

2.5 Signal Processing 

Recording of blood pressure pulse wave was done using DSI radiotelemetry 

system. Pulse pressure was sampled at 1000 Hz. Systolic blood pressure was 

obtained by identification of the maxima in the pulse wave signal. Heart rate [in 

bpm] was calculated from the heart period measured in seconds between two 

maxima (60/heart period [in s]). The slow components of created time series of 

SAP and HR were removed using the filter for detrending the biomedical data 

(λ=10) [10]. 
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Both original and detrended signals were used to estimate the uncertainty and 

disorder of time series. This evaluation is based upon the series of probability 

estimations. It starts from a time series y = [y(j)], j=1,…,N. A sequence of length 

m is defined as a short vector xm(i) = [y(i+k-1)], k = 1,…,m, i=1,…,N-m+1 that is a 

part of a long time series. For each pair of sequences a distance d(xn(i), xm(j)), 

i,j=1,…,N-m+1 is defined. It can be maximal absolute distance, mean square 

distance or any other distance suitable for the current investigation. The number of 

m-tuples for which the distance is bounded by some value r is Bi, i = 2,…,N-m+1. 

The function 
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estimates the probability that any vector xm(j) is within the distance r from the 

sequence xm(i). Another function 
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is average of the natural logarithms of the previous function. It is proven [12, 1] 

that the entropy of the underlying process can be approximated for the finite data 

sets: 
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Dependency on the record length and lack of relative consistency of this approach 

were shown in [7] where a heuristic improvement SampEn was introduced. If 

Bm(r) (Am(r)) is an estimate of the probability that two sequences will match for m 

(m+1) points (with Ai being a m+1 counterpart of Bi): 
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SampEn is then estimated as [7]: 
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For each pair of HR-BP series a cross-entropy was evaluated. Cross-entropy is an 

asymmetric measure, evaluated in the same way as ApEn, except that the 

compared data sets are of different origin (HR and SAP in this case) [6]. 

The estimates require normalized and (in a case of cross-entropy) centralized time 

series for which the first and the second moments are required, the features that 

could be estimated from stationary data only [2]! For this reason, a stationarity 

test frequently employed for biological time series [3,11] has been performed. The 

data collected from 6 rats (the first three protocols) or 9 rats (the fourth protocol) 

were segmented into series of 1024 samples each; the ones (either original or 

detrended) that had not passed the tests considering both the mean value and 

standard deviation of samples were rejected. Therefore, the study sample included 

84 time series for protocol 1; 28 time series for protocol 2; 21 time series for 

protocol 3 and 12 time series for protocol 4. 

While ApEn (and SampEn) are estimates devised for time-series, other entropy 

measures can also be performed. One of them is devised within the joint symbol 

dynamics analysis, where two windows of size m slide simultaneously along 

differentially coded SAP and HR (or, alternatively, from BBI – bit to bit interval) 

data [8]. Binary content of a window defines a symbol, therefore number of 

different symbols is 2m; a relative freqquence of pairs of symbols (observed in two 

simultaneous windows) is evaluated from the SAP and BBI as: 
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JSD Shannon is then estimated as: 
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2.6 Statistics 

Results in the figures are plotted as mean, while the variance is presented, for 

particular values, in Table 1. Differences between experimental groups were 

assessed using Student’s T test for unpaired observations in GraphPad Prism 4 

software. Statistical significance was considered at p < 0.05. 

Table 1 

Mean ± SE (standard error) of entropy estimates for different protocols; gray results differs 

significantly from control group (Protocol 4) 

3 Results 

The entropy estimate is done observing the usual measure (m=2) corresponding to 

pairs of samples vs. triplets of samples, but instead of fixed value for comparison 

r/σ, a range of values is plotted. ApEn and its detrended counterpart for heart rate 

and systolic blood pressure are shown in Figs. 1 and 2, while SampEn is shown in 

 Protocol 1 Protocol 2 Protocol 3 Protocol 4 Gauss 

HR-ApEn 1.049±0.18 1.075±0.09 1.018±0.10 1.292±0.35 1.651±0.12 

SAP-ApEn 1.347±0.30 1.536±0.45 1.474±0.30 1.093±0.38 1.651±0.12 

HRD-ApEn 
detrended 1.291±0.25 1.366±0.21 1.260±0.70 1.530±0.18 1.651±0.12 

SAPD-ApEn 
detrended 1.514±0.34 1.481±0.45 1.506±0.69 1.523±0.38 1.651±0.12 

HR-SampEn 1.028±0.28 1.229±0.10 0.976±0.07 1.078±0.35 1.782±0.16 

SAP-SampEn 1.432±0.24 1.789±0.45 1.765±0.67 1.298±0.38 1.782±0.16 

HRD-SampEn 
detrended 1.304±0.28 1.533±0.09 1.173±0.10 1.413±0.35 1.782±0.16 

SAPD-SampEn 
detrended 1.567±0.30 1.495±0.45 1.568±0.70 1.592±0.38 1.782±0.16 

JSDSh 2.66±0.24 2.65±0.22 2.68±0.33 2.69±0.34 2.73±0.29 
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Figs 3 and 4. A sample of cross-entropy is shown in Fig. 5. JSDSh is observed 

considering the windows of size m=3 (Table 1). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure1 

ApEn of HR – original (a) and detrended (b) signals 
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Figure2 

ApEn of SAP – original (a) and detrended (b) signals 
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Figure 3 

SampEn of HR – original (a) and detrended (b) signals 
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Figure 4 

SampEn of SAP – original (a) and detrended (b) signals 
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Figure 5 

Cross-ApEn HR vs. SAP (a) and SAP vs. HR (b) 



Acta Polytechnica Hungarica Vol. 5, No. 1, 2008 

 – 131 – 

4 Discussion 

HR and SAP time series show chaotic properties due to functioning multiple 

regulation mechanisms => high entropy characterizes a healthy cardiovascular 

system. The autonomic nervous system (functionally divided into adrenergic and 

cholinergic part) is the fastest acting regulation mechanism that coordinates the 

changes of blood pressure and heart rate. 

As it could be noticed in Fig. 1, ApEn shows the greatest disorder for simulated 

Gauss signals and the smallest for treated animals. Detrended signal show increase 

of entropy (some of the predictive components has diminished), but the relative 

positions of curves for different protocols remain the same as for the original data. 

Table I shows value samples of sample mean and variance for a characteristic 

value of r = 0.2. 

The results are different for blood pressure (Fig. 2) – the smallest entropy is found 

in control rats, suggesting the possible involvement of autonomic cardiovascular 

reflexes i.e. the baroreflex. For detrended SAP signals entropy values overlap, 

quite as expected – the significant amount of SAP signal energy is concentrated 

within the lower part of spectrum, removed by detrending. 

Both the HR and SAP estimates using approach of original data does recognize 

autonomic contribution to SAP and HR, but does not discern adrenergic from 

holinergic contribution. Detrended (i.e. filtered) data lose this property for SAP 

time series. Besides, the detrended data do not show the significant difference 

regarding the control group, according to t-test. The suggestion is that data should 

not be detrended, but analyzed in its original form. Also, instead of absolute 

distance, a normal distance should be measured, to make more refined distinction 

between the components (drugs) involved. 

SampEn approach, on the other hand, has a serious drawback in being a heuristic 

and not mathematically derived estimate. It is not the same measure, as could be 

seen from the corresponding equations: roughly speaking, ApEn is a sum of 

logarithms, while SampEn is a logarithm of sums. Therefore, SampEn is a 

measure, a probabilistic measure, but it is a measure only similar to entropy 

approximation and not an equal one. However, the results obtained by this method 

did not pass the significance test. 

The results of JSDSh (Table I) show extremely high entropy values, compared to 

previous estimates. It could have been expected, since Eq. (8) is valid for 

statistically independent symbols only [5], while the contents of sliding window 

certanly form a Markov source: after the symbol (m-tuple, window content) 011, 

the only possible followers are 101 and 001. Therefore, conditional probabilities 

Pr{pk,l/pi,j} – relative frequencies of events that pair k,l would follow pair i,j, for 

i,j,k,l, = 1,…,2m – must be estimated from differentially coded SAP and BBI time 
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series. Then a correct formula for statistically dependent symbols could be applied 

[5]: 

].Sh[
}/Pr{

1
}/Pr{memory JSDSh with

2

1

2

1

2

1

2

1 ,,
,,,∑∑∑∑

= = = =
⎟
⎟
⎠

⎞
⎜
⎜
⎝

⎛
⋅⋅=

m m m m

i j k l jilk
jilkji

pp
ldppp  (9) 

Unfortunatelly, there are 24⋅m different transition probabilities Pr{pk,l/pi,j}, (4096 

for the case m=3), making the estimates quite unrelliably [9], except for very long 

time series. 

Conclusion 

ApEn has mathematical foundation and if it is not detrended it does recognize 

autonomic contribution to BP and HR, but does not discern adrenergic from 

holinergic contribution. SampEn is a heuristic improvement of ApEn, but it does 

not recognize autonomic contribution to BP and HR. JSDSh ought to be modified 

to include the memory of sliding window estimate, therefore it could be 

implemented with long data series. 

Further research should be focused on entropy estimates of the increases and 

decreases of the signal difference separately. Other analytical methods, both for 

series of samples and series in time [4] would be included to find out which one 

show the greatest distinction between the components included; knowing the 

mechanism of the each one of the methods, more of the complexity of the signal 

would be revealed. 
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Abstract: Our paper deals with some new aspects of ambulatory (Holter) ECG monitoring 

extending its indications and using for risk management purpose. Remote sensing consists 

of the transmittal of patient information, such as ECG, x-rays, or patient records, from a 

remote site to a collaborator in a distant site. Our earlier developed internet based ECG 

system was unique for on/off-line analysis of long-term ECG registrations. After the 5-year 

experience in a smaller region of Budapest, Hungary involving a municipal hospital and 

the surrounding outpatient cardiology departments and general practitioners, we decided 

to integrate into our new ECG equipment, the CardioClient the results. In the first clinical 

study of the four was a wavelet, non-linear heart rate analysis in sudden cardiac death 

patients using the Internet and the GPRS mobile communication. After the wavelet 

transformation by the Haar wavelet and the Daubechies 10-tap wavelet, the phase-space of 

the wavelet-coefficient standard deviation and the scale parameters showed an excellent 

separation in the scale-range of 3-6 between the two groups: in that region, the average 

scaling exponents was 0.14+-0.04 for Group-A, and 1.22+-0.27 for Group-B (p<0.001). In 

the next study, we used the Internet database of long-term ambulatory, mobile, GPRS 

electrocardiograms for the for risk stratification of patients through the cardiovascular 

continuum. From our ambulatory mobile GPRS ECG database the following a priori 

groups were defined after a 24 months follow-up: G1: N=227 patients (without manifest 

cardiovascular disease, clusterized ‘boxes’ based on the age, sex, cholesterol level, 

diabetes, hypertension); G2: N=89 patients (postinfarction group); G3: N=66 (patients 

with chronic heart failure) with (+) or without (-): all-cause death (acD), myocardial 

infarction (MI), malignant ventricular arrhythmia (MVA), sudden cardiac death (SCD). 

The actual vs. predicted values were analyzed with chi-square test. The best significance 

levels (p<0.001) were found with method in G1/MI+, G2/SCD+, G3/acD+, G3/SCD+ 
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groups. In the third study a wavelet analysis of late potentials based on long-term, high-

resolution, mobile, GPRS ECG data was performed. These pathological changes were also 

detected by the Haar and Daubechies_4 wavelets, but in a narrower space (110-128 ms 

and 180-240) and with lesser significance (p<0.01). Late potentials were found in Group-A 

(N=21) in 18 cases with Morlet, 16 with Haar, 19 with Daub-4 analysis, and in 15 cases 

using all the 3 waves; for Group-B the data were 5, 9, 8, 5, respectively. In the fourth 

clinical study the prognostic value of the nonlinear dynamicity measurement of atrial 

fibrillation waves detected by GPRS internet long-term ECG monitoring were analyzed. 

The multivariate discriminant model selects the best parameters stepwise, the entry or 

removal based on the minimalization of the Wilks’ lambda. Three variables remained 

finally: x1 = CI mean-value at log r=-1.0 (m9-14), x2 = CI mean-value at log r=-0.5 (m12-

17), and x3 = CD_cg. The Wilks’ lambda was 0.011, chi-square 299.68, significancy: 

p<0,001. 

1 Introduction 

Telemedicine can be divided into three areas: aids to decision-making, remote 

sensing, and collaborative arrangements for the real-time management of 

patients at a distance. As an aid to decision-making, telemedicine includes areas 
such as remote expert systems that contribute to patient diagnosis or the use of 
online databases in the actual practice of medicine. Collaborative arrangements 
consist of using technology to actually allow one practitioner to observe and 
discuss symptoms with another practitioner whose patients are far away. 

2 Technical Aspects 

In the older telemedicine wireless system (HeartSpy, Heart Observer), the mobile 
ECG equipment transfers the continuously stored signals to the WEB server by a 
GPRS (General Packet Radio System protocol) route. The high resolution (24 bit, 
0.5 ms sampling rate) full digital ECG recorder sends the compressed data via 
wireless network. The size of each ECG packet is 120 byte, the averaged 
communication bandwidth between 56 and 118kbit/s. The WEB server contains the 
ECG Knowledge- and Data-base, and broadcasts the ECGs to the medical users. 
The medical staff could real-time, continuously monitor the patients with PC, or 
mobile phone [1]. In the CardioClient, the 12-lead ECG is registered and two leads 
are served for the heart rate analysis. Figure 1 represents the architecture of the 
internet, wireless ECG system. 

Our online monitoring has two meanings. The first is the conventional, i.e. during 
the registration the cardiologist could observe continuously the ECG. Secondly, 
some measured non-linear parameters are calculated in every four hours, and a few 
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hours time-delay a message generate. In the case of significant changes of these 
non-invasive parameters, the pts get a message to attend the cardiologist. The less 
significant changes of the parameters elongate the monitoring for days (it means 
the ‘continuous’). During the on-line monitoring, the conventional pathologic ECG 
signs (arrhythmia, definitive morphological changes) send a warning massage to 
the patient, the GP and the cardiologist. 

 

Figure 1 

The architecture of the mobile telemedicine system 

3 Clinical Concerns 

Up to now, the prediction of atrial fibrillation (AF) recurrence and of sudden 
cardiac death (SCD) is unsolved [2-5]. Sudden cardiac deaths occur >= 75% at 
home and the patients` chance of arriving the hospital alive is in the range of 3% to 
5%. How to do the prevention more effectively and economically - that is the 
important question. The arrhythmia risk stratification in CHF or other cardiac 
disease for the improvement of the prognosis and the prevention of SCD is 
essential. Using our mobile, internet, long-term ECG, the indications of the 
ambulatory (Holter) ECG could be extended to a larger population. Some works in 
these areas are presented in this paper, where more sophisticated math analysis was 
used on the long-term ECG recordings. 
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3.1 Wavelet, Non-Linear Heart Rate Analysis in Sudden 

Cardiac Death Patients Using the Internet and the GPRS 

Mobile Communication 

The first aim of our study was to develop an effective ECG surveillance system for 
the prevention of sudden cardiac death (SCD) and determine the most powerful 
beat-to-beat heart rate dynamic values as indicators for this monitoring. The second 
aim was to determine the role of non-linear heart rate variability indexes in a 
sudden cardiac death (SCD) population [6-8]. The analysis based on the data of 27 
chronic heart failure patients with SCD (Group-A) and 27 without (Group-B) it, 
which was selected from a 168 chronic heart failure patients population monitored 
for 24 hours two weekly. The inclusion criteria were Holter recordings at least 2 
weeks before the SCD (the patients were monitored weekly), absence of acute 
myocardial infarction in the previous 1 year. SCD was defined as death occurring 
within 15 minutes of a change in symptoms or during sleep. Clinical features of the 
two groups: male/female (Group-A: 14/13, Group-B 14/13; age: 62.4±7, 59.7±6; 
CAD: 22, 21; other cause: 5, 6; NYHA II. class: 18, 17; NYHA III. Class 9, 10; 
EF: 36.2±6, 36.9±5, respectively). 

We used multiresolution wavelet analysis for the 24 hour R-R interbeat time-series. 
After the wavelet transformation by the Haar wavelet and the Daubechies 10-tap 
wavelet, the phase-space of the wavelet-coefficient standard deviation and the scale 
parameters showed an excellent separation in the scale-range of 3-6 between the 
two groups: in that region, the average scaling exponents was 0.14±0.04 for Group-
A, and 1.22±0.27 for Group-B (p<0.001) (Figure 2). 

 

 

Figure 2 

Discrimination value of wavelet coefficient between SCD+ and SCD- patients groups 
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3.2 Internet Database of Long-Term Ambulatory, Mobile, 

GPRS Electrocardiograms for the for Risk Stratification of 

Patients through the Cardiovascular Continuum 

In this work we present a telemedicine application using an internet ECG database 
for risk stratification of patients with various cardiovascular disease state. The data 
mining [9,10] serves for indexing (finding the most similar time series in the 
database given a query time series Q, and some similarity/dissimilarity measure 
D(Q,C). The PAA method was used in this study. 

From our ambulatory mobile GPRS ECG database the following a priori groups 
were defined after a 24 months follow-up: G1: N=227 patients (without manifest 
cardiovascular disease, clusterized ‘boxes’ based on the age, sex, cholesterol level, 
diabetes, hypertension); G2: N=89 patients (postinfarction group); G3: N=66 
(patients with chronic heart  failure) with (+) or without (-): all-cause death (acD), 
myocardial infarction (MI), malignant ventricular arrhythmia (MVA), sudden 
cardiac death (SCD). 

The dimensionality reduction via PAA was used, where a time series C of length n 
can be represented in a w-dimensional space by a vector C¯=c1¯,… cw¯. The ith 
element of C¯ is calculated: 

Ci¯ = w/n   j=n/w(i-1)+1Σ (n/w) I  Cj 

The dimension of time series is reduced from n to w, the data is divided into w 
equal sized frames. The mean value of the data falling within a frame is calculated 
and a vector of these values becomes the data-reduced representation. The Haar 
wavelet approximation was used in our study – the principle was the same as in 
PAA. Each time series was normalized (a mean of zero and a standard deviation of 
one). A 128 length data segment was used for discretization, the lookup table 
contains the breakpoints calculated from the Gaussian distribution. The Euclidean 
distance of  two time series Q and C of the same length n is: 

D(Q,C) = √¯ i=1Σn (qi - ci)2 

During the 18 months testing period an other 136 patients (the patient groups were 
identical: G1, G2, and G3) examined and the results (predicted four end-point: acD, 
MI, MVA, and SCD) formed the a posteriori groups. The actual vs. predicted 
values were analyzed with chi-square test. The best significance levels (p<0.001) 
were found with method in G1/MI+, G2/SCD+, G3/acD+, G3/SCD+ groups. 
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3.3 Wavelet Analysis of Late Potentials based on Long-Term, 

High-Resolution, Mobile, GPRS ECG Data 

The time-frequency analysis of left ventricular late potentials is a more 
sophisticated method than the commercial ones. Some authors used the wavelet 
method which would be the best solution for the analysis of this kind of data [11-
14]. 

The ECGs was recorded with 32-bit A/D converter and a sampling frequency of 1 
kHz, and a modified V1-V3 bipolar leads were used for the registrations. The 
analysis based on 10,000 (approximately 3 hours) QRS windows starting 100 ms 
before and 250 ms after the QRS onset. The Haar, the Daubechies_4 and the 
Morlet (frequency parameter (c) = 2*π*5.33) wavelets were used in the 
calculations. The Morlet wavelet HR-ECG analysis used a combined wavelet 
stratification method of Couderc and Selmaoui [10, 11]. In this case, the wavelet 
transform was applied on 512 (=29) points, from 128 ms before the beginning of 
the QRS to 384 ms after QRS onset. Ten different scales were calculated from the 
modified V1-V3 leads of our GPRS ECG. This single lead was used as the 
calculated magnitude vector (MV) of standard are differ from the XYZ leads 
analysis. Using the discrete wavelet transform for the Morlet wavelet, first it 
computed in the frequency domain and then in the time domain. Using a set of 
discrete scaling parameters each signal is decomposed into a set of 10 bandpass 
beat signal logarithmically equally spaced with a centre frequencies from 40 Hz to 
250 Hz. The scaling exponent (m) varying linearly between 1.96 and 4.20 by steps 
of 0.25. The energy was the third dimension of the time-scale plane (means of the 
wavelet coefficients values at scale s and sample n) which was plotted with a color 
scale. 

The discrete, dyadic wavelet calculations were used for the the Haar, and the 
Daubechies_4 wavelets. The 4 coefficients of Daub-4 waves: C0 = 0.6830127, C1 = 
1.1830127, C2 = 0.3169873, C3 = - 0.1830127. The DWT of Haar and Daub-4 
wavelet transform was applied on the same 512 (=29) points as in the Morlet 
transform. 

The study population consists of two postinfarction groups: Group-A: malignant 
ventricular arrhythmia or sudden cardiac death (N= 21; age: 60.3±11; male:13), 
Group-B: without them (N= 96; age:61.7±12; male 52). All patients were followed 
for 24 months, the GPRS 24 hour mobile ECG was repeated monthly. 

For the analysis of the two groups the wavelet energy was changed for the mean 
square of wavelet coefficients, and the statistical p-value of the ANOVA test 
between the two groups was used. Abnormal time-frequency components were 
found between 90 and 130 ms after QRS onset in the 55-106 and in the 155-250 Hz 
frequency range, the p-values were < 0.001 with the Morlet waves (Figure 3). 
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Figure 3 

The ellipse shows the Region-of-Interest (ROI) of late potentials in the scalogram. The colors represents 

the SD values in the time-scale map. Black line: part of the ECG, the time-window: 512 ms. 

These pathological changes were also detected by the Haar and Daubechies_4 
wavelets, but in a narrower space (110-128 ms and 180-240) and with lesser 
significance (p<0.01). 

Late potentials were found in Group-A (N=21) in 18 cases with Morlet, 16 with 
Haar, 19 with Daub-4 analysis, and in 15 cases using all the 3 waves; for Group-B 
the data were 5, 9, 8, 5, respectively. 

Our work might be the first in the comparative wavelet analysis of long-term 
mobile, GPRS electrocardiography with high resolution ECG hardware. The results 
showed that using a very long analyzing segment (10,000 QRS-complex) the 
signal-to-noise ratio could be beneficially changed for analyzing late potentials of 
ambulatory wireless ECG data. 

3.4 Prognostic Value of the Nonlinear Dynamicity 

Measurement of Atrial Fibrillation Waves detected by 

GPRS Internet Long-Term ECG Monitoring 

In this study, a five-minute ECG was recorded with our mobile-internet equipment 
in 68 patients with paroxysmal atrial fibrillation (t<24 hour). Immediately after the 
arrhythmic episode, a 28-day continuous mobile, internet ECG was recorded for 
monitoring the atrial fibrillation recurrence. The nonlinear dynamicity of the f-
waves was determined with advanced math method. Multivariate discriminant 
analysis was used analyzing the difference between the two groups (recurrent PAF 
[Group-2, N=29] or not [Group-1, N=39). The ECG pre-processing consists of the 
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R-wave detection (smooth – first derivative – largest deflection), the signal 
averaging in all time windows around the detected R-waves, the determination of 
template QRS by averaging the deflections in the corresponding time. For the 
measurement of complexity [15-17], the Grassberger-Procaccia Algorithm (GPA) 
was used, its main principle is to determine the correlation dimension using the 
correlation integral. 

The CI of a (chaotic) deterministic system is given by 

Cm(r) = ArDe-mldΔtK, 

A is a constant, D the correlation dimension, K is the correlation entropy, m the 
embedding dimension, l the embedding delay and Δt the sample interval. 

Cm(N,r)= 1/Ndis Σi={i_ref} Σj= /i/ >=W Θ( r-|x(i)-x(j)| ) 

where N = L-(m-1)l is the number of delay vectors resulting from the time series of 
length L in reconstructed phase space of embedding dimension m. The Heaviside Θ 
(theta) is 1 for positive arguments and 0 otherwise. The inner sum counts the 
number of delay vectors within a distance r from a reference vector. The outer sum 
adds the results over a set {iref} of reference vectors and the normalization factor 
Ndis is the total number of distance involved int he summations. We used 10000 
randomly chosen reference vectors, which is equal to one third of the number of 
samples int he time series (sampled down to 30000 samples) as suggested Theiler. 

The steps of the GPA were: 

- The Correlation Integral (Cm(r)) dimension for different embedding 
(delayed) dimension (m) is calculated. 

- If (Cm(r)) shows scaling (=linear part on double logarithmic scale) the 
Correlation Dimension (D) and Correlation entropy (K) are estimated with 
coarse-grained Dcg and Kcg. 

- If (Cm(r)) shows no scaling a distance r and an embedding dimension m are 
chosen at which the coarse-grained Dcg and Kcg are estimated. Figure 4 
shows the Correlation Integral (Cm(r)) dimension for different embedding 
(delayed) dimension (m); if (Cm(r)) shows scaling (=linear part on double 
logarithmic scale) the Correlation Dimension (D) and Correlation entropy 
(K) are estimated with coarse-grained Dcg and Kcg. 

The amplitude values of CI, CD, CE at various m were determined with their 
coarse-grained values. The DSC model selects the best parameters stepwise, the 
entry or removal based on the minimalization of the Wilks’ lambda. Three 
variables remained finally: x1=CI mean-value at log(r)=-1.0 (m9-14), x2=CI mean-
value at log(r)=-0.5 (m12-17), and x3=CD_cg. The Wilks’ lambda was 0.011, chi-
square 299.68, significancy: p<0,001. 
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Figure 4 

The relation of Correlation Integral (Cm(r)) to r value with the scaling region 

Acknowledgment 

The internet based ECG system combines the advantages of online and offline 
monitoring. Using various risk scores as predictor values, the telemedicine ECG 
management would be designed. The worsening indicator parameters indicate 
immediate change of patient management (re-checking the clinical signs and 
symptoms, change of therapy, hospital admission). In the case of borderline 
decision situation (mild change of the indicator values) the ambulatory registration 
will extend for longer time or repeat more frequently. The accessibility to the 
standard medical care of the moderate to high risk cardiovascular patients is 
markedly increased. The frequent and repeated ECG monitoring put the patient to 
the ‘good place in good time’ preventing from serious or lethal complications. The 
opinion of The Task Force Committee on Heart Rate Variability (in 1996!) was: 
‘At present, the nonlinear methods represent potential tool for HRV assessment. 
Advances in technology and the interpretation of the results of nonlinear methods 
are needed before these methods are ready for physiological and clinical studies.’ 
Our studies show that more sophisticated math analysis of heart-rate variability, 
beat-to-beat analysis in atrial fibrillation would be real tools in cardiology. As 
repeating our question (Congress of ESC, 2002): ‘Internet-based continuous Holter 
monitoring for the prevention of sudden cardiac death: Is this the Rosetta stone and 
Who will be Mr. Champollion?’. 
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