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Abstract: In this paper we develop rational discrete-time approximations (IIR filters) to 

continuous fractional-order integrators and differentiators of type sα, α ∈ ℜ. For that, it is 

proposed the adoption of the techniques of Padé, Prony and Shanks usually applied in the 

signal modelling of deterministic signals. These methods yield suboptimal solutions to the 

problem which only requires finding the solution of a set of linear equations. The results 

reveal that this approach gives similar or superior approximations in comparison with 

other widely used methods. Their effectiveness is illustrated, both in the time and frequency 

domains, through several examples. 

Keywords: IIR filters, rational approximations, digital differentiators, digital integrators, 
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1 Introduction 

The area of fractional calculus (FC) emerged at the same time as the classical 
differential calculus and deals with derivatives and integrals to an arbitrary order 
(real or even complex order) ([1], [2], [3], [4]). However, its inherent complexity 
postponed the application of the associated concepts. Nowadays, the FC theory is 
applied in almost all the areas of science and engineering being recognized its 
ability to yield a superior modelling and control in many dynamical systems ([1], 
[4], [5], [6], [7], [25]). 

In the literature we can find several different definitions for the fractional 
integration and differentiation of arbitrary order ([1], [2], [4]). One of the most 
well-known definitions is given by the Grünwald-Letnikov approach (α ∈ ℜ): 
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where f(t) is the applied function, Γ(x) is the Gamma function, h is the time 
increment and [x] means the integer part of x. An important property revealed by 
equation (1) is that while integer-order operators imply finite series, the fractional-
order counterparts are defined by infinite series. This means that integer operators 
are local operators in opposition with the fractional operators that have, implicitly, 
a ‘memory’ of all past events. 

From a control and signal processing perspective, the Grünwald-Letnikov 
approach seems to be the most useful and intuitive, particularly for a discrete-time 
implementation ([4], [8]). Moreover, in the analysis and design of control systems 
we usually adopt the Laplace transform (L) method. The definition of the 
fractional-order operator (1) in the Laplace s-domain, under null initial conditions, 
is given by the relation (α ∈ ℜ): 

( )[ ]{ } ( )sFstfDL ta
αα =  (3) 

where F(s)=L{f(t)}. Note that expression (3) is a direct generalization of the 
classical integer-order scheme with the multiplication of the signal transform F(s) 
by the Laplace s-variable raised to a noninteger value α. 

Presently, there are several fractional-order control (FOC) strategies where the 
fractional-order differentiator and/or integrator, sα (α ∈ ℜ), represents its 
fundamental element. For example, the CRONE1

 controller ([6], [7]) and the 
fractional PID (PIλDμ) controller ([4], [12]) possess a superior performance 
comparatively with the classical PID controller, particularly when used for the 
control of fractional-order systems. In general, we may say that the FOC strategies 
are more flexible and give the possibility of adjusting more carefully the 
dynamical properties of a control system. 

In this paper, we apply the techniques of Padé, Prony and Shanks for obtaining 
digital rational approximations (IIR filters) to continuous fractional-order 
integrators and differentiators of type sα (α ∈ ℜ). The resulting approximations 
are suitable for a digital implementation of a FOC system. The determination 
process can be synthesized in the following steps: 

1 Discretize the fractional-order operator sα using a suitable generating 
function Hα(z−1); 

2 Obtain the impulse response sequence hα(k), of the fractional discrete 
equivalent, by performing a power series expansion (PSE) (or Taylor 
series) over Hα(z−1); 

                                                           
1  French abbreviation for Commande Robuste d'Ordre Non Entier. 
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3 Apply the signal modeling techniques of Padé, Prony or Shanks to hα(k) 
in order to get the desired IIR filter approximation. 

The proposed method represents an alternative choice to other existing 
approaches, namely the widely used continued fraction expansion (CFE) method. 

Bearing these ideas in mind, the paper is organized as follows. Section 2 presents 
some discretization schemes for continuous fractional-order integrators and 
differentiators, while section 3 derives their impulse response sequences. Section 
4 develops the signal modeling techniques of Padé, Prony and Shanks for the 
design of IIR filters approximations to continuous fractional-order operators. 
Section 5 presents several illustrative examples showing the effectiveness of the 
new technique. Finally, the main conclusions are drawn. 

2 Discretization of Continuous Integrators and 
Differentiators of Fractional-Order 

In general, the discretization of the continuous fractional-order operator sα 

(α ∈ ℜ) can be expressed by the so-called generating function s = ω(z−1) ([9], 
[10]). In these s→z conversion schemes (also called analog to digital open-loop 
design methods) the most often used are the Euler (or first backward difference), 
the Tustin (or bilinear) and the Simpson schemes (see [8]). Recently, new 
discretization formulae appeared that are weighted interpolations between the 
Euler-Tustin ([13], [14]) or the Tustin-Simpson ([15], [16]) schemes. For 
example, the interpolation of 3/4 of the Euler operator with 1/4 of the Tustin 
operator yields the Al-Alaoui operator (see [14]). This scheme exhibits a much 
better magnitude fit than the Tustin operator in high frequency range. Table 1 lists 
the Euler, Tustin and Al-Alaoui operators that will be used in this study. 

As can be seen in Table 1, the fractional-order conversion schemes lead to  
non-rational z-formulae. Therefore, in order to get rational expressions we may get 
its power series expansion (PSE) (Taylor series) and obtain the final 
approximation as a truncated z-polynomial function (FIR filter) ([8], [9]). For 
example, using the Euler operator, H(z−1) = (1–z−1)/T, and performing a PSE of  
[(1–z−1)/T]α, it yields the discretization formula corresponding to the  
Grünwald-Letnikov definition (1). Another possible way is to obtain a discrete 
transfer function in the form of rational function (i.e., as the ratio of two 
polynomials) (IIR filter) through the application of the continued fraction 
expansion (CFE) method ([9], [10], [11]). 

It is well known that rational approximations frequently converge faster than 
polynomial approximations and have a wider domain of convergence in the 
complex domain. Hence, in the work that follows, we develop only IIR-type 
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approximations of continuous fractional-order integrators and differentiators, 
which make them suited for z-transform analysis and digital implementation. For 
that, we propose the use of the least-squares (LS) based methods usually applied in 
the modeling of deterministic signals (see section 4). 

3 Impulse Response of Discretized Integrators and 
Differentiators of Fractional-Order 

This section derives the impulse response sequences hα(k) of the discretization 
schemes listed in Table 1. It is assumed that hα(k) = 0 for k < 0, corresponding to a 
causal system. 

Expanding the Euler operator Hα
E(z−1) into a power series in z−1, we have: 
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Table 1 

Discretization schemes 

Method s→z conversion 
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where the impulse response sequence hαE(k) is then given by: 
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By taking the power series expansion (PSE) of the Tustin and Al-Alaoui 
operators, Hα

T(z−1) and Hα
A(z−1), respectively, it yields: 
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The impulse responses sequences, hαT(k) and hαA(k), are correspondingly given as 
(k ≥ 0): 
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Note that the PSE method leads to impulse response sequences of infinite length. 
For a practically realizable form these sequences must be truncated yielding 
approximations in the form of FIR (finite impulse response) filters. The s→z 
conversion schemes just described (Euler, Tustin and Al-Alaoui) are special cases 
of a more general discretization formula called T-integrator (see [21]). 



R. S. Barbosa et al. Implementation of Discrete-Time Fractional-Order Controllers based on LS Approximations 

 – 10 – 

4 Design of IIR Filters based on LS Method 

Consider that the impulse response sequence hα(k) is specified for k ≥ 0. The IIR 
filter H(z−1), to be designed, has the form:  
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where h(k) is its impulse response and m ≤ n. 

The IIR filter approximation (10) has m+n+1 parameters, namely the coefficients 
ak (k = 1, 2, …, n) and bk (k = 0, 1,…, m), which can be selected to minimize some 
error criterion. Usually, we adopt the least-squares (LS) method in order to 
minimize the error eLS(k) = hα(k)−h(k), as shown in Figure 1: 
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where N denotes the number of samples used in the summation. However, the LS 
approach leads to a nonlinear problem for the model parameters (ak, bk), which 
requires the solution of a set of nonlinear equations and, for that reason, it is often 
avoided. 

If we rewrite (10) as H(z)A(z) = B(z), and assuming that hα(k) is given 
approximately by the impulse response of H(z), one can write the corresponding 
time-domain equation as (note that the left-hand sided corresponds to a 
convolution): 
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This gives a set of linear equations, which can be used in different ways to solve 
for the coefficients ak and bk ([17], [18], [19], [20], [21]). Our objective is to use 
simple (indirect) methods that can handle more easily the determination of the IIR 
filter parameters. In this perspective, this study considers the application of three 
linear suboptimal solutions: the Padé approximation, the Prony's method and the 
Shanks' method [18]. 
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Figure 1 

Least-squares method 
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4.1 Padé Approximation 

The Padé approximation yields an IIR filter that fits exactly hα(k) during the first 
m+n+1 values of k. Then, equation (12) becomes: 
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where hα(k) = 0 for k < 0. 

A two-step approach is used to solve for the coefficients ak and bk. In the first step, 
solving for the coefficients ak, we use the last n equations of system (13), which 
after simple manipulations, may be written in matrix form as: 

212 haH −=  (14) 
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where H2∈ℜn×n is an n×n nonsymmetric Toeplitz matrix (see [22]). If H2 is 
nonsingular, the coefficients ak (k = 1, 2, ..., n) are uniquely determined by: 

21
1

2 hHa −−=  (15) 

In the second step, the coefficients bk are found using the first m+1 equations of 
system (13), which may be written in matrix form as: 

baH =1  (16) 

where 
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In this way, we obtain a perfect match between h(k) and the desired impulse 
response sequence hα(k) for the first m+n+1 values of k. The success of this 
method depends strongly on the number of selected model coefficients. Since the 
design method matches hα(k) only up to the number of model parameters, the 
more complex the model, the better is the approximation to hα(k) for 0 ≤ k ≤ m+n. 
However, in practical applications, this introduces a major limitation of the Padé 
method because the resulting approximation must contain a large number of poles 
and zeros (see [23]). 

It can be shown that the approximations obtained by the CFE method are identical 
to those resulting by application of the Padé approximation to power series 
expansion (m = n) (see [24]). Nevertheless, the CFE approach is computationally 
less expensive than the Padé technique. 

4.2 Prony's Method 

Prony's method differs from the Padé approximation in the scheme of finding the 
denominator coefficients ak (k = 1, 2, ..., n) (see Figure 2). These coefficients are 
determined by LS minimization of the error eP(k) = ak*hα(k)−bk  (where the 
symbol * denotes convolution): 
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Setting the error eP(k) = 0 in system (17) and writing these equations in matrix 
form: 

212 haH −=  (18) 
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Figure 2 

Prony’s method 
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It is obvious that in this case system (18) cannot be solved exactly. Therefore, we 
find the LS solution by solving the set of normal equations: 

( ) 21222 hHaHH TT −=  (19) 

If (H2
TH2) ∈ ℜn×n is nonsingular, a unique solution of (19) exists and the 

coefficients ak are determined by: 
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−+ =  is the pseudoinverse of H2. 

With ak given, the coefficients bk are found using the Padé method of forcing 
h(k) = hα(k) for k = 0, 1, …, m (see previous subsection 4.1): 
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4.3 Shanks’ Method 

Shanks' method provides an alternative to Prony's method of finding the 
numerator coefficients bk (k = 0, 1,…, m) (see Figure 3). Thus, instead of forcing 
an exact fit for the first m+1 values of the impulse response sequence, it performs 

a LS minimization of the error ( ) ( ) ( )khkhkeS
ˆ−= α  over the interval [0, N−1]: 
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Figure 3 

Shanks’ method 

Firstly, the coefficients ak are determined in the same way as in Prony's method, 
that is, by a LS fit over the interval [m+1, N−1] (see previous subsection 4.2). 
With ak given, the coefficients bk are determined following the sequence 
illustrated in Figure 3: 

1 Compute the impulse response sequence g(k) of the filter 1/A(z) using, 
for example, the recursion: 
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with g(k) = 0 for k < 0. 

2 Solve for the coefficients bk by setting the error eS(k) = 0 in system (22) 
and writing these equations in matrix form: 
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The LS solution is found by solving the linear equations: 

( ) hGbGG TT =  (25) 

If the matrix (GTG) ∈ ℜ(m+1)×(m+1) is nonsingular, the coefficients ak can be 
uniquely determined by: 

( ) hGhGGGb +−
== TT 1

 (26) 
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where G+ = (GTG)−1GT is the pseudoinverse of G. 

Note that the Prony and the Shanks methods should yield superior approximations 
than those obtained by the Padé technique, since h(k) approximates hα(k), in a 
least-squares sense, for values of k > m+n. Therefore, it will be expected a good 
match even outside the interval [0, m+n]. Also notice that the algorithms just 
described can be easily evaluated using one of the LS solvers available. 

5 Illustrative Examples 

In this section we use the techniques proposed previously to develop IIR filters 
approximations of half-differentiators (s1/2) and half-integrators (s−1/2), sampled at 
T = 0.01 s. For comparison purposes, in the figures that follows, we also plot the 
IIR filter approximation obtained by the Padé (or the CFE) method for m = n = 5. 

Figures 4 and 5 depict the Bode diagrams of Prony's approximations to the Tustin 
and Al-Alaoui operators for s−1/2, with m = n = 5 and different impulse response 
lengths of N = {11; 100; 200; 500; 1000}, respectively. Figures 6 and 7 show the 
same approximations considering now distinct orders of the IIR filters, namely of 
m = n = 1; 3; …; 9 with N = 1000. Clearly, the higher the order m = n (or the 
impulse response length N), of the IIR filter, the better the fitting, in a least-
squares sense, to the ideal half-integrator s−1/2 (dashed-dotted lines). Note that the 
Al-Alaoui scheme improves the high frequency magnitude response 
comparatively to the Tustin scheme. We also verify that the LS approach increases 
the performance in the low frequency range (corresponding to the steady-state 
time response) by increasing the order (or the number of impulse values used), 
resulting in better approximations than those given by the Padé (or the CFE) 
method. In Figures 8 and 9 are presented the impulse response sequences of the 
approximations revealing, again, its effectiveness in fitting the discretization 
schemes of the Tustin and Al-Alaoui operators. 

Figures 10 and 11 depict the distribution of poles and zeros of Prony's 
approximations to the Tustin and Al-Alaoui operators for s−1/2, N = 1000 and 
m = n = {1; 5; 7; 9}. It can be observed that the approximations fulfill the two 
desired properties: (i) all the poles and zeros lie inside the unit circle, and (ii) the 
poles and zeros are interlaced along the segment of the real axis corresponding to 
z ∈ (−1, 1). Therefore, the resulting approximations are causal, stable and 
minimum phase, suitable for a digital implementation. 

To further illustrate the effectiveness of the proposed techniques, the IIR filters 
approximations are used to calculate the half-integral and/or the half-derivative of 
the square and sawtooth functions, as shown in Figures 12 and 13, respectively. 
Once more, they highlight the effectiveness of the approximations in fitting the 
ideal curves (dashed-dotted lines). 
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Figure 4 

Bode diagrams of Prony's approximations to Tustin operator of s−1/2, m = n = 5, T = 0.01 s and 

N = {11; 100; 200; 500; 1000} 
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Figure 5 

Bode diagrams of Prony's approximations to Al-Alaoui operator of s−1/2, m = n = 5, T = 0.01 s and 

N = {11; 100; 200; 500; 1000} 
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Figure 6 

Bode diagrams of Prony's approximations to Tustin operator of s−1/2, N = 1000, T = 0.01 s and 

m = n = 1; 3; …; 9 
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Figure 7 

Bode diagrams of Prony's approximations to Al-Alaoui operator of s−1/2, N = 1000, T = 0.01 s and 

m = n = 1; 3; …; 9 
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Figure 8 

Impulse response sequences of Prony's approximations to Tustin operator of s−1/2, N = 1000, T = 0.01 s 

and m = n = 1; 3; …; 9 
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Impulse response sequences of Prony's approximations to Al-Alaoui operator of s−1/2, N = 1000, 

T = 0.01 s and m = n = 1; 3; …; 9 
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Figure 10 

Pole-zero maps of Prony's approximations to Tustin operator of s−1/2, N = 1000, T = 0.01 s and 

m = n = {1; 5; 7; 9} 
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Figure 11 

Pole-zero maps of Prony's approximations to Al-Alaoui operator of s−1/2, N = 1000, T = 0.01 s and 

m = n = {1; 5; 7; 9} 
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Figure 12 

Half-integral/derivative of the square wave function with Shanks' approximation to Euler operator for 

N = 1000, T = 0.01 s and m = n = 7 
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Figure 13 

Half-integral/derivative of the sawtooth wave function with Prony's approximation to Euler operator 

for N = 1000, T = 0.01 s and m = n = 7 
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Conclusions 

In this paper we have described the application of the techniques of Padé, Prony, 
and Shanks for the design of IIR filters approximations of continuous 
fractional-order integrators and differentiators of type sα, α ∈ ℜ. The illustrated 
techniques only require finding the solution of a set of linear equations, yielding 
good approximations both in the time and the frequency domains. Moreover, it 
can produce superior approximations than other existent methods, namely the 
widely used CFE method. Also, the obtained approximations are causal, stable 
and minimum-phase, suitable for a digital implementation. Some examples are 
given that demonstrate the effectiveness of the proposed techniques. The results 
indicate that the least-squares based methods are adequate techniques for 
obtaining digital approximations of continuous fractional-order operators and, 
consequently, for the practical realization of fractional-order controllers. 
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Abstract: Motion control has been a fruitful ground for applying Variable Structure 

Systems (VSS) theory. This paper provides an assessment of the state of the art of the 

relevant theoretical results for sliding mode control. The design of a sliding-mode 

controller consists of three main steps. First step is the design of the sliding surface, the 

second step is the design the control law which holds the system trajectory on the sliding 

surface, and the third and key step is the chattering-free implementation. The main 

contribution of that paper is a new method for sliding surface sector design based on tensor 

product (TP) model transformation to reduce the chattering. 

Keywords: Sliding mode control, sliding sector design, Tensor product, friction 

compensation 

1 Introduction 

Sliding mode has been introduced in the late 1970's [1, 2] for highly coupled 
nonlinear dynamics, with unknown system parameters and disturbances. In the 
early 1980's, sliding mode was further introduced for the control of induction 
motor drives [3]. Its utility in this hybrid discipline, consisting of power 
electronics and motion control, is to provide direct switching strategy [4] to the 
power electronics devices such that, in spite of the nonlinear dynamics of the 
induction motor, the control design is decomposed into a nonlinear control 
synthesis problem, and a linear control design problem of reduced order. These 
early applications of sliding mode indicated the versatility of the underlying 
control principles in the design of feedback control systems for motion control, 
regardless of the origin or the nature of the particular system performance 
specifications and design goals. 

This initial works were followed by a large number of research papers in robotic 
manipulator control and in motor drive control. References can be found in [5]. In 
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some of these works, experimental results were published [6, 7, 8, 9]. However, 
despite of the theoretical predictions of superb closed loop system performance of 
sliding mode, some of the experimental works indicated that sliding mode in 
practice has limitations due to the need of high sampling frequency to reduce the 
high frequency oscillation phenomenon about the sliding mode manifold -- 
collectively referred to as ‘chattering’. Among these experimental works, a few 
succeeded to show closed loop system behaviour, which were predicted by theory. 
Those who failed to manage the experimental designs successfully concluded that 
chattering is a major problem in realizing sliding mode control in practice. The 
usual sources of chattering are the limited switching frequency and the un-
modeled dynamics, which are ignored in the theoretical design steps [10]. A 
detailed simulation of the whole system including controller and discrete 
semiconductor switches can be an important middle step in the chattering free 
implementation of sliding mode. Another promising method for reducing 
chattering is the sliding sector design [20], which is in the focus of that paper. A 
tensor product model transformation is proposed for design a sliding surface. 

The tensor product (TP) model form is a dynamic model representation 
whereupon Linear Matrix Inequality (LMI) based control design techniques [11]–
[13] can immediately be executed. It describes a class of Linear Parameter 
Varying (LPV) models by the convex combination of linear time invariant (LTI) 
models, where the convex combination is defined by the weighting functions of 
each parameter separately. An important advantage of the TP model forms is that 
the convex hull of the given dynamic LPV model can be determined and analysed 
by one variable weighting functions. Furthermore, the feasibility of the LMIs can 
be considerably relaxed in this representation via modifying the convex hull of the 
LPV model. 

The TP model transformation is a recently proposed numerical method to 
transform LPV models into TP model form [14], [15]. It is capable of 
transforming different LPV model representations (such as physical model given 
by analytic equations, fuzzy, neural network, genetic algorithm based models) into 
TP model form in a uniform way. In this sense it replaces the analytical 
derivations and affine decompositions (that could be a very complex or even an 
unsolvable task), and automatically results in the TP model form. Execution of the 
TP model transformation takes a few minutes by a regular Personal Computer. 
The TP model transformation minimizes the number of the LTI components of the 
resulting TP model. Furthermore, the TP model transformation is capable of 
resulting different convex hulls of the given LPV model. 

The rest of the paper is organized as follows: Section 2 describes the main steps of 
sliding mode control design including basis of the proposed tensor product model 
transformation. Section 3 presents an application example including simulation 
results. Finally, Section 4 concludes the results. 
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2 Theoretical Background of the VSS 

The design of a sliding-mode controller consists of three main steps. First is the 
design of the sliding surface, the second step is the design the control law which 
holds the system trajectory on the sliding surface, and the third and key step is the 
chattering-free implementation. 

2.1 Design of the Sliding Manifold 

The following linear time invariant (LTI) system is considered; first the reference 
signal is supposed to be constant and zero. The system (which is assumed to be 
controllable) is transformed to a regular form [16]. 
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The switching surfaces, σ  of the sliding mode, where the control vector 
components have discontinuities, can be written in the following form [17], where 
Λ is the ‘surface matrix’. 

0=+= 12 Λxxσ   mℜ∈σ   and  )( mnmx −ℜ∈Λ  (2) 

When sliding mode occurs (when σ=0 and 12 Λxx −= ), the design problem of the 

sliding surfaces can be regarded as a linear state feedback control design for the 
following subsystem: 

2121111 xAxAx +=&  (3) 

In (3), 2x  can be considered as the input of the subsystem. A state feedback 

controller 12 Λxx −=  for this subsystem gives the switching surface of the whole 

VSS controller. In sliding mode 

112111 Λ)xA(Ax −=&  (4) 

In nineties, various linear control design methods based on state feedback are 
proposed for (3) to the design a stable switching surfaces in a form (4) (survey in 
[17]). The main problem is that this method cannot be applied for a non-

linear system which is the main challenge. The solution can be the Tensor 

Product model transformation. 
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2.2 Sliding Surface Design based on Tensor Product Model 

Transformation 

This section is intended to discuss the fundamentals of TP model transformation. 
Consider a parametrically varying dynamical system 

)())(()())(()( tztzt upBxpAx +=&  (5) 

)()()( ttt DuCxy +=  

with input )(tu , output )(ty  and state vector )(tx . The system matrix is a 

parameter-varying object, where Ωp ∈  )(z  is time varying N-dimensional 

parameter vector, and is an element of the closed hypercube 
N

NN bababa ℜ∈= ],x[]x,]x[,[ 2211 LΩ . The parameter p(z) can also include some 

elements of x(t). 

The TP model transformation starts with the given LPV model (5) and results in 
the TP model representation 

)())(()())(()(
11

tzwtzwt r
R

r

r
R

r

rr
uBpxApx ∑∑

==
+=&  (6) 

where ]1,0[))(( ∈zwr
p  are weighting coefficients. For further details about TP 

model transformation, refer to [14], [15]. According to (2), a sliding surface is 

designed for each system rr
BA , which are assummed to be controllable. 

012 =+= xΛxσ rr   mr ℜ∈σ  (7) 

2.3 Control Law 

There are two main approaches of design of a control law for the sliding mode on 
the surface. In the first ‘global’ case, to ensure that the system remains in the 

sliding mode ( mℜ∈= σσ 0 ) the condition 

0<Tσσ&  (8) 

should be hold. In the second ‘local’ approach, sliding mode exists only in the 
intersection of the switching surfaces. In this case, the condition for the existence 
of a sliding mode is 

,0<iiσσ &  (9) 

where the subscription i refers to the ith element of the corresponding vector. The 
simplest control law which can lead to ‘local type’ sliding mode is the relay: 
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)( iii signMu σ⋅=  (10) 

This is easy to realize by power electronic circuits. The relay type of controller 
can directly control the semiconductor switching elements, but it does not ensure 
the existence of sliding mode for the whole state space, and relatively big values 
of Mi are necessary which might cause a severe chattering phenomenon. This 
control law is preferable if the controller's sample frequency is nearly equal to the 
maximum switching frequency of semiconductor switching elements. 

If sliding mode exists then there is continuous control, so-called ‘equivalent’ 
control, ueq, which can hold the system on the sliding manifold. In the practice, 
there is never perfect knowledge of the whole system and its parameters. Only 

eqû , the estimation of ueq, can be calculated. Since ueq does not guarantee the 

convergence to the switching manifold in general, a discontinuous term is usually 
added to eqû . 

)(ˆ , iiieqi signMuu σ⋅+=  (11) 

The control laws (11) do not control the semiconductor switching elements 
directly; additional PWM is needed. Usually, this is no problem since the 
switching frequency of the semiconductor elements can be much higher then the 
sampling frequency of the fastest digital controller. The general concept of TP 
model based control strategies is that the control signal is the weighed sum of the 
control signal of the component systems 

∑
=

=
R

r

rr zw
1

))(( upu  (12) 

2.4 Chattering Free Implementation 

The chattering is essential in the basic VSC due to the requirement that the system 
state must stick to the switching surface. Obviously this requirement is too restrict 
when only finite switching rate is available. Replacing the switching surface to the 
sliding sector may enable the system state to move continuously. From now on 
single input and two sliding surfaces are assumed, the whole state space is divided 
into three regions 
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 (13) 

Here the region 3R is a sliding sector introduced in [18]. The control is composed 

of two terms 
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dc uuu +=  (14) 

where uc is a feedforward compensation term based on the estimation of the 
‘equivalent’ control and the given uncertainty bounds, ud is a switching term to 
suppress the system parameter variations and disturbances. According to [18], in 
conventional (non TP) case 
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The sliding sector control inherits the robustness of the classical sliding mode 
control in certain cases (see details in [18]). The sliding sector concept can be 
extended to the TP model based sliding mode control as well. 
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3 Application 

The experimental system consists of a conventional DC servo gear motor with 
encoder feedback and variable inertia load coupled by a relatively rigid shaft, as 
shown in Fig 1. The controller is implemented using a DSP as the computation 
engine. 

 

Figure 1 

The experimental system 
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3.1 System Equations 

In the course of control design, the flexibility of the shaft is ignored. The state 
variables are the shaft position, θ, the shaft angular velocity, ω, and the input 
current, i, the control signal u is the motor voltage. 
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where J is the inertia of the motion control system, Kt and Kω are the torque 
constant and the back-EMF constant Ra and La are the resistance inductance of the 
armature. The effect of massd is considered as a disturbance. The model calculated 
from the nominal parameters of the system is as follows: 
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The viscous, Coulomb and Stribeck frictions are modelled by Hess and Soom [19] 
in the following way, where the second two terms are nonlinear: 
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where Fv, Fc and Fs are constants for the viscous, Coulomb and Stribeck frictions, 
vs is the characteristic velocity of the Stribeck curve. Fv was given in data sheet of 
the servo motor, Fc, Fs and vs are selected after some tests. Fig. 2 shows the 
simulated Stribeck curve. 
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Figure 2 

Stribeck curve by simulation 
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Applying the tensor product transformation, the above nonlinear system can be 
modelled by the combination of the following two linear systems. 
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The two weighing coefficients as functions of the speed are shown in Fig. 3. 
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Figure 3 

The weighing coefficients as a function of the velocity 

It is easy to explain. The nonlinear friction terms are modelled by varying viscous 
coefficient, which is represented by the a22 element in the system matrix. A1 with 
small viscous coefficient dominates at the high speed range, where the Coulomb 
friction is relatively small and the A2 with very big viscous coefficient dominates 
at the low speed range, where the Coulomb friction is relatively big. 

3.2 Sliding Surface Design 

According to (7) and (17), the surfaces have the following form: 

0=++= θλωλσ θω
rrr i      where       r=1,2 (22) 
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are selected as 

P=[-17 -35]. (25) 

Applying the Matlab pole placement function: 

14.166721 == θθ λλ    0.75711 =ωλ    -147.32 =ωλ  (26) 

3.3 Simulation Results 

As model verification, the real and simulated velocities (ωr, ωs) are compared in 
Fig. 4, where the input voltage of the motor is a shifted sinusoidal function with 
amplitude of 12 V (open loop responses). The value of the input voltage is divided 
by 5 to plot the velocity and input voltage in the same figure. One kind of 
nonlinearity of the system is borne from the huge friction of the harmonic gear. It 
can be seen in the Fig. 4, if the motor is in standstill, at least 2 V should be 
switched across the motor to start it. On the other hand, the motor sticks, if the 
input voltage is under 1.2 V. According to Fig. 4, the simulated model is 
acceptable from engineering point of view. The power electronic PWM unit is 
saturated at 22V. It is also a kind of nonlinearity which can be handled by TP 
model but this paper concentrates on the friction that is why only the nonlinearity 
of the friction is simulated by TP model. 
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Figure 4 

The open loop responses for sinusoidal input voltage 

Performances of two controllers are compared. In both cases, the system starts 
from the following initial state 

θ=1 rad,  ω=0 rad/sec and i=0 A (27) 

The aim of the controller is to move all state variables to 0. The sampling 
frequency of both controllers is relatively small, 100 Hz. 



P. Korondi Tensor Product Model Transformation-based Sliding Surface Design 

 – 32 – 

CONTROLLER C-SMC 

It is a classical sliding mode controller (C-SMC), where the sliding surface σ1 and 
(11) type control law are selected. The equivalent control is calculated from (A1 
B1) system matrixes. 

CONTROLLER TP-SMC 

It is a TP model based sector sliding mode controller(TP-SMC), where the two 
sliding surfaces are selected by (26) and (16) type control law is applied with two 
linear system components (20),(21) and the weighting coefficients of Fig. 3. Two 
equivalent controls are calculated from (A1 B1) and (A2 B2) system matrixes. 

There is a small difference between two position responses in Fig. 5 since the 
conventional (static) sliding surface cannot be identical to the sliding sector. The 
main difference appears in the control activities and in the velocity responses (see 
in Figs. 6 and 7). The conventional sliding mode is very robust but it needs 
intensive control action (see in Fig. 6), which might cause significant audio noise 
as well. The chattering of the velocity could be reduced by increasing the 
sampling frequency but this paper demonstrates that the reduction of chattering 
and the intensity of the control action (the audio noise) is significant at the same 
sampling rate, if the TP based sector sliding mode is applied instead of the 
traditional sliding mode control. 
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Figure 5 

Comparison of the position responses 
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Figure 6 

Comparison of the velocity responses 
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Figure 7 

Comparison of the control signals 

Conclusions 

In this paper, a modified variable structure control strategy with continuous 
switching control has been developed in detail for the nonlinear system with 
uncertainty. The control strategy can be regarded as the extension of conventional 
VSS based sliding mode control method through expanding the switching surface 
to the sliding sector. The sliding sector is designed by a tensor product model 
transformation. The major advantage of the proposed control scheme is the 
introduction of the continuous switching control which successfully achieves 
smooth control response and retains the robustness of VSC simultaneously. Both 
theoretical analysis and simulations demonstrate the attractiveness and the 
asymptotic stability of the sliding sector with the use of the proposed switching 
control which is essentially an interpolated control. 
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Abstract: The contribution sketches a functional-computational typological scale of agents 

starting form the reactive ones, and puts the family of (at least minimally) conscious agents 

into the proposed typology. Then it discusses the traditional computational properties of 

agents according their types, and sketches a way of a rather non-traditional computational 

characterization of conscious agents using the concept of hyper-computation. The 

contribution ends with relating the sketched formal approach to agents with agents 

embodiment, and relates embodiment of agents with their emergence of hyper-

computational power. 

Keywords: Agent, functional specification, computational specification, emergence, 

grammar systems, hyper-computation, consciousness 

1 Introduction 

Agents might be considered from several points of view. The most usual is their 

constructivistic specification through their architectural modules and their mutual 

interrelatedness. Another usual point of view is derived from analyzing agents 

functional properties. The agents’ functional properties are often very closely 

related with computational properties implemented in their architectural modules 

or emerging from the interactions of them. So, the functional-computational 

characterization of agents may contribute to our better understanding of agents. 

This article is devoted to such kind of characterization. 

We give a stratification of agents starting from the reactive ones up to the simple 

emotional agents, and a way how to extend the standard typology of agents by the 

family of (at least minimally) conscious agents. The particular strata will be 

specified by most characteristic functions of agents performed in their 

environments or in their internal states (if any). These functions are related with 

the question of their effective computability, and it is hypothesized that in order to 

achieve (at least minimally) conscious agents, the traditionally used Turing-type 
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computable functions must by replaced by the so called hyper-computable 

functions. 

By an agent we mean – similarly as it is almost generally accepted in present day 

computer science, cognitive science, and artificial intelligence; cf. e.g. (Tecuci, 

1998) – any autonomously active entity with certain possibilities to sense its 

environment, and act in it in order to achieve certain states of this environment in 

which certain previously specified goals are achieved. 

Agents we will propose to specify according their functions performed during 

their interactions with their outer environment on dependence of their internal 

states as well as these performed on their internal constituents (states, if any). 

These functions we will supposed (but we will not define them in this level of 

rigor!) as well-formalized in the sense that their precise computational analysis is 

possible. The most interesting property of functions supposed by us will be their 

computability in the sense of theoretical computer science. We will suppose that 

all the functions which specify the classes in our model (expect perhaps those 

specifying the conscious agents) are computable in the sense of traditional Turing-

computability. 

The principal common property of all of artificially designed, and more or less 

autonomous agents is that their parts (also in many of the cases when these agents 

are fully reactive) are programmed, so that they have the form of computer 

programs. In the theoretical level it means that these programs are equivalent with 

computable functions in the sense of the Turing computability. Accepting the 

traditional so called Church-Turing Thesis1 this means that agents are not able to 

do more that the universal Turing machine can compute. In this article we will 

deal with different types of agents and we will argue that the computational power 

of certain agents may go behind the above-sketched boundary given by the 

Church-Turing thesis. 

After a short functional stratification of agents we will concentrate to the 

functional specification of agents with (at least certain low level of) consciousness 

and we will discuss from a specific computational point of view a possibility of 

emergence of this kind of consciousness in agents. Our specific view will be based 

on considering consciousness as an emergent phenomenon appearing in agents 

thanks to their inner multi-agent like functional structure, and their massive 

interactions with outer environments. This view is in certain extent inspired by the 

Fodor’s concept of the so called modularity of mind (Fodor, 1983) and by the 

concept of mind as a society of communicating agents in the Minsky’s society 

theory of mind (Minsky, 1986). 

                                                           
1
  For more details on the history and formulations of the Church-Turing thesis by W. 

Sieg see in (Wilson, Keil, 1999, pp. 116-117). 
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We will formulate and analyze the question how realistic is the proposed 

functional specification of (conscious) agents from the computational point of 

view, and we will discusses in certain details a possibility of overcoming the 

limitations of traditional Turing-computability by a computationally perhaps 

exotic – the so called hyper-computational – power of (at least minimally) 

conscious agents. 

2 The Traditional Functional-Computational 
Stratifiction of Agents 

In this section we will give a stratification of agents based on their relatively 

traditional functional specification, in other words according their abilities to 

couple sensing with actions in a computationally realistic way, and in certain 

rational ways with respect the goals which agents trying to achieve during their 

interactions with their environments. In majority of cases mentioned below the 

reality of computer implementation of functions performed by the agents proves – 

if we accept the so called Church-Turing hypothesis – their computability in 

traditional sense. The agents’ rationality ranges – thanks to performed 

computationally sound functioning of them – form very low level rationality of 

reactive and hysteretic agents – cf. (Kelemen, 1996) for more details about that 

level of rationality – up to the higher in the cases of deliberative and emotional 

ones. 

2.1 Reactive Agents 

The overall framework for the following stratification supposes an agent situated 

in its real environment (the outer – usually the physical – world with respect the 

agent’s perspective) W, and having certain possibilities to sense this environment. 

Functionally, we suppose a mapping 

sensing: W → S, 

where S states for the set of all data observable from the agent point of view in the 

environment W2. This is a very important function of agents, because connects of 

the real environment with the aspects of it which are accessible for the agents 

thanks to their sensors. Often the distinction between W and S is ignored, but in 

our stratification it plays some roles, so we will deal with it in the following. 

                                                           
2
  From the formalistic point of view W is only a symbol denoting the all possible states 

of agents real outer environments. Because of that the definition of the function 

sensing is perhaps problematic. This function is in fact defined for any agent by its 

technical sensors and their capacities and quality. 
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Another important property of any agent is the ability to act in its environment. In 

order to choice what to do in what situations in order to achieve the followed goal 

the data sensed by an agent might be associated directly (in a hard-wired manner, 

for instance) with certain set A of acts performable by the agent. This association 

might be expressed functionally as follows: 

acting: S × A → W 

Agents of the resulting functional structure  

RAG = (W, S, A, sensing, acting), 

where both of the functions sensing and acting are supposed to be computable in 

the sense of Turing-computability. 

Such agents are usually, e.g. in (Arkin, 1998), called reactive agents. Some simple 

examples of such robotic agents may be found in the first part of (Brooks, 1999), 

for instance. 

2.2 Hysteretic Agents 

An important property of more complicated agents as the purely reactive ones is 

their ability to act in its environment not only on the base of sensed data, but on 

the base of their inner states, too. We denote the set of inner states of such agents 

by I in the following. All other notations remain unchanged. 

Perhaps the simplest case of the use of inner states in agents functional 

architectures is the definition of a set of explicit goals the agents follow. Act 

selection then consists in associating of the just sensed data and the explicit (just 

followed) goal belonging to certain set of goals considered as a subset of the set I 

of the agent, with activity with certain element of the set A of all possible acts of 

this agent which it is able to perform in its environment. This coupling of sensed 

data and the internal state of the agents with acts performed by agents in their 

environment we express formally as a (computable in the traditional sense) 

function: 

act-selection: S × I → A 

The execution of the selected act by an agent environment means certain change 

of this environment caused by the agent activity in the just actual state of it. So, 

the acting of such type of agents will be expressed functionally as: 

acting: S × A → W 

Note that for a given particular s∈ S and i∈I the act-selection function defines an 

act a∈A. The acting is in this particular case applied, of course, to the selected 

given s∈S, and to the before selected act a. So, the function act may be defined 
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also – and perhaps in a more precise, but from other point of view in a less 

readable form – also as follows: 

acting(s, act-selection(s, i)) = w 

where w∈W. 

However, we will omit the just demonstrated way of expression of how the 

function appearing in agents specifications are interrelated, and we believe that it 

will cause no serious problems with respect of comprehensibility of the text. 

Of course, the inner states of the agent may change after executing an act in the 

environment (by achieving a given goal another goal might become actual, for 

instance). This change of the agent inner state will be defined by the mapping: 

inner-state: I × A → I 

Agents of the resulting functional structure 

HAG = (W, S, A, I, sensing, act-selection, acting, inner-state) 

are usually, e.g. in (Genesereth, Nilsson, 1987), called hysteretic agents. We 

mention that all the functions appearing in the specification are supposed to be 

computable in the traditional sense. 

Good examples of this type of agents are those developed in the frame of the so 

called new NAI (new artificial intelligence) movement of 80ties and 90ties of the 

past century, esp. under the intellectual influence of papers collected in (Brooks, 

1999). 

2.3 Deliberative Agents 

Deliberative agents are able to select the appropriate sequences of acts for 

achieving their goals from their starting states as a result of certain level of their 

‘reasoning’, inferring some new data on the base of sensed data and stored 

knowledge represented in their memories in suitable data and knowledge 

representation structures. 

The inference process – executed usually by some inference engine of agents– is 

based on agents inner states, the sensed (and well-represented knowledge about) 

states of outer environment of agents, and on goal states (belonging to S, and to I, 

res.) of agents. This selection process is usually called planning, and as a part of I 

use well-represented knowledge-bases of agents. However, at least from the 

functional point of view, the most important functional properties of those type of 

agents can be expressed formally by the mapping 

planning: I × S × I → A+ 
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where A+ states for the set of all nonempty sequences of the elements of A. So, 

deliberative agents might be specified as follows: 

DAG = (W, S, A, I, sensing, act-selection, acting, 

inner-state, planning) 

Good examples of deliberative agents are those developed during the research in 

the field of the so called GOFAI (good old-fashioned artificial intelligence) in 

60ties and 70ties of the past century as presented e.g. in (Winston, 1992). 

Particularly the Shekey/STRIPS system (Fikes, Nilsson, 1071) is usually 

mentioned as a typical project of this developmental period of AI. The existence 

of particular deliberative agents proves again the possibility of defining the above-

mentioned functions in computationally traditional ways as Turing-computable 

functions. 

3 Emotional and Attentive Agents 

During the 90ties of the past century, the problem of robot emotions attracted the 

interest of the specialists of advanced robotics, artificial intelligence, and cognitive 

science. M. Minsky (1986) discussed emotions in some details in the context of 

his society theory of mind, for instance. 

Thank to the increasing professional interest, the problem has been shifted from 

the contemplative level to the level of laboratory design and experimentation with 

emotion machines. C. Breazeal developed perhaps the first robotic head – the 

Kismet – with the ability to achieve (and to express externally) its own inner 

emotional states (Breazeal, 2002). 

Analyzing both of the above mentioned approaches to machine emotions form 

functional perspective we recognize that emotional states of the agents result from 

the just sensed environment, the just actual internal state of the agents, and of the 

(possible contradictory) goals with which agents are just confronted. C. Breazeal 

(2002, p. 110), introducing her robotic head, writes: The emotions are triggered by 

various events that are evaluated as being of significance to the “well-being” of 

the robot. So, using our formalization, we may write: 

emotion: I × S × I × E  → E 

where E denotes the set of all emotional states of an agent3. 

                                                           
3
  It is possible, of course, to suppose also the very realistic situation, that the agent’s 

present emotional state determine in certain extent its internal and/or emotional states 

in the future, but we do not formalize this situation. However – because we are 

inspired by Breazeal’s 
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Note two things concerning the above function: First, that we suppose two (not 

necessary different!) internal states, the actual state of the agent, and its goal state, 

and, second, that the computed emotional state of an agent depends also on the 

just actual emotional state of it. 

Emotions play important roles in generating and optimizing plans of behaviors of 

real living agents (human beings) with respect of the necessity of deciding 

between perhaps contradictory sub-goals generated during the inference processes 

(and pushing agents into the states of ‘well-being’), when the necessity of conflict 

resolution appears during the inference processes, or during the processes of 

bounded rational decision-making. No matter how neutral and rational a goal may 

seem, it will eventually conflict with other goals if it persists for long enough. No 

long-term project can be carried out without some defense against competing 

interest, and this is likely to produce what we call emotional reactions to the 

conflicts that come about among our most insistent goals, writes M. Minsky 

(1986, p. 163). So, the question is not whether intelligent machines can have any 

emotions, but whether machines can be intelligent without any emotions, he 

continues. 

The presence of emotions in the agent functional structure influence the planning 

process of emotional agents. This fact will be, at certain level of simplification, 

expressed in our formal model as follows: 

emotional-planning: I × S × I  × E → A+ 

Therefore, emotion agents may be characterized in the presented typology as: 

EMAG = (W, S, A, I, E, sensing, act-selection, acting, inner-state, emotion, 

emotional-p planning) 

The so called externally manifested attention – perhaps the best known example of 

external attention is eye movement and foveation – we will understood as a 

necessary restriction of the capacity of agents sensory inputs with respect their 

actual sensed state, and perhaps also their inner states and their emotional states. It 

may help agents e.g. in the process for selecting their possible actions, and may 

change their inner and emotional states. More formally, attention as a mapping 

relates to a tuple consisting of agent’s just actual observed state, its inner state, and 

its just actual emotional state a tuple of an observable state, an inner state, an 

action, and an emotional state. Formally: 

attention: S × I × E → S × I × A × E 

The attentive agents are, according the above understanding of attention, 

described as: 

                                                                                                                                     
 Kismet as an implemented emotional agent – form the computational perspective it 

seems for us realistic enough to suppose the function expressing the just mentioned 

situation to be computationally tractable in the traditional sense. 
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ATAG = (W, S, A, I, E, sensing, act-selection, acting, 

inner-state, emotion, emotional-planning, attention) 

We note that the focusing of agents attention using the above defined function 

may makes a change only in what the agent senses (this is the main result of 

focusing the attention) and on its internal and (if the agent is emotional one) also 

on its emotional state. The result of the focusing of attention by attention is then 

used by function participating in the process of action selection of the agent. 

We suppose that the bounded rationality – in the sense of (Simon) – of some 

agents behaviors may be influenced (or be the result of) focusing the agents 

attention in the process of their inferences to the ‘important: part of their 

environments, an may reduce the necessary search during the inferences. 

However, in present days embodied autonomous agents, e.g. in the robotic upper-

torso Cog (Brooks et al., 1999), attention is usually implemented in its simplest 

form, only, e.g. as a mapping attention: S × I → S × I × A. (But for our following 

purposes the more general form will be more useful.) For instance, the Cog’s quite 

rudimental visual attention works as follows (Brooks et al., 1999): Given a visual 

stimulus (by waving an object in front of Cog’s cameras) it saccades to foveate on 

that object, and then reach out its arm toward the target. So, the result of attention 

focusing is the change of the robots sensed state, and it causes also some action(s) 

performed by the robots arm. The right arm motion is the subject of a learning 

process, so it s quality depends not only on the observed state of the environment, 

but also on the robots inner state. 

4 Towards Conscious Agents 

The main problem with the study and the attempts to model, simulate or 

implement consciousness in artificially created systems consist in the fact that no 

for scholars and for engineers have a generallz accepted meaning of the word 

consciousness. Zeman, approaching the study of consciousness from positions of a 

neurophysiologist with a professional recognized philosophical background, 

writes on three basic meenings of consciousness, all related with knowledge 

(Zeman, 2003): Being awake, our first sense of consciousness, he writes, is a pre-

condition for acquiring knowledge of all kinds. Once awake, we usually come – he 

continues – by knowledge through ex-perience, the second sense of cons-

ciousness. The knowledge we gain is then ‘conscious’ in the third sense we 

distinguished, he completes his an-alysis (Zeman, 2002, p. 36). 

From another position – from the position typical for the fields of artificial 

intelligence and cognitive science – is the subject of consciousness treated by P. 

O. Haikonen (2003). As a crutial for forming the consciousness he recognize the 
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phenomenon of perception of the self. What we actually see is only the projected 

image on the retina, what we actually hear is the vibration of the eardrums, so 

why don’t we just perceive these as such, percepts originating at the senses or 

originating at the related sensory nerve endings? How can we possibly perceive 

the situation being anything else? he asks (Haikonen, 2003, p. 71). 

Such questions lead to the questions on the ‘internal’ (mental) representation of 

the ‘external’ (physical) stimuli sensed by machines, and in consequences to the 

familiar mind/body problem of the philosophy of mind. His position is explained 

by an example (pp. 248-249): The operation of the signals in the cognitive 

machine can be compared  to radio transmission where a carrier signal is 

modulated to carry the actual radio signal. The carrier wave is what is received, 

yet what is detected is the modulation, the actual sound signal that is in causal 

connection to the original physical sound via a microphone. We do not hear the 

carried signal even through without it there would be no music. Thus it is possible 

to perceive carried informa-tion without the perception of the material basis of the 

carrier. 

Intuitively we also feel that for an agent to be conscious necessarily requires 

attentiveness and emotionality. This opinion is expressed clearly e.g. in the 

Aleksander and Dunmall (2003) attempt to a formal axiomatic definition of 

consciousness, an approach by which we will inspired in this Section. According 

the just mentioned authors, being a conscious agent means – intuitively and 

roughly speaking – to have some kind of agent’s private sense of an outer world, 

of a self in this world, of self’s contemplative planning of when, what and why to 

act, of self’s own inner emotional states Moreover it means also the conscious 

agents ability to include the self’s private sense into all of its above mentioned 

functional capabilities. 

How to incorporate the perhaps mysterious private sense into the above presented 

spectra of functional models of different types of agents? Such an effort requires 

minimally an enlargement of the class of all conscious agents – say the CONAGs 

– by all possible variants of  ATAGs, and to include the CONAG itself (at least in 

the form of an ATAG) into this class. In this way, some self-reference will be 

included into the model which will be not remains without some hypotheses 

concerning some interesting consequences. In simplest types of agents software 

design, e.g. in certain HAGs, DAGs and ATAGs a very simple variant of this idea 

is present, however, e.g. in the form of the record of an agent’s own position in its 

inner representation of its outer environment, e.g. in the case of robots like the 

MetaToto (Stein, 1994), the Shekey/STRIPS (Fikes, Nilsson, 1971), and also in 

the case of the case of the Cog (Brooks et al., 1999). 

There exists also an opinion according which …consciousness will not need to be 

programmed in. They will emerge, states one among the leading personalities of 

the present days artificial intelligence and advanced robotics in (Brooks, 1999, p. 

185). Our main goal consists in the rest of this paper in arguing form the 



J. Kelemen Agents from Functional-Computational Perspective 

 – 46 – 

theoretical computer science point of view for the possibility that consciousness 

may emerge in such a way under some circumstances (but not for necessity that it 

will emerge). 

First of all, how to define functionally the private sense and how to enlarge the 

general functional structure of CONAGs by a suitable function? In present days 

mathematics it is technically extremely unusual to define functions appearing as 

members of their own domain of variables and domains of values. (The closest – 

but not identical! – concept is perhaps the more computationally oriented – so-

called recursive – definitions of functions.) 

Perhaps the simplest way how to include the simplest form of the private sense of 

a given particular ATAG, say B, consists in defining the mapping 

private-senseB: SB × {B} → IB 

and include this mapping into the functional description of this agent B which we 

will call a minimally conscious agent. So, we have a new type of agents, the type 

we will call MICONAG, functionally characterized as: 

MICONAG = (W, SMICONAG, A, IMICONAG, E, sensing, act-selection, acting, inner-

state, emotion, emotional-planning, attention, private-senseMICONAG) 

Note that the MICONAG type of agents definition refers to their ‘itselfs’ in some 

similar manner as it was in the case of the above mentioned recursive definition of 

the functions. However, the situation is much more complicated as in the case of 

simple recursive definitions because of the structure of any agent belonging into 

the class of the MICONAG consists not only in one mapping, but contains much 

more, and the ‘cross-references’ of functions which specifies the agent 

functionally, are very huge. Particularly, the (physical) environments of agents are 

usually noisy, dynamic, full of unpredictable changes, etc. and all these influence 

the behavior of agents situated in them. Because of that we may suppose that the 

not only the behavior of agents, but also the states of their consciousness do not be 

computable in the traditional sense of Turing-computability. 

Nevertheless, in the following sections we show a possibility how agents 

constructed from simple parts, e.g. according the simple architectural principle of 

subsuming, may produce – under some not unrealistic conditions – more than the 

traditional Turing machine can compute. 

5 Computational Analysis of the Privat Sense 

The above mentioned experimental robots have from our perspective one 

important common feature: At least in certain extent, their behavioral, 

representational, and decision making capacities are fundamentally based on the 
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abilities of the present day computers to execute more or less complicated 

computations. In the theoretical level, these computations might be reduced into 

the form of the theoretical abstraction of computational processes known as 

Turing-computation. The Turing machine programs, with respect of their 

computational power in the machines over-simplified environments of symbols on 

a tape, and a head going one step left or right and rewriting the symbols according 

simple instructions sequences, differs in some senses very significantly from the 

real agents (e.g. embodied robots) situated in dynamically changing (data or 

physical) environments, and interacting with these environments very massively in 

many different ways. However, there exists a largely accepted hypothesis in 

theoretical computer science – the already mentioned Church-Turing hypothesis – 

according which all what is intuitively in certain sense computable (so, 

transformable from certain inputs into certain outputs according precisely defined 

and exactly executed sequences of rules – according computer programs) is 

computable by a Turing machine. 

Especially interactions are very appealing for re-consideration of the form of 

‘computation’ performed by such agents, and for drawing perhaps new boundaries 

between what we consider as computable and what as non-computable4. In present 

day theoretical computer science there are efforts to demonstrate that the notion of 

computation might be enlarged beyond the traditional boundaries of the Turing-

computability5. In (Burgin, Klinger, 2004) is proposed to call algorithms and 

automata that are more powerful than Turing machines as super-recursive, and 

computations that cannot be realized or simulated by Turing machines as hyper-

computations. 

To have the private sense as sketched in the previous section means – 

metaphorically speaking – to have an ability of a given agent AG to consider itself 

as another agent identical with AG, and to consider this type of ‘schizophrenia’ in 

the work of other functions which characterize the agent AG. This type of 

recursion is too complicated for expressing it in the frame of the traditional 

paradigm of one-processor computation. It requires at least some suitable 

framework for dealing with behaviors that appear thanks to interrelations between 

individually autonomous entities (agents). 

The appearing situation insinuates the framework of considering a conscious agent 

as a system consisting in more then one agent, so in a form of a multi-agent 

systems. Might be that the phenomenon of consciousness emerges6 from 

                                                           
4
  Cf. (Wegner, 1997). 

5
  For more details on the effort, see e.g. (Eberbach, Wegner, 2003) or the monothematic 

issue of the Theoretical Computer Science 317, No. 1-3 (2004) 1-269. 
6  Whether the nature of consciousness is emergent or not, it is an actual question not of 

the present day cognitive science only, but also of the philosophy of mind. Freeman 

(2001) and Holland (2003) provides the overview of different opinions present in both 

of the fields. 
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interactions of such virtual agents representing of ourselves and from 

representations of other agents in our individual minds. The function private sense 

mentioned in the previous section is perhaps also an emerging product of 

interactions of several other functions. Inspired by Fodor’s view (Fodor, 1983) we 

may suppose a conscious agent as structured into certain simpler ‘modules’ or – 

inspired by views of M. Minsky (Minsky, 1986) – formed as a society of simpler, 

unconscious and massively interacting ‘agents’. Perhaps the conscious behavior of 

such an agent might be then described as a phenomenon, which emerges – in the 

sense proposed in (Holland, 1998)7 – from interactions of traditionally computable 

behaviors of simpler constituting parts of it, and has the form of a hyper-

computation. Let us try to demonstrate in the next section how it is possible to 

proceed in this way. 

In the following Section we will try to connect the above mentioned 

computational problems of conscious agents with one particular formal – in 

certain extent rule-based – model of hyper-computations, and illustrate that from 

simple, massively interacting components may emerge the hyper-computational 

power if relatively slightly imaginable influences of real physical environments of 

agents are in some way taken into consideration. 

6 Increasing Computational Power 

In this Section we will illustrate that there exists at least one rigorous formal 

model of agents with components producing a rule-governed Turing-computable 

behaviors each, but producing – considered as a whole – a behavior which does 

not be generated traditionally by any Turing-equivalent generative device, so 

which requires the generative power of hyper-computation. We will consider in 

this role the so-called eco-grammar systems. First, we introduce in a few words 

this model, presented originally in (Csuhaj-Varjú et al., 1997). 

An eco-grammar system (or an EG system for short) consists of several abstract, 

formally specified autonomous entities called components. Components are 

described by strings of symbols (with the capability to developing according 

precisely defined so called Lindenmayer-type, or L- rules) acting on their inner 

environment, by pure rewriting of symbols in this string-like outer environment 

using precisely defined rules applied sequentially. The outer environment 

                                                           
7  In (Holland, 1998, pp. 121-122) emergence is explained as ‘... about all a product of 

coupled, context-dependent interactions. Technically these interactions, and the 

resulting system, are nonlinear: The behavior of the overall system cannot be obtained 

by summing the behaviors of its constituent parts... However, we can reduce the 

behavior of the whole to the lawful behavior of its parts, if we take nonlinear 

interactions into account’ (emphasized by J. H. Holland). 
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described by a string of symbols may also develop according to a set of L-rules. 

The rules used by each component for development depend on the state of its 

inner environment, and on the state of its outer environment. The rules used for 

acting in the environment depend on the state of the components. 

More formally – according (Csuhaj-Varjú et al., 1997) – an eco-grammar system 

Σ consists, roughly speaking, of 

- a finite alphabet V, 

- a fixed number (say n) of components evolving according sets of rules P1, P2, 

..., Pn applied in a parallel way as it is usual in L-systems (Rozenberg, 

Salomaa, 1980), and of 

- an environment of the form of a finite string over V (the states of the 

environment are described by strings of symbols wE, the initial one by w0 ). 

- the functions φ and ψ which define the influence of the environment and the 

influence of other components, respectively, to the components (these 

functions will be supposed in the following as playing no roles, and will not be 

considered in the model of eco-grammar systems as treated in this article). 

The rules of components depend, in general, on the state (on the just existing form 

of the string) of the environment. The particular components act in the commonly 

shared environment by sets of sequential rewriting rules R1, R2, ..., Rn. The 

environment itself evolves according a set PE of rewriting rules applied in parallel 

as in L systems.8 

The evolution rules of the environment are independent on components’ states and 

of the state of the environment itself. The components’ actions have priority over 

the evolution rules of the environment. In a given time unit, exactly those symbols 

of the environment that are not affected by the action of any agent are rewritten. 

In the EG-systems we assume the existence of the so-called universal clock that 

marks time units, the same for all components and for the environment, and 

according to which the evolution of the components and of the environment is 

considered. 

In (Csuhaj-Varjú, Kelemenová, 1998) a special variant of EG-systems have been 

proposed in which components are grouped into subsets of the set of all 

components – into the so-called teams – with fixed number of members. The idea 

was to express in the model the embodiment (the technical side) of components in 

certain computationally tractable form. Especially in this case through limitation 

of activities of components by some physical constrains, for instance. 

In (Wätjen, 2003) a variant of EG-systems without internal states of components 

is studied. The fixed number of members proposed in (Csuhaj-Varjú, 

                                                           
8
  So, the triplet (V, PE , wE) is (and works as) a Lindenmayer-system. 
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Kelemenová, 1998) is, however, replaced by a dynamically changing number of 

components in teams. 

As the mechanism of reconfiguration, a function, say f, is defined on the set N of 

integers with values in the set {0, 1, 2, …,n} (where n is the number of 

components in the corresponding EG-system) in order to define the number of 

components in teams. For the i-th step of the work of the given EG-system, the 

function f relates a number f(i)∈ {0, 1, 2, … n}. The subset of the set of all 

components of thus EG-system of the cardinality f(i) is then selected for executing 

the next derivation step of the EG system working with Wätjen-type teams. 

Wätjen (2003) proved, roughly speaking, that there exist EG-systems such that if f 

is (in the traditional sense) non-recursive function, then the corresponding EG-

system generates a non-recursive (in fact a super-recursive) language. 

Whether or not has the computational power of EG systems received in the above 

described way really emerges from the recursive computations of suitable 

configurations of its components we may test using the test of emergence 

proposed in (Ronald et al., 1999). The tries offers an operant definition of 

emergence (esp. for phenomena appearing in the experiments of Artificial Life, 

but we consider its validity also for the study of agents and multi-agent systems). 

The requirements putted onto systems in which the emergence of some 

phenomenon appears are the following (Roland et al., 1999): 

Design. The designer designs the systems by describing local interactions between 

components in a language L1. 

Observations. The observer describes global behaviors of the running system 

using a language L2. 

Surprise. The language of design L1 and the language of observation L2 are 

distinct, and the causal link between the elementary interactions programmed in L1 

and the observations observed in L2 is non-obvious. 

The emergent nature of the behavior (language) generated by the above described 

EG system is clear, because of the components of the given EG system generate 

recursive languages each, the local interactions of the components are given only 

and, surprisingly the whole system generates a non-recursive language (behavior). 

From the technical point of view some surprising properties of components – e.g. 

their consciousness – may emerge from their simple parts and from interactions of 

these parts instead of being implemented in certain clever way into the systems. 

This idea may be supported not only by some theoretical considerations (or 

speculations) but also by the feeling of those who construct more or less 

intelligent robots. To illustrate that we quote R. Brooks again: Thought and 

consciousness will not need to be programmed in. They will emerge (Brooks, 

1999, p. 185). 
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7 Embodiment and Hyper-Computation 

The above-sketched Wätjen’s results might be interpreted in the context proposed 

in this contribution for characterization of agents as a proof of the following 

statement: 

An agent considered as a multi-agent system in the meaning as used in the theory 

of eco-grammar systems where the changing number of sub-agents which in a 

given moment actively participate in the generation of the behavior of the whole 

system 

- might be described as consisting of rule-governed parts (modules or simpler 

agents) with abilities to perform traditional Turing-type computations, and 

- is able to produce a behavior beyond the limits of traditional computability 

which seems to be necessary for appearing of the phenomenon of the agent’s 

consciousness. 

One among the most important achievement during the development of Artificial 

Intelligence (AI) was the discovery of the methodologically new possibility how 

to test our hypotheses on how (some of) the intellectual processes run. The history 

of AI is full of different hypotheses on how to ‘automate’ processes like general 

problem solving, theorem proving, natural language understanding and 

communication, diagnostics, image processing and recognition, scene analysis, 

etc. in order to obtain working computer-based systems performing these tasks at 

the similar (or at better) qualitative level as (specially trained) human beings 

perform them. In all these cases 

(1) a working hypothesis is produced first – in the majority of the cases it is based 

on author’s own introspection, then 

(2) the formulated hypothesis is implemented (often using a suitable programming 

language that might be developed for such purposes), and 

(3) the developed system of programs (the implemented version of the hypothesis) 

is then tested on real (or more or less similar to the real ones) data. 

To proceed according such methodological guidance seems to us as something 

natural. It might be because intellectually we feel prepared for contemplations 

about our own intellectual capacities. 

The situation is completely different in the cases when the agents (intended to be 

intelligent in certain sense, e.g. cognitive robots) are situated and execute tasks in 

real physical environments. In such a case the systems are faced with physically 

grounded ontologies of objects with real physical properties that exist and act in 

real time scales. Very hard problems appearing in such situations in the traditional 

AI were pointed out first from very different positions and with very different 

conclusions by M. Minsky, cf. e.g. (1986), and R. Brooks, cf. e.g. (1999). 
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Brooks in his concept of the novel AI emphasizes the principal role of systems 

reactivity, which is necessary for their low-level rationality, while Minsky 

emphasizes the principle of decentralization and organization of simplest units 

(agents) into more complex ones (agencies) and presupposes that an agency may 

play the role of an agent in a more complex agency. Both of these positions might 

be – according to our conviction – combined into one unified approach. The main 

idea consists in two basic steps: 

(1) to emphasize the role of as direct as possible interaction of the cognitive 

systems with their environments at least at the lowest level of sensing and 

acting, and 

(2) to exploit the power of organization and of the emergence in highest levels 

in order to receive more complex behaviors. 

Both of the above mentioned steps lead us to realize the principal difference 

between implementation of our ideas on how cognitive processes run in natural 

systems and how they may run in artificial ones, into more or less traditional but 

in certain sense rigid computers usually equipped with suitable input-output 

devices which isolate them form their environments by providing data from it for 

them, and between embodiment of our ideas into artificially created agents. 

Realize now that our physically embodied and working in real physical 

environments agents are constructed form physically engineered and constructed 

(it means functionally not completely reliable) parts like sensors providing signals 

for them, units for processing signals and perhaps compute the decisions, actuators 

for making changes in their environments, and situated and working continuously 

in real, dynamic, and noisy environments. Realizing that the example and the 

theoretical result proved on the mathematically sound model of agents shown in 

the previous Section illustrate the possible influence of different physical (so, 

related with the ‘body’ of agents) states of components of agents into their 

computational properties. 

Supposing a technically relatively acceptable situation – very well known for all 

those who do experiments with real embodied robots, for instance – that the 

components of robots are unreliable in certain level, we may interpret the 

Wätjen’s model of EG systems as an acceptable model of agents with very simple 

architecture (reflected in very simple communication between parts forming a 

whole agent) and having a hyper-computational power. This computational power 

is perhaps the necessary force, which pushes agents from the traditional Turing-

computable behaviors toward their consciousness. 

Conclusions 

Concluding the above notes and positions we state the following: It seems to be 

realistic that he deep philosophical and ethical question ‘To have conscious agents 

or not?’ is reducible to the much more technical question ‘To have much more 

complicated robots as we have now, or not?’ We have demonstrated in a rather 
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formal way that the consciousness of agents may emerge as R. Brooks has 

supposed that. 
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Abstract: H2 and H∞ controllers minimise the H2 or the H∞ norm of a suitable loop transfer 

function involving the plant to control and some weighing transfer functions chosen to fulfil 

performance specifications. In this paper this type of controllers is developed for the case 

when the plant and / or the weighing transfer functions are of fractional (commensurate) 

order. Since no analytical results similar to those existing for the integer case have been 

found, a genetic algorithm is used to minimise the desired norm. An application to 

temperature control is used to illustrate the method. 

Keywords: H2 and H∞ controllers, fractional plants, genetic algorithms, temperature 

control 

1 Introduction 

Over the last decades, a technique for devising controllers has been developed that 

consists essentially in minimising the H2 or the H∞ norm of the control loop. These 

two norms have simple interpretations: to put it plainly, the H2 norm reflects how 

much a dynamic system amplifies – or attenuates – its input over all frequencies, 

and the H∞ norm reflects how much a dynamic system amplifies – or attenuates – 

its input at the frequency at which the amplification is maximal. This control 

technique may be applied to both SISO (single-input, single-output) and MIMO 

(multiple-input, multiple-output) plants, and its results achieve a remarkable 

robustness (Lublin et al., 1996; Doyle et al., 1989). 

The usual method for developing this sort of controllers is based upon a state-

space representation of the plant. It cannot, unfortunately, be applied to plants of 

fractional order – that is to say, to plants that have a dynamic behaviour 

corresponding to differential equations involving fractional derivatives. State-

space representations for such plants do exist (Malti et al., 2003), but, since they 

involve fractional derivatives of the states, the algorithms developed for integer-

order plants (those with a dynamic behaviour corresponding to differential 
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equations involving usual, integer-order derivatives only) cannot be directly 

transposed to fractional-order plants. 

In this paper this problem is addressed by using a numerical minimisation method 

to perform the minimisation of the H2 or the H∞ norm when the plant is of 

fractional order. The following sections cover the following issues. Section 2 

briefly summarizes a few results from the theory of fractional calculus. Section 3 

summarizes algorithms for reckoning the H2 norm of a plant. Section 4 

summarizes algorithms for reckoning the H∞ norm of a plant. Section 5 describes 

the control loop usually employed together with H2 and H∞ controllers. Section 6 

describes algorithms to minimise an appropriate norm of that control loop. Section 

7 documents an example of application of this control strategy to a fractional order 

plant. The paper closes with some conclusions. 

2 Fractional Order Systems 

Fractional calculus is a generalisation of ordinary calculus. Its main idea is to 

develop a functional operator D, associated to an order ν (not restricted to integer 

numbers), that generalises the usual notions of derivatives (for a positive ν) and 

integrals (for a negative ν). There are several alternative definitions of operator D; 

the one addressed here is due to the works of Grünwald and Letnikoff. It 

generalises the usual definition of derivative: 

( ) ( ) ( )def

0
lim
h

f x f x h
Df x

h→

− −
=  (1) 

It is easily proved by mathematical induction that higher order derivatives are 

given by 
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D f x n
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`  (2) 

The gamma function, defined as 
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∫

∏

\

\ ]  (3) 

has the convenient property of generalising the factorial to all real numbers (with 

the exception of negative integers, for which it is not defined), since 
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( )1 !,n n nΓ + = ∈`  (4) 

and this property may be used to generalise combinations for non-natural numbers 

as follows: 

( )
( ) ( )

def 1

1 1
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b b a b

Γ +⎛ ⎞
=⎜ ⎟ Γ + Γ − +⎝ ⎠

 (5) 

As a consequence, (2) gives the same result as 
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1 1 !
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And expression (6) may be generalised for non-natural differentiation orders as 

follows: 

( )
( ) ( )
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D f x
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Two things should be taken into account. First, the upper limit of the summation m 

has to be taken up to infinity because, since ν need not be integer, terms will not 

be zero from some value of k on. Second, when ν is a negative integer, the result 

should be an integration, and it would be good to know which integration indexes 

result from using this definition. This question is easy to answer for 1ν = − ; we 

will have 
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Now this is the Riemann definition of integral ( )1

c xD f x−  if ( )h x c m= − . So, for 

orders other than –1, we will have 
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 (10) 
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This is the Grünwald-Letnikoff definition of fractional derivative. Notice that 

when ν is a non-integer positive number operator D still needs integration limits; 

in other words, D is a local operator only when ν is a natural number (the case of 

usual derivatives). Thorough expositions of the theory of fractional calculus may 

be found in (Miller and Ross, 1993; Podlubny, 1999; Samko et al., 1993). 

The Laplace transform of D follows rules similar to those for integer derivatives 

and integrals: 

( ) ( )0 xD f x s F sν ν⎡ ⎤ =⎣ ⎦L  (11) 

Zero initial conditions being assumed, systems with a dynamic behaviour 

described by differential equations involving fractional derivatives give rise to 

transfer functions with fractional powers of s. 

«Fractional» calculus and «fractional» order systems are the usual names though ν 

may assume irrational values as well – definition (10) handles both cases without 

distinction. In practice all orders are known with limited precision and all orders 

may indeed be assumed rational. Fractional transfer functions G(s) dealt with 

become far more manageable if there is a Q verifying 

( ) 1

1

,

n
k Q

k

k

m
k Q

k

k

a s

G s Q

b s

=

=

= ∈
∑

∑
` . (12) 

Such fractional transfer functions are called commensurate. The rational 

commensurate order is 1/Q. All transfer functions addressed hereafter are assumed 

to be like (12). Such transfer functions may be used to model several physical 

systems in different areas, such as heat transfer, diffusion, behaviour of 

viscoelastic materials, electrical circuits, and many more (Podlubny, 1999, pp. 

243-308). 

3 The H2 Norm 

The H2 norm of a transfer function matrix G is defined as 

( ) ( )
2

1
tr

2

T
G G j G j dω ω ω

π
+∞

−∞

⎡ ⎤= ⎢ ⎥⎣ ⎦∫ . (13) 

Now let A be a matrix with m lines and n columns. Then the product 
T

AA  is a 

square matrix with m lines and m columns. Its elements are given by 
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1 1

n n
T T

ik ik jk
kjij k k= =
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Elements in the main diagonal are given by 
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From the definition of trace, we get 

2

1 1

tr
m n

T

ij

i j= =

⎡ ⎤ =⎣ ⎦ ∑∑AA A  (16) 

The result above means that, for a MIMO system with n lines and m columns, 

2

2 2
1 1

n m

ij

j i

G G
= =

= ∑∑ . (17) 

So the problem of finding the H2 norm is reduced to SISO systems. 

3.1 Integer Plants 

Let G be an integer order system given by the state-space representation 

x x u

y x u

= +
= +

A B

C D

�
 (18) 

Then its H2 norm may be found solving one of the equations (Lublin et al., 1996, 

p. 636) 

T T

C C+ + =AL L A BB 0  (19) 

T T

O O+ + =A L L A C C 0  (20) 

for LC (the controllability gramian matrix) or LO (the observability gramian 

matrix). (These two linear matrix equations belong to a class of equations known 

as Riccatti type equations.) Then 

( )
2

tr T

C=G CL C  (21) 
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( )
2

tr T

C=G B L B  (22) 

3.2 Fractional Plants 

No results similar to (21) or (22) have been found for fractional systems, but the 

norm may be found as follows (Malti et al., 2003). Let 1 / Q be the commensurate 

order of the system, and 

( )q Q
p q Q

p Q q

= ⎫⎪⇒ + =⎬
= − ⎪⎭

C
 (23) 

1 1Q Q Qx x d Qx dxω ω ω −= ⇔ = ⇒ =  (24) 

Since the complex conjugate may be obtained changing the sign of the imaginary 

part, we will have 
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2 0

1 QG Qx G jx G jx dx
π

+∞ −= −∫  (25) 

Let A and B be the polynomials in the numerator and denominator of product 

( ) ( ) ( )
( )

A x
G jx G jx

B x
− =  (26) 

Notice that the imaginary unit j has been considered as part of polynomials A and 

B. If we now let 

( )
( )

( )
( )

( ) ( )deg deg

0

q q A B

k

k

k

x A x R x
a x

B x B x

+ −

=

= + ∑  (27) 

(where deg(P) represents the degree of polynomial P), then (25) becomes 
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Three cases are to be distinguished when reckoning (28). 

3.2.1 Case ( ) ( )deg deg 0q A B+ − >  

In this case the summation in (28) is not identically zero. Its integral will be 

( ) ( ) ( ) ( )deg deg deg deg

1

0
0 0 0

q A B q A B

k p k pk
k

k k

a
a x dx x

k p

+∞+ − + −
+∞ + − +
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⎡ ⎤
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∑ ∑∫  (29) 



Acta Polytechnica Hungarica Vol. 3, No. 4, 2006 

 – 61 –

and since k is 1 or higher and p is positive, 

2

k p

x
x G+

=+∞
= +∞⇒ = ∞  (30) 

3.2.2 Case ( ) ( )deg deg 0 0q A B p+ − ≤ ∧ ≠  

In this case let ( )B x  have b different poles, 1 2, , bs s s… , and let km  be the 

multiplicity of pole ks . Then we may perform a partial fraction expansion of 
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B x x s= =

=
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(Recall that a pole of multiplicity m will appear m times in the expansion.) Then 

(28) becomes 
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This becomes (Gradshteyn and Ryzhik, 1980, p. 285) 
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 (33) 

3.2.3 Case ( ) ( )deg deg 0 0q A B p+ − ≤ ∧ =  

In this case the integration rule quoted above cannot be applied, so an alternative 

expansion is carried out. Let 1s  be one of the poles of (31), arbitrarily chosen. 

(Actually it would be better to choose the one minimising numerical errors, but it 

is difficult to know beforehand which one does.) Then we may write 

( )
( ) ( )( ) ( )

1

,

2 1 21

k
q mb b

k nk

n
k k nk k

dx A x c

B x x s x s x s

−

= = =

= +
+ + +

∑ ∑∑  (34) 

Notice that poles with multiplicity 1 do not appear in the second summation. After 

some straightforward calculus, expression (28) becomes 
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3.3 Summing up 

The algorithm for finding the H2 norm of G may be summed up as follows: 

▪ If G is of integer order (Q = 1), then apply (19) and (21) or (20) and (22). 

▪ If G is of fractional order (Q ≠ 1), then: 

▪ If G is MIMO, find the H2 norm of its components and then apply (17). 

▪ If G is SISO, then: 

▪ If ( ) ( )deg deg 0q A B+ − > , the norm is ∞. 

▪ If ( ) ( )deg deg 0q A B+ − ≤ , then: 

▪ If p ≠ 0, apply (33). 

▪ If p = 0, apply (35). 

It should be noticed that, even though several different formulas are to be applied 

depending on the value of Q, the norm is a continuous function thereof. 

4 The H∞ Norm 

The H∞ norm of a transfer function matrix G is defined as 

( )sup maxG G j
ω

σ ω
∞
= ⎡ ⎤⎣ ⎦  (36) 

where ( )σ A  represents the set of singular values of matrix A. (This set has a finite 

number of values, and thus has a maximum; on the other hand, the set resulting of 
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sweeping all frequencies may have no maximum, but only a supreme value.) If G 

is SISO, (36) becomes simply 

( )sup maxG G j
ω

ω
∞
= . (37) 

This norm may be found by direct evaluation at several frequencies. Frequencies 

clearly above or below all the frequencies of poles and zeros need not be searched. 

The result is, of course, equal to or below the exact result – it can never be above. 

5 The Control Paradigm 

Roughly speaking, the idea of H2 and H∞ controllers is to minimise (at least over a 

certain range of frequencies we are interested in) one of those norms, ensuring that 

the input is never amplified to such an extent that instability will arise. It is usual 

to include judiciously chosen shaping transfer functions in the control loop so that 

control efforts be exerted at those frequencies desired by the control designer. 

Should the weights be adequately chosen, it is possible to find, by minimising one 

of the two norms, a control-loop that is stable and robust to plant variations. These 

are expected to cause a worse performance but not instability. (The above is of 

course an oversimplified description; see for instance Lublin et al. (1996) or 

Doyle et al. (1989) for details.) 

H2 and H∞ controllers make use of the control structures of the block diagrams in 

Figure 1, where K is the controller, A, B, C and D are the matrixes of the state 

space representation of G, and L models how noise affects the states (or the 

inputs, should L = B). Vector w collects all inputs (references, noise, 

disturbances…) save the control actions u. Vector z collects all variables showing 

the performance of the control system, namely outputs and control actions (whose 

magnitude may have to be limited). Weights W1 to W4 may be transfer functions, 

and usually are. They let the control designer shape the result by telling the loop in 

what frequencies control actions, outputs, etc., have to be large or small. 

The above interconnections give rise to this transfer function 

1 3 1 1 3 2 2 1

2 4 1 1 4 2 2

z W W W W w

z W W W W w

⎡ ⎤ ⎡ ⎤ ⎡ ⎤
=⎢ ⎥ ⎢ ⎥ ⎢ ⎥

⎣ ⎦ ⎣ ⎦ ⎣ ⎦

SG SG K

KSG KS
 (38) 

( ) 1

1 s
−= −G C I A L  (39) 

( ) 1

2 s
−= −G C I A B  (40) 

( ) 1

2

−= −S I G K  (41) 
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It is a norm of this matrix transfer function that we want to minimise. 
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where P is given by 

C

A

u

W
2

L

W
1

B

w
2

w
1

z
2

y

W
4

z
1

W
3

1

s

w
3

(reference)

 

Figure 1 

Block diagrams for H2 and H∞ controllers 

6 Finding Controllers 

For integer order plants it is possible to find a controller minimising either the H2 

or the H∞ norm of a suitable loop transfer function by analytical means (Lublin et 

al., 1996; Doyle et al., 1989). Unfortunately no such relations have yet been found 

for fractional-order plants; those for integer-order plants are derived from 

mathematical formulations for the norms very different from the formulations 

available for the fractional case. But it is possible to use numerical methods to 

minimise such norms. (Petras and Hypiusova (2002) also suggest a numerical 

multicriteria optimisation method for the H∞ case.) Among all possible 

optimisation algorithms, genetic algorithms have been used in this paper. 

Genetic algorithms are an optimisation method that emulates the evolutionary 

principle of the survival of the fittest. This is because several possible solutions for 

our minimisation problem are handled simultaneously, as though each were an 

individual of a population; each iteration attempts to discard the poorest solutions 
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and to improve the best already found. See for instance Jang (1997) for more 

details; the description of the particular genetic algorithm used, given below in 

section 7.1, also helps to make out how the optimisation is performed. 

Genetic algorithms were chosen for they ensure reasonable results for nearly all 

minimisation problems. Other methods may perform better in particular cases, but 

knowing in advance which ones might is guesswork. On the other hand, genetic 

algorithms have fairly good results in almost all cases (Silva et al., 2005). 

7 Example 

Let 

( )
1.26

1

39.69 0.598
G s

s
=

+
. (42) 

This transfer function describes a thermal system heated by an electrical radiator 

(the input being a voltage) with the temperature measured by a pyrometer (the 

output being a voltage too) (Vinagre et al., 2001). 

The parameters of (42) have been identified by numerically fitting its step 

response to experimental values. So there are no reasons why the much more 

tractable commensurate (Q = 4) transfer function 

( )
5 4

1

39.69 0.598
G s

s
=

+
 (43) 

should not be used instead, its step and frequency responses being 

indistinguishable from those of (42). Suppose that we model (white, 0.01 V2 

intensity) noise as affecting both input (L = B in Fig. 1) and output. We want the 

output to remain unchanged in spite of noise, with the transfer function from w1 to 

z1 smaller than -6 dB over all frequencies and the (not weighted) transfer function 

from w2 to z1 decaying significantly (say, at -40 dB/decade at least) for high 

frequencies (say, above 1 rad/s, given the nature of the plant). The transfer 

functions mentioned are those without weights, SG1 and SG2K. 

After some trial and error, the following weights have been selected: 
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These weights are fractional-order transfer functions, but integer-order weights 

might have been used instead. For this particular problem, fractional-order weights 

allowed attaining the control objectives more easily, but this is not always 

necessarily so. Integer-order weights have the additional advantage of having 

frequency responses easier to obtain. Furthermore, even though in this particular 

case a single set of weights sufficed for both the H2 and the H∞ controllers, this is 

not always necessarily so: different weights might have been necessary. 

7.1 Algorithm 

The algorithm to find a controller was as follows: 

▪ A population with fifty individuals is created. Each individual is a transfer 

function matrix with a dimension compatible with the dimensions of the plant (in 

this case, controllers are SISO). The orders of the numerators and the 

denominators are those of the plant or the ones immediately above or below. 

Parameters are stored as real numbers. 

▪ The H2 or H∞ norm of the matrix transfer function in (38) is evaluated for all 

individuals (in this case, this is a 2×2 matrix). The smaller the norm, the fitter the 

individual is. 

▪ A new population is created with 90% of the size of the original one. Individuals 

are selected for this group according to their fitness. These will be the parents in 

the next step. 

▪ The parents are recombined and replaced by their offspring. In other words, 

parents are matched in pairs; each pair is replaced by two new individuals, called 

the offspring; the parameters of each of the offspring are randomly chosen from 

those of its parents. 

▪ The offspring undergo a mutation. In other words, some of their parameters, 

randomly chosen, are changed by addition of random values. The mutation 

probability is such that the average number of mutated parameters per individual 

is 0.5. 

▪ These mutated descendents replace the less fit individuals in the original 

population. The resulting population is used for a new iteration, beginning with 

the evaluation of the norms, as explained in the second step above. 

▪ Iterations stop after a certain maximum number of iterations (500 in this case) or 

after a certain maximum number of iterations without improvement in the results 

(in this case 50 for the H2 norm and 30 for the H∞ norm; this last value was 

smaller because calculations were slower). 

The Genetic Algorithm Toolbox for Matlab (Chipperfield et al., 1994) was used to 

implement this algorithm. 
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Figure 2 

Bode diagram of SG1 for H2 controller (45) 
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Figure 3 

Bode diagram of SG2K for H2 controller (45) 
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Figure 4 

Singular values of loop transfer function (38) for H2 controller (45) 
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7.2 Results 

The following H2 controller was found, with a norm of (38) equal to 1.7905: 

( )
5 4 3 4 1 2 1 4

5.704

10 10 9.999 9.422 5.399
K s

s s s s
=

+ + + + −
 (45) 

The relevant Bode and singular value plots are found in Figure 2, Figure 3 and Figure 

4. 

The following H∞ controller was found, resulting in a norm of (38) equal to 

6.7115: 

( )
5 4 3 4 1 2 1 4

7.448

9.383 8.642 2.316 9.227 4.736
K s

s s s s s
=

+ + − + −
 (46) 

The relevant Bode and singular value plots are found in Figure 5, Figure 6 and Figure 

7. 

7.3 Discussion 

For both controllers, the magnitude of SG1 is always below -6 dB (actually its 

maximum is -6.05 dB for the H2 controller and -7.13 dB for the H∞ controller). 

SG2K decays with -45 dB/decade with both controllers. This means the objectives 

were attained in both cases. This is also shown by simulations of the resulting 

control loops. Changes in plant parameters are also handled by the resulting 

controllers. 

Other values for weights W1 to W4 allow obtaining different results and shaping 

the loop in other ways. Thus it would be possible to cope with different 

performance specifications. 
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Figure 5 

Bode diagram of SG1 for H∞ controller (46) 
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Figure 6 

Bode diagram of SG2K for H∞ controller (46) 
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Figure 7 

Singular values of loop transfer function (38) for H∞ controller (46) 

Two important questions arise from the use of a numerical minimisation method. 

The first is the time needed to reach a solution. For the H2 case of the problem 

above, this means about 1 minute and 38 seconds of computation per iteration are 

needed (in a Pentium IV @ 2.53 GHz); for the H∞ case, this may mean up to about 

2 minutes and 50 seconds per iteration (in the same machine), but depends on how 

close is the mesh of frequencies used to estimate the norm. These are bearable 

values, though faster results would, of course, be desirable. 

Still concerning this point, it is worth noticing that an increase in the dimension of 

(38) reflects very heavily on the computational effort needed. Dimensions above 4 

often prevent the numerical algorithm from reaching a solution. 

The second question concerns how far the optimisation went when it stops. The 

best validation possible is to use the algorithm for integer plants, for which there is 

an analytical solution available, and then compare both results. This was tried for 

several cases, and the numerical method always got very close to the analytical 

result. Assuming the same to happen with the fractional case, it seems that further 

possible reductions in norms are not very relevant. 
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Conclusion 

In this paper the task of finding H2 and H∞ controllers for fractional plants was 

successfully addressed. This involves finding the norms of transfer function 

matrixes. A numerical optimisation method (a genetic algorithm) was used, given 

the absence of known analytical methods. 

The drawbacks of this way of dealing with the problem are long simulation times 

(with the magnitude of hours) and the impossibility of knowing for sure how far 

the optimisation went. Thus, and beyond checking the validity of these results, the 

future work in this area consists in looking for analytic methods of developing 

these controllers. 
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Abstract: An SME is able to cope with the global challenge if it realizes reliable, balanced 

and high-standard operation in its business. There are some management and 

organizational methods increasing the competitiveness of SME. Controlling as a 

management tool and management function as well as a factor affecting competitiveness 

came more into focus. Outsourcing of activities not belonging to the main profile of the 

enterprise seems natural for most SME-s. Family business as the driving motor of the 

business can bear bigger loads than SME of similar sizes but not organized around a 

family. 
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1 Introduction 

The challenge of the 21st century for SME-s is global competitiveness. This means 

that customers need to be provided with constant and reliable products and 

services of a recognized quality, while the market environment is characterized by 

global competition. 

An SME is able to cope with the global challenge if it realizes reliable, balanced 

and high-standard operation in its business. 

The Institute for Organisation and Management of the Budapest Tech where an 

SME research and development team is operating – in co-operation with other 

research institutes in Hungary and abroad – puts great emphasis on investigating 

the role of controlling in increasing the competitiveness of businesses. 

One of the surveys of BT SME research group, currently in progress, analyses 

competitiveness, focusing on EU membership and a new competitive environment 

created by globalisation. 

The operational and organisational conditions of competitiveness are manifold and 

involve each specialist area as well as management and direction itself. 
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SME research was started in 1994 at the Budapest Tech (BT). In 1993 at a 

summer university forum held at the University of Economics (WU) in Vienna 

and at a consequent international conference attention of the participants from 

reform countries was drawn to the increasing importance of the SME-s in 

developed European countries. At the same time an international research program 

called MER (‘Management, Entwicklung, Razvoj’) was launched at the Maribor 

University in Slovenia, namely under the guidance of Prof. Dr. Janko Belak and 

with the effective cooperation of Prof. Dr. Josef Mugler from Vienna. In addition 

to Austria, Switzerland, and Germany almost all of the reform countries were 

represented in the program. On behalf of the Bánki Donát Polytechnic, the legal 

predecessor of BT, a still existing Organization and Management Institute (SZVI) 

was the one to take part from the beginning in the researches and the MER 

cooperation. 

At the beginning of the 90’s our experiences gained in the neighbouring countries 

and domestically confirmed our view that great emphasis needs to be placed on 

SME research and development. Therefore SZVI included enterprises, and within 

this SME research in its program of education development and research [3]. 

The SZVI research program features the following activities and results [4]: 

Establishment and introduction into education of a new subject 

Literature review 

SME counselling 

Surveys done about SME-s 

In the framework of the SME research conducted at Budapest Tech we launched a 

survey of SME in 2002-2003, focusing on the main characteristics of family 

businesses (FB), as well as their position and prospects in Hungary. Based on the 

theory and technical literature available in 2002, in 2003 we analysed 200, and in 

2004 further 200 businesses in practice, the majority of which were family 

businesses. This report summarises the research results of the last three years. 

The former theoretical and research projects contained in publications confirmed 

also, by the analysis of approximately 800 family businesses, our intention to 

continue researching the position of the family businesses analysing their 

development options. 

The survey described below did not target at agriculture, or family farms operating 

in agriculture; it covered the other sectors of the economy. 
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2 Research Method 

There were several methods applied during the SME researches and 

developments. Our selection from among the possible methods was greatly 

influenced by the fact that we had no or only rather scarce external financial 

resources available to us. The test sample was determined and picked also 

accordingly. In this respect, however, there was a favourable condition serving us: 

both the number of students and their circle of acquaintances cover the whole 

country. Accordingly, the enterprises selected and inspected by them cover – at 

least in a geographical sense – the whole country. 

We have used our resources so far to apply the following research methods [6]: 

Interviews and studies by students 

Personal experiences gained by counsellors 

Quick test disclosing the application of organisation and management 

methods 

There were also several surveys were conducted in the subject of SME-s. While 

education was running, students were included in the program by receiving 

interim practical tasks in connection with the theme of SME-s. Such were for 

instance: 

Launch of SME-s 

Business planning for SME-s 

Investigation of SME life lines 

Investigation of family businesses 

Since almost 400 students were studying ‘Business Set-Up’ in the past years, thus 

the number of SME case studies were available to us to carry out research thereon. 

Approximately 100 SME-s have completed the questionnaire (quick test) 

sufficiently for the research too. 

We involved students in their last year, participating in the enterprise management 

course, to visit SME-s, acquaintance or local community relations or at random 

selection. 

The students conducting the survey came from almost all parts of the country, 

from small and large settlements. Thus, in our opinion, the enterprises found and 

analysed by them represent the Hungarian average well among the SME-s. 

A case study was prepared on each business on the basis the criteria indicated 

above. The institute’s research group later analysed this case study. The analysis 

was made with the method of individual interpretation and evaluation, with 

occasional supplementary information, and not with a mathematical statistical 

method. Thus the most important factor in evaluating phenomena and tendencies 

behind figures was finding the stress, and highlighting the essential information. 
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SME counselling began in 1994 when the German RKW 

(Rationalisierungskuratorium der Deutschen Wirtschaft) came to Hungary. Three 

members of the present research group of our Institute took part jointly in RKW’s 

programs, and we carried out SME counselling all over the country for years. 

Considerable experiences were gained with such counselling and related at 

different domestic and international forums. 

This report provides a synthesis of the results obtained with various research 

methods to date. Of the factors of competitiveness, we would like to highlight 

controlling, as we analyse its implementation opportunities in the SME sector, 

primarily among small enterprises. 

3 Analised Factors Influencing the Competitiveness 

The factors influencing competitiveness of SME-s can be divided into two groups, 

into external and internal factors. 

External factors: Internal factors: 

Employment Marketing 

Productivity Innovation 

Capital supply opportunities Productivity 

Globalisation Knowledge-based development 

EU Capital supply 

Business relations Management, organisation, structure 

Alliances Cost-efficiency 

Networks Compliance 

Table 1 

Influencing factors of competitiveness 

Measuring competitiveness is the most difficult task. A few values, indicators, or 

characteristic features that can be quantified and accessible, or are not quantifiable 

or accessible at all, or are difficult to quantify or access, have to be identified at 

corporate level. These measuring points are the following: 

Revenues, Export, Profit, Market share, Productivity, 

Technical standard, Corporate value, good-will, Image, 

Customer satisfaction, ‘Value’ of the product, service 

The structure, aspects and factors of the analysis of globalisation and 

competitiveness outlined in this study represent an initial phase of a longer 

research programme, focusing clearly of SME-s and specifically small enterprises. 
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4 Competitiveness of SME in Hungary 

On the basis of the surveys, SME-s compete in the following areas: 

 Retail trade, 

 Repair, assembly and personal services for the population, 

 Real estate brokerage, real estate trade, 

 Restaurants, catering, 

 Intellectual property (consultation, software development), 

 Travel arrangements, holidays, 

 Agricultural farmer activities (plant cultivation, animal breeding). 

The composition of enterprises participating in the surveys more or less reflects 

the composition according to activity. 

According to Hungarian statistics, most of the SME-s are operating in the 

commercial and service sectors. 

It is an important factor that currently we do not analyse agricultural SME-s. 

4.1 Experiences of Application of Certain Management and 
Organisation Methods 

Without trying to be fully comprehensive, we analysed the following areas: 

 Planning, 

 Marketing, 

 Quality assurance, 

 Organisational methods, 

 Controlling. 

Planning was analysed at strategic and business (annual) planning levels. We 

concluded that of the surveyed SME-s 37% had a written strategic plan and 46% 

had written business plan. 

In terms of the strategic plan, this proportion is acceptable, but the written form of 

the business plan shows a very low figure. Among the analysed SME-s, strategic 

thinking was not missing, but they did not consider that it was important to put it 

into a written form. A bigger insufficiency is the lack of registration of short-term 

business planning. It cannot always be explained with the uncertainty of planning, 

much more with the lack of professional business planning skills and 

underestimating of the importance of planning. 
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The presence of planning in some separately analysed enterprises confirmed our 

belief that a written strategy and business plan are both very useful for an 

enterprise, irrespective of which SME segment it operates. 

In terms of marketing, 40% of the enterprises have an individual or organisation 

who and which fulfil the marketing function. Of the remaining 60%, 18% plan to 

create and operate a marketing group or organisation in the near future. 

This proportion also indicates that SME-s consider marketing, i.e. management of 

market activities, very important. However, in terms of their future plans, the 18% 

enhancement indicates rather reserved development ideas. 

The focus on marketing activities is explained with the direct use of market 

activities, aimed primarily at advertising activities and sales incentives. 

In the area of quality management, very few enterprises, only 15%, have an ISO 

certified quality assurance system. 

On the other hand, the future image is promising: of the other 85%, more than 

one-third, i.e. in total 30% plan to introduce an ISO quality assurance system in 

the future. The introduction of a quality management system is mainly motivated 

by their intentions to become a supplier or act as a supplier, it is more rarely 

considered part of a separate market image. 

In terms of the application of various organisation methods, we have limited 

information. The analyses covered only a few special methods selected at random. 

Although the BPR method is not completely unknown among SME-s, only a small 

proportion (approximately 10%) have applied it, or are willing to reorganise their 

business processes. 

Regular and continuous development of operation is an ordinary and right method 

for the majority of enterprises (approximately two-thirds). The Kaizen method 

with similar contents as a definition is almost completely unknown though. 

Outsourcing of activities not belonging to the main profile of the enterprise seems 

natural for most SME-s. However, this does not mean that outsourcing is a fully 

comprehensive deliberate activity. It rather means that entrepreneurs manage their 

external resource requirements on the basis of the principles of needs and there is 

no plan for how to outsource their activities. The controlling function is present in 

20% of the analysed enterprises, but it does not mean that 20% of the enterprises 

have created a controller's function, or a controlling organisation. Of the 

remaining 80%, only 11% plan to establish the controlling function in their 

enterprise in the near future. 
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4.2 Outsourcing 

Outsourcing of activities not belonging to the core activities is the result of natural 

distribution of work among SME-s. It is a general practice that an SME does not 

conduct the following activities in its own organisation but uses them as an 

external service: 

 Legal representation, Legal consultation, 

 Accounting, Tax consultation, Business and financial consultation, 

 Market research, survey, Training, further training, 

Compilation of loan applications and other applications. 

Outsourcing of these activities is not a deliberate activity, but a kind of feature of 

SME-s. They cannot economically create and operate capacities that would be 

specialised for such activities within their organisation. 

Naturally, various resources are also outsourced in the material processes, which 

represent ‘real’ outsourcing in this context, but for the purpose of this survey, 

these relations are not very important. 

The quality and reliability of activities outsourced for competitiveness are very 

important. Let us just imagine new environmental conditions involving global 

competition, such as 

 A tender for raising funds, 

 International law, accounting and tax regulations, 

 New capital investment and loan opportunities, 

 Joining supplier systems. 

The outsourced activities are also different from each other that they contain some 

regular and irregular occasional activities. For example, accounting is typically an 

outsourced continuous activity, while taking loans or legal representation take 

place occasionally. 

A key factor of the competitiveness of the Hungarian SME sector is cost-

efficiency and productivity. The controlling system has already proved to be 

useful in the development of cost-efficiency in the entire world, and it has become 

a widely used useful and indispensable tool of the management of large 

companies. 

There is also a theoretical possibility to outsource the controlling function, but 

according to our experiences to date, SME-s do not use this opportunity very 

often. Regular consultation, relating, for example, to accounting and business 

consultation services, would be ideal to encourage the manager of an enterprise to 

use controlling tools. Another possible solution is the adoption of a complex 

enterprise system, containing also the right management methods and tools. Such 
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a system is a franchise system, for example. Below, we shall review the 

controlling and franchise situation and their mutual opportunities in terms of 

improving the competitiveness of SME-s. 

4.3 Controlling in SME-s 

One of the factors of competitiveness is cost-efficiency, which is required for real 

processes, as well as planning and controlling of costs. 

Controlling as management tools fulfils the following main functions [2]: 

 Planning, 

 Measurement, 

 Comparison, 

 Evaluation. 

These functions form a regularly repeated closed system, considered a sub-system 

of management, and discussed as a management function on its own in the 

technical literature. 

In the controlling system, cost controlling is very important, which is suitable to 

increase cost-efficiency and thus, competitiveness. 

Empirical studies and theoretical and literary researches have proved that 

controlling contains planning, coordination and control functions. Empirical signs 

indicate that it also plays a role in management. Development from an economic 

operation model to the management model indicates that controlling, an 

integrating management function, develops towards a new model. 

On the basis of the results of empirical researches, the theoretical approach can be 

assumed. Thus controlling is: 

strictly and mainly practice-based, 

dominated by profit-orientation concerning its objectives, 

has an economic operation approach, 

its theoretical basis originates from economic operation, too, 

and its main functions are coordination and an information system. 

As it was indicated above, the controlling function is present in 20% of the 

analysed enterprises. However, it does not mean that these enterprises have 

created a separate controller's position, or controlling organisation. 

A closer study of individual cases has indicated that the manager of an enterprise 

requires regular generation and availability of information relating to the 

controlling area. Most often the information is generated by the accountant or 
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business consultant of the enterprise, and the controlling report, i.e. the inclusion 

of the information in a system and its interpretation – is also prepared with 

external assistance. It happens very rarely that the entrepreneur's own 

administration prepares the information and the controlling report is prepared by a 

competent expert – controller –  or the manager himself. 

Controlling is a professionally demanding function, involving an expenditure, the 

yield of which is not always seen directly by the entrepreneur. This explains that 

of the 80% of SME-s without a controlling function, only 11% plans to implement 

a controlling function in their enterprise within the near future. 

At the same time, the personal interviews have also revealed that the managers of 

such enterprises consider themselves rather cost-sensitive and economic persons, 

who do everything to increase cost-efficiency. 

Such a low level of the presence of the controlling function among the SME-s, can 

be explained best with the fact that the qualifications of the managers of the 

analysed enterprises (a sample of 400 companies) show a rather varying picture. 

30% of the managers have diploma, 42% have a secondary qualification. 

Assuming that each SME manager with a diploma knows exactly what controlling 

is and intends to apply it too, the proportion of existing and planned controlling 

functions is close to 30%. Although attempts for cost-efficiency can be expected 

from managers with secondary or lower qualifications and it can actually be 

observed, but the solution, i.e. application of a controlling system or function does 

not even occur to them without the relevant knowledge or information. 

Thus, the presence of a need does not point to controlling, but to an economic 

system that somehow contains both the controlling function and system. 

4.4 Appearance of Franchise and its Potential Role in 
Increasing Competitiveness 

Franchise is widely used in the entire world, and it has been introduced to 

Hungary recently, too. Franchise is a type of enterprise based on close 

cooperation, in the framework of which the franchiser, i.e. the owner of the system 

provides a complex system, established on professional and trading 

considerations, and successfully tested in the market environment, with a full 

scope of training, use of a brand name and continuous control and assistance to the 

franchisee, who operates the system in his own enterprise at his own profit and 

risk, according to the requirements of the franchiser, on the agreed area and for the 

agreed period, in exchange for a fee [7]. 

However, there are several definitions of the franchise concept. In America, the 

business aspects are highlighted most, but there are other ideas, too, that underline 

support and assistance in terms of franchise. The German literature looks at 

franchise mainly in terms of organisation. 
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A business franchise can be characterised best by saying that in this framework 

the franchiser does not only provide the use of a product service or trade market to 

the franchisee, but also makes available the strategic, marketing, quality control, 

accounting and other business information required for the successful operation of 

the whole enterprise to the franchisee. 

The majority of the franchise system operating in Hungary are in the trade and 

service sectors, which is the sector containing most SME-s. Disclosed elements of 

the franchise contracts also indicate that in many cases the low amount of start-up 

capital clearly encourages SME-s to use already tested franchise ideas in their 

enterprise instead of implementing their own individual ideas. 

In order to increase competitiveness, cost efficiency and be successful, the 

franchise contract should be extended to the management functions as widely as 

possible. This means the expansion of rights and obligations of the franchiser in 

this context. 

Primarily, planning, accounting, control and feedback functions require a lot of 

attention, as these are the weak points of the Hungarian SME-s. 

A controlling system required and practiced by a franchiser could also help 

franchisees, having little information in the area of controlling to use a modern 

and effective tool for such purposes. This solution could also mean the extension 

of controlling, i.e. controlling outsourcing. 

5. Competitiveness Speciality of FB in Hungary 

In accordance with the Hungarian technical literature, the FB criteria are the 

following [1]: 

At least two people of the family participate in the business 

either in the owner’s position, and/or 

with an involvement in the management of the business, and/or 

with an involvement in the daily operation of the business. 

It was possible to evaluate in total 378 SME-s, of which 322 SME-s satisfied the 

criteria of FB. This ratio corresponds to 85.2%. 

The quantified results of the analysis are contained in Table 2 [5]. 

The figures indicate the following phenomena: 

Most FB-s were founded in the first half of the 1990s, and these days they mostly 

operate as unlimited partnerships or limited liability companies (83%), in almost 

equal proportions. Almost all enterprises were established for an indefinite period 
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(98%) and, since with a few exceptions they are still active, it indicates more 

thorough preparations. We have found FB-s among the businesses that operated 

well, and have survived several generations too. 

Points of views FB % 

before 1990 43 13 

1990-95 139 43 

1996-2001 122 38 

Date of FB establishment 

2002- 18 6 

service 147 45 

trade 108 34 

Scope of activities 

industrial prod. and sale 67 21 

own 108 34 

family 207 64 

Origin of the FB property 

external resources 7 2 

family 570 92 Owners of FB 

external 50 8 

family 634 92 Managers of FB 

external 57 8 

family 370 21 Employees 

external 1411 79 

stable  193 60 

uses credit to develop 48 15 

FB viability 

unstable 81 25 

out of date 212 66 

adequate 80 25 

Technical level  

up-to-date 30 9 

committed, purposeful 162 50 Owner’s motivations 

wishes to change 160 50 

degree 80 25 Owner’s qualification 

secondary qualification 180 55 

civil life (middle layer) 100 30 Imagined future for the family 

welfare, prosperity 222 70 

Table 2 

Results of the analysis of FB 

The origin of assets illustrates well the role of family business and economic 

organisations consisting of two or more members in the market. Nearly 70% of 

the analysed FB-s had assets originating from the family and several family 

members. Business were started from family capital, establishing business 

relations between brothers and sisters, parents and more distant relatives, in this 

order of frequency. Having analysed the scope of activity, we concluded that most 
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FB-s operated in services, followed by trade and the industrial sector. Almost all 

FB-s are managed by a family member or family members who is/are owners in 

the business. 

There are very few external individuals among the owners, representing only 8%. 

The composition of management is similar. 

There is not a lot of different in the number of employees of the FB-s between 

sectors. The fewest employees work in FB-s engaged in services. Each FB has 

economic staff management and employs the minimum number of staff required 

for their activities. According to the origin of employees, 21% have family 

relations and 79% are external employees. 

Looking at the number of FB-s and number of managers and employees, the 

average FB structure can be seen on Picture 1. 

Approximately 25% of owner-managers have a degree, 55% have secondary 

qualifications, and experts with a lot of practice are present only in FB-s 

established long time ago as managers. 

 

OWNER-MANAGER 

2 PERSONS 

FAMILY 

 

 

 

EMPLOYEE        EMPLOYEE           EMPLOYEE        EMPLOYEE        EMPLOYEE 

FAMILY               EXTERNAL           EXTERNAL        EXTERNAL         EXTERNAL 

Picture 1 

Structure of average Hungarian FB 

The majority of FB participants (approximately 80%) are aged between 30-55 

years. In these businesses the issue of succession occurs less frequently than in 

other FB-s established a long time ago, in which the owner is over 60 years of age 

or more. In this category, the owners would prefer to maintain the business within 

the company. In fact, family businesses where succession has occurred as an issue 

succession within the company would be preferred. 

Tendering is more frequently applied for selecting the management in recently 

founded FB-s, influenced by external owners, too. This step may also change the 

future of FB-s compared to FB-s where management remains in the hands of the 

family. 
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Approximately two thirds of the analysed businesses consider their economic 

position stable and outlooks positive. At the same time, only 50% of the owners 

are fully committed to their own business, the other half would like to make 

fundamental changes and intend to change the current operation and directions of 

the FB. 

In approximately two thirds of the FB-s, the technical standards, the applied 

instruments and procedures are out of date and obsolete, they are adequate in 

approximately 25%, and only 8-10% of FB-s could be considered up-to-date. 

Concerning economic stability and development, only 15% of FB-s use loans for 

development, 60% seem stable and 25% consider the position of their business 

unstable. 50% of the businesses cover their investment needs from their own 

families. 

The future vision of the family and business also involves a link to primarily 

financial welfare and wealth. This is the specific objective for 70%, and only 30% 

said that their intention was to provide a good life for their families. At the same 

time, it is perhaps not surprising that the interviewees were reluctant to talk about 

the financial position of their businesses or families. 

Concerning experiences, we should note that we have studied a few businesses 

that have covered the same path as known in the experience of Western countries 

as an FB tuning into a multinational enterprise sooner or later, or already 

operating as an international business. Studies of clearly successful exemplary 

businesses are analysed further, and we intend to use the research results in future 

research activities as well as education. 

Conclusions 

Certain management and organisation methods are successfully applied at SME-s. 

The presence of planning in some separately analysed enterprises confirmed our 

belief that a written strategy and business plan are both very useful for an 

enterprise, irrespective of which SME segment it operates. The focus on 

marketing activities is explained with the direct use of market activities, aimed 

primarily at advertising activities and sales incentives. The introduction of a 

quality management system is mainly motivated by their intentions to become a 

supplier or act as a supplier, it is more rarely considered part of a separate market 

image. 

Outsourcing of activities not belonging to the main profile of the enterprise seems 

natural for most SME-s. However, this does not mean that outsourcing is a fully 

comprehensive deliberate activity. It rather means that entrepreneurs manage their 

external resource requirements on the basis of the principles of needs and there is 

no plan for how to outsource their activities. 

A closer study of individual cases has indicated that the manager of an enterprise 

requires regular generation and availability of information relating to the 
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controlling area. Most often the information is generated by the accountant or 

business consultant of the enterprise, and the controlling report, i.e. the inclusion 

of the information in a system and its interpretation, is also prepared with external 

assistance. 

Family business are typically small and medium enterprises. Our statements 

relating to certain features of family businesses could be summarized as follows. 

The scope of activities of family businesses, in accordance with the SME sector’s 

nature, includes mainly services, trade, and to a smaller degree production and 

sales activities. 

Their capital adequacy, terms of and possibilities for receiving credit are very 

unfortunate, their technical level is lower than the average, and is not modern. 

Capital restrictions present serious difficulties to the development of family 

business and the increase of their compatibility, especially under the current 

economic conditions - considering stagnation, or a slow growth. With respect of 

the system of regulations and available supports, only agricultural family 

businesses enjoy slightly better conditions. 

It can be seen from the survey of human resources of family businesses that 

despite any unfortunate external conditions, family relationships and personal 

resources have rendered recently many family businesses into successful 

enterprises. This shows that the family as the driving motor of the business can 

bear bigger loads than SME of similar sizes but not organized around a family. 

This is the most important lesson of our researches so far. 

If our further studies confirm this phenomena then distinguished legal and 

financial treatment of family businesses may rightfully demanded of both the 

society and the economic management. 
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Abstract: The paper is focused especially on presenting possibilities of applying off-line 

trained artificial neural networks at creating the system inverse models that are used at 

designing control algorithm for non-linear dynamic system. The ability of cascade 

feedforward neural networks to model arbitrary non-linear functions and their inverses is 

exploited. This paper presents a quasi-inverse neural model, which works as a speed 

controller of an induction motor. The neural speed controller consists of two cascade 

feedforward neural networks subsystems. The first subsystem provides desired stator 

current components for control algorithm and the second subsystem provides 

corresponding voltage components for PWM converter. The availability of the proposed 

controller is verified through the MATLAB simulation. The effectiveness of the controller is 

demonstrated for different operating conditions of the drive system. 

Keywords: Artificial neural network, control methods, non-linear dynamic system, 

induction motor, speed control 

1 Introduction 

In recent years artificial neural networks (ANNs) have gained a wide attention in 
control applications. It is the ability of the artificial neural networks to model non-
linear systems that can be the most readily exploited in the synthesis of non-linear 
controllers. Artificial neural networks have been used to formulate a variety of 
control strategies [4], [5]. 

There are two basic design approaches: 

• Direct inverse control – it uses a neural inverse model of the process as 
a controller. 

• Indirect design – the controller uses a neural network to predict the 
process output. 
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Different structures of neural controllers for control of non-linear plants, 
especially induction motor drives have been presented [1]-[3], [7]-[9]. 

In this work we are concerned with design neural controller for induction motor 
control on principle of system inverse model. Part one of the paper is focused on 
explaining the method, while the following one demonstrates the design of the 
neural networks for purposes of control and the use in simulation studies for a 
squirrel-cage induction motor. 

2 The Inverse Model of a Dynamic System 

Although the system inverse model plays an important part in the theory of 
control, the attainment of its analytical form is pretty strenuous. Anticipating that a 
dynamic system can be described by the differential equation 

( ) ( ) ( ) ( ) ( )[ ]1mku,,ku,1nky,,kyf1ky +−+−=+ KK  (1) 

where the system output y(k+1) depends on the preceding n-output and m-input 
values, the system inverse model can be generally presented in the following form 

( ) ( )[ ( ) ( ) ( ) ( )]1mku,ku,1nky,,ky,1kr1fku +−+−+−= K  (2) 

Here y(k+1) is an unknown value, and hence can be substituted by the output 
quantity desired value r(k+1). The simplest way to arrive at a system inverse 
neural model is it to train the neural network to approximate the system inverse 
model. 

In real life, the most frequently used are two concepts of inverse neural model 
architecture: the ‘general training’ architecture (Fig. 1), and the ‘specialized 
training’ architecture (Fig. 2), respectively. 

If in the general training architecture, signal u is applied to the system input, signal 
y is obtained at the system output. The different between the incoming signal u 

and the neural model output uN is the error eN which can be utilized for network 
learning. 

 

Figure 1 

The ‘general training’ architecture 
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Figure 2 

The ‘specialized training’ architecture 

Contrary to the previous approach, it is error ec that is in the ‘specialized training’ 
architecture utilized for neural network training. Error ec is here obtained as the 
difference between the desired input signal r and the signal y that represents the 
actual system output. 

The former of the two methods brings several substantial disadvantages: 

The selection of varying output signal y values, specified for training of the 
network, cannot guarantee that the trained system output will fall exactly into 
those regions that are important for its successful utilization in controlling. 

If the controlled system happens to be multidimensional, the attained model that is 
represented by the inverse neural model may be incapable of imitating a real 
system. 

The above outlined drawbacks can be circumvented by the letter method – the 
‘specialized training’ architecture-that yields some advantages when compared 
with the former one: 

The method (Fig. 2) is intended directly for controlling, whereas the training 
signal is formed in dependence on the difference between the system desired and 
real outputs. 

In the case of multidimensional dynamic system, the real inverse model can 
closely simulate a real system. 

Multi-layer neural networks can be utilized when creating a system inverse neural 
model. The use of the MLP type static neural networks presents the simplest 
solution, however the representation of the system dynamic remains problematic 
with this neural model. The application of a MLP type neural network with time 
delaying of the input layer signals can present the solution for introducing the 
process dynamics into MLP type static neural network. The solution falls among 
the simplest ones, and the advantage of utilizing this network type rests with the 
opportunity of its training by traditional backpropagation algorithm for multi-layer 
networks. 
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3 Design of the Neural Controller 

The main requirement we have specified is maintaining the desired speed of the 
induction motor. Considered for the neural controller output were the voltage 
components that would present an action intervention for PWM modulation, 
which would eventually produce the stator voltage desired values from the mains 
voltage (rectified via using an uncontrolled rectifier). 

 

Figure 3 

The scheme of the neural controller 

Since the neural controller output in such a structure is not directly equal to 
voltage fed into the motor we have abandoned the idea to establish an accurate 
inverse model; considered for input quantity of the quasi-inverse neural model 
were rather the desired and at a time also real (measured) motor speed (Fig. 3). 
The design of the neural controller is based rightly on known values of these 
speeds. 

A typical technique for control synthesis purposes is based on using a description 
of the induction motor in rotating reference frames (x, y). The use of such rotating 
reference frames has the benefit of simplifying the model of the motor from the 
point of view of controller design. 

In this section design of the neural controller will be presented. The speed 
controller consists of two neural networks subsystems with backpropagation 
learning algorithm. The first subsystem (Fig. 4) of the controller serves for desired 
current components reconstruction and the second subsystem serves for 
corresponding voltage components reconstruction for PWM converter. These 
voltage components present action intervention for PWM modulation that would 
make up the desired stator voltage values from the mains voltage (rectified using 
an uncontrolled rectifier). The overall control structure is shown in Fig. 3. 
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Figure 4 

Concept of the neural controller 

3.1 Identification of Stator Currents 

The first subsystem ANN1 consists of two neural networks ANN1.1 and ANN1.2, 
according to equations (3). The networks are trained to approximate the time-
varying function of f 1 and f2 to give estimated one-step-ahead predicted stator 
current components: 

( ) ( ) ( )

( ) ( ) ( ) ⎥⎦
⎤

⎢⎣
⎡ −=

⎥⎦
⎤

⎢⎣
⎡ −=

w,1k*,k*2fk*
syi

w,1k*,k*1fk*
sxi

ωω

ωω
 (3) 

The inputs of the first neural subsystem ANN1 are values of desired angular 
speed, in k-th and (k-1)th step. The three layers feedforward neural network 
(FFNN) with one hidden layer has been elected, in first step, to approximate the 
non-linear function f. 

Further working showed that cascade feedforward neural networks (CFNN), 
which outputs a1(k)  from 1st and  a2(k) from 2nd  layer of a CFNN are given by: 

( ) ( )
( ) ( )( )2biaskwk1ajwIpurelink2a

1biasiwIsigtank1a

++=

+=
 (4) 

where I is input vector and w represents weights of the network, with one hidden 
layer reached the better approximation properties then FFNNs. 

The structure of the cascade network ANN1.1 is shown in Fig. 5. The structure of 
ANN1.2 is identical. 

The hidden layer of the cascade network contains twenty neurons with tansig 
nonlinear activation function. The neurons of the subsystem ANN1 outputs have 
linear activation function. 
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Figure 5 

The structure of the ANN1.1 

3.2 Rotor Speed Control 

Measured actual stator current (3) corrects desired value of stator current: 

( ) ( ) ( )kikiki s
*
ss −=Δ  (5) 

Resulting signal of the correction: 

( ) ( ) ( )ksik*
siksci Δ+=  (6) 

in k-th and (k-1)th steps and the desired speed value present inputs to the second 
ANN2, which generates appropriate voltage values for PWM converter: 

( ) ( ) ( ) ⎥⎦
⎤

⎢⎣
⎡ −=+ w,*,1ksci,kscig1ksu ω  (7) 

The cascade feedforward neural network is used for g approximation, too. The 
relation (7) determines the number of inputs of ANN2. Twenty hidden neurons in 
one hidden layer of the neural subsystem employ the hyperbolic tangent function. 
The structure of the ANN2 is shown in Fig. 6. 

The ANN’s may be trained on-line or off-line. In the case of the off-line training, 
one requires the input-output characteristics of the system. Training patterns for 
speed controller were obtained by numerical simulations of the induction motor 
model with help of MATLAB-Simulink. In simulations the nominal data of a 3kW 
induction motor were used. All the networks are trained off-line in order to 
minimise the control performance. The backpropagation training algorithm with 
Levenberg-Marquardt´s modification was used for the training modes. 
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Figure 6 

The structure of the ANN2 

4 Simulation Results 

Presented in this section will be the results obtained in MATLAB environment for 
given connection of the control diagram shown in Fig. 3, where the designed 
neural controller was implemented. The testing of the neural controller was 
performed on the induction motor with the following parameters: 

U = 220 V/50 Hz, IN = 6.9A, PN = 3 kW, nN = 1420 RPM, 

 R1 = 1.81 Ω, R2 = 1.91 Ω, L1σ = L2σ = 0.00885 H, 

Lh = 0.184H, pp = 2, TN   = 20.17 Nm, JN = 0.1 kgm2. 

The neural speed controller was trained in the wide range of speed and load torque 
changes. Then the trained controller was tested for speed reference signal different 
than used in the training procedures. These testing signals together with results of 
simulations are presented in Figs. 7 and 8. Fig. 7 shows speed response waveforms 
in a case of speed variation. The command speed is 120, -30, 20 and 50 rad/sec, 
respectively. Fig. 8 shows speed response waveforms in a case of load variation. 
The command speed is 100 rad/sec, that is increased from zero speed and the 
100% rated load is applied at 1sec and 150% rated torque is applied at 2 sec. 
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Figure 7 

Drive system response under a variable speed reference and actual motor speed 

 

Figure 8 

Speed response under load changes 

Conclusion 

In this paper, an off-line neural network controller for induction motor drives was 
presented. The design of neural controller is based on sensor information 
pertaining to angular speed and stator current of the induction motor. The neural 
controller consists of two cascade feedforward neural networks subsystems. 

First subsystem of the neural controller serves for desired current components 
reconstruction and the second subsystem serves for corresponding voltage 
components reconstruction for PWM converter. 
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Cascade feedforward neural networks are used for all functions approximations. 
Used with these networks was learning by use of Levenberg-Marquardt algorithm. 
Training samples for the speed controller were attained via simulation of an 
induction motor model in MATLAB-Simulink environment. Simulation results 
using MATLAB verify the effectiveness of proposed controller. 
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JN - moment of inertia 

pp - pairs of poles 

ω - angular speed 

nN - motor speed 
* - desired value 

R1, R2 - stator and rotor resistances 

L1, L2 - stator and rotor inductance 

Lh - mutual inductance 

[i1x i1y] - x , y components of stator current 

[ux uy] -  x , y components of stator voltage 

I – input vector 

w – synaptic weight 

ANN - artificial neural networks 

FFNN - feedforward neural network 

CFNN - cascade feedforward neural network 
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Abstract: The Tensor Product (TP) model transformation is a recently proposed technique 

for transforming given Linear Parameter Varying (LPV) state-space models into polytopic 

model form, namely, to parameter varying convex combination of Linear Time Invariant 

(LTI) systems. The main advantage of the TP model transformation is that it is executable 

in a few minutes and the Linear Matrix Inequality (LMI)-based control design frameworks 

can immediately be applied to the resulting polytopc models to yield controllers with 

tractable and guaranteed performance. Various applications of the TP model 

transformation-based design were studied via academic complex and benchmark problems, 

but no real experimental environment-based study was published. Thus, the main objective 

of this paper is to study how the TP model transformation performs in a real world problem 

and control setup. The laboratory concept for TP model-based controller design, 

simulation and real time running on an electromechanical system is presented. 

Development system for TP model-based controller with one hardware/software platform 

and target system with real-time hardware/ software support are connected in the unique 

system. Proposed system is based on microprocessor of personal computer (PC) for 

simulation and software development as well as for real-time control. Control algorithm, 

designed and simulated in MATLAB/SIMULINK environment, use graphically oriented 

software interface for real-time code generation. Some specific conflicting industrial tasks 

in real industrial crane application, such as fast load positioning control and load swing 

angle minimization, are considered and compared with other controller types. 

Keywords: Parallel Distributed Compensation, Linear matrix inequalities, TP model 

transformation, Single Pendulum Gantry (SPG), position control, swing angle control 

1 Introduction 

The main contribution of this paper is that it investigates the performance of the 
TP model transformation-based control design in a real experimental setup, and 
evaluates and compares the results. The study is conducted through the example of 
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a translational electromechanical system, the Single Pendulum Gantry (SPG), an 
educational testbed of University of Zagreb. We derive three different controllers. 
One is based on a classical linearization and pole placement technique. It 
approximates the given model by one LTI system and derives one feedback gain. 
The second and the third ones are based on the TP model, that is the nonlinear 
combination of LTI models. The second design is very similar to the first one, but 
determines feedback gains by pole-placement to all LTI component of the model. 
Finally the control value is given by nonlinear combination of the feedback gains. 
The third one also generates one feedback gains to each LTI system, but the gain 
are oprimised by linear matrix inequalities instead of pole-placement. The 
performance of the three controllers are compared on the reail system. 

The TP model representation belongs to the class of polytopic models. The TP 
model represents the Linear Parameter Varying state-space models by the 
parameter varying combination of Linear Time Invariant (LPV) models. The TP 
model transformation was proposed as a uniform and automatic way to transform 
given LPV models to TP model form [4, 5]. The TP model transformation was 
soon introduced as the Higher Order Singular Value Decomposition (HOSVD) of 
Linear Parameter Varying (LPV) state-space models, and the result of the TP 
model transformation was defined as the HOSVD-based canonical form of LPV 
models [20, 21]. Further, the TP model transformation offers options to satisfy 
various convexity constrains on the type of the resulting parameter varying 
combination. For instance, the Linear Matrix Inequality-based control designs [1, 
2, 3], under the Parallel Distributed Compensation framework [6], can 
immediately be executed on the resulting polytopic model if the parameter varying 
combination defines a convex combination. Furthermore, if it is, for instance, 
define tight convex hull then the feasibility of the LMI-based design is 
significantly relaxed. The TP model transformation is capable of generating 
various types of convex parameter combinations for the resulting polytopic model 
automatically [10, 13, 14, 16]. 

The TP model transformation was applied in non-linear complex and benchmark 
problems for controller and observer design [8, 9, 16, 18]. The approximation 
properties of the TP model form were examined in papers [11, 12]. Tradeoff 
property of the TP model transformation was studied in [11]. Further 
computational improvement of the TP model transfromation is presented in [19, 
20, 21, 22]. 

The practical advantage of the TP model transformation-based control design 
framework is that it can be uniformly and automatically executed on a regular 
computer without human interaction. Recently, the TP transformation is applied 
for sliding surface sector design of a variable structure system to reduce the 
chattering, which is the main problem of sliding mode control [15]. 

The paper is organized as follows: Section II discuses the theoretical background 
of TP model transformation-based control design. Section III introduces the 
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laboratory development system. Section IV describes mathematical model of the 
experimental set up. Section V explains the basic steps of the controller design. 
Section VI presents the experimental results and Section VII concludes this paper. 

2 Tensor Product Model Transformation-based 

Control Design Methology 

2.1 Definition of the TP Model Form of LPV Models 

Consider the following linear parameter-varying state-space model: 

⎟⎟
⎠
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tu

tx
tpS

ty

tx
 (1) 

with input u(t), output y(t) and state vector x(t). The system matrix S(p(t)) ∈ ROxI 

is a parameter-varying object, where p(t) ∈ Ω is time varying N-dimensional pa-
rameter vector, and is an element of the closed hypercube Ω = 
[a1;b1]×[a2;b2]×…×[aN;bN] ⊂ RN. p(t) can also include the elements of the state-
vector x(t), therefore (1) is considered in the class of nonlinear dynamic state-
space models. 

Definition 1 Finite element TP model: The S(p(t)) of (1) is given for any parame-

ter p(t) as the convex combination of LTI system matrices S also called vertex sys-
tems: 
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where row vector wn(pn) ∈ RIn  n = 1,…,N contains one variable weighting func-

tions )..1(),(, nnnin Iipw
n

= . Function [ ]1,0))((, ∈tpw
nin  is the in-th weighting func-

tion defined on the n-th dimension of Ω, and pn(t) is the n-th element of vector 

p(t). In < ∞  denotes the number of the weighting functions used in the n-th dimen-

sion of Ω. Note that the dimensions of Ω are respectively assigned to the elements 

of the parameter vector p(t). The (N+2)-dimensional coefficient tensor 
IOIII NRS

××××⋅⋅⋅×∈ 21  is constructed from LTI vertex systems IO

iii R
N

×∈...21
S . 

For tensor notation we refer to [23] 

Definition 2 Convex finite element TP model: Assume that we have the explicit 

function (2) of a TP model. If the weighting functions satisfy that: 
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1)(:,
1

, =∀ ∑
=

nI

i

ninn pwpn   (3) 

then (2) becomes a convex combination, namely, the LTI systems 
Nii ,...,1

S  form a 

convex hull of the given LPV model. 

2.2 The Main Steps of the TP Model Transformation 

The TP model transformation starts with (1) and results in the convex finite ele-
ment TP model form (2) with (3). Main steps of the Tensor-Product Model Trans-
formation is shown in Fig. 1. First the transformation space is defined by Ω which 
the parameter vector p ∈ Ω varies in. Then the parameter varying system matrix is 
discretised in Ω. This means the computation of system matrix S(g) over the grid 
points g of a hyper rectangular grid net defined in Ω. The second step extracts the 
singular value-based orthonorm structure of the system, namely, this step deter-
mines the minimal number the LTI systems in orthonorm position according to the 
ordering of the singular values and defines the orthonorm discretised weighting 
functions of the searched polytopic model. The second part of this step is capable 
of modifying the LTI systems and the discretised weighting functions, in order to 
satisfy further conditions for the weighting functions. For instance, this step can 
ensure the convexity of the weighting functions (3). The third step determines the 
continuous weighting functions from the discretised ones.  If the given LPV model 
has no TP structure, then the resulting TP model is an approximation of the given 
LPV model. The approximation accuracy can be controlled by the TP model trans-
formation. 

2.3 TP Model Transformation-based Control 

The structure of the control design is shown in Fig. 1. The LMI-based control de-
sign theorems under the PDC framework can immediately be executed on the fi-
nite element convex TP model. The multi-objective control performance can be 
expressed in terms of LMIs. For instance, various LMI theorems are proposed in 
[6] for different conditions. We also can find a number of further and relaxed 
theorems in the related literature. LMI theorems are also proposed for obsrever 
design as well. 

In conclusion, we can substitute the LTI systems of the resulting TP model into 
LMIs selected according to the desired control performances. The solution of 
these LMIs determines one LTI feedback gain F to each LTI system. Computing 
the feedback gains over the same weighting functions by tensor product gives the 
control value as: 

)())(()(
1

ttpt nn

N

n
xwu

=
⊗−= F  (4) 
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Figure 1 

Main steps of Tensor Product Model Transformation-based Control Design 

This can always be given in the typical polytopic form where the same feedback 
gains are applied, but with linear indexing and the tensor product of the one vari-
able weighting functions are given as multi variable weighting functions with the 
same indexing: 

)t())t(()t(
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 (5) 

3 Concept of the Development System 

The development system is realized in the frame of mechatronics laboratory (Fac-
ulty of Electrical Engineering and Computing, University of Zagreb, Croatia). It is 
based on the different electromechanical modules, which can be controlled, ana-
lyzed and optimized from a personal computer, Fig. 2. 

Instead of a separate target microcontroller for the controlling task (each electro-
mechanical module), proposed solution is based on the microprocessor of the per-
sonal computer and advanced software tools. The testbed consists of specific elec-
tromechanical plant (mechanical subsystem) controlled by PC. The user applica-
tion is modeled, simulated, programmed and run on the PC. The communication 
with electromechanical plant is provided by a data acquisition card (DAC) 
mounted in PCI slot of a personal computer and terminal board. The terminal 
board covers a broad range of input and output signals allowing interfacing to a 
variety of devices via analogue and digital signals as well as quadrature encoders. 
Communication between the computer and the electromechanical plant is fast 
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enough to ensure real time controlling of the system. This solution is based on the 
Windows operating system which is not real-time environment and because of 
that, specific and optimized software tools have to be used. 

Systems ‘hardware chain’ consists of a personal computer (PC), data acquisition 
board (DAC), terminal board, and power supply with amplifier unit (UPM) and 
different electromechanical plants, Fig. 3. There are no strong demands on PC, it 
should be Pentium class processor or better (the faster the better), 16 MB RAM 
minimum, with Windows 95/98/Me/NT/2000/XP. Terminal unit is connected to 
DAC board supplied with 16 differential 14 bit analogue inputs, 4 analogue 12 bit 
outputs, 6 optical encoder inputs, 48 programmable digital inputs. Universal 
power module (UPM) with +/-15V, 3A has amplifier for electromechanical plant's 
actuators (DC motors). Electromechanical plants are modular in construction, each 
one has module with rotational or translational output, [24, 25]. This is according 
to the possibility of industrial translational and rotational crane models investiga-
tions. Rotational module is equipped with DC motor with planetary gearbox, in-
cremental encoder as a speed feedback, load antibacklash gearbox and additional 
mass for experiments with variable inertia load. In rotational experiments with 
pendulum, incremental encoder for pendulum angle measurement is added. 

Planar translational module (Single Pendulum Gantry, SPG) consists from a cart 
moving on the horizontal track and suspended pendulum. There is DC motor on 
the cart (the same as for rotational module) with planetary gearbox and two in-
cremental encoders for cart position feedback and pendulum angle measurement. 
These two modules are core of practically all mechatronic experiments, aimed for 
TP model transformation-based controller developing, as well as for other control-
ler types investigation. 

 
Figure 2 

Development system based on different PC controlled electromechanical models 
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Figure 3 

Structure block diagram of development system 

with different electromechanical models

Other modules are coupled 
with basic rotational and 
translational accessories 
(pendulums, arms, gears, 
etc.) forming different type 
of experiments. It is 
possible to run close to 
twenty different 
experiments with different 
levels of difficulty. Some 
of them are: 

• Position and speed 
control with rotational 
and translational 
electromechanical plants 

• Ball and beam 
experiment with 
balancing the ball on the 
beam 

• Antipendulum control in 
rotational and 
translational moving 
(SISO and MIMO 
experiments) 

• MIMO experiments with 
2D gantry and 2D robot 
inverted pendulum 

• Self erected inverted 
pendulum in rotational 
and translational moving 
(only SISO experiments) 

 

The system software core is WinCon, real-time Windows 2000/XP application, 
[26]. It allows running code generated from a Simulink diagram in real-time on 
the same PC (also known as local PC) or on a remote PC. There is no need to 
write code by hand. Before a Simulink model may be run in real-time, it is needed 
first to generate the real-time code in Real-Time Workshop (RTW). Changes are 
as easy as modifying the Simulink diagram. Data from the real-time running code 
may be plotted on-line in WinCon scopes and model parameters may be changed 
on the fly through WinCon control panels as well as Simulink. The automatically 
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generated real-time code constitutes a stand-alone controller (i.e. independent 
from Simulink) and can be saved in WinCon projects together with its correspond-
ing user-configured scopes and control panels. 

4 TP Model-based Controller Design to the Single 

Pendulum Gantry 

The Single Pendulum Gantry system, shortly described in prior section, is used for 
experiment verification of the TP model transformation-based position and load 
swing angle controller, Fig. 4a. It is also used for education and research purposes 
in Laboratory of Mechatronics at University of Zagreb. It is an experimental test-
bed, and the goal is to design, compare and evaluate several controller approaches, 
[17]. 

4.1 Equation of Motion of the Single Pendulum Gantry 

Let us consider the stabilization problem as shown in Figure 4b. Only a brief dis-
cussion is presented here, for detailed description, please, refer to [17]. Letting 

 a) b) 

Figure 4 

SPG photo in mechatronics laboratory a), and schematics of the model b) 
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linear parameter-varying state-space form is: 
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The parameters of the experimental system are given in Table I. 
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TABLE I 

PARAMETERS OF THE SPG SYSTEM 

 
Description   Parameter   Value   Units 

Equivalent viscoust   Beq    5.4   N ms/rad 
damping coefficien 
Viscous damping  Bp   0.0024   N ms/rad 
coefficient 
Planetary gearbox efficiency ηg    1   — 
Motor efficiency   ηm    1  — 
Gravitational constant of earth  g    9.81   m/s2 
Pendulum moment of inertia  Ip    0.0078838  kg m2 
Rotor moment of inertia  Jm    3.9001e-007  kg m2 
Planetary gearbox gear ratio  Kg    3.71   — 
Back electro-motive force Km    0.0076776  Vs 
constant 
Motor torque constant  Kt    0.007683  Nm/A 
Pendulum length from  lp    0.3302   m 
pivot to COG 
Lumped mass of the   Mc     1.0731   kg 
cart system 
Pendulum mass   Mp    0.23   kg 
Motor armature resistance  Rm    2.6   Ω 
Motor pinion radius   rm p    0.00635   m 

4.2 TP Model Representations of the Single Pendulum Gantry 

Observe that the nonlinearity is caused by state values )(3 tx  and ( )tx4 . The op-

eration range of the pendulum’s tip is limited to ±25deg for safety reasons, and the 
angular acceleration for the motor is maximum 0.7 rad/s. For the TP model trans-
formation we define the transformation space as [ ]8.0,8.0

180

27
,

180

27
W −×⎥⎦

⎤
⎢⎣
⎡−

= ππ  (note that 

these intervals can be arbitrarily defined). Let the density of the sampling grid be 

137137 × . The sampling results in s

ji ,A  and s

ji ,B , where i, j = 1…137. Then we 

construct the matrix ( )s

ji

s

ji

s

ji ,,, BAS = , and after that the tensor 54137137 ×××∈ RS
s  

from s

ji ,S . If we execute HOSVD on the first two dimensions of s
S  then we find 

that the rank of s
S  on the first two dimensions are 7 and 2 respectively. The sin-

gular values are as follows in the dimension x3: S1,1 = 1609.4, s1,2 = 206.72, s1,3 = 
12.604, s1,4 = 10.719, s1,5 = 2.3109, s1,6 = 0.14075, s1,7 = 0.001854, and in the di-
mension x4: s2,1 = 1622.7, s2,2 = 10.965. This means that the SPG system can be 
exactly given as convex combination of 1427 =×  linear vertex models (the L2 
numerical error of the TP model transformation for exact model is less than 10-12). 
The TP model transformation describes SPG system as: 

( ) ( )( )∑
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1
43, uxxxwp rrr BAS  (7) 
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As in most cases it is to expensive in computational sense to work with 14 LTI 
models, and in real world situations the actuators accuracy is much worth than the 
modeling accuracy, it is possible to reduce the model. If we only keep the four 
biggest singular values in dimension x3 and keep the two singular values in dimen-
sion x4, the system can be reduced to 8 LTI models. The theoretical maximum L2 
approximation error is the sum of the discarded singular values s1,5 +s1,6 +s1,7 = 
2.4535. However by checking the actual L2 error for 10000 test points, an average 
maximal error of 0.080307 is received. Thus, the system can be reduced to a sys-
tem of half the complexity while it is still accurate enough for real world experi-
ments. The resulting basis functions are depicted in Figure 5. 

 
Figure 5 

Weighting functions of the TP model 

The LTI system matrices of the TP model are: 
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5 Controller Design 

We compare the control performances to various different alternative solutions. 

5.1 Conventional Controller based on Pole Placement 

CONTROLLER 1: A linearized model is selected for the conventional state 
feedback control design as 
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The poles of the closed loop linearized system (8) with state feedback are selected 
in the following way 
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The state feedback control is 

,xu F−=     ( )2321088160 −=F . (10) 

5.2 Derivation of TP-based Controllers 

In the present case the controller (5) has the following form: 
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Two methods are presented to define the feedback gains Fr for the eight systems. 

CONTROLLER 2: The feedback gains Fr are selected separately for the all sys-
tems to place closed loop system poles to (9). 

CONTROLLER 3: We design here a controller capable of asymptotically stabi-
lize the SPG and satisfy the given constraints. We apply the following LMIs. The 
derivations and the proofs of these theorems are fully detailed in [6]. 

Theorem 1 (Asymptotic stability) convex finite element TP model (2) with con-

trol value (5) is asymptotically stable if there exist X > 0 and Mr satisfying equa-

tions 
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for r < s · R, except the pairs (r; s) such that wr(p(t))ws(p(t)) = 0,8p(t), and where 

the feedback gains are determined form the solutions X and Mr as 

1−= XMF rr  (14) 

In order to satisfy the constraints defined earlier, the following LMIs are added to 
the previous ones. 

Theorem 2 (Constraint on the control value) Assume that kx(0)k · f, where x(0) 
is unknown, but the upper bound f is known. The constraint ku(t)k2 · µ is enforced 

at all times t ¸ 0 if the LMIs 

XI ≤2φ  

0
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i  

Theorem 3 (Constraint on the output) Assume that kx(0)k · f, where x(0) is un-

known, but the upper bound f is known. The constraint ky(t)k2 · l is enforced at all 

times t ¸ 0 if the LMIs  hold. 

XI ≤2φ  
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≥⎟⎟
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i  

The bounds of the control value and the output is guaranteed by Theorem 2 and 3. 
Thus we solve these LMIs for the constrains together with the LMIs of Theorem 1 
to guarantee asymptotic stability. By using the LMI solver of MATLAB Robust 
Control Toolbox, the following feasible solution and feedback gains are obtained 
for the controller: 

( )4703.166237.453126.513947.1181 −=F  

( )4069.161783.463291.510638.1182 −=F  

( )9900.152620.502320.525669.1173 −=F  

( )1934.191795.562115.631224.1414 −=F  

( )4747.166394.452608.512570.1185 −=F  

( )3999.161995.463926.512075.1186 −=F  
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( )9900.152620.502318.525665.1177 −=F  

( )1918.191805.562101.631182.1418 −=F  

6 Experimental Results 

The basic structure of TP model transformation-based controller used for simula-
tion and for real time running too, is realized in Simulink environment and pre-
sented in Fig. 6. 

 

Figure 6 

TP model transformation-based position and swing angle controller for SPG electromechanical system 

realized in Simulink environment 

The experimental results with the three controllers, mentioned in chapter V, are 
presented in Figs. 7-9. The reference was a pulse train. In the first set of plots (Fig. 
7), the time functions of the reference and the load position is shown. In the sec-
ond set of plots (Fig. 8), the time functions of the angle of the load are shown. As 
it was expected, the performances of CONTROLLER 1 and CONTROLLER 2 

are quite similar since they are set to have the same poles. The CONTROLLER 3 

seems to be faster but there are no significant differences among the three re-
sponses. The main difference appears in the control activity. According to Fig. 9, 
the CONTROLLER 3 has the smoothest time functions. 
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Figure 7 

The position of the load (Mp), comparison of the performances of three controllers 
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Figure 8 

The angle of the load (Mp), comparison of the performances of three controllers 
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Figure 9 

The control signal, comparison of the performances of three controllers 

Conclusion 

This paper presented a method by which a TP-based controller can be automati-
cally designed for a non linear system using commercial Matlab functions. For 
investigation of such controller in real-time environment, development system 
with different electromechanical models with complete development tools is real-
ized. Development system is based on the microprocessor of the personal com-
puter and advanced software, enabling modeling, simulation, programming and 
real-time running of different electromechanical systems on the PC. For adequate 
case study, single pendulum gantry electromechanical system has been chosen, in 
order to mimic the real industrial task-load position and swing angle control in 
gantry crane load (e.g. container) handling application. Keeping the four biggest 
singular values for angular position and two for angular speed, 14 LTI models are 
reduced to 8, resulting for real-world application acceptable trade-off between 
modeling accuracy and computational time. Owing to this key step, the bridge be-
tween theoretical background to practical applications of TP model transformation 
technique is built. Experimental results realized on SPG electromechanical sys-
tem, confirmed that TP model transformation-based controller can handle real 
time application in a good manner. 
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Abstract: Following the wide spread usage of Fuzzy Systems, Rule Reduction has emerged as

one of the most important areas of research in the field of Fuzzy Control. Many rule reduction

methods have been proposed in the literature and can be broadly classified into Lossless or

Lossy with respect to the inference, based on whether the outputs of the original and the

reduced rule bases are identical or not. In a typical Multi-Input-Single-Output fuzzy system

the number of rules far exceeds the number of fuzzy sets defined on the output domain. This

suggests that the rule base can be partitioned into sets of rules, each set being mapped to

a single consequent fuzzy set. In this paper, we investigate the conditions on the inference

operators employed in a fuzzy system that enable “lossless” merging of rules with identical

consequents.

After briefly surveying the many techniques that have been proposed towards reducing the

number of rules, we propose a general framework for Inference in Fuzzy Systems and then

propose some sufficiency conditions on this general framework that give us a class of Fuzzy

Systems that allow lossless rule reduction of the type mentioned above. We then explore

these conditions in the setting of Fuzzy Logic. We find that R- and S-implications play a very

critical role. We give examples from the above class of Fuzzy Systems. In this study we apply

the above technique only on rules whose antecedents and consequents are fuzzy sets.

Keywords: Fuzzy Systems, Rule Reduction, Residuated Implications, Strong Implications,

Fuzzy Inference.

1 Introduction

Following the wide spread usage of Fuzzy Systems, Rule Reduction has emerged as
one of the most important areas of research in the field of Fuzzy Control. It is well
known that an increase in the number of input variables and/or the number of mem-
bership functions in the input domains quickly lead to a combinatorial explosion in
the number of rules. On the other hand the number of output / consequent fuzzy sets
remains a constant and is usually far less than the number of rules. This suggests
that the rule base can be partitioned into sets of rules, each set being mapped to a
single consequent fuzzy set. Thus the rules, though with different antecedents, but
with identical consequents can be merged into a single rule. But such merger of
rules, though reduces the number of rules may not be lossless, i.e., the inference
obtained from the original rule base and the reduced rule base for a given input
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may not be identical. In this paper, we investigate the conditions on the inference
operators employed in a fuzzy system that enable ”lossless” merging of rules with
identical consequents. This provides us with a class of Fuzzy Systems in which the
antecedents of the rules with identical consequent can be combined to reduce the
number of rules in an inference invariant manner.

In section 2 we give a brief survey of the various rule reduction techniques pro-
posed in the literature. In section 3 we propose a general framework for Inference
in Fuzzy Systems and in section 4 we give sufficiency conditions on the inference
framework that ensure lossless rule reduction of the type mentioned above. In sec-
tion 5 we explore each of these conditions in the setting of Fuzzy Logic. In section
6 we give a few examples from the above class of SISO Fuzzy Systems that satisfy
the above sufficiency conditions.

2 Rule Reduction as an Issue

2.1 Rule Reduction Techniques in the Literature

For an n-input Multi-Input Single-Output (MISO) fuzzy system, with ni member-
ship functions defined on each of the input domains Xi(i = 1, 2, . . . , n), we have
m = n1 × n2 × . . . × nn =

∏n
i=1 ni rules. Thus an increase in the number of input

variables and/or the number of membership functions in the input domains quickly
lead to a combinatorial explosion in the number of rules.

The several approaches taken towards Rule Reduction in Fuzzy Systems can be
classified into the following categories:

• Selection of important rules that contribute significantly to the inference.

• Elimination of redundant rules based on some criteria.

• Merger of rules that share some common property.

2.1.1 Rule Reduction while Building a Fuzzy Rule Base

While trying to build a minimal fuzzy system, the authors in [52, 63] have em-
ployed Genetic Algorithm (GA) or GA-type optimisation to eliminate redundant
rules and/or identify important or significant rules.

In [44] the authors have converted a linear fuzzy system in which the growth of
the parameters with respect to inputs is exponential to an equivalent non linear fuzzy
system in which their growth is linear. Works have also appeared that reduce the
number of rules by reducing the number of input variables through Mathematical
Fusion or through Symbolic Fusion, which involves the use of multi-dimensional
fuzzy sets. In [70] a fuzzy binary box tree data structure has been proposed. In
[43] the authors have designed a Fuzzy Logic Controller (FLC) based on Variable
Structures techniques to be assured of Stability. They have reduced the number of
rules from mn to mn, where there are n input domains and m fuzzy sets on each
domain.
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2.1.2 Rule Reduction in an existing Fuzzy Rule Base

Towards reducing the number of rules in an existing fuzzy rule base, L.T. Koczy and
Hirota [51] reduced a dense rule base to sparse rule base, containing the essential
information in the original rule base, and all other rules were replaced by the In-
terpolation Algorithm that can recover them to a certain accuracy prescribed before
reduction.

Following the Selection of significant rules or elimination of redundant rules,
Rule Reduction has been addressed in [46,48,52] using GA and Evolutionary Al-
gorithms, in [61,79,82] using Orthogonal Transformations, in [13] using Singular
Value Decomposition, in [72] using Linear Matrix Inversion. [66] employs a Simi-
larity Measure to prune the rules.

In [67] the authors use a similarity measure to merge rules with fuzzy an-
tecedents and/or consequents that are similar to each other above a specified thresh-
old. Their main stated intention is the reduction in number of fuzzy sets used in the
model.

In cases where coupling effects between different inputs are small, the design of
an MISO fuzzy system has been reduced to that of designing a set of SISO fuzzy
systems, in a decentralised fashion, each SISO fuzzy system being designed for a
pair of input-output variables. Many approaches based on the approximation or de-
composition of multi-dimensional fuzzy relations into two-dimensional ones have
been studied [19,47]. In [41] the conditions for reducing multi-dimensional fuzzy
relations into two-dimensional ones are studied for systems using max-min compo-
sition operator. However, such approximation may lead to unsatisfactory results if
some peculiarities of the process are neglected.

In hierarchical fuzzy controllers introduced in [62] the number of rules increase
linearly with the number of system inputs, but the decision of where the different
variables are to be put in the hierarchy is often a difficult process.

2.2 Need for Lossless Rule Reduction Techniques

Many of the rule reduction methods in the literature give rise to an approximation
error, i.e., the inference obtained from the original rule base and that obtained from
the reduced rule base may not be the same.

In [14] Baranyi et al, discuss the trade off between Approximation Accuracy
and Complexity. See also [50] for a discussion on the trade off between computa-
tion time and precision. Thus the approximation accuracy achieved should not be
sacrificed in the process of complexity reduction. All these necessitate a study on
rule reduction techniques that are lossless with respect to inference.

2.2.1 Lossless Rule Reduction Techniques in the literature

A few of the rule reduction techniques that are lossless are listed below. We define
”lossless” in the sense that, the inference obtained from the original rule base and
that obtained from the reduced rule base is identical.
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In [64] an enhanced two-level Boolean Synthesis methodology is employed,
where in, a given fuzzy rule with fuzzy connectives is mapped to a corresponding
expression with boolean connectives, with each input fuzzy set being given a label.
The method seeks to reduce the number of connectives employed in the antecedents
of the rule. In [45] the authors in order to apply Karnaugh maps for rule reduction
represent the linguistic values on a domain as 0 or 1. Though the reduced rule base
can infer ”sensibly” even if the original rule base were incomplete, if the output is
identical in rules where one or more antecedents are different the method does not
merge these rules and thus the rule reduction is incomplete.

In [22] the authors represent a Fuzzy System as a Fuzzy Inference Graph and
try to minimise the number of nodes - rules - by a two step process. Again the rule
reduction is incomplete since non-interacting antecedents are not combined even
though their outputs are identical and also it is lossless only for the min implication
operator.

In [23] the authors have proposed a novel, though much debated [24, 25, 30,
59], rule configuration called the Union Rule Configuration, wherein the growth
in number of rules is only linear instead of exponential, but the proposed method
is applicable only if there is monotonicity or ordering among inputs and member-
ship functions and a one-one correspondence between input and output membership
functions.

In [49] the author follows a similar approach as ours, that of merging rules with
identical consequents by proposing new fuzzy operations where certain properties
of regular fuzzy operations have been either relaxed or not imposed.

In [16] Baranyi et al., discuss both exact and non-exact reduction methods using
Singular Value Decomposition methods, where by removing only the zero-Singular
values one obtains lossless rule reduction and in the case when all Singular values
below a threshold are discarded, the error bounds for some special types of fuzzy
systems are also given in [11, 12, 80, 81]. Also [14, 15, 17, 18] discuss complexity
reduction in Fuzzy Rule Bases using SVD. [13, 69, 82] give an excellent review of
rule reduction techniques based on Orthogonal Transformations and discuss their
goodness.

2.3 Our Approach towards Lossless Rule Reduction

The approach we take towards Lossless Rule Reduction is to merge rules with iden-
tical consequents even with different antecedents. We do not propose any new fuzzy
operations to this end, but obtain some conditions that the different operators em-
ployed in a fuzzy inference system should satisfy. Also the final reduced rule base,
obtained by employing our method, will contain only as many rules in the rule base,
as there are output membership functions that featured in the original rule base. If
there are n input domains and m input fuzzy sets in each domain the total number of
rules that give a complete rule base is mn . The best theoretical limit, so far, of a re-
duced rule base is mn [43]. With our method it reduces to k , where k is the number
of output fuzzy sets that featured in the original rule base, and typically k ≪ m.
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3 A General Framework for Inferencing in Fuzzy Sys-
tems

First we give some preliminaries on Fuzzy Logic Operators that will be required in
the rest of this work. As usual we will denote by I the unit interval [0, 1].

3.1 Fuzzy Logic Operators

Definition 1 ([37], Definition 1.1, Pg 3). A Negation N is a function from I to I such

that:

• N(0) = 1; N(1) = 0;

• N is non-increasing.

A negation N is called strict if in addition N is strictly decreasing and con-
tinuous. A strong negation N is a strict negation N that is also involutive, i.e.,
N(N(x)) = x, ∀x ∈ I.

Definition 2 ([34] Definition 2.1 Pg 6). A t-norm T is a function from I2 to I such

that ∀a, b, c ∈ I,

• T (a, 1) = a,

• T (a, b) = T (b, a),

• T (a,T (b, c)) = T (T (a, b), c),

• T (a, b) ≤ T (a, c) whenever b ≤ c.

Definition 3 ([34] Definition 3.1 Pg 10). A t-conorm S is a function from I2 to I

such that ∀a, b, c ∈ I,

• S (a, 0) = a,

• S (a, b) = S (b, a),

• S (a, S (b, c)) = S (S (a, b), c),

• S (a, b) ≤ S (a, c) whenever b ≤ c.

Definition 4 ([34] Definitions 6.1 Pg 17 & 6.11 Pg 18). A t-norm T is said to be

• Continuous if it is continuous in both the arguments;

• Archimedean if for each (x, y) ∈ (0, 1]2 there is an n ∈ N with x
(n)
T
< y, where

x
(n)
T
= T (x, · · · , x︸   ︷︷   ︸

n times

);

• Strict if T is continuous and stricly monotone, i.e., T (x, y) < T (x, z) whenever

x > 0 and y < z;
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X 

0 

1 1 

0 

X 

0.4 B 

0.4 ∧ B 

Figure 1: Fuzzy Set B (left) and the fuzzy set 0.4 ∧ B (right)

• Nilpotent if T is continuous and if each x ∈ (0, 1) is such that x
(n)
T
= 0 for

some n ∈ N.

Definition 5. If B : X → I, a ∈ I, and R is any binary operator on I, i.e., R :
I × I → I, then R(a, B) is a fuzzy set on X, i.e., R(a, B) : X → I, defined as

R(a, B)(x) = R(a, B(x)),∀x ∈ X.

Remark 1. Thus R can also be seen as R : I × F̃(X) → F̃(X)- where F̃(X) denotes

the set of all fuzzy sets on X. For example if R(a, b) = min(a, b) then in Figure 1 we

have B ∈ F̃(X) and R(0.4, B) = min(0.4, B) = 0.4 ∧ B ∈ F̃(X), i.e.R(0.4, B)(x) =
min(0.4, B(x)) = 0.4 ∧ B(x), for all x ∈ X.

Definition 6. If A, B : X → I, and R is any binary operator on I, i.e., R : I × I → I,

then R(A, B) is a fuzzy set on X, i.e., R(A, B) : X → I, defined as R(A, B)(x) =
R(A(x), B(x)),∀x ∈ X.

Remark 2. Thus R can also be seen as R : F̃(X) × F̃(X) → F̃(X)- where F̃(X)
denotes the set of all fuzzy sets on X.

X  

0 

1 

A B 

(a) Fuzzy Sets A and B

X  

0 

1 

A v B 

(b) Fuzzy Set A ∨ B

Figure 2: Fuzzy Sets A and B

For example if R(a, b) = max(a, b) then in Figure 2(a) we have A, B ∈ F̃(X) are
fuzzy sets on X and Figure 2(b) gives A∗ = R(A, B) = max(A, B) = A ∨ B ∈ F̃(X).
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Definition 7 ([37] Definition 1.15, Pg 22). A function J : I2 → I is called a fuzzy

implication if it has the following properties:

J(p, r) ≥ J(q, r) i f q ≥ p, (J1)

J(p, r) ≥ J(p, s) i f r ≥ s, (J2)

J(0, r) = 1, ∀r ∈ I, (J3)

J(p, 1) = 1, ∀p ∈ I, (J4)

J(1, 0) = 0. (J5)

The following are the two important classes of fuzzy implications well-estab-
lished in the literature:

Definition 8 ([37] Definition 1.16, Pg 24). An S-implication JS ,N is obtained from

a t-conorm S and a strong negation N as follows:

JS ,N(a, b) = S (N(a), b),∀a, b ∈ I. (1)

Definition 9 ([37] Definition 1.16, Pg 24). An R -implication JT is obtained from a

t-norm T as its residuation as follows:

JT (a, b) = S up {x ∈ I : T (a, x) ≤ b} ,∀a, b ∈ I. (2)

R- and S-implications satisfy (J1) - (J5). Tables 1 and 2 list few of the well-
known S-implications and R-implications, respectively.

Name S (a, b) N(a, b) JS ,N(a, b)
Dienes max(a, b) 1 − a max(1 − a, b)
Reichenbach a + b − ab 1 − a 1 − a + ab

Lukasiawicz min(1, a + b) 1 − a min(1, 1 − a + b)

Table 1: Some of the well known S-implications with their corresponding t-conorms

t-norm T (a, b) Implication JT (a, b)
Lukasiawicz max(0, a + b − 1) Lukasiawicz min(1, 1 − a + b)

Mamdani min(a, b) Godel

{
1, if a ≤ b

b, otherwise

Larsen min(1, a + b) Goguen

{
1, if a ≤ b

b/a, otherwise

Table 2: Some of the well-known R-implications and their corresponding t-norms
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3.2 Fuzzy If-Then Rules

A linguistic statement ”x is A” is interpreted as the variable x taking the linguistic
value A. For example, if x denotes ”Temperature” (on a suitable domain), then it
can assume the following linguistic values A, viz., high, more or less high, medium,
cool, very cold, etc. Each of the linguistic values (say cool) is represented by a fuzzy
set on the domain X of the linguistic variable x, i.e., A : X → I. The shape of the
graph of the function represents the concept (say high temperature). The concept
of high temperature is again context-dependent. For example, high temperature
(fever) for a human being is different from the high temperature in a blast furnace,
and accordingly the domain of the linguistic variable is selected.

A Fuzzy If-Then rule is of the form

If x is A Then y is B, (3)

where x, y are variables and A, B are linguistic expressions / values assumed by the
linguistic variables. For example,

”If x (temperature) is A (High)
Then y (Pressure) is B (Low)”

The above is an example of a SISO rule. A Two-Input Single-Output rule is of
the form

R1 : If x is A and y is B Then z is C,

where again A, B,C are linguistic values taken by the linguistic variables x, y, z over
their respective domains.

3.3 Different Stages in the inferencing of a Fuzzy System

Let us consider the following system of m fuzzy if-then rules:

R1 : I f x1 is A1
1, . . . , xn is A1

n Then y is B1

...

R j : I f x1 is A
j

1, . . . , xn is A
j
n Then y is B j (4)

...

Rm : I f x1 is Am
1 , . . . , xn is Am

n Then y is Bm

where A
j

i
∈ F̃(Xi) for i = 1, 2, . . . , n are the antecedent fuzzy sets over the n non-

empty domains X1, X2, . . . , Xn. For j = 1, 2, . . . ,m, B j can be a fuzzy set on the
non-empty output domain Y , i.e., B j ∈ F̃(Y), as in the case of a Mamdani Fuzzy
System, or B j ∈ Y as in the case of a constant-output Takagi-Sugeno-Kang Fuzzy
Systems.
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In the following we propose a general framework for Inference in Fuzzy Rule
Based Systems that captures the working of both the established models of Fuzzy
Systems - TSK and Mamdani models of Inference. Towards this end, a Fuzzy Sys-
tem can be seen to consist of the following 5 stages:

3.3.1 Fuzzifier

If the given input is a crisp number x ∈ X, it is fuzzified to get a fuzzy set X̃ on the
corresponding input space X, i.e., C : X → F̃(X), where C(x) = X̃. Thus given a
vector of crisp points x = [x1, x2, . . . , xn], where xi ∈ Xi, for every input space Xi,
we get a vector of Fuzzy sets X = [X̃1, X̃2, . . . , X̃n]. The often used [40,79] Singleton

Fuzzifier of a crisp number x is given as

X̃(y) =

{
1 if y = x (S F∗)
0 otherwise

Remark 3. It can be readily seen that the above stage of ”Fuzzifier” is the reverse

of ”Defuzzification” - wherein we obtain a crisp number from a fuzzy set (See 3.3.6

below). Though in many actual implementations of Fuzzy Systems a crisp value is

directly given as input, the above stage has been added for generality. Also many

times the input given to a fuzzy system is not precise owing to many types of obser-

vation errors. For example, a reading from a sensor that becomes an input for the

controlling fuzzy system may be inherently imprecise due to instrument errors. In

such cases a fuzzy set about the reading may be a more realistic input. In this paper,

crisp inputs are identified with their fuzzified version as given by (S F∗).

3.3.2 Matching

The input fuzzy sets (X̃1, X̃2, . . . , X̃n) are matched against their corresponding if-part
fuzzy sets in each of the rule antecedents in the Fuzzy System, i.e.

M : F̃(Xi) × F̃(Xi)→ I (5)

where M(A j

i
, X̃i) = a

j

i
for A

j

i
and X̃i ∈ F̃(Xi), j = 1, . . . ,m.

A few matching functions used in the literature are given later in section 5.4.1.

3.3.3 Combining

In a multi-antecedent fuzzy system, the various matching degrees a
j

i
of the n input

fuzzy sets to the antecedent of the jth fuzzy if-then rule are combined to give the ”fit

values” µ j ,

µ : In → I (6)

where µ(a j

1, . . . , a
j
n) = µ j, j = 1, 2, . . . ,m. µ can be any t- or t-conorms (see Section

3.1).
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3.3.4 Rule Firing

The combined value µ j fires the rule consequent or the output fuzzy set B j of the jth

rule. This B j can be a fuzzy set on Y ,i.e.,B j ∈ F̃(Y), or a value in Y , i.e.,B j ∈ Y .
Thus we have

f : I × Z → Z (7)

• When Z = F̃(Y) - the set of all fuzzy sets on the output domain Y , i.e.,B j ∈

F̃(Y), f (µ j, B j) = f j ∈ F̃(Y) and is defined as f (µ j, B j(y)) = f j(y),∀y ∈ Y

• When Z = Y , the output domain itself, i.e., B j ∈ Y , then f j ∈ Y and is defined
as f (µ j, B j) = f j.

Usually, f = π, the product, is commonly employed when B j ∈ Y ⊆ R, while
a t-norm or any Fuzzy Implication Operator (Section 3.1) is the prefered choice if
B j ∈ F̃(Y).

3.3.5 Aggregation of Individual Inferences:

The fired output fuzzy sets (or crisp real numbers) f j, j = 1, 2, . . . ,m are then
aggregated to obtain the final inferred fuzzy set (or crisp real number)

g : Zm → Z (8)

where again

• If Z = F̃(Y), the infered output set g( f1, . . . , fm) = B ∈ F̃(Y). One can use any
of the fuzzy logic operators, t- or t-conorms, to obtain B ∈ F̃(Y).

• If Z = Y ⊆ R then the Weighted Average or the Weighted Sum are the com-
monly used aggregation operators for g.

3.3.6 Defuzzification

When Z = F̃(Y), g( f1, . . . , fm) = B ∈ F̃(Y) and we need to defuzzify B - a fuzzy
set on Y - to a single value b ∈ Y , using an appropriate defuzzification method h as
follows:

h : F̃(Y)→ Y (9)

The Centre of Area or the Mean of Maxima methods [42, pp. 336 - 338] are the
most widely used Defuzzification methods.

The different stages and the corresponding mappings capturing their actions are
given in Table 3.

3.4 Different Models of Fuzzy System in the literature

Following are the two most established models of Fuzzy Systems:
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Fuzzifier: X̃ = C(x) C : X → F̃(X)
Matching: a

j

i
= M(A j

i
, X̃i) M : F̃(Xi) × F̃(Xi)→ I

Combining: µ j = µ(a
j

1, . . . , a
j
n) µ : In → I

Firing: f j = f (µ j, B j) f : I × Z → Z,Z = F̃(Y) or Y

Aggregation: B = g( f1, . . . , fm) g : Zm → Z

Defuzzification: b = h(B) h : F̃(Y)→ Y

Table 3: Different stages of a Fuzzy System

3.4.1 Mamdani Fuzzy System

E.H. Mamdani and S. Assilian [57] proposed the first type of Fuzzy Rule Based
Systems. The rules in a Mamdani Fuzzy System are specified linguistically both
for antecedents and consequents. Given a vector of crisp inputs x′ = [x′1, x

′
2 . . . , x

′
n],

where x′
i
∈ Xi, the final output fuzzy set B on Y for the fuzzy rule base in (4) is

obtained as follows:

B(y) =
∨m

j=1{[
∧n

i=1 a
j

i
] ∧ B j(y)},∀ y ∈ Y (10)

where a
j

i
= A

j

i
(x′

i
).

Though the Mamdani model is usually used with crisp inputs, it can handle both
crisp and fuzzy inputs. In the case of a fuzzy inputs, say x1 is A1, . . . , xn is An,
where Ai is a fuzzy set on the domain Xi, the final output fuzzy set B on Y for the
fuzzy rule base in (4) is given by (10), but with a

j

i
given by (11)

a
j

i
= maxx∈Xi

{min(A j

i
(x), Ai(x))} (11)

Also in the case of a crisp input, the crisp input can be singleton fuzzified by
(SF*) (Section 3.3.1) into a fuzzy set and can be given as an input to the fuzzy
system. Thus given a vector of crisp inputs x′ = [x′1, x

′
2, . . . , x

′
n], where x′

i
∈ Xi,

for every input space Xi, we get a vector of fuzzy inputs X = [X̃1, X̃2, . . . , X̃n].
It can be easily seen that if instead of the crisp inputs x′

i
, if their correspond-

ing singleton fuzzified inputs are given, i.e., Ai = X̃i are inputs, a
j

i
= A

j

i
(x′

i
) =

maxx∈Xi
{min(A j

i
(x), Ai(x)} = maxx∈Xi

{min(A j

i
(x), X̃i(x)}. Thus we can always con-

sider an input for the Mamdani model of fuzzy system to be fuzzy, with the under-
standing that any crisp input is singleton fuzzified according to (SF*) and (10) can
be employed with (11).

Let the Matching Function maxx∈X{min(A(x), B(x))} of two fuzzy sets A, B :
X → I be denoted by M1(A, B). Now, comparing the inference in (10) to the dif-
ferent stages in Section 3.3, it can be seen that M = M1, µ = ∧, f = ∧, g = ∨ and
Z = F̃(Y).
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3.4.2 Takagi - Sugeno - Kang Fuzzy System

Instead of working with the linguistic rules of the kind employed in Mamdani Fuzzy
Systems, Takagi and Sugeno [71] proposed a new model based on rules whose an-
tecedent is composed of linguistic variables and the consequent is represented by a
real function of the input variables. TSK model differs from the Mamdani model
both in the form of their rules and the inference operators used. If in the case of
Mamdani model of a SISO fuzzy system a fuzzy rule has the form (3)

I f x is A Then y is B

where A and B are fuzzy sets on X and Y , respectively, then in the case of the TSK
model the rules have the form (12)

I f x is A Then y = b(x) (12)

and the input is a crisp value for x. Their conclusion contains the real valued func-
tion b(x) and not a fuzzy set. This function can be non-linear, although usually
linear functions are applied. Then the TSK rules have the form:

I f x is A Then y = px + q (13)

where the input is a crisp value for x and p, q are constants. In general the rules
of a SISO and MISO TSK fuzzy systems are of the form given by (14) and (15),
respectively.

R j : I f x is A j Then y = b j(x) (14)

R j : I f x1 is A
j

1, . . . , xn is A
j
n Then y = b j(x) (15)

for j = 1, . . . ,m and the input vector x′ = [x′1, x
′
2, . . . , x

′
n] and each x′

i
is a crisp value

in Xi for i = 1, . . . , n.
Let us again consider a fuzzy rule base of m rules of the form (15) and a vector

of crisp inputs x′ = [x′1, x
′
2, . . . , x

′
n], where x′

i
∈ Xi, be given. In the TSK model of

fuzzy systems, the final crisp output is obtained as the Weighted Sum of ”fit values”

and the rule consequents as given in (16).

F(x′) =
m∑

j=1

µ j(x′) · b j(x′) (16)

where µ j(x′) = Πn
i=1a

j

i
= Πn

i=1A
j

i
(x′

i
) = A

j

1(x′1) · A j

2(x′2) · . . . · A j
n(x′n).

As in Section 3.4.1, by taking the singleton fuzzified crisp input vector x′,
as given by (SF*), it can be seen that, if Ai = X̃i are inputs, a

j

i
= A

j

i
(x′

i
) =

maxx∈Xi
{min(A j

i
(x), Ai(x)} = maxx∈Xi

{min(A j

i
(x), X̃i(x)}. Thus again one can always

consider the singleton fuzzified fuzzy set X̃i of a crisp input x′
i

as being the input for
a TSK model of fuzzy system. Also product is the antecedent combiner, i.e., µ =

∏
.

Though the product between the ”fit value” of the given input to the antecedents of
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rule j, µ j(x′) and its consequent b j(x′) is an effect of the Weighted Sum aggregation
employed and is not a rule connective, per se, one can perhaps consider it such so
that f = π for the TSK model in the above framework, i.e., f : I × Z → Z is such
that f (µ j(x′), b j(x′)) = µ j(x′) · b j(x′), where Z = Y ⊆ ℜ, the actual domain of the
output fuzzy sets.

Now, comparing the inference in (16) to the different stages in Section 3.3, it
can be seen that M = M1, µ = π, f = π, g = Σ and Z = Y ⊆ ℜ.

From the above two sections, it is clear that the different stages in the inference
of an output, given an input, in a fuzzy system can be mapped to different functions
capturing the actions performed at every stage.

Definition 10. A model of Inference in a fuzzy system is given by the quintuple

Q = {M, µ, f , g,Z} where M, µ, f , g are the corresponding operators of the above

framework and Z is the domain of consequents of the rule.

Thus Mamdani Model of inference in a fuzzy system is defined as the quintuple
QM = {M1,∧,∧,∨, F̃(Y)} while the TSK model of inference in a fuzzy system is
given by QTS K = {M1,

∏
,
∏
,
∑
,Y ⊆ ℜ}. We do not consider the fuzzifier stage

since a crisp input to the fuzzy system can be thought of as a singleton fuzzified
input fuzzy set using (S F∗). Table 4 summarises the above discussion, where

∏
=

Product,
∑
= Sum, ∨ = max, ∧ = min.

Name / Type M µ f g Fuzzifier Z

TSK M1
∏ ∏

Σ S F∗ Y ⊆ ℜ

Mamdani M1 ∧ ∧ ∨ S F∗ F̃(Y)

Table 4: M, µ, f , g and Z for the different models of fuzzy systems in Section 3.4

3.5 A Rule Reduction Technique for a Class of Fuzzy Systems

More often than not, the number of fuzzy sets, k, defined on the single output domain
Y , is typically much less than the number of rules m, i.e., k ≪ m . This suggests that
the antecedents of more than one rule lead to the same consequent. To eliminate this
redundancy, we propose a new type of off-line rule reduction where the rules with
the same consequent but different antecedents are merged into a single rule. Then
we will have only as many rules as there are output membership functions, in fact
only those that are part of the original fuzzy system.

The issue involved here is that despite the merging of the above rules, there
should be no loss of inference, i.e., the inference obtained from the original rule base
and that obtained from the reduced rule base should be identical. This necessitates
the functions M, µ, f and g to possess some properties. These are explored in the
next section.

Remark 4. Also in the rest of the paper, we will only consider fuzzy rules (SISO or

MISO, as the case may be) of the type where both the antecedents and consequents
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are fuzzy sets on their respective domains. The inputs may be crisp or fuzzy. In the

case of crisp inputs, we will consider their fuzzified version as obtained using (S F∗)
on the input.

4 Conditions on the General Framework for Lossless
Rule Reduction

The rule reduction procedure we propose is an offline procedure, i.e., from the given
original rule base we club the rules with same consequent, but different antecedents,
to produce new rules to replace old rules. In this, section we determine the structure
of the antecedents of the newly formed rules. The following theorem gives sufficient
conditions that the operators of the above proposed framework should satisfy to
obtain lossless or inference invariant rule reduction by combining antecedents of
rules that have identical consequents.

4.1 The Restrictions on g, f , µ and M :

Theorem 1. Let a model of inference in a fuzzy system be defined by Q =

{M, µ, f , g,Z = F̃(Y)}, where Y is the output domain. The following conditions

on the operators M, µ, f and g are sufficient to ensure inference invariant rule re-

duction, by combining antecedents of rules that have identical consequents, in any

MISO fuzzy system:

There exist operators g, og, oµ which are commutative and associative binary

operators on I and for any a, b, a1, a2, b1, b2 ∈ I, A1, A2, A which are fuzzy sets

defined on an input domain X and C ∈ F̃(Y),

g[ f (a,C), f (b,C)] = f (a og b,C) (17)

µ(a1, b1) og µ(a2, b2) = µ(a1 oµ a2, b1 oµ b2) (18)

M(A1, A) oµ M(A2, A) = M(A1 oµ A2, A) (19)

Remark 5. In the LHS of (19) oµ is a binary operator on I while in the RHS of (19)

oµ is the extension of oµ to fuzzy sets on X (See Definition 6 and Remark 2 in Section

3.1).

Proof. Without loss of generality, let us take a 2-input 1-output fuzzy system con-
sisting of three rules, where X1 and X2 are the input domains and Y the output
domain. Consider the fuzzy system given by the following rules, written in a sim-
plified form:

R1 : A1, B1 → C

R2 : A2, B2 → C (20)

R3 : A3, B3 → D
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where A1, A2, A3 are fuzzy sets on X1; B1, B2, B3 are fuzzy sets on X2 and C,D are
fuzzy sets on Y .

Let us consider the inference in the above MISO - fuzzy system in the presence
of an input, say ”x1 is A and x2 is B”, which is represented as X = (A, B), where
A ∈ F̃(X1) and B ∈ F̃(X2). The MISO inference from the original rule base (20) is
given as:

g{ f [µ(M(A1, A),M(B1, B)),C],

f [µ(M(A2, A),M(B2, B)),C],

f [µ(M(A3, A),M(B3, B)),D]} (21)

Letting µ(M(A1, A),M(B1, B)) as a and µ(M(A2, A),M(B2, B)) as b we have from
(17), with g being associative,

(21) = g{g{ f [µ(M(A1, A),M(B1, B)),C],

f [µ(M(A2, A),M(B2, B)),C]},

f [µ(M(A3, A),M(B3, B)),D]}

= g{ f [µ(M(A1, A),M(B1, B))

og µ(M(A2, A),M(B2, B)),C],

f [µ(M(A3, A),M(B3, B)),D]} (22)

Again letting M(Ai, A) = ai ∈ I,M(Bi, B) = bi ∈ I, i = 1, 2, we have using (18) and
(19)

(22) = g{ f [µ(M(A1, A) oµ M(A2, A),

M(B1, B) oµ M(B2, B)),C],

f [µ(M(A3, A),M(B3, B)),D]} (23)

= g{ f [µ(M(A1 oµ A2, A),M(B1 oµ B2, B)),C],

f [µ(M(A3, A),M(B3, B)),D]} (24)

Thus the rule base in (20) can be reduced to the following rule base containing just
two rules:

R∗1 : A1 oµ A2, B1 oµ B2 → C (25)

R3 : A3, B3 → D

It can be easily seen that for a given input X = (A, B), the inference obtained from
the reduced rule base (25) under the given model of inference Q is identical to
(24). �

The above requirements on the general framework give us a class of Fuzzy Sys-
tems that allow lossless rule reduction by combining rules with same consequent.
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5 Analysis of the Requirements for Lossless Rule Re-
duction

In this section, we explore each of the above conditions for Lossless Rule Reduction
in the setting of Fuzzy Logic operators.

5.1 Conditions on g, og and oµ

In this study we consider only continuous t-norms and t-conorms for g, og and oµ,
which are by definition both commutative and associative. This enables us to extend
them to functions from In to I in the case of n-input domains.

5.2 On the Equation (17)

Typically in a Fuzzy System f (the rule firing operation) is interpreted either as a
t-norm, for example Mamdani’s min, or a Fuzzy Implication operator. In this work

we investigate the solution of (17) both with f as a Fuzzy Implication Operator and

as a t-norm. We explore equation (17) in the following way:

• Fix f to be in a specific class of Fuzzy Implications or any t-norm and vary g

and hence og over conitnuous t-norms and t-conorms.

In this study, we consider the two most established and well studied families of

Fuzzy Implication Operators, viz., R- and S-Implications. (See Definitions 8 and 9

in Section 3.1).

When f is fixed in (17), g and og are taken to be any S/T-norms, we have the

following 4 possibilities:

f (T (p, q), r) = S ( f (p, r), f (q, r)) (26)

f (S (p, q), r) = T ( f (p, r), f (q, r)) (27)

f (T1(p, q), r) = T2( f (p, r), f (q, r)) (28)

f (S 1(p, q), r) = S 2( f (p, r), f (q, r)) (29)

5.2.1 f = J a Fuzzy Implication

Fixing f to be any Fuzzy Implication J, we get the following four equations from

the above:

J(T (p, q), r) = S (J(p, r), J(q, r)) (30)

J(S (p, q), r) = T (J(p, r), J(q, r)) (31)

J(T1(p, q), r) = T2(J(p, r), J(q, r)) (32)

J(S 1(p, q), r) = S 2(J(p, r), J(q, r)) (33)

Recently with f = J interpreted as an R- or an S-implication and g = S , an

t-conorm and og = T , a t-norm, Trillas and Alsina [76] have investigated (30) and

proven the following:
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Theorem 2. An S- or an R-implication J satisfies (30) iff S = max and T = min.

In [7] the authors have proven the following Theorem 3 concerning equation
(31) obtained by letting f = J to be an R- or an S-implication and og = S , an
t-conorm and g = T , a t-norm,

Theorem 3. An S- or an R-implication J satisfies (31) iff S = max and T = min.

Also we have the following result:

Lemma 1. For no Fuzzy Implication J, t-norm T (t-conorm S , respectively) do

equations (32) ((33), respectively) hold.

Proof. Let p = 1, q = r = 0. Then using the property of t-norms, T (1, 0) = 0 and
(J3), we have that,

LHS o f (32) = J(T1(1, 0), 0) = J(0, 0) = 1

RHS o f (32) = T2(J(1, 0), J(0, 0)) = T2(0, 1) = 0

LHS = RHS implies that 1 = 0, which is absurd. Similarly, that (33) does not have a
solution can be seen by again fixing p = 1, q = r = 0. �

5.2.2 f = T a t-norm

In [76] it is also shown that (30) does not hold for the Mamdani’s Minimum f =

J = ∧ and the Larsen’s Product f = J =
∏

operators. That (26) and (27) do not

hold when f is any t-norm T can be easily seen by taking p = r = 1 and q = 0.

Thus fixing f = T to be a t-norm,we need to consider only the equations (28) and

(29) which become:

T (T1(p, q), r) = T2(T (p, r),T (q, r)) (34)

T (S 1(p, q), r) = S 2(T (p, r),T (q, r)) (35)

We have the following theorems:

Theorem 4. (34) is valid iff when T1 ≡ T2 = min.

Proof. Claim: T1 ≡ T2 on I × I.

Let r = 1. Then ∀p, q ∈ I, we have

LHS of (34) = T (T1(p, q), 1) = T1(p, q)

RHS of (34) = T2(T (p, 1),T (q, 1)) = T2(p, q) = LHS of (34) ∀p, q ∈ I iff T1 ≡ T2.

Now, let p = q = 1, r ∈ I. Then

LHS of (34) = T (T1(1, 1), r) = T (1, r) = r.

RHS of (34) = T1(T (1, r),T (1, r)) = T1(r, r) = r, ∀r ∈ I iff T1 = min, the only

idempotent t-norm. �

Theorem 5. (35) is valid iff when S 1 ≡ S 2 = S and T distributes over S .
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Proof. Claim: S 1 ≡ S 2 on I × I.
Let r = 1. Then ∀p, q ∈ I, we have

LHS of (35) = T (S 1(p, q), 1) = S 1(p, q)
RHS of (35) = S 2(T (p, 1),T (q, 1)) = S 2(p, q) = LHS of (35) ∀p, q ∈ I iff S 1 ≡ S 2.
Thus the equation (35) becomes

T (S (p, q), r) = S (T (p, r),T (q, r)) (36)

which is true iff T distribuites over S . �

Corollary 1. (36) is true if S = max.

5.3 On the Equation (18)

Continuing along the same vein, we have investigated the generalised bisymmetry
equation (18)

µ(a1, b1) og µ(a2, b2) = µ(a1 oµ a2, b1 oµ b2)

involving og, µ and oµ, with a1, a2, b1, b2 ∈ I.

Definition 11. A function B : [a, b]2 → [a, b] is said to be bisymmetric if

B(B(x, y), B(u, v)) = B(B(x, u), B(y, v)), ∀x, y, u, v ∈ [a, b].

For a comprehensive coverage on Bisymmetry Equations refer [1 - 4, 74]. Also
[38,39] list many results on bisymmetry equations on the unit interval. Allowing
og, µ and oµ to be t- and t-conorms, we get the following 8 possible cases in all,
which for convenience we have grouped into two sets:

Group 1

T1(T2(a1, b1),T2(a2, b2)) = T2(T3(a1, a2),T3(b1, b2)) (37)

S 1(S 2(a1, b1), S 2(a2, b2)) = S 2(S 3(a1, a2), S 3(b1, b2)) (38)

Group 2

T1(S (a1, b1), S (a2, b2)) = S (T3(a1, a2),T3(b1, b2)) (39)

T1(T2(a1, b1),T2(a2, b2)) = T2(S (a1, a2), S (b1, b2)) (40)

T1(S 1(a1, b1), S 1(a2, b2)) = S 1(S 2(a1, a2), S 2(b1, b2)) (41)

S 1(T (a1, b1),T (a2, b2)) = T (S 2(a1, a2), S 2(b1, b2)) (42)

S 1(S 2(a1, b1), S 2(a2, b2)) = S 2(T (a1, a2),T (b1, b2)) (43)

S 1(T1(a1, b1),T1(a2, b2)) = T1(T2(a1, a2),T2(b1, b2)) (44)
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We show that only 2 of the above 8 equations, the ones belonging to Group 1

have solutions, while the rest of the equations belonging to Group 2 do not have
solutions as given by the following theorems, the proofs of which can be found in
the Appendix.

Theorem 6. If T1,T2 and T3 are any t-norms then the equation (37) obtained by

letting og = T1, µ = T2 and oµ = T3 in (18) is valid iff T1 ≡ T2 ≡ T3 on I2 .

Theorem 7. If S 1, S 2 and S 3 are any t-conorms then the equation (38) obtained by

letting og = S 1, µ = S 2 and oµ = S 3 in (18) is valid iff S 1 ≡ S 2 ≡ S 3 on I2 .

Theorem 8. The equations belonging to Group 2 do not have solutions.

5.4 On the Equation (19)

In this section, we investigate equation (19), namely,

M(A1, A) oµ M(A2, A) = M(A1 oµ A2, A)

where M is a matching function that compares two fuzzy sets on the same domain,
i.e., M : F̃(X) × F̃(X) → I, with oµ a t- or t-conorm, in which case we get the
following equations (45) and (46):

T [M(A1, A),M(A2, A)] = M(T (A1, A2), A) (45)

S [M(A1, A),M(A2, A)] = M(S (A1, A2), A) (46)

5.4.1 A few Matching functions existing in the literature

Below we list a few of the matching functions commonly employed in the literature.

• Zadeh’s Sup-min : M1(A, A′) = maxx min(A(x), A′(x))

• Magrez - Smets’ Measure [56]:M2(A, A′) = maxx min(A(x), A′(x)) , where

A(x) is the negation of A(x).

• Sup-T : M3(A, A′) = maxx T (A(x), A′(x)) , where T is any t-norm.

• Sup-T-N:M4(A, A′) = maxx T (A(x), A′(x)).

• Inf- max :M5(A, A′) = minx max(A(x), A′(x)).

• Inf - max- N: M6(A, A′) = minx max(A(x), A′(x)).

• Inf-S : M7(A, A′) = minx S (A(x), A′(x)) , where S is any t-conorm.

• Inf - S - N: M8(A, A′) = minx S (A(x), A′(x)).

Note: M3 and M4 (M7 and M8) are generalisations of M1 and M2 (M5 and M6),

respectively, while M5,M6,M7 and M8 are duals of M1,M2,M3 and M4.

The proofs of the following results can be found in the Appendix.
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Theorem 9. M1,M2,M3 and M4 satisfy equation (46) iff S = max.

Theorem 10. M5,M6,M7 and M8 satisfy equation (45) iff T = min.

Remark 6. M1,M2,M3 and M4 (M5,M6,M7 and M8) do not satisfy (45) (resp.

(46)) since there does not exist any t-conorm S (resp. t-norm T) such that

S (minxax,minxbx) = minxS (ax, bx) (such that T (maxxax,maxxbx) =

maxxT (ax, bx)). We refer the readers to [20, 21] for the corresponding proofs.

Combining the results of section 5.1 - 5.4, we get the following table - Table 5 -
of operators available for equations (17),(18) and (19), where JS , JR denote S- and
R-implication, while T and S denote a t-norm and t-conorm, respectively.

f g og µ oµ Conditions Examples of M

JS or JR ∨ ∧ ∧ ∧ - M5,M6,M7,M8

JS or JR ∧ ∨ ∨ ∨ - M1,M2,M3,M4

T ∧ ∧ ∧ ∧ - M5,M6,M7,M8

T S S S S T dist over S M1,M2,M3,M4; S = ∨

Table 5: Table of operators for (17),(18) and (19) to be satisfied

6 Examples of a few Fuzzy Systems from the above
class

In this section we show how the results from Section 5 can be applied to particular
models of inferencing in Fuzzy Systems. For throughout this section, we consider
the following SISO fuzzy system with 3 rules as given in (47).

R1 : A1 → B

R2 : A2 → B (47)

R3 : A3 → C

where A1, A2, A3 are fuzzy sets on X; B,C are fuzzy sets on Y and → is any rule
firing operation relating the antecedent to the consequent.

6.1 Mamdani Model of Inference in Fuzzy Systems

Consider the following set of m Single-Input Single-Output (SISO) fuzzy if-then
rules of Mamdani type:

I f x is A j Then y is B j, j = 1, 2, · · · ,m
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where Ai, Bi are fuzzy sets on the input and output domains X,Y , respectively. From
Section 3.4.1, we know a Single-Input Single-Output (SISO) Mamdani type Fuzzy
System has the final output fuzzy set B given by

B(y) =
∨m

j=1{[A j(x) ∧ B j(y)},∀ y ∈ Y (48)

which corresponds to QM = {M1, na,∧,∨, F̃(Y)}.

Remark 7. Since in the case of SISO rule base, the antecedent combiner µ does not

play a role we have indicated it as Not Applicable - na - in QM .

6.1.1 Lossless Rule Reduction in Mamdani Model of Inference in SISO Fuzzy
Systems

Theorem 11. Inference Invariant Rule Reduction is possible in Mamdani Model of

Inference, in the case of SISO fuzzy rules, by combining the antecedents of rules that

have identical consequent.

Proof. We know that f - the rule firing operator - is the t-norm min in (48). In the
presence of an input, say x is A, denoted as X = A, we have from (48), the final
output fuzzy set B′ is given by

B′(y) = [M1(A1, A) ∧ B]

∨[M1(A2, A) ∧ B]

∨[M1(A3, A) ∧C] (49)

¿From (49) by the distributivity of ∧ over ∨ we have (50),

B′(y) = {[M1(A1, A) ∨ (M1(A2, A)] ∧ B}

∨ [M1(A3, A) ∧C] (50)

= [M1(A1 ∨ A2, A) ∧ B]

∨ [(M1(A3, A) ∧C] (51)

= [M1(A∗1, A) ∧ B] ∨ [(M1(A3, A) ∧C] (52)

We know from Theorem 9 that M1(A1, A) ∨ M1(A2, A) = M1(A1 ∨ A2, A), using
which we obtain (51) from (50). In (52) A∗1 = A1 ∨ A2, which is again a fuzzy set on
X, by Definition (6) and Remark 2.

Thus instead of the SISO fuzzy rule base of 3 rules (47), the following reduced
rule base with two rules can be used, without any loss of inference for a given input,
while employing the Mamdani Model of Inference.

R1 : A∗1 → B

R3 : A3 → C (53)

�
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6.2 General Mamdani Model of Inference in Fuzzy Systems

A slight generalisation of the Mamdani model of inference can be seen as follows:
Let QT

M
= {M, na,T ∗, S ∗, F̃(Y)} denote a General Mamdani Model of Inference

where T ∗ is any t-norm that distributes over the t-conorm S ∗. Then the following
can be easily shown as above:

Theorem 12. Inference Invariant Rule Reduction is possible in Mamdani Model of

Inference, in the case of SISO fuzzy rules, by combining the antecedents of rules that

have identical consequent, if the Matching function M is such that

S ∗[M(A1, A),M(A2, A)] = M(S ∗[A1, A2], A). (54)

In the case S ∗ = max, the matching function M, among others, can be one of
M1,M2,M3,M4.

6.3 Modified Mamdani Model of Inference in Fuzzy Systems

By a Modified Mamdani Model of Inference we refer to the following quintuple
QJ

M
= {M, na, J,∧, F̃(Y)}, where M is any Matching function and J is either an

R- or an S-implication. In this model of inference an Implication Operator J is
employed to relate the antecedent and the consequent of the fuzzy rules. The final
output fuzzy set B in QJ

M
for a SISO rule base is given by

B(y) =
∧m

j=1{[A j(x)→ B j(y)},∀ y ∈ Y (55)

where→ is either an R- or an S-implication.
Recently Li et al [54,55] have shown that the above Modified Mamdani Model

of Inference in Fuzzy Systems with R- or S-implications for the rule firing operation
and with Trapezoidal or Triangular membership functions are Universal Approxi-
mators both in the case of SISO and MISO fuzzy systems. (In the case of MISO
systems the antecedent combiner µ = ∧). These considerations make Modified
Mamdani Model of Inference very attractive. In this section we show that lossless
rule reduction is possible in Modified Mamdani Model of Inference in the SISO
case.

6.3.1 Lossless Rule Reduction in Modified Mamdani Model of Inference in
SISO Fuzzy Systems

Theorem 13. Inference Invariant Rule Reduction is possible in Modified Mamdani

Model of Inference, in the case of SISO fuzzy rules, by combining the antecedents of

rules that have identical consequent, if the Matching function M obeys (56).

M(A1, A) ∨ M(A2, A) = M(A1 ∨ A2, A). (56)

Proof. Let us now interpret f - the rule firing operator - as an R- or an S-implication
in (55). Let us again consider the above SISO fuzzy system of 3 rules as given in
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(47), but where the→ is any R- or S-implication. Also let the Matching function M

obey (56).
In the presence of an input, say x is A, denoted as X = A, we have from (55),

the final output fuzzy set B′ is given by

B′(y) = [M(A1, A)→ B] ∧ [M(A2, A)→ B]

∧[M(A3, A)→ C] (57)

¿From (57) by using Theorem 3 we obtain (58),

B′(y) = {[M(A1, A) ∨ (M(A2, A)]→ B}

∧ [M(A3, A)→ C] (58)

= [M(A1 ∨ A2, A)→ B]

∧ [M(A3, A)→ C] (59)

= [M(A∗1, A)→ B] ∧ [M(A3, A)→ C] (60)

We obtain (59) by using the fact that M obeys (56). In (60) A∗1 = A1 ∨ A2, which is
again a fuzzy set on X, by Definition (6) and Remark 2. Thus again instead of the
SISO fuzzy rule base of 3 rules (47), we have the reduced rule base (53). �

Examples of Matching functions M that satisfy (56) are M1,M2,M3,M4.
In general, the number of rules can be reduced to k , where k is the number

of output fuzzy sets that featured in the original rule base. Most importantly, this
type of rule reduction is lossless w.r.to inference and Table 6 summarises the above
discussion for the SISO case with the following:

Condition (i) T ∗ distributes over S ∗

Condition (ii) M satisfies (54).

Condition (iii) M satisfies (56).

Name / Type Q M f g og = oµ Conditions
Original Mamdani QM M1 ∧ ∨ ∨ -
General Mamdani QT

M
M T ∗ S ∗ S ∗ (i) and (ii)

Modified Mamdani QJ
M

M J ∧ ∨ (iii)

Table 6: M, f , g, og and oµ for the different models of inference discussed in Sections
6.1 - 6.3

7 Conclusion

In this work we have proposed a simple rule reduction technique that combines rules
with identical consequents, which is lossless with respect to inference. Towards this
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end, we proposed a general framework for Inference in Fuzzy Systems and imposed
certain requirements on the different inference operators employed in a Fuzzy Sys-
tem. Also we have explored these requirements in the setting of Fuzzy Logic Oper-
ators. We have also given a few examples of Models of Inference in Fuzzy Systems
that have the required properties for inference invariant rule reduction. We note a
few observations below:

• Merging of rules, in some cases, may turn out to be computationally inten-
sive, but this is a one time off-line job which even though might reduce in-
terpretability will make computation of inferences much faster. Perhaps the
original rule base can still be preserved for interpretability considerations.

• In some instances, the above method may even increase the number and the
complexity of the fuzzy sets defined on different input domains.

In this work, we have considered only S- and R-implications for the fuzzy im-
plication J and have shown the important role played by their distributivity over
t-norms and t-conorms in the inference scheme in Section 6.3. Recently, there are a
few more families that have been proposed, viz., U-implications and the residual im-
plications of uninorms JU∗ in [29] and the recently proposed families of f -generated
implications J f and g-generated implications Jg by Yager in [85] and h-generated
implications Jh in [8], [9]. The distributivity of JU∗ and U-implications over uni-
norms - which are generalisations of t-norms and t-conorms (see [84]) - is studied
in [27] and [28] while that of J f over t-norms and t-conorms is done in [9]. Hence
these families of fuzzy implications can also be employed for the inference scheme
in Section 6.3.

In this work we have considered in detail the proposed rule reduction technique
only in the SISO case explicitly. Recently we have done some work on rule reduc-
tion in the MISO case also, as has been demonstrated within the scope of Similarity
Based Reasoning in [10].
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Proof. Proof of Theorem 6
Claim T1 ≡ T2: Let a1 = b2 = 1. Then ∀a2, b1 ∈ I, we have

LHS = T1(T2(1, b1),T2(a2, 1)) = T1(b1, a2)

RHS = T2(T3(1, a2),T3(b1, 1)) = T2(a2, b1) = T2(b1, a2)

which implies T1(b1, a2) = T2(b1, a2) ∀a2, b1 ∈ I and thus T1 ≡ T2 = T . Now (37)
becomes

T (T (a1, b1),T (a2, b2)) = T (T3(a1, a2),T3(b1, b2)) (61)

Now, since T is a t-norm,

T (T (a1, b1),T (a2, b2)) = T (T (a1, a2),T (b1, b2)) (62)

and we have from (61) and (62) that T1 ≡ T2 ≡ T3 on I2. �

Proof. Proof of Theorem 8
Let us consider (40) from Group 2. Let a1 = b2 = 1 and a2, b1 ∈ (0, 1). Then we
have that

LHS = T1(T2(1, b1),T2(a2, 1)) = T1(b1, a2)

RHS = T2(S (1, a2), S (b1, 1)) = T2(1, 1) = 1

which implies that T1(b1, a2) = 1,with a2, b1 ∈ (0, 1), which is absurd. Similarly, all
the other equations, (39), (41) - (44) in Group 2 can be shown to have no solutions.

�

Proof. Proof of Theorem 10
We give the proof for M = M7. The proofs for M = M5,M6 and M8 are similar.

LHS o f (45) = T [ inf
x

S (A1(x), A′(x)),

inf
x

S (A2(x), A′(x))] (63)

= inf
x

T [S (A1(x), A′(x)),

S (A2(x), A′(x))] (64)

= inf
x

S (T [A1(x), A2(x)], A′(x)) (65)

= M7[T (A1, A2), A′]

= RHS o f (45)

Since T (infx ax, infx bx) ≡ infx T (ax, bx) iff T = min, we have that (64) is equiv-
alent to (63) iff T = min. Also since any t-conorm S is distributive over T = min
[20], we obtain (65) from (64). �
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