
T
his Special Issue is devoted to the 60th anniver-

sary of the estalishment of our two predecessor

departments, the Department of Wireline Commu-

nications and the Department of Wireless Communica-

tions. Since 1949 not only the organization structure and

the name of departments in this area of our university

has changed several times but we have been witness-

ing several dramatic changes, even paradigm shifts in

communication technologies, telecommunications and

broadcasting. It is sufficient to mention that there was

no Internet at that time (another round figure this year:

we are celebrating the 40th anniversary of the birth of

the Internet as a packet switched wide area computer

network). To follow these developments, the activities

and profiles of the two departments underwent corres-

ponding changes until today when the convergence of

these areas has almost fully come true.

The objective of this special issue is to highlight a

few topics by invited overview papers that are represen-

tative samples from the wide scale of research activi-

ties of the two present departments: the Dept. of Telecom-

munications (HIT) and the Dept. of Telecommunications

and Media Informatics (TMIT). 

The first paper titled „On the security of communica-

tion network: now and tomorrow” by Boldizsár Bencsáth,
Levente Buttyán and István Vajda of Crysys Lab (Labora-
tory of Cryptography and Systems Security, HIT) discus-

ses some security issues in the Internet and sketches

future research directions in this field. In particular, the

authors discuss the security issues in wireless network-

ed embedded systems through three examples: sensor

networks, vehicular communications, and RFID systems.

Finally a brief introduction is given to the field of network

coding, which is a new and promising research area in

networking.

Speech technology has been an area of intensive re-

search worldwide – including Hungary – for several de-

cades and the Laboratory of Speech Technology of TMIT
has been in the forefront of this research. The paper by

Géza Németh, Gábor Olaszy, Klára Vicsi and Tibor Fegyó
„ Talking machines?! Present and future of speech tech-

nology in Hungary” gives an overview of the challenges

and results of the domain and the vision of the develop-

ment and the application of the technology will also be

introduced.

The next paper „Congestion control and network ma-

nagement in Future Internet” by Márton Csernai, András
Gulyás, Zalán Heszberger, Sándor Molnár and Balázs
Sonkoly addresses two key issues in the Future Internet

research where the general objective is to encourage

clean slate designs and thus overcome the barriers of

the previously prevailing incremental development, pro-

posing new visions, architectures and paradigms for the

coming 10-20 years. The first area is congestion control

where recent results show that networks operating with-

out explicit congestion control (like TCP) may survive

without congestion collapse if appropriately designed

in network resources and if end systems apply appropri-

ate erasure coding schemes. The second topic is related

to the exponential growth of the Internet which makes

it hardly impossible to manage the network with traditio-

nal centralized approaches (like manager-agent); hence

research results of complex networks are expected to

spread over the Internet with its autonomic behaviors.

The authors are pursuing research in these fields within

the framework of the High Speed Networks Laboratory
of TMIT.

The last paper is titled “Media communications over

IP networks – An error correction scheme for IPTV envi-

ronment” by László Lois, Ákos Sebestyén, Laboratory of
Multimedia Networks of HIT. Video transmission over IP

networks has been gaining more and more popularity

recently. One of the crucial problems of video transmis-

sion over IP networks through unreliable links is the sus-

ceptibility to errors in the transmission path. Packets lost

or discarded must be somehow regenerated which can

be accomplished by requesting a retransmission or by

recalculating the packet provided that some redundanc y

is introduced in the transmitter side. In addition to a ge-

neral overview of issues around the media transmis-

sion over IP networks, the paper describes a novel me-

thod that can be used for forward error correction in IPTV

applications.

Prof. Dr. Imre Sándor
Head, Dept. of Telecommunications

Prof. Dr. Sallai Gyula
Head, Dept. of Telecommunications and Media Informatics
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In
the 40’s, Hungary was considered as one of the

most developed countries in the world in the field

of telecommunications and broadcasting. The te-

lephone line density was one of the highest in Europe

by the beginning of WW2. Radio broadcasting started al-

ready in 1923, based on the program structure and stu-

dio of the so-called telephone news service, invented

by Tivadar Puskás in 1893. Our radio broadcasting in-

dustry produced one-third of the radio receivers in the

middle of the 30’s !

To meet the increasing need in electrical engineers

specialized in these new areas, 60 years ago the Buda-

pest University of Technology and Economics (then Tech-

nical University) decided to establish its Faculty (~School)

of Electrical Engineering. It had a new branch called

“weak current electrical engineering” in addition to the

already existing – within the Faculty of Mechanical En-

gineering – specialization in “heavy current electrical

engineering” (~electric power engineering).

This new branch of education started in the acade-

mic year of 1949/1950 and two new departments were

founded the same time, the Dept. of Wireline Communi-

cations and the Dept. of Wireless Communications. In

1971, these two departments were combined in a single

unit called Institute of Communication Electronics which

existed for 20 years when in 1991 – as a result of a na-

tural polarization – it was split again into two units: the

Dept. of Telecommunications and the Dept. of Telecom-

munications and Telematics. The latter was re-named to

Dept. of Telecommunications and Media Informatics in

2003. These days the two departments cooperate closely

and their scopes mostly complement each other in seve-

ral areas, and some healthy competition also exists be-

tween them. 

The Dept. of Telecommunications was established

and lead until 2008 by Prof. László Pap, Member of the

Hungarian Academy of Sciences and is currently lead

by Prof. Sándor Imre. It consists of laboratories which

address the key research areas of the department and

are responsible for the educational activities in these

areas: 

• Data and network security

• Signal processing and networking algorithms

• Computing technologies

• Multimedia networks

• Acoustics

• Networking technologies and network modeling 

• Network design

• Mobile communications and computing

The Dept. of Telecommunications and Telematics was

established and lead until 2002 by Prof. Géza Gordos.

Since then Prof. Gyula Sallai has been the Head of De-

partment. The department focusing on the convergent

information, communication and media technologies is

organized in the following laboratories representing the

key research and educational areas:

• Infocommunication Networks, Services 

and Applications 

• Infocommunication Management, Strategy 

and Regulation 

• Content Management and Multimedia Systems 

• Speech and Multimodal Information Systems

• Speech Acoustics

• Intelligent and Cognitive Media Informatics 

In addition, there are two educational laboratories and

an accredited and notified Telecommunications Test La-

boratory also operates within the department.

For detailed and up-to-date information about the two

departments we suggest to visit their websites: 

www.hit.bme.hu  and www.tmit.bme.hu 

2 VOLUME LXIV. • 2009/IV

A short summary based on the article by Profs. Géza Gordos and László Pap, 

published in Hungarian in the Special Issue of “Híradástechnika” devoted to the anniversary of the two departments.

� INVITED PAPER

60 years of 
Department of Telecommunications and Department

of Telecommunications and Media Informatics

szabo@hit.bme.hu



1. Introduction

In this paper, we give a brief overview of Internet secu-
rity issues. First, we discuss the security problems of
the current Internet as we know and use it today. Then,
we introduce some future research directions in the
field of Internet security. We continue by considering a
broader interpretation of the Internet than it is usually
meant today, where the network is not limited to PCs
and servers, but it also includes various embedded com-
puters. This broader interpretation is often referred to
as the Internet of Things. 

We describe the related security and privacy issues
through three examples: wireless sensor networks, ve-
hicle communication, and RFID systems. Finally, in the
last part of the paper, we give a short overview on the
security of network coding, which is a new promising re-
search area that may have impact on the design of fu-
ture networks.

Obviously, the general field of security and privacy
in communication systems is a large area that cannot
be fully covered in the context of this paper. Our selec-
tion of the topics discussed in this paper have been
biased by our research activities in the Laboratory of
Cryptography and Systems Security (CrySyS) of the De-
partment of Telecommunications at the Budapest Uni-
versity of Technology and Economics. More information
on our research and other activites is available on the
web site of the laboratory at www.crysys.hu.

2. Security of the Internet

The security of the internet has evolved a lot in the last
decades. Today, nobody can imagine the Internet with-
out security mechanisms such as TLS, SSH, PGP, IPsec,
or without advanced authentication techniques (smart
cards, captchas, two factor authentication tools, etc.)
However, lot of the security problems of the Internet re-
mained unsolved.

Malware, badware, viruses and worms have been
known for decades, however, the problem is getting
worse and worse instead of finding proper solution for
the problem. Malware infected hosts are not individual
problematic points anymore, botnets have been created.
These botnets might aggregate the resources of milli-
ons of computers. Even the estimation of the size of the
botnets is a hard problem.

Using botnets, millions of spam e-mail messages can
be sent out easily and rapidly. Although solutions are
continuously proposed against spam, spam is still one
of the biggest problems of the Internet. In June 2009,
88.9% of the full Internet e-mail traffic was spam.

Most of the Internet servers and services are prone
to some kind of Denial-of-Service problems (DoS). The
basic architecture of the Internet was not designed to
be resilient against such attacks, and therefore the num-
ber vulnerable services, servers, protocols is unknown
and might very high, therefore, a significant increase
might happen in both the number and the severity of the
DoS attacks at any time. 

Another unsolved problem on the Internet is crack-

ing and defacing web pages and servers. Today, a num-
ber of tools and possibilities are available to make ser-
vers secure: automatic updates, intrusion detection sys-
tems, secure authentication, vulnerability scanners, etc.,
but still, the web sites are not secure and cracked fre-
quently. There is multiple reasons behind that. Altho-
ugh tools are available, they are not used, for different
reasons to make systems secure. Special web content
cannot be updated automatically at all the time. Admi-
nistrator do not have right to fulfill necessary operation
without the owners’ consent.

Grid-computing, cloud-computing also raise new se-
curity and reliability concerns. In such cases the legal
situation is even more complicated. The cloud-based
service might be free or very cheap, but there is no gua-
rantee on the reliability, availability and security pro-
perties, therefore the end users might have no options
to solve security problems.
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2.1 Research directions

Not just the problems and solutions have been signi-
ficantly changed during the last years, but even the me-
thodology, the point of view on the problems changed a lot.

Future internet: A number of new research projects
started to design the next generation of the Internet,
including Global Environment for Network Innovations
(GENI), a Future Internet Design (FIND), funded by the U.S.
National Science Foundation (NFS), or projects in the Se-
venth Framework Programme of the European Union
(FP7). The main goal of these projects is to redefine the
basic architecture of the Internet. Traditionally the In-
ternet provides best-effort services, it is a multi-layer
unreliable network. Most of the services are based on
TCP/IP where the main task of the routers just to forward
simple packets. The reason behind many security pro-
blems is this approach: because of the architecture and
protocols of the Internet, it is simply impossible or al-
most impossible to solve some security problems. By
redesigning the basic blocks and the architecture, new
solutions can be made for the security problems.

The next generation Internet should give more than
best-effort forwarding of packets. People need services
instead of an unreliable transport network, the need qua-
lity of service (QoS) agreements. Today, Internet-wide
secure authentication is not solved, especially for simple
network protocols, and therefore, it is nearly impossi-
ble to track back the origin of an attack and punish at-
tackers. This list of problems and new tools, features
might be continued, but the most important message is
that there is a need and also intention to modify even
the foundations of the Internet.

Intelligent intrusion-detection: The intrusion detec-
tion (IDS, IPS, honeypot, etc.) tools have evolved a lot
in the last years. From the basic event detection we ar-
rived at complex systems which intelligently distinguish
attacks from normal traffic and automatically carry out
countermeasures. This change goes forward to make
global intrusion detection systems (possibly with honey-
pot systems), to use modern network technologies, like
P2P techniques in intrusion detection, or more intelli-
gent reactions to security problems. To this last goal, to
provide more dependable systems by automatic reconfi-
guration, an EU FP7 project, DESEREC (www.deserec.eu)

has just been finished with the participation of BME’s
Laboratory of Cryptography and Systems Security (Cry-
SyS).

In the area of trust, reputation and authentication, new
methods give new tools to solve security problems and
therefore there is a very intense research activity in this
field. The work includes:

• Defining attack and defense incentives and 
providing new tools based on these properties.

• Using game theoretical methods to make such 
situations, where there is no use to attack, 
thus avoiding attacks.

• Providing new ways of authentication possibilities
while retaining anonymity and civil rights.

• Dealing with trust on local level and on large scale.

Secure clients and secure, trusted platforms: Lot of
the problems originate from the fact that the software
elements and thus the whole client computer cannot be
trusted. Trusted computing could provide a situation,
where there are no malware programs, or, the can be
easily removed at large scale. However, the concept of
trusted platforms contradicts with the current philoso-
phy of the Internet, e.g. the need of the users to install
pirated software, downloading music illegally, etc. The
typical research areas: secure software engineering;
formal analysis and proving of protocols, rule sets, or
even formally proven APIs; secure authenticaion in un-
trusted environment, etc.

This short introduction cannot provide a full picture
of all the work that is currently in place to provide new
solutions to security problem, we just tried to show the
most interesting research areas in this field, that could
have a great impact to the future of the Internet.

3. Security and privacy in wireless
networked embedded systems

3.1 Security in wireless sensor networks

In the last decade, a considerable amount of research
on wireless sensor networks has been carried out all
over the world. This new wireless networking techno-
logy allows for a number of new and useful applications
the monitoring of the parameters of our physical envi-
ronment (such as temperature, pressure, humidity, vib-
ration, acustic noise, etc.), and the automated collection
and processing of all these monitored data. The poten-
tial applications include optimization of agricultural pro-
cesses, making ecological observations on large scale
or in environments that are difficult to access physically,
forecasting natural disasters such as earthquakes, re-
ducing cost in industrial process automation and control,
prevention of accidents on the roads, remote monitoring
of elderly or chronically ill people, and military tactical
applications, just to mention a few.

Many of these applications have security require-
ments related to the protection of wireless communica-
tions on the one hand, and to the increased resistance
of the networking mechanisms againts malicious attacks
on the other hand. Although, security is a problem and
has been addressed both in wired and in traditional wire-
less networks (e.g., in cellular and Wi-Fi networks), there
are new security challanges in wireless sensor networks,
and the solutions proposed for wired and traditional wire-
less networks can be used only with limited success, if
at all. Such a challenge, for instance, is that the nodes in
wireless sensor networks have severe resource con-
straints: the nodes are small, battery powered embed-
ded computers designed for low energy consumption,
and consequently, they have reduced computing, sto-
rage, and communication capabilities. Therefore, one
needs new security mechanisms in wireless sensor net-
works that are computationally not so expensive, have
small code size, and minimize energy consumption.
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These requirements are usually not satisfied by the se-
curity mechanisms used in traditional networks. 

Another distinct security problem in sensor networks
is that the nodes are usually physically accessible and
they are not tamper resistant. Thus, they can be relati-
vely easily compromised, meaning that an attacker can
obtain secrets stored in the node and install rogue soft-
ware on the node such that it continues to behave arbit-
rari ly. Node compromise may happen in traditional net-
works too, however, as the nodes of traditional networks
are usually located in locked rooms, the attacker is es-
sentially restricted to remote logical attacks. In wireless
sensor networks, node compromise is easier to carry out
due to the easy physical access to the nodes, and we
must always assume that some nodes may have inde-
ed been compromised.

In our CrySyS laboratory, we have been working on
the problem of securing wireless sensor networks in the
context of two projects, UbiSec&Sens (www.ist-ubisec-

sens.org) and WSAN4CIP (www.wsan4cip.eu), both fund-
ed by the European Commission. In the former project,
we participated in the development of a security tool-
box for sensor networks inlcuding a random number ge-
nerator, new encryption algorithms, new key establish-
ment protocols, and security enhancements for routing,
clustering, data aggregation, and distributed data sto-
rage schemes. 

In particular, we developed the Secure-TinyLUNAR
secure routing protocol, the RANBAR and CORA resilient
data aggregation algorithms, and the PANEL robust agg-
regator node election protocol. In the latter project, we
are currently working on dependable networking mecha-
nisms for wireless sensors in the context of critical in-
frastructure protection applications.

3.2 Security and privacy in vehicle communication systems

Unfortunately, more than 40.000 people die in road
accidents in Europe, and the statistics in the US are si-
milar. In addition, another problem is the ever increasing
amount of road traffic in large cities that leads to traff ic
jams and vaste of tremendous amount of time and fuel.
In both cases, the situation could be improved if the
right information would be available at the right place
at the right time (i.e., if drivers would be informed abo-
ut hazardous situations and receive up-to-date informa-
tion about the traffic conditions). This could be achieved
by letting vehicles to communicate with each other and
with roadside equipments. Such communications must
obviosly be wireless due to the nature of the application.

Most of the large car manufacturers around the world
are seriously considering the idea of vehicle-to-vehicle
and vehicle-to-infrastructure communications, and they
investigate the related technical problems in national
and international projects (e.g., NoW, CVIS, Safespot and
Coopers projects). Among those technical problems, they
are also looking at security issues. Indeed, it must be
clear that vehicle communications can only be adopted
if it cannot be easily misused, or its operation cannot be
easliy disabled. One thing to absolutely avoid is that

s omeone sitting at the roadside injects fabricated mes-
sages in the system, and in this way, provokes accidents.
A security hole in the system can easily translate into
fatalities in this case. Therefore, it is indispensable that
messages are aunthenticated and their contents are va-
lidated, for instance, through consistency checking and
correlation with other similar messages.

Most safety applications require that the vehicles con-
tinuously inform nearby vehicles about their current lo-
cation, direction of movement, and speed. For this rea-
son, the vehicles send so called heart beat messages,
with a rate of several hundred messages per second,
which contain these data. This, however, raises privacy
problems, as it becomes rather easy to track the where-
abouts of the vehicles by sniffing the wireless channel.
Note that, although tracking vehicles is possible by means
of video surveillance technologies, tracking by eaves-
dropping is less expensive, more precise, and can be
carried out at larger scale. We, and fortunately many
others, believe that, in modern societies, new techno-
logies should be introduced only if they are designed
in such a way that they do not make privacy violations
easier than they are today. Therefore, the protection of
location privacy in vehicle communication systems is
an important design requirement.

In our CrySyS laboratory, we have been working on
the problem of securing vehicle communications and
location privacy enhancing techniques in the context
of the SeVeCom project (www.sevecom.org) that recei-
ved funding from the European Commission. In particu-
lar, we have investigated various pseudonym schemes
and their effectiveness in preventing location tracking
in vehicle networks.

3.3 RFID privacy

Similarly to the problem of location tracking of ve-
hicles, individuals can be tracked by sniffing the wire-
less transmissions generated by various devices that
they carry with or on them. In particular, it is expected that
in the future many objects will be tagged with RFID tags
that emit unique identifiers each time they are queried
by a nearby reader. Hence individuals could be identi-
fied and tracked by observing the identifiers of their RFID
tags. Unfortunately, RFID tags are even more constrain-
ed in terms of resources than the previously described
sensor nodes; hence, it is very challenging to design pro-
tocols for them that would prevent this kind of tracking. 

In our CrySyS laboratory, we have been working on
efficient private identification schemes for low-cost RFID
tags that ensure that external eavesdroppers cannot ob-
tain the identifier of the tag from the transactions be-
tween the tag and a valid readers.

4. Network Coding

The idea of network coding was born at the beginning
of our new millenium, an important development in the
theory and practice of infocommunication. 60 years ago
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Shannon in his famous publication gave the information
theoretical foundation for point-to-point communication
(channel capacity, existence of optimal channel codes).
From the beginning of the 1960’s till the end of 1980’s
capacity calculations were extended to small/special
networks and channels (e.g. broadcast channels, mul-
tiple-access channels, feedback channels). 

For practical applications many important results
were found in the field of random access channels and
code division multiple access channels (CDMA). Then
more than a decade spent without new ideas in the field
of information theory of networks when, finally, in the
year of 2000 the network coding was innovated [7].

One the simplest example for the strengh of network
coding is given in Fig.1. Wireless communication nodes
A and B want to exhange their messages a and b, res-
pectively Obviously, they can solve this task in four steps
of communication, as shown by version (i). However, they
can also do it by sending only three messages in total:
node A and B send their messages to node C, which li-
nearly combines the messages by XOR addition (a+b)

and broadcasts the sum in one step. It easy to see that
network coding, i.e. allowing linear combination of mes-
sages by communication nodes, improves the commu-
nication efficiency compared to the classical store-and-
forward solution: the store-and-forward solution is the
trivial network coding, when no combination is done at
nodes. 

The principle of network coding can be extended to
non-binary cases by straighforward generalization. In
retrospect, the network coding in the case of the scena-
rio of Fig.1 is trivial. But, how can we find appropriate
combinations for large, general networks? Fortunately,
it turns out that nodes can independently choose ran-
dom linear combinations to achieve, essentially, optimal
coding. 

If a source (or a set of sources) wants to transmit a
time flow of messages to destination nodes through the
network, then the flow is partitioned into units of fixed
number of messages (called generations) and network

coding combines messages within the same generation.
A destination node is able to decode messages of a ge-
neration, when it has collected a set of linearly indepen-
dent combinations (so called innovative combinations)
with set size equals to the size of a generation. 

Network coding has important advantages for a di-
versity of practical application: for example, improve-
ment of network throughput, improved robustness of com-
munication in case of link/node failure, decrease of the
number of communication steps in case of energy criti-
cal application (battery powered nodes). 

Now, we shortly summarize the possible positioning
of network coding in the protocol stack. Network coding

can be placed in each layer, result-
ing in different potential applications.
If we implement it in the application
layer, it has the advantage that rout-
ing and MAC layers remain intact,
and extension is needed only in the
software of the source and destina-
tion nodes. A typical application is
the case of overlay communication
topologies, e.g. P2P file distribution
systems. 

When the network coding is im-
plemented in the transport layer, a
destination node does not send back
an ACK for a received packet, but
the node sends back information a-
bout possible combinations which

were innovative for it. A source node according to recei-
ved needs for innovative information selects combina-
tion which is innovative for largest possible set of des-
tination nodes. 

In the network layer during the discovery of network
topology – which typically some kind of flooding tech-
nique – application of network coding is very appropri-
ate. The so called opportunistic network coding in wire-
less networks is an excellent example for the usage of
network coding in the data link layer. Network nodes are
set into promiscuous mode and overhear the wireless
communication in their neighborhood, according to
which they can optimize the next network coding step
they do. Network coding can also be implemented even
in the physical layer, which is called analogic network
coding. 

A serious disadvantage of the network coding is its
sensitivity to the so called pollution attack. This means
that network coding does not check the integrity of the re-
ceived packets, and if a – illegally – modified packet (pol-
luted packet) is used in a combination it also becomes
modified and will be combined into several further com-
binations accross the network, resulting in spreading of
the pollution, which finally deteriorates the network com-
munication. This attack can be stopped by detecting and
dropping polluted packets. 

For detection cryptographic techniques (MAC, digital
signature or hash techniques in case of available aut-
hentic channels) can be used. This cryptography must fit
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to network coding by having special algebraic property
(homomorphic mapping). However, in case of resource
constrained environments (e.g. sensor networks) cryp-
tographic techniques with high computational comple-
xity are excluded. 

We can derive the conclusion that the theory and
practice of network coding is developing fast in recent
years. There are many important, potential applications,
however, it is an open question yet, when will network
coding be an ubiquitous option for networking protocols.

5. Conclusions

Communication systems play a fundamental role in to-
day’s society, and therefore, their dependability is cru-
cial. Dependability includes also security, which means
resistance against intentional attacks. In this paper, we
reviewed some of the security issues pertaining in the
current Internet, and those expected in future emerging
wireless networks and communication systems. 

As we could see, there are important challanges a-
head of us that must be properly addressed by research-
ers and designers of future communication systems,
such that we can live in a safer cyber world than we do
today.
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1. Challenges of speech technology

Speech has been the most natural and most frequently
used means of human communication. Speech usually
fulfills the information transmission role between biolo-
gical systems (Fig. 1).

The science of speech technology has emerged a
few decades ago. Its’ results are used in replacing cer-
tain elements of the natural speech communication
chain by artificial solutions (speech recognition, speech
synthesis, human-machine dialogue, diagnosis by speech,
speech training, speech-to-speech translation, etc.).

Out of the elements of the natural speech communi-
cation chain most practical engineering applications
rely on the acoustic signal so in the following we shall
also concentrate on this aspect. It should be noted, how-
ever, that the language is always behind the acoustic
form of speech. The linguistic information determines
several acoustic components of the spoken message.
In order to create successful solutions of language and
speech technology it is not only the processing of the
acoustic signal that should be solved. Deep linguistic
knowledge should also be coupled with it in order to
achieve an artificial system comparable to natural com-
munication.

The movie industry has given good visions for the
practical applications of speech technology. One of the
key “actors” is the HAL 9000 speaking computer in 2001:
A Space Odyssey that was presented first in 1968 [26].
In 1977 in the first episode of Star Wars [1] robots per-
ceive, store and present in many ways the multitude of
information collected and transmitted through speech
communication.

These visions of art created the impression for seve-
ral people that all these technological breakthroughs can
be reached in a short time. In practice just as interstel-
lar spaceships, speaking and thinking robots are still to
come. Because of the gap between huge expectations
and significant but relatively slower technological advan-
cements plus short time market success requirements
there is a certain cyclic nature in the development of
speech technology. 

It is illustrated in Fig. 2 along the dimensions of (tech-
nological) maturity and (media) visibility. The figure was
created by combining Gartner’s 2002 and 2006 key ICT
(Information and Communication Technology) and HCI (Hu-
man Computer Interaction) forecasts in speech techno-
logy related areas. For example natural language search

was expected to be mature for the market in 2-5 years by
analysts in 2002 (i.e. between 2004-2009). The forecast
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Figure 1.  The process of speech communication



range changed to 5-10 years in 2006 (i.e. 2011-16). In the
evaluation of speech recognition on the desktop similar
trends can be observed. It was only speech recognition

in call centers that moved from the 2-5 years category
in 2002 into the less than two years expectation by 2006.
Text-To-Speech (TTS) played the role of emerging techno-
logy both in 2002 and 2006 (less than two years until mar-
ket penetration). It is important to note that these forecasts
were created for the most developed, English speaking
USA market where automation is a frequent business
target (e.g. in telephone-based call centers). The real mar-
ket situation varies greatly around the world, and eva-
luation is a continuous challenge both in Europe as a
whole and in our homeland (Hungary) in particular.

In the next section of the paper an overview will be
given about the results of speech technology in an in-
ternational and a domestic setting with particular emp-
hasis on existing and possible applications. In the 3rd
section a short introduction will be given to the research
and application vision of the area.

2. Domestic and international results
of speech technology

It is worth looking at both the starting point and the cur-
rent situation of R&D in domestic and international set-
tings. It should be noted again that successful speech
technology developments require advances in at least
two areas: linguistic analysis and acoustic signal pro-
cessing.

Automatic speech generation

In the area of automatic speech generation (often call-
ed speech synthesis) developers achieved as early as
in 1984 that an English TTS system became part of the
operating system of Apple computers [5]. This step was
taken in the English versions of Microsoft Windows sys-
tems after 2000. 

Hungarian research was already in the forefront of
international research at the beginning of the 80s when
the first general purpose, Hungarian TTS system – Hun-
garovox – was born in the Institute of Linguistics of the
Hungarian Academy of Sciences [4]. Since then both lin-
guistic analysis and acoustic signal processing algo-
rithms have substantially improved. In the latter area
the fourth generation is under study. The first systems
modeled the human articulatory process by a time-vary-
ing filter bank and a simple excitation signal. This so-
called formant synthesis solution allowed a coded acous-
tic database as small as a few kilobytes. The Hungarovox
system was based on this technology, too. The system
had a strongly robotic voice, with slow speech without
rhythm and accent but with some level of intelligibility.
At the predecessor of the Department of Telecommuni-
cations and Media Informatics (BME TMIT) the similar
but improved MultiVox system was implemented in 12
languages [12]. The German version of MultiVox was li-
censed by an Austrian and a German company. 

In co-operation with the developers of the Recogni-
ta optical character recognition (OCR) system we could
demonstrate a Hungarian book-reading system in 1987.
The first, commercially availably speech synthesizer for
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the Commodore 64 computer was also developed at the
same BME department [14 – p.269]. 

In the solutions of the second generation (from the be-
ginning of the 90s) waveform segments were cut out from
human voice, containing parts of two or three sounds
(diphones and triphones, respectively). The acoustic data-
base was compiled from these elements. The synthesi-
zed waveform was concatenated from these units (c.f.
concatenative synthesis). In the following step digital
signal processing algorithms were applied based on a
prosodic model (pitch, timing and intensity). With this
solution a speech quality resembling the given spea-
ker could be achieved with a database on 1 to 10.000
units, and with storage space in the order of megabytes.
In our research the ProfiVox system belongs to this ca-
tegory [13]. 

It was the basis in 1999 for the so-called MailMondó
(MailReader) service, which read e-mail messages over
the telephone for subscribers [6]. The same technology
is applied in the SMS reading system for wireline tele-
phony subscribers and in the SMSMondó (SMSReader)
application for Symbian smartphones [10]. ProfiVox has
also been integrated in the most widely used screen read-
er program for visually impaired people in Hungary (Hun-
garian version of Jaws).

The development of the third (corpus-based) techno-
logy started in the middle of the 90s. In this case there is
no (or maybe some minor) prosodic modification by sig-
nal processing. Several hours of (usually read) speech
from a speaker (or so-called voice actor/actress) are
stored. This database is the acoustic database for syn-
thesis. In case of good design there is a high probabi-
lity that all sound units are available in several proso-
dic forms. The storage requirements of these solutions
fall in the gigabyte range. 

This technology is applied in the Hungarian name and
address reading solution of BME TMIT that has already
allowed the automation of the reverse directory service
(reading out the name and the address of the subscrib-
er based on the input phone number) of two mobile ope-
rators. In limited domains this technology can approach
human quality. BME TMIT has prepared solutions for se-
veral domains. The weather forecast reader is publicly
available (www.metnet.hu), the automatic generation of
auditory version of the price list of devices and servi-
ces is applied in the IVR system of a mobile company
[11]. The latest demonstration system is a railway time-
table information system that “speaks” at the railway
station of Sárospatak.

The fourth generation of TTS is based on Hidden Mar-
kov Models (HMMs). The basic principles are quite diffe-
rent from earlier TTS generations. One may say that it
grew out from speech recognition experience. The acous-
tic basis in this case is recordings of several hours from
one or more speakers (storage requirements may be in
the terabyte range). These databases are used for train-
ing by statistical methods the control parameters of pa-
rametric speech coders. It is important that although a
large database is required for training the resulting pa-

rameter database is typically much smaller (even just
a few megabytes) which opens up several interesting
applications. The quality of the latest HMM systems app-
roach that of the third generation corpus-based systems.
There are experiments with so-called hybrid systems
which provide the data-driven, flexible features of HMM
while maintaining the high speech quality of corpus-bas-
ed systems. Our researchers conduct promising expe-
riments in the HMM field, too [16].

It should be remembered, however, that although
there are always new solutions the viability of older ones
does not necessarily cease. They all have certain advan-
tages that may be critical in certain applications. For ex-
ample it is quite easy to generate whispering voice or
speed up/slow down the synthetic speech with formant
(or other parametric) technology which is quite difficult
for corpus-based or HMM approaches. 

Automatic speech recognition

The ASR has been a field of intensive research world-
wide since the middle of the 20th century. From the ini-
tial sample-based systems with a vocabulary of a few
words [15] the technology has advanced to large voca-
bulary, continuous, speaker independent technologies.
The first Apple operating system containing speech re-
cognition was announced in 1993 [5]. The latest ASR
systems of industrial applications are typically based
on HMMs. The basis of the technology was laid down in
the 70s by the researchers of IBM. Nearly forty years
have passed since then but we still cannot meet “omni-
scient machines” that perfectly comprehend our speech.
In several narrower domains (e.g. medical dictation)
though, there have been applications of regular practi-
cal use. 

Current ASR systems – beyond standard software
elements – have basically two language and applica-
tion dependent components. Both the acoustic and the
language model have to be trained according to the gi-
ven application environment.

The acoustic model usually represents the speech
sounds as derived from sound samples taken from seve-
ral speakers. Even relatively small research databases
contain at least 10 hours of speech of at least 100 spe-
akers but there are training databases of up to several
thousand hours. These samples have to be recorded in
an environment that is identical (or at least similar) to
the end-user application. For example there are diffe-
rent acoustic models for office (wideband) and telephony
(narrowband) situations. The general acoustic model can
be adapted to the voice of a particular speaker from a
relatively smaller set of training data. The output of pat-
tern matching based on just the acoustic models is not
accurate enough. That’s why the language model of a
higher level is required. It is not so surprising if we re-
member that human speech perception and understand-
ing have several layers, too.

Language models help the recognizer in matching
the output of the acoustic model (sound sequence) to
the probable linguistic content. In fact, the individual
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speech sounds are connected to a complex network ac-
cording to the given application environment. In a simple
case, for example command word recognition, the lan-
guage model is just a simple vocabulary where the pos-
sible commands are listed. In case of the more comp-
lex continuous ASR task the linguistic probability of
words following each other also have to be taken into
account. In practice statistical language models train-
ed on large text corpora are applied. 

In case of agglutinative languages – such as Hun-
garian – because of the large number of possible word
forms morpheme-based approaches have also gained
momentum besides traditional word-based ones. Lang-
uage models are always domain specific, the narrower
the domain the higher recognition accuracy can be ex-
pected. In case of isolated command words over 95%
accuracy is not rare while in case of the recognition of
spontaneous conversations a result over 60% is regard-
ed as quite good on an international scale. 

Researchers of BME TMIT have participated in co-ope-
ration with industrial partners and with significant state
funding in the creation of several practical applications
and in the composition of related indispensable data-
bases. Their detailed introduction is beyond the scope
of the paper so only a list of major results is given below.

• MKBF 1.0 – 

ASR engine and development environment:

The ASR engine is HMM-based and provides real-time
processing in case of moderate size vocabularies
(1000-20.000 words). The toolset supports the training
of both acoustic and language models and allows
N-gram models and speaker adaptation as well. 

• Medical report generator:

The system allows the direct speech to medical 
diagnosis transcription [24].

• Classification of prosody and segmentation 

of speech flow:

Prosodic-acoustic processing speech has turned
from the interest of speech synthesis research to
ASR focus as well. An application – based on accent
and intonation contour based classification – was
developed for word and phrase boundary detection
for Hungarian and Finnish. A clause segmentation
and a modality detection module was also 
implemented [21]. 

• Automatic speech-based emotion recognition [2,17].
• Speech databases [22]:

A large amount of labeled and annotated sound 
material is required for the training of ASR systems.
During the preparation of databases statistical
language analysis, linguistic and phonetic modeling,
corpus design, database qualification and validation
tasks have been completed. Diagnostic (oto-rhino-
laryngology, radiology, etc.), news (Broadcast News),
and audio-visual databases have also been created.

• Multilingual speech corrector (SPECO):

In the framework of an EU Copernicus project a
system under the fantasy name of “Magic Box” was
developed. This system provides help for speech

training and speech therapy audio-visually for 
speech- and hearing-impaired persons in Hungarian,
English, German, Slovenian and Swedish. This 
application will be extended with a prosodic module
according to our latest research results [23,20,18].

• Keyword recognition system: 

Recognition of a keyword without recognizing 
previous and following speech segments. 
Due to integrating both co-articulation and higher
level pronunciation into the pattern matching 
process the recognition accuracy may be quite
high. Because of the lack of the linguistic level
this approach is not suitable for detecting short 
keywords. Only one keyword may be found 
in an announcement. The solution is definitely 
recommended for recognition of proper names.

• Large vocabulary, speaker independent, 

real-time application optimized for the transcription

of broadcast news:

This solution takes into account the morphology 
of the Hungarian language extensively. 
Consequently the recognition error was nearly 
halved compared to traditional word-based 
technologies. In case of speaker adaptation the
word error rate was reduced below 20% on a one
hour test corpus which is at state-of-the-art level
compared to similar languages [7].
Although automatic speech generation and recog-

nition technologies have improved a lot, “talking ma-
chines” (so-called dialogue systems) can be used only
among strongly constrained situations. The reason for
this is that modeling such basic phenomena of human
communication as linguistic, environmental and back-
ground knowledge is still at its infancy. In case of natu-
ral dialogues we know where and to whom we are talk-
ing to and based on our earlier experience we can guess
the topic of the communication, the speaking style of
the speaker, etc. Most current commercial recognizers
do not convey such basic information as the sex and the
speaking rate of the speaker. Speech synthesizers are
typically not able to change speaking styles, to express
emotions and to adapt to the partner.

Speech based dialogue systems

Taking into account the above mentioned limitations
there are already speech based dialogue systems operat-
ing in Hungary. Such systems currently can be success-
ful only if the domain of the conversation is sufficiently
narrow and if we inform the human user that the other part-
ner is a machine. Such an example is the DrugLine (in
Hungarian: Gyógyszervonal; www.gyogyszervonal.hu)
[9] information system that provides web, wap and tele-
phone based interfaces. It ensures the availability of the
Patient Information Leaflets of drugs that are approved
by the Hungarian National Institute of Pharmacy through
three different channels. The speech based dialogue was
implemented in the telephony version (adapted speech re-
cognition and speech recognition subsystems are integ-
rated. The phone number of the system is +36-1 8869490.
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In the USA there is a widespread technology that al-
lows the connection of an operator or an appropriate de-
partment just by pronouncing the name without keying
in an extension number. A similar technology is avail-
able in Hungary as well [13], but is used by smaller orga-
nizations yet – such as some local governments – al-
though the technology would exhibit its real advantages
in case of large entities (banks, insurance companies,
ministries, etc.).

3. Vision for R&D and applications of
speech technology

In the field of automatic speech generation one of the
focus areas is applying the data-driven, easier to auto-
mate HMM technology while preserving the quality of
the corpus-based approach. Increasing the naturalness,
social appropriateness of the generated speech is of
growing importance. As a consequence, besides the ge-
neral-purpose systems there are increasing numbers
of outstanding quality systems in limited domains. 

Besides the above mentioned solutions an important
area is voice telephony access to timetables and ticket
ordering of public transport systems (railways, local and
long-distance buses) and providing quick access over
the telephone to information of banking, insurance, state
and local government systems quickly, efficiently and
7 days/24 hours. 

In the area of automatic speech recognition efficient
applications can be implemented in several domains
with currently available technologies. It cannot be reg-
arded, however, a market of out-of-the-box solutions.
On the contrary, each application needs thorough pre-
paration and pre-processing work. In order to achieve a
breakthrough for more widespread applications there
should be advancements in some areas. 

• Noise is the hardest limit on recognition accuracy.
Noise robust models and noise resistant pre-
processing algorithms need even greater attention.
This task is language-independent to a large extent
so results for a given language may be generalized.

• Another large research area is the recognition of
spontaneous conversational speech. If we look at
the advancement of past decades we can recognize
that technology has proceeded from well defined
read speech of both acoustic and linguistic view-
point through designed and spontaneous speech
to conversational one. The last one is just as “loose”
from both acoustic and linguistic viewpoint as the
language of Internet forums, for example. Intensive
research in this area is of great importance in 
order to understand natural language communication. 

• In case of Hungarian and similar agglutinative
languages because of the variation of word forms
the size of traditional language models can easily
exceed the limits of several computing platforms.
More efficient modeling techniques should be 

defined in order to find efficient solutions for these
languages (e.g. Hungarian, Finnish, Turkish, 
Arabic, etc.). In Hungarian the relatively free word
order is another dimension of future research.

Speech technology serving public information access

Nearly half of the Hungarian population is not an In-
ternet user. Consequently interactive information ser-
vices for all the citizens can only be solved by voice-
based telephony. Speech technology is the key to pro-
vide automated, cost efficient solutions to this problem.
This is the only way to bridge the widening “informa-
tion gap”. The idea of “digital public utility” may be worth
to be extended to “information public utility” (the access
channel to information important for the public).

Further information can be obtained from the authors
and from the Hungarian Language and Speech Techno-
logy Platform (www.hlt-platform.hu).
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1. Introduction

The fast changes in the Internet usage and in its tech-
nology in the previous years have resulted in a grow-
ing expectation of possible paradigm changes in seve-
ral mechanisms of the Internet. In this paper we add-
ress two challenging areas of these hot topics, namely,
the solution for congestion problems and the manage-
ment of future Internet. 

The congestion is managed in the Internet by a con-
gestion control mechanism called the Transmission
Control Protocol (TCP), which is a complex transport
protocol that has gone through several evolution steps
since the beginning of the Internet. This evolution was
driven by the ever-changing user and application re-
quirements and also by the current technological limi-
tations. As a result, a number of different TCP versions
have been developed. TCP was originally designed as
a reliable connection-oriented end-to-end transport pro-
tocol for the fixed wired Internet. However, the situation
today is rather different concerning the pervasiveness
of wireless technologies and also the increasing number
of very high capacity links. It seems that the research
community has arrived to a conclusion that it is very
unlikely that an optimal TCP solution could ever be de-
veloped. 

On the other hand, a new idea has arisen in the pre-
vious years, which basically says that we should de-
sign the solution for congestion problems from scratch.
The idea challenges the researchers to think over the
issue of congestion from a different point of view. What
if we do not implement any congestion control in the
network? How can the congestion be avoided in that
case? Would it be possible to develop an Internet where
the packet losses due to congestion events can eff i-

ciently be corrected by erasure coding? The TCP con-
cept with its evolution and these exciting questions
are discussed in the first part of the paper.

It is a well-accepted fact by current research con-
cerning networks, that the future Internet will be cha-
racterized by the tons (in the order of trillions) of parti-
cipating communicational entities and the complex and
heterogeneous connections between them. Neverthe-
less the functional requirements of the next-generation
networks will be highly diversified, and managing these
networks with human interactions will be hardly solvable,
thus the need for high-level automatic management is
inevitable. Designing such complicated, large-scale sys-
tems is a complex task, and we still lack the adequate
methodology for that. The means for describing large-
scale networks developed a lot in the past years. We
can see applications based on these findings, such as
the search in complex networks, which will be discus-
sed later in more detail. 

Considering the future Internet, as in all complex sys-
tems, the analysis of the ongoing processes will requi-
re modern tools and methods. The conventional metho-
dology, by which the global behavior of the system is
treated as the collaborative functioning of different parts,
lapses due to the complexity of the system. To handle
these problems, we must come up with a self-organi-
zing system model, where the centralized process cont-
rol is replaced by distributed functioning and decentra-
lized decision making. The monitoring of the network
will take place on a macro level by analyzing the emer-
gent features of the system, and not by independently
observing the parts of it. In the second part of the paper,
we discuss research topics in the area of large scale
systems and consider self-organizing communication
networks.

Keywords:  Future Internet, congestion control, complex networks, socio-economics

Future Internet research programs try to ignore and overcome the barriers of incremental development and encourage clean 

slate designs, propose new visions, architectures and paradigms for the coming 10-20 years. Recent results in congestion 

control research has shown that networks operating without explicit congestion control (like TCP) may survive without congestion

collapse if appropriately designed in network resources and if end systems apply appropriate erasure coding schemes. 

The exponential growth of the Internet makes it virtually impossible to manage the network with traditional centralized 

approaches (like the manager-agent one); hence research results of complex networks are expected to spread over the Internet

with its autonomic behaviors. In this article we give overview and outlook of some interesting research areas connected 

to the future Internet research.
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2. Congestion Control in Future Internet

Congestion control is a resource and traffic manage-
ment mechanism to avoid and/or prevent excessive si-
tuations (buffer overflow, insufficient bandwidth) that can
cause the network to collapse. It should not be confused
with flow control, which prevents the sender from over-
whelming the receiver. Congestion control has been
accomplished by the Transmission Control Protocol (TCP)
from the very beginning of computer networks and play-
ed an important role in the success of Internet.

The original protocol providing a reliable, connec-
tion-oriented service on top of IP networks dates back
to 1981 (RFC 793). In the mid 1980s, serious incidents
were experienced in the Internet when the network per-
formance fell down by several orders of magnitudes.
This phenomenon, called congestion collapse, raised
the urgent need of some more sophisticated control
mechanism in the transport layer. The original solution
for the congestion collapse was provided in [1] by Van
Jacobson. An essential part was added to TCP includ-
ing the congestion control mechanisms. The congestion
management of TCP is composed of two important al-
gorithms. The Slow-Start and Congestion Avoidance al-
gorithms allow the protocol to increase the sending data
rate of sources without overwhelming the network and
help to avoid congestion collapse. The protocol updates
a variable called congestion window (cwnd, w) that di-
rectly affects the sending rate by means of limiting the
number of unacknowledged packets in the network bas-
ed on a sliding window mechanism which involves a
self-clocking control. The congestion window variable
is adjusted according to various algorithms in different
phases of the connection. The basic mechanism was
incrementally developed and tuned introducing new ad-
ditional algorithms, e.g., RTO calculation and delayed

ACK in 1989 (RFC 1122), SACK in 1996 (RFC 2018) and
NewReno in 2004 (RFC 3782) just to mention a few. A
standard TCP (TCP Reno) source starts sending accord-
ing to the Slow-Start mechanism applying a multiplica-
tive increase algorithm. More specifically, the conges-
tion window is increased by a constant value for each
acknowledgement received. This yields an exponential
growth of the congestion window. 

In Congestion Avoidance phase, the congestion win-
dow is adjusted by an AIMD (Additive Increase Multipli-
cative Decrease) mechanism which results in the clas-
sical “sawtooth” trajectory. When no packet loss is expe-
rienced, then the window is increased by 1/w per acknow-
ledgements (AI) while it is halved as a response to pa-
cket loss (MD) as it is shown in the first row of Table 2.
The main goal of the TCP’s congestion control mecha-
nism is to provide good network utilization, to avoid con-
gestion collapse and to share the resources (now the
link capacities) among end-users in a fair way. This is
achieved by a distributed, closed-loop feedback mecha-
nism. The last requirement regarding the fairness pro-
perties of the protocol is an important part of the next-
generation transport protocol design.

TCP congestion control had managed successfully
the stability of the Internet in the past decades but it has
reached its limitations in “challenging” network envi-
ronments. The new challenges of next-generation net-
works (e.g., high speed communication or the communi-
cation over different media) generated an urgent need
to further develop the congestion control of the current
Internet. In recent years, several new proposals and
modifications of the standard congestion control me-
chanism have been developed by different research
groups all over the world. These new mechanisms and
TCP versions address different aspects of future net-
works and applications and improve the performance of
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regular TCP. For example, standard TCP (Reno version)
cannot provide acceptable performance in wireless or
mobile environments where the propagation delay and
the available bandwidth can suddenly change (e.g., du-
ring inter-system handover) which can result in multi-
ple back-offs or in extreme cases in disconnection. In
order to remedy this problem, new TCP versions have
been dedicated to this environment. The drawbacks of
standard TCP Reno can be experienced in high speed
wide area networks, as well. These networks can be cha-
racterized by high bandwidth-delay product (BDP) and
TCP cannot efficiently utilize them due to its conserva-
tive congestion control scheme. As a response to this
problem, the research community has proposed several
new transport protocols recently referred as high speed

TCPs or high speed transport protocols.
The huge number of new ideas has resulted in dif-

ferent new TCP versions implemented in several envi-
ronments. In order to select the “optimal” transport pro-
tocol, extensive performance analysis is necessary in
a wide range of network environments and applications.
In the recent years, many papers were published deep-
ening our understanding of these new protocols regard-
ing performance characteristics, co-existence issues,
and other important properties affecting the possibili-
ties of their deployment. In the rest of the paper, a brief
overview is given on some promising TCP versions. The
main properties of the most important variants are pre-
sented in Table 1 while a more detailed overview can be
found in [2].

In TCP Reno, the congestion event is indicated by
packet losses and the sending rate is reduced when
losses occur. Protocols considering this type of conges-
tion measure are generally referred to as loss-based

protocols. This one-bit congestion indication does not
allow sophisticated congestion control mechanisms.
In addition, the permanent oscillation which is an int-
rinsic property of this mechanism raises stability issu-
es. Therefore, fundamentally different approaches have

also been emerged. In the case of delay-based algo-
rithms, the round-trip time (RTT) is regularly calculated
during the connection and the sending rate is adjusted
according to the current value of the average delay es-
timation. In other words, a “multi-bit” congestion mea-
sure (delay) is considered in the control decision. The
most recent TCP versions combine both principles and
apply hybrid or combined delay/loss-based mechanisms.
Other solutions suggest explicit congestion feedback
from the network routers. These mechanisms using ex-

plicit congestion indication require the modification of
the routers, as well.

HighSpeed TCP (HSTCP) [3] is a modification to TCP’s
congestion control mechanism for use with TCP connec-
tions with large congestion windows. It changes the TCP
response function to achieve better performance on high
capacity links. HSTCP is based on an AIMD mechanism
where the increase and decrease parameters (a(w) and
b(w)) are functions of the current value of the conges-
tion window (see the corresponding row of Table 2) yield-
ing an adaptive and more or less scalable algorithm.
HSTCP introduces a new relation between the average
congestion window and the steady-state packet drop
(or marking) rate. It is designed to have the standard
TCP response in environments with mild to heavy con-
gestion (packet loss rates of at most 10-3) and to have a
different, more aggressive response in environments of
very low congestion event rate.

Ideas to introduce MIMD mechanisms for TCP have
also been considered. Scalable TCP (STCP) [4] is a good
example which has been suggested as an efficient trans-
port protocol for high speed networks. Here, the mul-
t iplicative increase and multiplicative decrease algo-
rithm guarantees the scalability of the protocol. The
congestion window is increased by a constant parame-
ter (a) as a response to a received acknowledgement,
while it is reduced in a multiplicative manner (by bw)
in case of packet losses (see Table 2). A proposed set-
ting for the constants are a =0.01 and b =0.125 [4].
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In order to solve the TCP’s severe RTT (round-trip time)
unfairness problems, BIC TCP has been developed [5].
BIC TCP combines two schemes called additive incre-
ase and binary search. When the BIC TCP source gets
a packet loss event, the congestion window is reduced
by a multiplicative factor (β); and the maximum window
parameter (Wmax) is set to the value of the congestion
window just before the reduction while the minimum
window parameter (Wmin) is set to the current value. Then
the protocol performs a binary search between these
parameters by jumping to the “midpoint” between the
bounds. (More exactly, this jump is based on the B pa-
rameter of the protocol.) If packet loss does not occur
at the updated window size, that window size becomes
the new minimum; if packet loss occurs, that window
size becomes the new maximum. 

An important restriction is also introduced, the growth
cannot be more aggressive than a linear one with a con-
stant parameter (Smax). This process continues until the
window increment is less than a small constant (Smin),
when the window is settles down around Wmax (increas-
ing slowly on a “plateau”). This mechanism yields an
“AIMD-like” behavior where the growing function is most
likely composed of a linear phase (additive increase)
and a logarithmic one (binary search). When the upda-
ted window size exceeds the current maximum, then a
new equilibrium state has to be found and BIC TCP en-
ters into the max probing state. During this phase, the
growing function is the inverse of the previous ones,
more exactly, the window is increased exponentially
first (which is very slow at the beginning) and then li-
nearly. 

This complex mechanism is also summarized in the
corresponding row of Table 2. The good performance of
the protocol, including good utilization, linear RTT fair-
ness (RTT unfairness is proportional to the RTT ratio as
in AIMD), good scalability, and TCP-friendliness, comes
from the slow increase around Wmax and the aggres-
sive linear increase of additive increase and max prob-
ing phases. Further research with BIC TCP has been
resulted in CUBIC. CUBIC [6] is an enhanced version of
BIC TCP. It simplifies the BIC window control and impro-
ves its TCP-friendliness and RTT-fairness. It is worth
noting that the default TCP protocol of Linux kernels
from version 2.6.8 was BIC TCP. From kernel version
2.6.19, the default protocol is CUBIC.

The research on the delay-based ideas has result-
ed in FAST TCP [7]. FAST TCP has the same equilibrium
properties as TCP Vegas but it can also achieve weight-
ed proportional fairness. FAST TCP seeks to restrict the
number of its packets queued through the network path
between an upper (β) and a lower (α ) bound, however,
the behavior is usually controlled by a single parame-
ter (α ) that can be considered as the targeted backlog
(packets in the buffers) along the flow’s path [7]. Under
normal network conditions, FAST TCP periodically up-
dates its congestion window based on the comparison
between the measured average RTT and the estimated
round-trip propagation delay (when there is no queue-

ing). More exactly, the window is adjusted according
to the formula presented in Table 2, where γ is the step
size affecting the responsiveness of the protocol, and
baseRTT is the minimum RTT observed so far which is
an estimation of the round-trip propagation delay. The
parameter α controls the equilibrium behaviour, there-
fore the appropriate setting of this parameter is crucial.
FAST TCP also reacts to packet losses by halving its con-
gestion window. 

The delay-based control also appears in other pro-
posals like TCP-Africa [8]. TCP-Africa is a hybrid proto-
col that uses a delay metric to determine whether the
bottleneck link is congested or not. In the absence of
congestion it uses an aggressive, scalable congestion
avoidance rule but in the presence of congestion it
switches to the more conservative Reno congestion avoi-
dance rule. The combination of the delay-based and the
loss-based approaches also appears in TCP-Illinois [9].
TCP-Illinois uses loss as a primary congestion signal
and delay as a secondary one. The protocol uses an
AIMD mechanism but adjusts the increase and decre-
ase parameters based on experienced queueing de-
lay. 

Compound TCP [10] is another important example
where a synergy of delay-based and loss-based app-
roach has been implemented. It uses a scalable delay-
based component in the standard TCP Reno congestion
avoidance algorithm. Compound TCP has been develo-
ped in the Microsoft Research and it is the default TCP
protocol of Windows Vista and Windows Server 2008.
Moreover, it can be installed for other Windows versions
by downloadable hotfixes and in addition, the Linux imp-
lementation is also available.

The idea of incorporating accurate bandwidth esti-
mations into the TCP congestion control has also open-
ed a new path in TCP research. TCP-Westwood [11] is a
prominent example where eligible rate estimation me-
thods to intelligently set the congestion window and
slow-start threshold have been introduced.

Another important group of congestion control pro-
tocols is based on explicit congestion notification in-
stead of the implicit congestion signals such as packet
loss or delay. These congestion control schemes re-
quire the assistance of network routers by this means
the modification of the routers is also necessary. This
is a serious disadvantage from the aspect of deploy-
ment feasibility. One of the main representatives of this
group is the eXplicit Control Protocol (XCP) [12] which
generalizes the Explicit Congestion Notification (ECN)
proposal. Instead of the one bit congestion indication
used by ECN, XCP capable routers inform the senders
about the degree of the congestion at the bottleneck. In
addition, XCP decouples the utilization control from fair-
ness control. 

The history of the research of congestion control pro-
tocols revealed that it is difficult to find an optimal pro-
tocol that meets all the challenges of the evolving In-
ternet. It is very likely that the task to find a universal and
optimal congestion control protocol is impossible. This
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view is supported by the fact that the developments of
new applications show that they use their own conges-
tion control mechanisms. These mechanisms in most of
the cases are not TCP friendly so they cannot work to-
gether with TCP efficiently.  

An interesting research is proposed in the framework
of GENI (Global Environment for Network Innovation) ad-
vocating a future internet without congestion control. The
basic idea is that flows do not attempt to relieve the net-
work of congestion but rather send as fast as they can
whenever they have data to send. Of course, if all flows
are sending at maximal rates, then the packet loss rate
within the network is probably high. To overcome this
problem, flows can use efficient erasure coding. 

This solution has several advantages but also rais-
es some unsolved problems too. One of the biggest ad-
vantage is that we can achieve maximum resource uti-
lization. It is because end hosts send packets as fast as
possible and all available network resources between
source and destination are utilized as much as possi-
ble. Links are constantly overdriven so any additional
capacity is immediately consumed. This solution is the

most efficient regarding network resource utilization.
Another advantage is that this proposal can use simple

router architectures. Routers no longer need to buffer
packets to avoid packet loss so no need for expensive
and power-hungry line-card memory. This can also re-
sult in significant decrease of the end-to-end packet de-
lays for supporting delay sensitive applications. More-
over, this solution perfectly fits to a network with all-op-

t ical cross-connects.
With all these advantages we can also face a num-

ber of problems to solve. The most crucial question is
that what performance can be achieved by implement-
ing erasure coding techniques. The promising fact is that
there is a number of new coding techniques proposed
in the last decade with robust characteristics and high
performance like fountain codes [13]. Another problem
to solve is how to provide fairness. A mechanism is need-
ed in the switches to perform selective packet dropping.
As an example the Approximate Fair Dropping (AFD) [14]
is a promising candidate to do this task.

Research is in the early phase but researchers can
report some surprising results from their study. It seems
that the congestion collapse is not as usual in networks
without congestion control as it was believed [15]. Early
results show that efficiency remains higher than 90%
for most network topologies as long as maximum source
rates are less than the link capacity by one or two orders
of magnitude. It is also possible that a simple fair drop
policy enforcing fair sharing at flow level is sufficient to
guarantee 100% efficiency in all cases. Of course, there
are several questions unanswered and new challenges
to meet because present studies use some assumptions
which are not fulfilled in practice. 

An intensive research is needed to answer the ex-
citing question whether we can build the future internet
without congestion control and forget about TCP and its
all problems. 

3. Paradigm shift in managing networks

3.1 Large scale networks

One of the most important processes regarding the
Internet today is the migration from the 20-year-old IPv4
protocol to the IPv6. The most demanding issue behind
the process is that we are running out of the available
IPv4 network addresses. The 32 byte address space of
the IPv4 (~4.3 billion possible addresses) was created,
when the computer (mainframe) to people ratio was 1:200.
Nowadays this ratio is reaching 1:1 with 1.2 million us-
ers, which number can easily double in the near future
due to the new users of the developing countries (ac-
cording to estimates the number of users grow by 150
million every year). If we look at the spread of mobile
devices, we can easily calculate that in the near future
one person might even possess 200 network devices.
According to assumptions, by 2010 the number of mo-
bile devices will reach the number of PCs connected to
the Internet. The typical tendency is that the PDA devi-
ces turn into a communicator device, but the real break-
through will be the introduction of communications im-
plants. In the world of sensors/actuators and intelligent
materials we will see micro devices integrated into the
human body, which are capable of wireless connecti-
vity and will be used as life supporting or human-com-
puter interaction devices. The RFID (Radio Frequency
IDentification) is a really simple sensor network, where
the active or passive devices can identify themselves,
and it is already widely used.

The complexity of the Internet is growing not only
by the addition of new network devices, but the rise of
new available online services demands logically con-
nected networks apart from the underlying physical one.
This tendency is also reflected by the virtual ISPs (In-
ternet Service Providers), mobile service providers and
the development of virtual private networks. We can even
mention the widespread use of peer-to-peer communi-
cational methods, which all are built on the logically
connected overlay networks. This significantly compli-
cates the effective manageability of these networks.

For the effective analysis of large-scale complex net-
works first we need to develop such theory, which sets
aside from the individual characteristics of the nodes,
and concentrates on the structure of the connections
and the character of the network. Moreover, the findings
of this research field can be useful not only in the infor-
mation technology. Many real world networks can be de-
scribed with complex network models, for instance an
organization, which is a network of people connected to
each other. Also such networks are food webs, the glo-
bal economical system or the connections between words
in a language. We can also mention the diseases, which
spread on the human social network (i.e. STDs). In ge-
neral the research on complex networks concentrates
on the various characteristics and the dynamic beha-
vior of the networks.

Since the ‘50s the complex networks were descri-
bed by the Erdôs-Rényi [16] model, which was the only
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reasonable and adequately precise approach at that
time. Still researchers presumed that real world net-
works are neither completely regular, nor completely
random. The widespread use of computers and the In-
ternet generated large databases, and these databases
are easily accessible. 

By analyzing these topological data, researchers
made two important discoveries in the last two deca-
des, one of them is the Watt and Strogatz “small world”
effect; the other is the Barabási-Albert scale-free net-
work model. The small world effect describes the same
phenomena, which was presented in Milgram’s famous
experiment in the ‘60s [17]. He found that even if there
are many billions of people in the world, the shortest
route consists of only several hops between two random-
ly chosen individuals in the social network. The scale-
free network model highlights another interesting fea-
ture of complex networks, namely the complex networks
have scale-free degree distributions, and not Poisson
distribution, which is the characteristic of random net-
works. The scale-free distribution means that it is highly
probable for high degree nodes (hubs) to evolve in large-
scale network (Fig. 1).

There are three fundamental characteristic features
of the complex network models, which are worth to em-
phasize: average path length, clustering coefficient and

degree distribution [18]. Average path length is the ave-
rage of the shortest distances of any two random nodes
in the network. This distance represents the effective
size of the network. It was an interesting discovery that
most of the real world complex networks have relati-
vely short average path length, which feature led to the
name “small world”. The examination of the basic para-
meters of complex networks was an important step in
this scientific field. Based on these parameters, we can
intuitively build up different mathematical models, which
result in networks with similar statistical characteris-
tics.

Another interesting topic in the field of complex net-
works is the problem raised by dynamic systems. In-
teresting observations were made about the synchro-

nization of routing messages going over the Internet.
Although the topology of the network was not specifi-
cally built for this purpose, the routers still synchronize
their message exchanges easily, and when we break
the synchronicity in one part of the network by introduc-
ing some randomness (altering a deterministic proto-
col), another part of the network will get in sync [19].
We can find more detailed treatment about these kinds
of phenomena in the field of self-organizing systems.

3.2 Evolution and self-organization 

in communicational networks

Today telecommunication systems apply the widely
used global network management paradigm. In this app-
roach an external regulating unit controls the system.
This unit constantly monitors the state of the system
and the environment. When a problem occurs in the
system, or the environment changes, the regulator cal-
culates the appropriate response, and drives the sys-
tem into the respective state (Fig. 2). This solution is only
feasible as long as we can find the appropriate respon-
se much faster, than the system changes its states. This
criterion obviously delimits the permissible comple-
xity and dynamism of the system, because the control-
ler needs to be much more complicated than the system
itself. For instance we can mention the link-state pro-
tocols, which cannot be used on large scale and comp-
lex topology.

A natural way to deal with complexity is self-organi-
zation, by utilizing the complexity of the system in the
management plane. In a self-organizing system a large
number of intricately connected devices achieve a glo-
bal function by following simple local rules. It is shown
in Fig. 2 that this way the control loop is integrated in-
side the system itself, thus the system can organize it-
self. Such a system evolves on its own obeying its gi-
ven limitations. However, we don’t know certainly what
happens at a given point of the system, we can obser-
ve a precisely definable global behavior on the system
level. Self-organization is not a feature of the system,
but a paradigm, which can be helpful in understanding
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and designing certain real world systems (i.e.: comp-
lex telecommunication networks).

Algorithms showing classical signs of self-organi-
zation have played an important role from the begin-
ning in the evolution and success of the Internet. We
can mention the TCP protocol, which was previously
discussed in the article. This protocol also uses a self-
organizing technique while it deals with network con-
gestion. It can control traffic flow parameters of a link in
a decentralized manner, achieving an emergent result,
such as fair resource distribution or high link efficien-
c y. During the process every node makes strictly local
decisions based on local information to reach a global
goal. 

Another example is the CSMA/CD algorithm, which
is used in the Ethernet protocol. The rules of CSMA/CD
guarantee that the communicating parties are able to
detect the simultaneous transmissions and the conse-
quent collisions on the common channel, and also pre-
vent these collisions without a centralized control me-
chanism. If more nodes try to send packets on the same
CSMA/CD channel at the same time, then the parties in-
dependently stop transmitting for a random time inter-
val, hoping that next time they try to send packets, their
packets won’t collide with each other. If there is still
collision on the channel, they increase the wait time in-
terval, thus decreasing the probability of another colli-
sion. It is easily deductible that following these simple
local rules the system realizes the fair and efficient re-
source distribution of the common transmission chan-
nel between the communicating parties.

The self-organizing systems belong to a highly ac-
tive interdisciplinary research field, and they play an
important role in many disciplines (biology, physics, so-
cial sciences). The systems utilizing these principles
have many advantages, however we can only find few
applications in the engineering fields. This can be ex-
plained by our lack of complete understanding concern-
ing the mechanisms of self-organization. Designing such
systems require an essentially new approach and de-
sign methods compared to our traditional ones.

3.3 Search in large-scale networks

Many large-scale networks, which are present in na-
ture (human social networks, protein networks, neural
networks, etc.), have good searchability as their import-
ant feature. Milgram’s experiment [20] showed in 1961
that in human social networks not only short routes ex-
ist, but people are able to find them very efficiently de-

pending on only the knowledge of a small local part of
the whole network.

To achieve good searchability, which evolves in a
self-organizing manner in nature, is a difficult task in ar-
tif icial networks. An important example is any large-
scale telecommunication network.

In the early development of the original concept of
the Internet one of the most important elements was
the design of a good routing protocol. The base of the
framework that is still used consists of designated de-
vices called routers, and the network emerging from the
connections between these. This structure has the cha-
racteristic that some designated devices must have par-
tial or even global knowledge of the whole topology to
route messages. Since to gather the adequate informa-
tion about the network topology takes time, the system
must be quasi-static, and changes in the topology may
happen with a limited speed. Considering that the next
generation Internet will contain nodes by two or three
times bigger order of magnitude than the present net-
work, and these nodes will dynamically change the to-
pology of the network, the original concept needs to be
significantly adjusted.

The realization of efficient searchability is conside-
red to be an important problem also in peer-to-peer net-
works. These networks utilize the Internet as a base struc-
ture, and they create an overlay network, which is re-
sponsible for the special P2P addressing and content
searching functions. To cope with the strong network
dynamism, and the high user activity as they connect
and disconnect to the network, the system either uses
a deterministic, but less scalable “network-flooding”
technique, or apply a non-deterministic, more scalable
method. These applications still highly depend on the
underlying Internet infrastructure. Our research initia-
tives aim at developing an overlay network infrastruc-
ture (and the corresponding network protocols), which
is able to handle numerous active (connecting, discon-
necting or failing) users without a notable performance
decline. The novel idea behind the research is the use
of complex network structures instead of the ring struc-
tures present in P2P overlay networks.

The ongoing research about future networks more
and more deals with “clean slate” designs. The recom-
mended technologies show many similarities with the
infrastructure-free ad-hoc networks. One of these con-
cepts is the geographic position based addressing or
geometry addressing and the search algorithms work-
ing with them. The communicating terminals can be mark-
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ed by their geographical coordinates, and the routing
is based on a simple greedy algorithm: if X is looking
for Y, X first looks for its neighbor Z, which is closest
to Y. In order for this algorithm to work, the network to-
pology must meet some given conditions, for instance
the Unit Disk Graph (UDG) is an applicable structure. In
such cases, when the required connectivity conditions
are not met, and for example it is true that X is not con-
nected to Y and every neighbor of X is farther to Y thus
there is no next step, some adjusted procedures need
to be used in the algorithm. 

The use of virtual coordinates can be the solution in
this case. The task is to assign these virtual coordina-
tes to the corresponding terminals, so that the greedy
condition is realized, and the routing is always guaran-
teed [21]. The condition can be formalized in the follow-
ing:

For every pair of nodes X and Y (X≠Y) there exists
a node Z that d (Z,Y ) < d (X,Y ), 
where d (A,B) is the distance between A and B.

The virtual coordinates can be abstracted from the co-
ordinates of the Euclidean plane or space, and they can
be chosen from other abstract sets, after we defined a
corresponding distance measure. The greedy routing
capable virtual coordinate addressing assignment is
called greedy embedding. If the greedy embedding is
not possible due to the connection graph’s special cha-
racteristics or other circumstances (i.e. dynamic topo-
logy change because of moving or failing nodes or links),
we need to introduce complementary search procedu-
res, for example face routing [22]. Our ongoing research
deals with analyzing complex network search algorithms
and topology management algorithms, which are efficient
at given topology constraints (i.e. max node degree).

The routing techniques presented above have a com-
mon feature: they are easily scalable for large-scale net-
works, because each node needs to have information
only about its neighbors. There is no need for large rout-
ing address tables, and the decision-making mechanism
is really simple. This type of techniques is often called
router-free routing. The procedures can be really effec-
tive, if they are supplemented with addressing algo-
rithms, which can provide network addresses in a self-
organizing manner based on local rules. Our research
aims at realizing applications in accordance with our
theoretical findings concerning these issues.

The management of large-scale, dynamic and struc-
ture-free networks is an active research field, and al-
though we already have many basic results at will, the
great challenges of technological applications are still
ahead of us.

4. Conclusion

In this paper an overview was given about two rese-
arch fields of the future Internet research where para-
digm changes are expected. In the first part the issue

of Internet congestion control was discussed. It was pre-
sented that Transmission Control Protocol (TCP) has al-
ways been serving as a solution for handling and avoid-
ing congestion problems in the Internet. The mechanism
of TCP was discussed and a short insight was given in-
to the TCP versions that were developed during the
history of the Internet. 

A new idea is also discussed for solving the conges-
tion problems in the future Internet. It is not based on
control but rather on erasure coding. This solution makes
the tempting promise that a future Internet could be
developed without any congestion control. The possibi-
lity of this solution is a topic of current research. In the se-
cond part of the paper the manageability issues of large
scale complex networks have been discussed. It is shown
that in the future Internet network management metho-
dologies featuring self-organization must play an impor-
tant role. As a widely researched area, the special topic
of searching in large networks has been presented in
more detail.
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1. Introduction

For seamless playback of digital audio and video con-
tact frames must arrive in the decoder at the pace of
the frame frequency. Moreover, as the misalignment of
audio and video produces degradation of the perceived
quality, synchronization between audio and video must
be maintained. In an IP environment, however, audio and
video frames are transmitted in packets. These pack-
ets travel independently within the network thus suffer-
ing from timing and alignment problems. It is the deco-
der that, through buffering operations, tries to resolve
timing inaccuracies and presents accurately synchroni-
sed content to the viewer.

Another important issue is the error prone transmis-
sion of information. The IP network provides only very
basic error protection, which, in some cases, is not ade-
quate to keep up the quality of the service. Hence, for
certain services more robust forward error correction
and quality control schemes need to be introduced.

The paper is organised around the aforementioned
two topics and is structured as follows: Section 2 gives
an overview on the architecture of the different IP app-
lications and reveals their timing requirements. The next
Section deals with the most dynamically evolving app-
lication area, IPTV, and focuses mainly on the different
error correction schemes that can be used in an IPTV en-
vironment. Section 4 presents an implemented approach
based on Reed-Solomon encoding and erasure decod-
ing [1] for reducing the number of retransmission requ-
ests together with some measurement data. Finally, Sec-
tion 5 concludes our paper with some possible utiliza-
tion of the implemented forward error correction scheme.

2. Media communication applications

2.1 Architecture [2]

The quality of the service offered by a media communi-
cation application is determined by the following factors:
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Video transmission over IP networks has been gaining more and more popularity recently. One of the crucial problems of video

transmission over IP networks through unreliable links is the susceptibility to errors in the transmission path. 

Packets lost or discarded by the NIC due to CRC errors must be somehow regenerated. Regeneration can be done by requesting

a retransmission, or the packet can be recalculated provided that some redundancy is introduced in the transmitter side. 

After a general description of media transmission over IP links, the paper describes a method that can be used for forward error

correction in IPTV applications.
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• Quality requirements as set forth by 
the consumer and the service provider

• User terminal equipments
• Devices and media formats used by 

the service provider
• Quality of service parameters of the network or

the interlinked heterogeneous networks
The basic building blocks of a media communication

network are the encoder and the decoder. The encoder
is responsible for converting the video, audio and data
content to a format that can be transmitted through the
network infrastructure, whereas the task of the decoder
is to process such video, audio, and data content, restore
their synchronism, and present them to the viewer.

Depending on the number and layout of the encoders
and decoders, several basic network structures are pos-
sible (Figure 1). The most simple media communication
application consists of a single encoder (server) and a
single decoder (client) which together make up a very ba-
sic peer-to-peer video on demand system (Fig. 1, top left).
If both peers possess some encoding and decoding ca-
pabilities, they both can act simultaneously as a server
and a client. Hence, encoded information can travel in
both directions, and a video telephony system can be set
up (Fig. 1, bottom left). The same architecture allows for
conferencing services provided that more peers are al-
lowed to join the telephony session.

A more sophisticated approach is when the IP infra-
structure supports multicast transmission (Fig. 1, right
hand side). In a multicast session, a single encoder supp-
lies multiple decoders with a common output stream.
The packets of this stream are duplicated (multiplied)
and routed by special network components thus reduc-
ing the burden on the network.

The communication between the server and the cli-
ent follows a hierarchical approach, in which each layer
has its own task as depicted in Figure 2.

2.2 Timing accuracy in media communication

Media communications can also be characterised by
the timing accuracy. The quality of timing accuracy is ba-
sically determined by the seamlessness of playback
and the delay introduced by transmission and process-
ing. Based on these quality factors three schemes can
be distinguished. The properties of each are summari-
sed in Table 1.

Regardless of the scheme used, the primary aim of
transmission is to supply the user with as high an image
and sound quality as can be ensured by the particular net-
work in a reasonable time. A key point in that is choos-
ing an appropriate buffering strategy which not only de-
creases jitter and ensures seamless playback, but al-
so allows for either the possibility of retransmission or
the correction of packet by FEC and interleaving.

An offline service is usually implemented by TCP/IP
or HTTP protocols and is intended for downloading con-
tent to a temporary or final storage. In an offline service,
the terminal equipment or a neighbouring network com-
ponent has a storage capacity to store the whole con-
tent. The primary aim is safe delivery of content, trans-
mission delay is only a secondary factor if  relevant at all.

An online service such as a video telephony appli-
cation tries to minimize the annoying delay of transmis-
sion and presentation. As any buffering operations in-
crease the delay, the size of the transmitter and recei-
ver buffer is usually limited to a couple of frames. As a
result, there is no time to interleave the content in the trans-
mitter side and perform FEC encoding (as that would al-
so require buffering), or to request the resending of in-
formation in the receiver side. Because re-sending is
not possible, unreliable protocols, such as UDP [3], are
preferred.

Most of the current streaming services belong to the
near-line scheme. Due to the lack of interactivity, basic
streaming applications can tolerate longer delay. Buf-
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fering for a couple of seconds is common to streaming
applications. The near-line scheme usually uses unre-
liable but more complex protocols to transmit informa-
tion. In most cases a control channel is used through
which control and link state information can be exchan-
ged. A typical near-line service using real-time trans-
port protocol (RTP [4]) is depicted in Figure 3.

The audio, video, or data sub-streams (depicted by
a simple UDP block in Fig. 3) are either treated separa-
tely or combined to form a multiplexed stream. While in
the former case separate UDP sessions and control chan-
nels are created for each individual sub-stream, in the
later case the sub-streams are multiplexed and only one
aggregate control channel is set up.

3. Streaming services, IPTV

Streaming services usually use UDP/IP or RTP proto-
cols. In a streaming environment not only error free
transmission but also timing accuracy is a concern. A
delay of some seconds is tolerable at the start of play-
back, but once started, playback must be uninterrupt-
ed and seamless. Although a short delay is allowed, it
has to be minimized as much as possible. Since the de-
lay introduced by the UDP protocol is minimal, it is con-
sidered to be a favourable choice.

Typical streaming services include applications like
television through the Internet (webTV) and Internet Pro-
tocol Television (IPTV) services wich have been gaining
more and more popularity recently. The difference be-
tween the two is while webTV is implemented on the
public Internet, IPTV uses an IP infrastructure which is
a private and closed system maintained by a service
provider. It is this service provider who is responsible
for providing the content, managing user access thro-
ugh access control mechanisms, and, in many cases,
supplying the users with terminal equipments (so-cal-
led set-top-boxes). As the network is closed, the service
provider has freedom to prioritise packets carrying te-
levision streams over other packets. (This is certainly
not possible in webTV applications.)

IPTV is often bundled with other services like Voice
over IP (VoIP) telephony, and supplementary Internet ac-
cess. These three together form a service often referred
to as TriplePlay.

The IPTV network is a switched digital video (SDV) ar-
chitecture, in which only streams requested by the view-
ers are present. Programs that are not being viewed do
not appear on the network or on the network segment.
This approach, on the one hand, is very economic in the
sense that it saves valuable bandwidth for the service
provider which can be used to provide value-added ser-
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vices like Video on Demand (VoD). On the other hand, it
allows for building an access network with only as much
bandwidth as required by the subscription of each user.
Therefore, the bandwidth of the access network for each
user is determined by the number of programs that can
be simultaneously accessed by them. If a user has ac-
cess to only one standard definition (SD), MPEG4-AVC
[5] encoded stream at a time, then the data rate can be
as low as 2.4 Mbps. (Although 2.4 Mbps is considered
to be a minimal data rate for standard definition AVC,
due to technological reasons this is often reduced to 2
Mbps.)

The most typical consumer behaviour in an IPTV en-
vironment is watching live television streams. Since
every program is watched by many users, the streams
are transmitted in multicast mode. In a multicast ses-
sion the network and the additional architecture take
care of both packet multiplication and multicast group
management. 

If a program change is requested by the user, the user
is moved from their previous multicast group corres-
ponding to the program they were watching to a new
multicast group corresponding to the newly requested
program. Since multicast group switching is a slow pro-
cess, and an additional buffering delay is introduced by
the near-line scheme, a common method is to supply the
user with packets of the newly requested stream through
a VoD-like unicast connection of higher data rate. A s
soon as the multicast group switching is complete and
the receiver buffer is full, the terminal equipment can
switch to the normal multicast data stream and continue
receiving that.

3.1 Error correction in IPTV networks

As far as the network and the data link layers are
concerned, IP transmission features no forward error
correction. The only error resiliency method used in a
normal IP environment is the insertion of a CRC code
into the packet that can be used for error detection. If
a packet fails the CRC error check in the receiver, then
it is discarded. How the system behaves in the case of
packet loss is essential from the point of view of the ser-
vice.

3.1.1 Retransmission of lost or erroneous packets

Packets can be lost due to congestion in the network,
or they can be discarded by the network layer due to an
invalid CRC code. Either way, missing packets of multi-
media services, if not recovered, produce visual arte-
facts.

To reduce the quality degradation, missing packets
can be recovered by requesting their retransmission.
Retransmission makes sense only if the round trip time
TRTT that consists of the time needed to send the retrans-
mission request plus the time the retransmitted packet
arrives is less than the time Tbuf the packet spends in the
buffer till it is either presented or used as a reference to
decode other frames:

TRTT ≤ Tbuf

To satisfy the above condition the following approa-
ches can be followed:

• RTT must be reduced by placing the server as
close to the clients as possible. An IPTV network
usually features one server at a predefined location
and cannot be freely relocated. The problem of 
relocation, however, can be overcome by installing
so-called secondary caching servers. The caching
servers store a well defined portion of the streams
that pass through them. Upon a retransmission 
request from a client, they are ready to resend the
packet through a unicast connection.

• The buffering time Tbuf must be increased. 
Since in an IPTV environment it means that the STB
must be equipped with more memory, it is usually
not a plausible approach.

3.1.2 Replacement of lost or erroneous packets

Missing packets can be replaced if enough redun-
dancy is introduced in the system, and this redundancy
can be used to regenerate the packets that have been
lost. The redundancy information can either be insert-
ed in the packets themselves, or it can be transmitted as
a separate correction stream. As in the second app-
roach the redundancy information can be discarded by
receivers which do not need or do not support them, and
there is no need to recalculate the CRC code of the ori-
ginal packets, this is a more plausible method.

The information can be recovered by utilising app-
ropriate encoding (like systematic Reed-Solomon enco-
ding) provided that the number of erroneous symbols
remains below a well defined upper bound. The method
for such encoding is the following:

(1) The transmitter appends N-K parity symbols 
to the K source symbols.

(2) The K source symbols and the appended N-K

parity symbols together form the encoded word
having a data length of N symbols.

(3) Out of the N encoded symbols E symbols are
corrupted during transmission and N-E remain
intact.

(4) The receiver receives the N encoded symbols,
and recovers the E erroneous ones provided that:

2 ⋅E ≤ N–K

if the error locations are unknown (normal error
correction), or: E ≤ N–K

if the error locations are known (erasure error 
correction).
Both normal and erasure error correction means a

trade-off between the channel capacity and error correc-
tion capability. To be able to correct E symbols out of the
N received ones, 2E or E out of the N symbols must be
parity information. A well-known systematic FEC encod-
ing scheme that satisfies the above conditions and can
be implemented quite easily is the Reed-Solomon encod-
ing. In a test bed which is described in the next section,
Reed-Solomon encoding and erasure decoding was us-
ed to provide a means to regenerate missing data.
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4. Error correction as implemented 
in a real-world IPTV testbed

The method described in the previous section cannot be
applied directly to the Ethernet packets, as that would
imply an enormous calculation burden on the system.
To reduce calculation complexity a so-called interleav-
ing approach is followed, which is depicted in Figure 4.

4.1 Encoder

The encoder reserves two memory areas referred to
as Network Data Table and RS Data Table. Each posi-
tion within the reserved memory areas can hold one byte
of information. The Network Data Table consists of K
columns and 1346 rows, and is used to store incoming
packets that need to be Reed-Solomon encoded. The
RS Data Table has N-K columns and holds the parity in-
formation, a generated header and some additional in-
formation. 

The Reed-Solomon encoder works above GF(8), there-
fore the upper bound for N is 255. K can be any arbitrary
odd number between 1 and N. The difference N-K deter-
mines the error correction capability of the erasure Reed-
Solomon decoder as seen in Section 3.1.2.

First, a copy of the Ethernet packets arriving at the en-
coder is buffered in the Network Data Table in a column-
wise direction. If the packet length is less than the ma-
ximum packet length of 1340 bytes (corresponding to
seven 188-byte transport stream packet plus the RTP
header), the empty positions within the respective co-
lumn are zero padded.

Once all K columns in the Network Data Table are
completely filled, a 6-byte supplementary information
consisting of the packet length and a CRC code is app-
ended to the end of each column. Since this supplemen-
tary information can be regenerated in the receiver si-
de provided that the packet it corresponds to does ar-
rive, this is information is not transmitted.
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In the next step, the useful payload of the packets (ex-
cluding the header), plus the zero paddings (if any) and
the supplementary information are Reed-Solomon encod-
ed row wise. The calculated parity information is stored
in the appropriate row of the RS Data Table.

After the parity information is calculated for all rows,
a parity header is generated for each column and some
additional information is recorded in the RS Data Table.
The header contains the source and destination addres-
ses and ports as well as the position of the column with-
in the RS Data Table. The additional information includes
the sequence numbers of the RS encoded RTP packets,
their positions within the Network Data Table plus pa-
rity information calculated from the length and CRC of
the incoming RTP packets. These data are used in the
receiver side for reconstructing the Network Data Table,
spotting any missing packets, and for validating the data
after reconstruction. Since the sequence numbers and
the positions are crucial for the correct operation of the
system, they are repeated in every column.

Finally the columns of the RS Data Table are trans-
mitted as user packets.

4.2 Decoder

The decoder works in a similar fashion. It first re-
stores the original order of both the normal and the pa-
rity packets, and saves the packets in the Network Data
Table and RS Data Table respectively. If a packet, either
normal or parity, is found to be missing, then all positions
in the respective column are marked as erasures. Once
all packets are accounted for (either inserted or marked
as erased), the payload of the missing packets can be
regenerated by performing erasure RS decoding row
wise. After the payload is restored, the RTP header can
easily be regenerated, thus all the missing information
is regained.

4.3 System architecture and performance

The architecture of the testbed that uses interleaved
RS encoding for IPTV streams is depicted in Figure 5.
Both RS encoding and RS decoding of a predetermined

stream were performed by computers with two NIC cards
working transparently in a bridged configuration. The
appropriate packets were filtered and passed to a user
program which then performed RS encoding and RS de-
coding as described in Section 4. The packet loss in the
network was modelled by a uniform distribution. The ex-
pected value of the ratio of lost packets and the parame-
ters of the RS forward error correction could be free ly
chosen. The network traffic after RS decoding was moni-
tored by a measurement device.

The measurement results for a packet loss ratio of 10%
for different RS parameters are summarized in Table 2.
(The packet loss ratio of 10% means that 10 percent of
the packets after RS encoding is dropped by the error ge-
nerator device.)

What is apparent from the figures (apart from the fact
that packets with longer parity are more likely to be cor-
rected) is that if the increase in bandwidth (i.e. the code
rate) is kept constant, then the ratio of lost packets after
RS decoding is decreased with the increase in message
length. This agrees with our expectations as the longer
the RS codeword, the less probable is that the number
of errors per RS codeword will considerably exceed
the expected value of the distribution, hence it is more
likely that they can be corrected. In case of a codeword
length of around 255 and uniform distribution, all pack-
ets could be corrected provided that the increase in
bandwidth was twice the packet loss ration after RS en-
coding.

5. Conclusions and future work

In the paper we gave a general description of the two
most severe problems of IPTV networks, and present-
ed an approach that can be used for error correction in
an IPTV environment. Although the method means an
increase in the overall data rate for an IPTV stream (an
increase inversely proportional to the code rate), it can
be effectively used to decrease the unicast traffic thus
making the caching servers obsolete.
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As far as the future enhancements are concerned,
the introduced error correction system can be expand-
ed to use low density parity check codes instead of RS
encoding.
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1. Introduction

As part of the AAL (Ambient Assisted Living) program-
me, we have developed an indoor ultrasonic localisation
system at BAY-IKTI (Institute for Applied Telecommuni-
cation Technologies of the Bay Zoltán Foundation).

Such a system can be used in many fields, e.g. for
monitoring the daily routine of injured or elderly people
[1], or for tracking the movement of customers in a su-
permarket in order to observe and analyze their shop-
ping habits. A similar approach has been applied to the
problem in a number of research projects worldwide,
see “The Bat Ultrasonic Location System” developed at
Cambridge University [2], or the “Ultrasonic Localisation
System” developed at HomeLab, Lucerne University [3].

A common shortcoming of such localisation systems
based on ultrasonic distance measurement is, however,
that in order to achieve adequate accuracy (in the 3 to
15 centimetres range), one needs to map the exact po-
sition of the sensors with much higher precision (in the
sub centimetre range). The process for this kind of high-
precision positioning, which must
be performed prior to the first use
of the system, can be technically
demanding (it is usually done ei-
ther using a conventional tape
measure or with a laser range fin-
der), hence adding substantially
to the installation time of the sys-
tem.

In contrast with the above
difficulties, the method we have
developed allows the sensors’
positions to be determined qua-
si-automatically (i.e. without any
preliminary positioning, either
manual or instrumental) through
the accurate measurement capa-
city of our localisation system.

The rest of the paper is organized as follows. In Sec-
tion 2 we introduce our BATSY system, in the next secti-
on we discuss how to determine the position of a point
in space with its distance given from a number of known
points, in Section 3 we review and correct some of the
positioning errors resulting from possible distortions
in the ultrasonic distance measurement process, and
finally, in Section 4 we propose a method to obtain the
sensors’ positions in an automated way.

2. Description of the BATSY system

We have started to build our ultrasonic localisation sys-
tem in 2006 to develop a localisation and motion track-
ing tool for our AAL (Ambient Assisted Living) laboratory.
Since the system relies on distance measurement based
on the speed of an ultrasound signal, it has been named
BATSY (BAT SYstem). As a result of various improvements
made to the calculation method, we have managed to
reach an accuracy of 3 centimetres.

The BATSY ultrasonic locali-
sation system consists of three
main components:
1. A number (6-8) of sensor

units mounted on walls, for
receiving ultrasound signals.

2. A computer equipped with 
a radio module, for receiving
radio signals and performing
calculations.

3. A mobile node, capable of
emitting radio and ultrasound
signals simultaneously 
(Figure 1).
The underlying concept of the

system is based on the difference
between the speed of sound and
that of a radio signal. A radio sig-
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Our indoor ultrasonic localization and motion-tracking system (BATSY) is based on a mobile node capable of emitting radio 

and ultrasonic signals and a number of ultrasound sensors mounted at known positions in a room. The system uses the node’s

distance to the sensors (as derived from the arrival times of the ultrasound signal) for calculating its position. 

In this paper we discuss the mathematical and measurement problems related to ultrasonic localization, we propose a possible

solution algorithm, and we present a method for determining the sensors’ position in an automated way.
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Figure 1. The Batsy mobile node



nal emitted by the mobile node arrives to the computer
almost instantly, while the 40 kHz ultrasound wave dis-
patched at the same time travels at the speed of sound,
thus it reaches the sensors mounted on the walls sig-
nificantly later. Therefore, through measuring the diffe-
rence between the arrival times of the radio and the ult-
rasound signals to some given sensor, one can calcu-
late the distance between the mobile node and the sen-
sor. Assuming we know the exact location of the sensors
as well as the distances between them and the mobile
node, we can calculate the position of the mobile node.

3. Trilateration: calculating the position
of a point in space with its distance
given from three other points

Assume we have three known points in space with co-
ordinates S1=(x1,y1,z1), S2=(x2,y2,z2), S3=(x3,y3,z3) res-
pectively, and we further know their distances, d1,d2,d3
from some unknown point (x,y,z). This unknown point is
located at the intersection of three spheres with S1,S2,
S3 as their centres and d1,d2,d3 as their radii, respec-
tively. This method is based on the measurement of three
distances, so we call it trilateration. Three spheres inter-
sect in two points generally, and these two points of in-
tersection are symmetrical with respect to the plane
through S1,S2,S3. The two intersection points are obtain-
ed as the solution to the following system of equations:

In the course of the actual calculations, differences
like (x1–x2),(z2–z3),..., appear in the denominator, which
causes a problem in case one of them is zero. In prac-
tice this happens quite often, since the sensors are us-
ually mounted on walls and ceilings, thus some of their
coordinates x, y, z are likely to coincide. The easiest way
to avoid this problem is through adding small, indepen-
dently chosen random numbers (in the range of a thous-
andth millimetre) to the coordinates. This practically does
not decrease the accuracy of the calculations, while it
avoids division by zero with a probability high enough.

In particular adaptations there
is often an obvious opportunity for
selecting the correct solution (i.e.
the one corresponding to the actual
location of the mobile node) out of
the two candidates. For example, in
case the three sensors are located
on the ceiling of a room, the two so-
lutions will fall on opposite sides of
the ceiling, so it is straightforward
to choose the one inside the room.
When there is no chance for a solu-
tion of this kind, one can use the al-
gorithm discussed in Section 4.1.

4. Correcting positioning errors resulting
from distortions 
in distance measurement

In practical use, one has to apply different modifications
to the theoretical algorithm described in Section 3.

4.1 Dealing with distortions in distance measurement

Sometimes, depending on the position of the mobile
node, an obstacle along the straight line connecting the
mobile node to a sensor may get in the way of the ultra-
sound wave. In that case, sound cannot reach the sen-
sor along a direct path, hence distance measurement
fails. This would not be of any problem in case no result
was obtained from such occurrences of measurement;
but what usually happens is that the sound wave reach-
es the sensor along a longer, indirect path. Thus the sen-
sor detects a reflected signal, resulting in an estimated
distance greater than the real one.

In order to avoid a possible localisation error caused
by corrupted distance values, one should use a great-
er number (6-8) of sensors. This way, the estimated lo-
cation of the mobile node would be obtained as the in-
tersection of more than three spheres. However, there
could still be errors made in the localisation of the cent-
res and the measurement of the radii of the spheres
(even additional to the previously mentioned ones), in
which case more than three spheres may have no inter-
section at all.

Both problems can be dealt with simultaneously us-
ing an “Adaptive Fuzzy Clustering” algorithm [4].

The algorithm consists of two phases. The first phase
involves calculating the intersection of all sphere-trip-
lets derived from the measured distances, using the tri-
lateration algorithm described in Section 3. If we have
measured n distances, this will give (3

n) possible loca-
tions as a set of points in space. Assuming the number
of more or less accurate measurements is sufficiently
high, the set of intersection points belonging to spheres
with a correctly measured radius should be concentrat-
ed within a relatively small space segment, whereas the
intersection points derived from one or more erroneo-
usly determined spheres will be dispersed in space es-
sentially randomly.

Figure 2.  Occurrences of different measured distances
from 1000 measures at a distance of 350 cm
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The second phase consists of finding the point with
the maximum density within the above derived set of
possible locations. This is done by calculating the vec-
tor average of the points, or the “centre of gravity” of the
set. Next, we calculate the average distance of all points
from this centre of gravity, and eliminate those whose
distance is greater than average. In this way, we will
have obtained a smaller set with which to repeat the se-
cond phase. We do the repetition until the diameter of
the set falls below a required threshold value.

4.2 Theoretical and practical accuracy of 

distance measurement

The BATSY system uses 40 kHz ultrasound; its wave-
length is about 8.6 mm in room temperature. The sen-
sor we used detects the pressure peaks of air waves,
so the arrival of an ultrasound packet will presumably
be recorded at a pressure peak. These peaks lie 8.6 mil-
limetres apart from each other, which adds an uncer-
tainty factor of 8.6 mm to distance measurement.

The sensor’s sampling frequency – in accordance
with the clock pulse of its microcontroller, and taking as
given the speed of sound – translates into a sub-millimet-
ric measurement accuracy.

In Figure 2 we can see the results from 1000 indivi-
dual measurements performed at a given distance. One
can clearly see the occurrence peaks situated 8.6 milli-
metres away from each other.

4.3 Distortions related to the directional angles

The sensors and emitters are directed in space. This
means that the distance between the sensor and the mo-
bile node is measured correctly as long as one is po-
sitioned facing the other, but when one or both of them
are rotated, the measured distance increases with the
angle of their axes. This results in a systematic bias re-
lated to the sensor’s and the mobile node’s directional
angles (Figure 3).

To offset the bias related to the sensor’s directional
angle, we have to measure it as a function of the angle
and distance variables (Figure 4).

In order to eliminate the distortion from the measu-
red distance, one needs to know the approximate dis-
tance of the mobile node as well as the angle between
the sensor-node line and the sensor’s axis.

If the direction of the sensor’s axis is known before-
hand (i.e. it was recorded at the moment of the sensor
being mounted), the bias related to the sensor’s direc-
tional angle can be offset using the following two-step
algorithm.

In the first step we determine the location of the mo-
bile node using the method discussed in Section 3. This
location will be inaccurate as yet, since it will contain
a directional bias, but the deviation from the real posi-
tion is not significant. So this inaccurate estimated lo-
cation is suitable for calculating the angle between the
sensor-node line and the sensor’s axis.

In the second step we calculate the range correction
value for the given (angle, distance) pair and subtract it
from the previously measured distance. Do it for all the
sensors, and recalculate the location of the mobile node
using the method specified in Section 3. This new loca-
tion will be free of any directional angle effect.

We have tested the method in our laboratory and found
that the distance between the positions calculated with
and without the sensor’s directional angle correction
is usually less than 20 millimetres. So if such accuracy
is not required or the system is low on CPU performance,
it can be omitted.

Correcting the bias related to the mobile node’s direc-
tional angle is only feasible if the direction of the node’s
ultrasound emitter can be determined. In this case, one
can use the same method as the one discussed above.
In our specific application however, the mobile node’s
direction was not fixed, so we could only measure the
localisation error related to the sensor’s directional
angle. Our chosen approach then was to place the mo-
bile node to a pre-specified location and rotate it around
while simultaneously calculating its indirectly estimat-
ed position through the above described algorithm. We
have found the difference between the real and the cal-
culated positions of the node to fall in the 0 to 45 mm
range.

4.4 Distortions resulting from variations 

in the speed of sound

The speed of sound varies with temperature, humi-
dity and air pressure, and so does the outcome of any
distance measurement procedure relying on sound
waves [5]. Whereas the effects of humidity and pres-
sure are negligible from our point of view, a 1°C change
in air temperature near the 20°C range causes a sub-
stantial, 0.176% change in speed. The consequence
of this for our BATSY system is that a sensor will mea-
sure an erroneous distance d instead of the real dis-
tance d/q, where q is some quotient depending on tem-
perature. 
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Figure 3.  The sensor’s (α) and node’s (β) directional angles

Figure 4.
Bias in distance measurement as a function of the sensor’s
and node’s directional angle, at a distance of 350 cm



Assuming we have distances measured by four sen-
sors, the value of q can in theory be obtained by solving
the following system of equations:

However, we have found that imprecision in the sen-
sors’ coordinates and other inaccuracies prevent this
idea from being put into practice. So if our goal is to set
up a system operating in room temperature, and unless
we have temperature data from other sources (e.g. from
an internal thermometer), it is better not to use this kind
of temperature correction method altogether.

5. Determining the sensor’s coordinates
in an automated way

In order for the positioning system to yield an accura-
te result, the sensors’ coordinates have to be measured
with high precision. In a real-life deployment of the sys-
tem, determining the sensors’ exact position is the hard-
est and most time-consuming task. Using a traditional
tape-measure or a laser rangefinder takes hours, and it
leads to errors in the centimetres range. Is it possible to
use the system itself for locating the sensors?

Obviously, it is impossible to have all the coordina-
tes determined by the system, since the origin of the co-
ordinate-system and the direction of the axes need to be
chosen in some arbitrary way. (For convenience, we have
chosen the vertical direction as the third axis of the co-
ordinate system.) Thus our goal is to come to a self-con-
figuring algorithm involving as little technical difficulty
as possible and capable of determining the sensors’ co-
ordinates in some chosen Cartesian coordinate system.
The algorithm we are about to discuss requires the fol-
lowing input data (these must be determined manually):

1. Coordinates of an arbitrary sensor S1.
2. One of the non-vertical coordinates of some 

other sensor S2.
3. The side lengths and the orientation of a triangle

arbitrarily drawn on some horizontal plane.

Figure 5.  The tetrahedron M1M2M3S1

5.1 Description of the algorithm

Denote the mounted sensors by S1,S2,...Sn, and their
coordinates by (x1,y1,z1), (x2,y2,z2), ... (xn,yn,zn), respect-
ively. Let M1,M2,M3 be the vertices of our horizontal tri-
angle, and let a,b,c denote the distances between them
(Figure 5). According to our initial assumption, x1,y1,z1,x2
(or y2), a,b,c are known, and our goal is to determine
x i,y i,zi  (i =1,...n). Without loss of generality, one can im-
pose x1=0, y1=0, z1=0.

Step 1:
Measurement

Place the mobile unit at location M1, and let the sys-
tem measure its distance from the sensors. (Let
d11,d12,...d1n denote these n distances.) Repeat the pro-
cess with M2 and M3 so to obtain all the distances
di j (i =1,2,3; j =1,...n).

Step 2:
Calculating the distance between S1 and the plane M1M2M3

First, calculate the volume of a tetrahedron with M1,
M2,M3,S1 as its vertices. This can be done in two diffe-
rent ways. On one hand, according to Tartaglia’s formula
[6], we have

On the other hand (using the notation s =(a+b+c)/2),
the area of the base triangle is, by Heron’s formula [6],
a s follows

Then, we have V =Tm /3, where m is the height of our
tetrahedron as measured from the base triangle M1M2
M3. Making use of the equivalence of these two expres-
sions for V, one can easily calculate m, which is pre-
cisely the distance between S1 and the plane M1M2M3.

Step 3:
Calculating the relative positions of M1,M2,M3

Denote by T the foot of the tetrahedron’s altitude line
connecting S1 to the base triangle M1M2M3 (i.e. T is the
orthogonal projection of S1 to the plane M1M2M3). Let
r1,r2,r3 be the distances of M1,M2,M3 from T (Figure 6 –

on the next page). From the Pythagorean theorem, we
have

Now fix a two-dimensional Cartesian coordinate sys-
tem on the plane M1M2M3, with T as its origin and one of
its axes going through M1 . As r1 denotes the distance
TM1, point M1 has coordinates (0,r1) in the afore mention-
ed system.

Similarly, r2 denoting the distance TM2 and a denot-
ing the distance M2M1, coordinates (x,y) of point M2 are
obtained as the solution to the following system of equa-
tions
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The above equation system has two solutions, among
which the correct one is to be chosen in accordance with
the orientation of triangle M1M2M3.

The same method can be used for determining the
coordinates of M2. However, in this case the correct one
out of the two solutions is to be selected imposing the
further restriction that the distance M2M3 must be equal
with c .

The origin of this particular coordinate system is ob-
tained through an orthogonal projection of the original
system to plane M1M2M3, yet the directions of their
axes are different. Thus, we have so far determined the
positions of M1,M2,M3 relative to the new coordinate sys-
tem, which we further need to rotate around the axis
S1T in order to get their coordinates in the original one.

Step 4:
Determining the angle of rotation around the axis S1T

Let us return to the three-dimensional space. The
two-dimensional relative coordinates of M1,M2,M3 (as
determined in Step 3) need to be complemented with a
third one, which can be expressed as the negative dis-
tance between plane M1M2M3 and point S1, that is, (–m).

Starting from these coordinates, and making use of
the distances d12,d22,d32, the coordinates of S2 in the ro-
tated system can be calculated through the trilatera-
tion procedure discussed in Section 2. Its two candida-
te solutions being symmetrical with respect to plane the
M1M2M3 , we need to choose the one which lies on the
same side of the plane as where the sensor is actually
located.

Denote by (x ’2 ,y ’2 ,z’2) the coordinates of S2 in the ro-
tated system. Its coordinates in the original system are
(x2 ,y2 ,z2 ) where only x2 is known for the present. Follow-
ing from the properties of the rotated coordinate system,
we have z’2= z2 .

If we transliterate the triplet (x ’2 ,y ’2 ,z’2) to a different co-
ordinate system derived from the original one through a
rotation by α around the vertical axis (Fig. 7), the new co-
ordinates will be (x ’2cosα –y ’2sinα, x ’2sinα +y ’2cosα, z’2).
From the equality of the first coordinates in the two sys-
tems, one easily comes to the trigonometrical equation

This equation has two solutions for α, thus yielding
two candidates for S2, which lie symmetrically with re-
spect to the plane parallel to axes (z,x) and containing
S1. Again, we have to select the correct α, the one cor-
responding to the particular candidate for S2 which is
located closer to its real position.

Figure 7.  
Rotation from the temporary coordinate system 

to the original one

Step 5:

Calculating the coordinates of M1,M2,M3

in the original coordinate system

In order to come to the absolute coordinates of M1,
M2,M3, their relative coordinates (as calculated in Step 3)
need to be multiplied by the matrix

where α is the one determined in Step 4.

Step 6:

Obtaining the coordinates of sensors S2,...Sn

From Step 5 we know the positions of M1,M2,M3 ,
along with their distances from S i: d1i ,d2i ,d3i . Thus the c o-
ordinates of S2,...Sn can be determined using the trila-
teration algorithm discussed in Section 3.

5.2 Practical considerations

Since the system’s overall precision depends high-
ly on the accuracy of the sensors’ coordinates, it is es-
sential to reduce any distortions relative to the process
as much as possible.

1. The impact of temperature on the speed of sound
can be offset using a reference measure taken at the be-
ginning of the process (calibration). Place the mobile
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Figure 6.  Orthogonal projection to the plane M1M2M3



node to a known benchmark distance from any particu-
lar sensor, and let the system measure its distance.
Then, through multiplying all measured distances by
the quotient of the afore measured and the real (bench-
mark) distances, the distorting effect of temperature is
eliminated.

2. The inaccuracy related to the sensors’ directio-
nal angle can be reduced through directing the sensors
towards the triangle M1M2M3.

3. The bias related to the mobile node’s directional
angle can be reduced using the method discussed in
Section 4, assuming the ultrasound emitters are direct-
ed vertically while localising M1,M2,M3 .

4. The imprecision relative to the wavelength of the
40 kHz ultrasound (as discussed in Section 4.2) can prac-
tically be eliminated through taking the average of se-
veral measured distances.

5. There might be sensors whose positions cannot
be determined by algorithm 4.1 (e.g. if points M1,M2,M3
happen to be out of sight of a particular sensor). In this
case, the already localised sensors can be used for de-
termining the positions of some additional points M4,M5,
M6 and then for localising further sensors through Step 6
of the algorithm.

5.3 Test results

The algorithm described in section 5.1
and further amended in line with the consi-
derations discussed in Section 5.2 was test-
ed in a room 5x6 metres in area and 2.8 met-
res in height. Points M1,M2,M3 were fixed
on the surface of a 72 cm high desk, each of
them situated 1 meter away from any other.
We had put all three coordinates of sensor
S1 along with coordinate y of sensor S7 i n-
to the system, and tried to determine the po-
sitions of sensors S2,...S7 (Figure 8).

Sensor S3 had no sight of view to points
M i so the algorithm couldn’t estimate its po-
sition. A plant was obstructing the path be-
tween S4 and points M i, so we expected in-
correct values for its coordinates. The results
are shown in Table 1. One can see the accu-
racy of the method is good enough to deter-
mine the sensor’s initial positions to use in
the BATSY localisation system – if there are
no obstacles along the ultrasound’s path.

6. Conclusions

In this paper we presented the BATSY ultrasonic localisa-
tion system, discussed the positioning algorithm, obser-
ved the localisation errors resulting from possible distor-
tions in distance measurement, and proposed ways of
reducing them. We have provided an algorithm for con-
figuring the system semi-automatically, and tested the re-
sults one can expect when operating the system in real-
life conditions. The measurements confirmed that our con-
figuring algorithm can be used to determine the sensors’
position in ideal circumstances, however, when obstac-
les blocked the ultrasound’s path, higher errors appeared.
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Table 1.  
Test results

Figure 8.  BATSY test configuration
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