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IP
mobility, co-existence of Wi-Fi networks with other
systems in the license-free bands, enhancement
of WiMAX protocols, location management in cel-

lular networks are examples of hot topics in our broad
area of infocommunications these days. This editor is
happy that several good papers arrived from open call
that address the aforementioned issues which now, af-
ter a rigorous peer review process, can be presented to
our readers in this July issue of our Infocommunications
Journal. I hope that our readers will find them interesting
and useful for their work.

The first paper of this issue by Balázs Héder and
András Bertók is titled “Detection of sleet attenuation in
data series measured on microwave links”. Radio wave
propagation on terrestrial high frequency microwave po-
int-to-point links is highly influenced by atmosphere ef-
fects, especially by the attenuation of precipitation. Us-
able models exist for considering rain attenuation, but
the statistics of rare sleet event are less known. The
measurements carried out by the authors made it pos-
sible to model the sleet attenuation. They proposed an
algorithm which exploits the important differences be-
tween the second order statistics of rain and sleet atte-
nuation time functions. 

In the past years it has became a widely accepted
opinion that the current network layer protocol, IPv4, suf-
fers from several serious problems.The sixth version of
the Internet Protocol (IPv6) is assumed to become the
network layer of the future Internet, which unfortunately
inherits some weaknesses of IPv4. For instance, there
are no easy solutions of the scalability problems caused
by edge site multi-homing. In the paper “Multi-Homing in
IP Networks Based on Geographical Clusters” the aut-
hors, Gábor Németh, Gábor Makrai and János Tapolcai
propose an easy to deploy multi-homing strategy that
decreases the number of entries in the routing tables by
aggregating together the address space of several edge
networks located close to each other.

Within our series “Design Studies” we publish prac-
tical results usually achieved within the framework of
large scale European projects. This time we present the
achievements of an EU project SAMBA in the paper tit-
led “A Framework for Community-Oriented Interactive
Digital Television” by O. Mayora-Ibarra et al. This paper
presents the SAMBA Framework for community-oriented
idtv. The main objective of this framework is to provide
local communities and citizens (including low income po-
pulation) to access community-oriented content and ser-
vices by means of idtv channels. In order to achieve this,
SAMBA implemented several steps such as 1) develop-

ment of a Content Management System for creating inter-
active applications that are cross-compatible between
DVB-T MHP and DVB-H; 2) considering usability issues
related to technology adoption by non expert users and
3) addressing low cost requirements for meeting the
needs of low-income users and communities with use of
power line communications for providing interactivity to
remote rural areas.

Zoltán Horváth and Dávid Varga in their paper sug-
gest a novel channel allocation technique for eliminating
interference caused by RLANs on meteorological radars
in 5 GHz band. Meteorological radars are used for short
term weather prediction in Hungary and all over the world.
These radars can be jammed by RLAN devices (e.g. home
Wi-Fi routers). The authors introduce the background of
this problem, and analyze the weakness of the current so-
lution (DFS – Dynamic Frequency Selection) by modeling
the radar operation and RLAN traffic, and also show its
high efficiency in practice, based on well-known IEEE
802.11 RTS/CTS mechanism.

The paper by S. Mumtaz, A. Gamerio and K. Saidul tit-
led “Enhanced Algorithm for WIMAX: MIESM” extends the
already well studied link adaptation technique based on
MIESM (Mutual Information based exponential SNR Map-
ping) for 802.16 based systems. The previous work on
MIESM uses equal modulation order for all the subcar-
riers in an OFDM block. In the paper the concept of un-
equal modulation for the subcarriers in the single OFDM
block is proposed, and a mathematical model is derived
based on bivariate Gaussian distribution. 

Efficient dimensioning of cellular wireless access net-
works depends highly on the accuracy of the underlying
mathematical models of user distribution and traffic es-
timations. Mobility prediction also considered as an effec-
tive method contributing to the accuracy of IP multicast
based multimedia transmissions, and ad hoc routing a l-
gorithms. In the paper “Markov model based location pre-
diction in wireless cellular networks” by Tamás Szálka,
Sándor Szabó and Péter Fülöp the authors focus on the
trade-off between the accuracy and the complexity of the
mathematical models used to describe user movements
in the network. Markovian mobility models are proposed
in order to utilize the additional information present in
the mobile user’s movement history thus providing more
accurate results than other widely used models in the
literature. The new models are applicable in real-life sce-
narios, because these rely on additional information ef-
fectively available in cellular networks (e.g. handover his-
tory), too.

Csaba A. Szabó, Editor-in-Chief
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1. Introduction

High frequency microwave links are frequently used in
the core network of mobile cellular systems or in any
point-to-point or point-to-multipoint terrestrial or satel-
lite systems, so they can be employed as physical
links even in a multilink network [1]; however, because
of the applied high carrier frequency (above 10 GHz)
the wave propagation is highly influenced by precipi-
tation especially by rain and, due to the high precipita-
tion attenuation, the microwave link can even be ter-
minated. In this frequency band mainly the rain and
sleet cause significant attenuation, against which diffe-
rent fade mitigation techniques (FMT) must be applied as
countermeasure methods. In order to design suitable
FMT e.g. to plan fade margin, information about statis-
tics of expected rain attenuation is highly important. Rain
attenuation can be well predicted using the model de-
scribed in detail in ITU-R recommendation [2], but no
usable sleet attenuation model is known in the litera-
ture. 

Until now no special attention has been paid to mo-
delling attenuation of the rare sleet events which o c-
cur especially in winter, although sleet can cause much

higher attenuation than rain in case of the same inten-
sity [3,4]. Therefore it is essential to develop a model
which can be applied during planning of microwave
links.

To investigate wave propagation phenomena, a count-
ry-wide rain attenuation and weather data measurement
system was established in Hungary. A lot of point-to-
point millimetre wave links were deployed in star to-
pology for research purposes and meteorological sta-
tions were installed at each measuring node [5]. Para-
meters of links which are investigated in this paper are
listed in Table 1.

The received IF signal level on microwave links with
different parameters and some meteorological para-
meters, such as rain intensity, temperature, relative
humidity etc. measured by the meteorological stations
have been being stored since 1997, so sleet attenua-
tion effect could be modelled using our many years
measured data, if it would be possible to determine its
statistical characteristics by processing appropriately
high number of unique events.

It is possible to assort sleet attenuation events from
measured data; because time functions of sleet and
rain attenuation can be visually distinguished. An usu-

Keywords:  microwave link, precipitation attenuation, sleet attenuation, first and second order statistics, fade duration, fade slope

Radio wave propagation on terrestrial high frequency microwave point-to-point links is highly influenced by atmosphere effects,
especially by the attenuation of precipitation. Usable models exist for considering rain attenuation, but the statistics of 
rare sleet events are less known. Our measurements on microwave links makes it possible to model the sleet attenuation. 
Sleet events can be automatically detected with an algorithm which exploits the important differences between the second
order statistics of rain and sleet attenuation time functions. This enables to easily separate and collect sleet events, 
which is essential for model constitution in the near future.
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al rain event causes lower attenuation than an usual
sleet event and the duration of usual rain is smaller
than that of usual sleet. Differences between the two
types of events can be noticed in Figure 1. Both events
were measured on HU45 link, so it can be observed
that attenuation of sleet is indeed higher than that of
rain and the sleet event is much longer than the rain
event.

However, sleet events are very rare, therefore col-
lecting appropriately high number of sleet events re-
quires visually browsing a huge amount of measured
data, which is exhausting and consumes a lot of time.
Automatic detection of sleet events would make this
work much faster and easier. After analytically formula-
ting the visually noticeable differences between sleet
and rain attenuation events, sleet events can be de-
tected automatically with a suitable algorithm.

2. Data processing

To investigate characteristics of attenuation events the
available measured data had to be processed. First
the attenuation data series were calculated from the
measured received IF signal level data series consid-
ering the median level as zero dB attenuation. Rain e-
vents with the same intensity cause different attenuation
on microwave links with different parameters (Table 1). 

The relative rain attenuation γ can be calculated
with (1) from the rain intensity R in mm/h and the k and
α frequency and polarization dependent variables [2]:

(1)

Due to the link parameter dependency on relative
rain attenuation, the attenuation time series measured
on microwave links with different parameters cannot
be compared directly. Therefore the measured attenu-
ation values had to be transformed to a hypothetic ref-
erence link which has known parameters. Transforma-
tion was performed with (2) which is derived from the

ITU-R P.530 recommendation [6] using (1). Parameters of
the reference link are listed in Table 1.

(2)

The lower index x in (2) is related to the measured
link whereas the lower index h is related to the hypo-
thetic reference link; A denotes the attenuation in dB,
L is the link length in km and d0 is the path reduction
factor [6]:

(3)

In (3) the geometrical location dependent R0.01 means
the rain intensity value in mm/h which is exceeded in
0.01 percent of one year time period on the microwave
link. Applying many years of measured data, ITU deter-
mined R0.01 values for different locations on the Earth;
however, the recommended R0.01 can be refined using
local measurements. Hungary is located in the H and K
zones defined by ITU, for which 32 mm/h and 42 mm/h
R0.01 values are given, respectively [7,8]. 

By calculating the d0 values we used interpolated
R0.01 values based on ITU recommendation and the hy-
pothetic reference link was assumed to be located in
Budapest. It must be mentioned that the measured data
series contain sleet events as well and (1) cannot be
applied for sleet events. However, a fictive rain with a
fictive intensity can be considered which would cause
the same attenuation event as caused by the sleet.
With this remark sleet events can be also transformed
by (2) considering R0.01. In order to remove the scintil-
lation effect from measured data, a moving average fil-
tering was applied with a window length of one minute.
Although the filtering mitigates the maximum measur-
ed values, it does not modify the characteristics of the
events.

Detection of sleet attenuation...
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(a) Rain attenuation event measured on HU45 link             (b) Sleet attenuation event measured on HU45 link
Figure 1.  Sleet and rain attenuation as a function of time



3. Second order statistics 
of attenuation

Fade duration and fade slope are relevant second or-
der statistics of fading; they are used for the purpose
of planning microwave links. Fade slope is the first de-
rivative of fading attenuation time function [9]:

(4)

where ζ(t) is the fade slope in dB/s, A(t) denotes the
attenuation in dB as a function of t time in seconds. Be-
cause the measured attenuation series is discrete in
time, the discrete fade slope ζ[tn] is determined by (5)
where tn is the nth sampling time instance and ∆t is the
time interval over which fade slope is calculated.

(5)

In practice the conditional probability density func-
tion P(ζ|Aj) (CPDF) is usually determined [11,12], which
is defined at the attenuation level Aj and derived from
ζ [tn,Aj] discrete fade slope values calculated around
dA environment of Aj:

Fade duration gives the time interval during which
the attenuation exceeds a given threshold [9,10]. 

Let le,j denote the fade duration in seconds of event
e at attenuation level Aj, which is the length of the inter-
val during the e fading event in which the attenuation
exceeds the Aj level. Considering the λ(.) function, which
gives the length of its argument in seconds, le,j is cal-
culated by (7). Fade duration statistics are usually de-
monstrated by their probability distribution:

(7)

Some differences can be noticed between second
order statistics of rain and sleet events. As shown in
Figure 1, a usual rain event has smaller length than a
usual sleet event, therefore their fade duration statis-
tics must be significantly different. At the end of the
sleet event attenuation abruptly decreases to around
0 dB. Such behaviour cannot be noticed in case of rain
attenuation event. 

Consequently, fade slope statistics of rain and sleet
attenuation must be different as well. Exploiting these
differences, sleet and rain events can be recognized
in a measured attenuation time series using an appro-
priate computer program. It must be mentioned that our
goal is to detect as many sleet events as possible, there-
fore the false alarms, when there is a rain event in the
measured data, but our algorithm decides for a sleet,
are more tolerable in our case than the missed detec-
tions, when there is sleet in the measured data and it
is decided for a rain event. After running the sleet de-
tection algorithm, the miss-detected rain events can be
easily filtered out manually from among the found sleet
events.

4. Determining reference statistics

Statistics which are representative of the attenuation
events can be calculated from our measured attenua-
tion time series. The event detection algorithm com-
pares the calculated second order statistics of the found
event with the pre-calculated reference statistics. In
order to derive the reference characteristics, two selec-
tions of attenuation events were prepared. One of them
contains only some (processed and transformed) rain
attenuation events; the other contains only some sleet
events (Figure 2). Reference statistics were calculated
from these concatenated data series. 

Four attenuation levels were defined on the trans-
formed data series where the statistical investigation
of fading was performed. 

INFOCOMMUNICATIONS JOURNAL
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(6)

Figure 2.  Selected rain and sleet attenuation events
(a) Concatenated rain events                                            (b) Concatenated sleet events



By defining the attenuation levels two conditions
have to be satisfied: (i) all the selected events in Fi-
gure 2 have to have values at all the defined attenua-
tion levels in order to get as accurate reference statis-
tics as possible; (ii) the fade slope and fade duration
statistics of the selected events have to be different at
the defined attenuation levels. 

Choosing the empirical attenuation levels A1=1 dB,
A2=1.4 dB, A3=2 dB, A4=2.4 dB these necessary con-
dit ions are satisfied. First the reference fade duration
statistics had to be calculated. Let l r, j and ls, j denote the
length of the r rain event and of the s sleet event (i.e.
the fade duration) at the Aj attenuation level, respec-
tively, and let E{l} denote the expected value of the du-
ration. 

The calculated expected values of fade duration for
rain and sleet events are listed in Table 2 for different
attenuation levels. 

Results are in accordance with our expectations: the
expected length of rain events is much smaller than that
of sleet events. Based on the calculated expected val-

ues a duration threshold l t,j was defined for every inves-
tigated attenuation level.

An event length higher than l t,j means that the event
might be sleet, a lower length means that the event is
probably a rain. By determining the thresholds special
attention was paid to that the threshold must be closer
to E{lr, j} at each attenuation level ensuring the minimal
number of missed detections despite of more false al-
arms:

(8)

The exact values of l t,j thresholds which are listed
in Table 2 were intuitively determined so that (8) was
satisfied. 

Reference statistics of the fade slope were also de-
termined from the prepared concatenated time series
which are depicted in Figure 2. The P(ζ|Aj) conditional
probability density functions of the discrete fade slope
at the A1...A4 attenuation levels were calculated with (6)
considering dA=0.02 dB and ∆t =2 s. Maximum values
and standard deviations of P(ζ|Aj) highly differ at dis-

Detection of sleet attenuation...
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Table 2.  
Expected values of fade duration
for rain and sleet events 
and the duration thresholds

Figure 3.
Conditional
probabil ity 
density 
functions of
fade slope 
for different
attenuation 
levels

(a) Attenuation level A1                                       (b) Attenuation level A2

(c) Attenuation level A3                                        (d) Attenuation level A4



tinct Aj levels. As shown in Figure 3, the calculated
CPDFs correspond to the expectations. At each inves-
tigated attenuation level the maximum values of fade
slope CPDFs that are calculated from the sleet event
are smaller than the maximum values of fade slope
CPDFs that are calculated from the rain events. More-
over, deviation of fade slope CPDF is higher in case of
sleet events due to the rapid decrease of attenuation
time function. It must be mentioned that the measured
data series has a quantization step of 0.01 dB therefore
discrete fade slope calculated with (6) has possible
values of k ⋅0.05 /2 dB/s,k ∈ N. This results in less smooth
fade slope CPDF curves as can be seen in Figure 3.

Let mr, j and ms, j denote the maximum of P(ζ|Ai) i n
case of rain and of sleet event, respectively and let σr, j
and σs, j denote the standard deviation of P(ζ|Ai). Let us
define mt,j as the CPDF maximum threshold. Higher CPDF
maximum than mt,j means that the event might be a rain,
otherwise it might be a sleet. Similarly let us define σt,j
as the CPDF deviation threshold. A deviation higher than
σt,j means that the event might be a sleet, otherwise it
might be a rain. To minimize missed detections (9) and
(10) must be satisfied by determining the thresholds.

(9)

(10)

The maximum and standard deviation values of fade
slope CPDFs which are depicted in Figure 3 and the app-
lied mt,j and σt,j thresholds are summarized in Table 3.
The mt,j and σt,j thresholds were intuitively determined
so that (9) and (10) were satisfied.

5. Event detection algorithm

The suitable algorithm which can be applied for auto-
matically detecting sleet events in the measured atten-
uation time series uses the previously determined re-
ference statistics i.e. the l t, j, mt,j and σ t, j thresholds.
The flowchart of the algorithm is depicted in Figure 4.
First of all the input data series in which we want to find
sleets, have to be processed by the data processing
method described in Section 2. After that the data se-
ries must be transformed to the hypothetic reference link
with (2).

The computer program which uses this algorithm
sweeps over the processed attenuation data series. In
this paper our goal is to detect sleet events in a mea-
sured data, and as described in Section 1, sleet events

have quite high duration and cause significant attenu-
ation. Therefore in our case real attenuation events,
which are denoted by e are considered as rain or sleet
events causing remarkable attenuation and having re-
markable duration. So scintillation or very short rain
events with very low rain intensity are not considered
as real event. Based on the previous remarks, two em-
pirical thresholds were defined, one for attenuation and
one for duration, which are denoted with A0 and l t,0, re-
spectively. If the algorithm finds a data series interval

INFOCOMMUNICATIONS JOURNAL
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Table 3.  
Maximum and standard

deviation values of
fade slope’s conditional

probability density
functions and 

the defined mt,j and 
σt,j thresholds

Figure 4.  Flowchart of sleet detection algorithm



in which the attenuation exceeds the defined A0=0.6 dB
level and whose duration of le,0 i s longer than l t,0= 300 s
threshold this attenuation interval is defined to be a real
e event. If a real e event is found, the algorithm starts
to investigate it in details at the predefined Aj attenua-
tion levels. The calculated le,j, me,j and σe,j parameters
of the e event (i.e. the fade duration and fade slope sta-
tistics) are compared with the corresponding thresh-
olds. One comparison at the current attenuation level
is called as a test in our terminology. If the e event is
assumed to be a sleet based on the current test, a c
counter is incremented. 

The algorithm examines the satisfaction of total 12
conditions at the 4 mentioned attenuation levels, so if
c ≥ 7 at the end of the event detection, the program de-
cides for sleet, otherwise it decides for rain.

6. Verification results

Because of the quite small amount of the already col-
lected sleet events, the first verification of the present-
ed algorithm was performed on two short measured
attenuation data series. One of them contains only one
known and typical sleet event; the other contains only
one but extraordinarily long (therefore not so typical)
rain event. The time functions of the processed and
transformed attenuation caused by the two events are
depicted in Figure 5. 

The rain event was registered in November 2004,
whereas the sleet event was measured in January 2004.

The results of the tests are summarized in Table 4,
where the black bullet symbol next to the test value
means that the event detection passed the current test
at the corresponding attenuation level, i.e. the event was
recognized correctly. The black circle symbol means
that the event detection failed the current test i.e. the
event was not recognized. The value of the c  counter
after the event detection is also represented in Table 4.
It can be noticed that although the test rain event seems
to be a sleet on the basis of its length, the algorithm
decided correctly for rain 8 times and decided incor-
rectly for sleet only 4 times (c=4), which resulted in a
correct final detection. The test sleet event complied
with all conditions (c=12), the program recognized it cor-
rectly. In the course of the event detection verification
an extremely long rain event was chosen on purpose in
order to demonstrate that theoretically in some cases
the fade slope statistics are sufficient in themselves to
correctly recognize the investigated event. 

7. Conclusions

To be able to model sleet attenuation on microwave links
it is essential to process as many sleet attenuation e-
vents as possible, which requires collecting these events
from many years of measured data. Second order sta-

Detection of sleet attenuation...
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Table 4.  
Test results of
sleet and rain
detection

(a) Rain attenuation event measured on HU55 in 2004           (b) Sleet attenuation event measured on HU45 in 2004
Figure 5.  Test attenuation events



tistics of rain and sleet event’s attenuation are highly
different. With exploiting the differences sleet event can
be automatically detected and collected by an appro-
priate algorithm.

In the work presented, some significant parameters
of the event’s second order statistics were determined,
and then thresholds were defined in order to be able to
distinguish the two types of events. The presented algo-
rithm can detect sleet events in an arbitrary measured
attenuation data series applying the pre-defined refer-
ence statistics. Our method was proven using known
rain and sleet attenuation events. In the course of the
verification both events were correctly recognized. It
has been stated that fade slope statistics alone can be
sufficient for detecting sleet events; however, in some
cases fade duration statistics can make the recogni-
tion easier. 

In order that our prepared program can find sleet
events in arbitrary measured attenuation data with high
rel iabi l i ty, the reference statistics need to be refined
with considering as many rain and sleet attenuation
events as possible.
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1. Introduction

In the last decade, the Internet Protocol has become the
leading technology for inter-machine communication.
Meanwhile, a great number of different enhancements
were introduced, deployed (e.g. Differentiated Services,
Integrated Services), and the technological boundary
of the protocol’s capabilities have been reached. It turn-
ed out that the fundamental architecture assumptions
that underlie the routing and addressing design of the
Internet Protocol are no longer sustainable. This fact ge-
nerated an increasing interest in changing or re-design-
ing the routing and addressing architecture of the Inter-
net [2,3], especially considering that a new version of
IP, IPv6, is on its way to be globally deployed.

A fundamental design principle that has made it pos-
sible for IP to scale to the magnitude of today’s Internet
is that address prefixes can be aggregated at higher le-
vels of the routing hierarchy. The classic IP aggregation
scheme is based on provider-subscriber relationships,
where the address space of the subscriber net-
work is part of the larger address space of the
provider network. In this case the provider does
not have to announce every subscriber’s add-
ress prefix separately, but it announces only
its own address prefix, which trivially ensures
global reachability of its subscribers.

Unfortunately, the assumption that prefixes
can freely be aggregated at the provider net-
works is no longer valid. The two most impor-
tant causes strengthening this effect are: (i)
fast endpoint mobility and (ii) site multi-hom-
ing with provider independent (PI) addresses.

The growing difficulties in address aggregation re-
sults in the unprecedented increase of routing table
sizes what we experience today (Figure 1). The sheer
volume of IP addresses to manage, and the frequent pro-
cessing of update messages thereof, will inevitably lead
to grave scalability problems in the long run. 

A straightforward solution would be to completely
remove the dependency of IP addresses from their lo-
cation in the network. In such an unstructured (usually
termed as “flat”) routing architecture, neither endpoint
mobility nor multi-homing would pose problems. Let us
recall Rekhter’s Law, which states “Addressing can fol-
low topology, or topology can follow addressing. Choose
one” [5]. Thus, according the Rekhter’s Law there must
be a congruency between the network topology and the
addressing. Understanding the current future internet
proposals we may derive a slightly different law, name-
ly: By removing the structure from the address space,
we might need to reimplement a similar structure in the
control plane.
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In the past years it has became a widely accepted opinion that the current network layer protocol, IPv4, suffers from several
serious problems. Besides the scalability issues of the BGP routing tables [1], several features (like mobility, security) 
need extensions (like MIP or IPSec, respectively). These features are available as extensions of the IPv4 protocol family. 
The 6th version of the Internet Protocol (IPv6) is assumed to become the network layer of the future Internet, which unfortunately
inherits some weaknesses of IPv4. Such as, there are no easy solutions of the scalability problems caused by edge site multi-homing.
In this paper we overview the available future internet trends, and propose an easy to deploy multi-homing strategy that
decreases the number of entries in the routing tables by aggregating together the address space of several edge networks
located close to each other. We sketch two possible solutions for such a scenario and investigate their performance.
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Figure 1.  The BGP routing table growth [3]



In the next section we briefly describe the possible
classification of the future internet proposals in order
to emphasize the ideas behind the previously given law-
interpretation. In Section 3 a scalable cluster based so-
lution for multi-homed network aggregation is proposed.
Later, in the same section, some simulation results are
presented to characterize the proposed methods.

2. From Congruency to Structure

In this section we overview the popular trends of future
internet architectures to solve the problems discussed
in the previous section. An unique, usually unstructured,
flat identifier (or name) is assigned for each host and/or
network element, and somewhere in the network this iden-
tifier is resolved to a routeable locator (i.e., an address
that can be used in a scalable routing system). The place,
where this resolution is carried out can be either the
host itself (like in HIP [7], shim6 [8], GSE/8+8 [9]) or some-
where deeper down in the network (like in LISP [10], eFIT
[11]) (see also Table 1).

In the first case, users must invest in new devices,
or at least update their software with a new protocol
stack supporting the host based identifier-locator split-
ting mechanism. The majority of the home users are sa-
tisfied with the system used nowadays and may not be
inclined to invest in a new one, because from their per-
spective the new equipment has the same capabilities.
Thus, the deployment path for host-based identifier-loca-
tor splitting is somewhat obscure.

In the second case, the protocol stack of the hosts
remains the same and it is the service provider that must
install extra functions and (maybe) entities in its net-
work. This approach looks more viable, however, it is still
questionable whether the process of identifier-locator
resolution can be made effective. 

In both cases, the scalability problems are delegat-
ed to the control plane, that is, to the system coping with
the identifier-to-locator and/or locator-to-identifier trans-
lation process. In the simplest case, this would amount
to burdening the Domain Name System (or an appropri-
ate successor thereof) with identifier-to-locator trans-
lation. It is yet to be seen whether the venerable DNS
architecture can cope with that amount of load.

Methods differ, in addition, as to how the identifier-
locator split is represented in the packets. It is possible
to distinguish two different categories: map-and-encap
and address rewriting (Table 1) [12].

The delivery of a packet in the map-and-encap schem-
es occurs as follows. A host, initially, puts the destina-
tion host’s identifier into the packet. While the packet
is in the transit through the core, it gets encapsulated
and delivered using the locator into the destination’s
domain, where it is de-capsulated and delivered to its
final destination using the identifier. Note that the map-
and-encap schemes always append a new header to a
packet instead of rewriting it, unlike the case with the
rewriting methods discussed below.

The idea behind address rewriting is to divide the
IP address space into two parts, and use the upper bits
as the locator field and the lower bits as a unique end-
point identifier. The two parts of the address space are
completely disjoint, which means that neither of the end-
points is aware of its locator. The locator part of the source
address is filled in by the local egress router, while the
locator part of the destination address is removed at
the remote ingress router. From both sides of the com-
munication the address of the remote host looks comp-
lete, as the locator and the identifier part is filled as it
was returned by the DNS.

As a summary we may conclude, that all the intro-
duced methods tackle the previously mentioned prob-
lems by introducing special structure in the address-
ing or by forcing special virtual structure of the network
entities.

2.1 Push or Pull?
There are several ways to solve the problem of iden-

tifier-locator mapping: (i) empower the hosts to store their
own bunch of locators and introduce a context estab-
lishment in the communication process (like Shim6 or
Six/One) or (ii) delegate the mapping process to the (suc-
cessor of the) DNS.

As per the enhancement of the DNS, there are two ba-
sic approaches. According to the push-based approach,
the databases are pushed near the edge, i.e., the map-
pings are proactively fetched in order to minimize the
lookup latency. In the pull-based approach, however, re-
quests are delivered right to the authoritative server,
i.e., the identifier-location mapping is performed upon
the request, reactively. 

Both of the push and the pull model have its own be-
nefits:

– Pull systems have comparably low storage
requirements, enabling finer and dynamically
generated mappings (e.g., for mobility).

– Push systems have comparably lower latency,
and hence less packet loss in the routers that
buffer packets during the resolution.

In the next section we propose a new routing archi-
tecture to deal with scalability isssues in multi-hom-
ing.
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3. The proposed method: 
cluster based multi-homing

The scalability problems are mainly caused by small
multi-homed edge networks, because the processing and
storing of their small prefixes consume huge amount
of resources. Thus, a new and scalable aggregation
method is needed. At the same time the providers prefer
not to invest much into hardware and software. There-
fore, each viable method needs to be cheap and easy
to deploy. Moreover, the method has to be (i) capable of
aggregating the addresses allocated to different multi-
homed edge networks and (ii) resistant against failure
scenarios, as multi-homing was originally implemented. 

These goals can be achieved by introducing special
multi-homing (MH) addresses, which are completely in-
dependent from the address space of the providers’ net-
work and each multi-homed edge network gets its add-
resses from this special address space. Each multi-
homed network has a few providers, called direct pro-
viders. These providers are able to forward packets
directly to their multi-homed edge networks. However,
they do not announce these addresses. These MH add-
resses are announced only after it is aggregated by a
set of AS, called aggregation cluster (see also Figure 2).
The edge networks aggregated together are strongly
suggested to be “geographically close” to each other
and to the cluster, to avoid large inter-continental hops
in paths. Thus, the MH addresses have to be distributed
geographically (probably by an international registry). Re-
call that this scheme faces only the problems caused
by the small edge networks that are placed within geo-
graphically small regions.

Simply put, in such an architecture every packet
heading to a multi-homed edge network (i) is first for-
warded to the aggregating cluster, (ii) then, after detect-
ing (one of) the real providers of the edge network, the
packets are encapsulated and using IP tunnels forward-
ed to their real destination. After arriving to the network
of the direct provider, (iii) the outer IP header is removed
and the packets are forwarded using the original desti-
nation addresses.

3.1 Heuristic Models
Finding optimal aggregation clusters are almost im-

possible in a highly distributed and always varying sys-
tem like the Internet. Instead, our focus is on simple and
straightforward implementation guidelines. One can ob-
serve that the direct providers with edge networks of
the same multi-homing prefix can be used as an aggre-
gation cluster for that prefix. Also note that such a solu-
tion can minimize the AS-level path by putting the clus-
ter as close as possible to the multi-homed edge net-
works. We wish to point out, that this scenario is also
resistant against the same failure scenarios as the ori-
ginal (not scalable) architecture was. Note that, from the
perspective of the edge networks, the previous cluster
definition implies that they can connect only to provider
networks that are part the aggregation cluster for their
MH addresses. In the model presented so far the rout-
ing is performed in traditional IP forwarding until the
packets reach the aggregation cluster. The routing and
forwarding inside the cluster can be implemented in
two different ways. 

In the Omni model (Figure 2) each AS in a given clus-
ter has enough information to send packet directly to
its destination. That means, each AS knows every di-
rect provider of each multi-homing edge network agg-
regated by the cluster. As a result, for each incoming
packet only one decision is made, i.e., the selection of
the direct provider’s network. Thus, when a packet enters
a cluster, the entry autonomous system simply match-
es a tunnel to it; a tunnel that ends at one of the direct
providers of the destination edge network. Later in the
direct provider’s networks, the IP header which was
used for tunneling is removed, and the packet is forward-
ed using the original IP address. 

Special case of the Omni model can be reinterpret-
ed as BGP Confederations [13]. In case of connected
cluster, i.e., when the autonomous systems inside the
same cluster are reachable through internal links, the
packets can be forwarded inside the cluster without
using any tunnel. This situation generally cannot be gua-
ranteed; however from business perspective, providers
may work together and deploy links among themselves.
The major gain of this solution is in avoiding tunnels
and so the encapsulation overhead; and the packets
inside the cluster can use their own destination address,
as these addresses are announced inside the cluster.

While in the Omni model each AS has sufficient infor-
mation about the multi-homed edge networks in its clus-
ter, in MH2T model (Multi-Homing with Hash Tables) this
information is reduced. The reduction is done by spread-
ing this information among the provider networks inside
the same cluster. A straightforward solution for this dist-
ribution is implementing distributed hash table (DHT). 

3.2 Simulation Results
The goal for both multi-homing models was to reduce

the size of BGP routing tables by improving the add-
ress aggregation procedure. First, let us theoretically
estimate the reduction in the size of the routing.

Multi-homing in IP networks...
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Figure 2. 
The autonomous systems called AS1, AS2, AS3 and AS4
are responsible together for a given MH address prefix.
They announce the MH address together, 
and the incoming packets are distributed among them
using IP tunneling.



In the Omni model, unfortunately, the effect of the pro-
posed aggregation model cannot be perceived in the
local routing table sizes. As a result, an autonomous
system participating in an aggregation cluster does not
have direct benefits of the aggregation of its own edge
networks, but all other autonomous systems outside the
cluster do so. Thus, on the whole the size of the routing
tables decreases; according to the actual configuration
routing tables with 70-80-90% less entries can be re-
ported. On the other hand, in the MH2T model creating
each cluster causes observable decrease in routing tab-
les. Unfortunately, there is some data needed to main-
tain the DHT, which obviously increases the number of
stored entries.

We have evaluated the performance of the propo-
sed models – here we only want to show the results
according to the average path length – using networks
with different cluster sizes. We denoted the networks as
sml, med1, med2, lrg and i s l, where the cluster sizes
were 3, 5, 5, 10 and 5, respectively (they were genera-
ted using reference networks in [13]). Simulation results
were derived using bimodal traffic pattern.

The simulations showed that the average path length
increases for both of the introduced cluster-based mo-
dels. However, it never oversteps the diameter of the
cluster (Figure 3). Naturally, the paths observable when
using the MH2T model are longer than in case of the
Omni model. This observation is also conforming with
our expectations: the packets have to travel along the
DHT to collect all the information necessary to forward
them to their destination. It is important to reflect on
large path length difference, mainly in case of the lrg net-
work. In this case the cluster was rarely connected, i.e.,
packets had to enter and leave the same cluster seve-
ral times. These extra hops outside the cluster have huge
impact for path lengths.

We also tracked the effect of the cluster connectiv-
ity (Figure 4). According to the figure, increasing the clus-
ter connectivity the AS-level path stretch decreases ra-
pid ly. This is because inside the cluster the packets
have to take shorter paths due to the dense inter-pro-
vider connectivity.

4. Conclusion

In this paper first the consequences
of Rekhter’s Law is discussed, as the
key design principle of the future in-
ternet architectures. 

In our understanding the law can
be interpreted as follows: removing
the structure from the address space
should be performed with special
care, otherwise a similar structure
in the control plane must be reimple-
mented. It is followed by a novel pro-
posal on scalable multi-homing solu-

tion, which is easy enough to configure to attract net-
work administrators. The method is based on clusters
that aggregate the multi-homing addresses of multiple
edge network. Two different models are introduced de-
scribing the inner behavior of the cluster; in the Omni
model where each AS knows every direct providers of
each multi-homing edge network aggregated by the clus-
ter, while in the MH2T model this information is stored
in a DHT. 

While both models reduce the size of routing tables,
they increase the path lengths. In the simulation the ave-
rage path lengths for connected clusters vary about the
original path lengths (there is an approximately 20% dif-
ference of the size of the cluster). Note that when the to-
pology graph of cluster is not strongly connected, the
packets reaching the cluster may leave the cluster and
return at another AS, which cause longer paths and
extra costs for the providers. In our simulations in this
rarely connected case the path length increased app-
roximately 80% relative to the size of the cluster. Unfor-
tunately, not only the length of the paths grew, but also
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Figure 3.
Increase in the path lengths compared to the traditional
BGP path lengths normalized with the size of clusters.

Figure 4.
Increase in the path lengths compared 

to the traditional BGP path lengths, when increasing the
cluster connectivi ty by adding l inks. The path lengths

are hops between AS’s, and the lengths are normalized
by the size of the cluster (for lrg it is 10).



the load of the AS’s. The load increase may be a draw-
back for the providers, thus they may avoid participat-
ing in any cluster, or even if they participate they ad-
vertise longer paths in BGP advertisements. 

Our future work is to develop methods for load bal-
ancing to deny uncooperative announcements.
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1. Introduction

In the latest years, media generation and its consump-
tion patterns by users has been going through a major
transformation. The increasing participation of users in
the development of content for the web and their active
involvement in online communities of interest has re-
defined their role of mere consumers of media to be-
come “prosumers” [1]. This trend that started as a phe-
nomenon in web domain is migrating to other spheres
such as the mobile web [2] and more recently to other
platforms such as the interactive digital television (idtv).
In particular in this latest platform, the involvement of
users has recently shown to be present across all the
production-consumption lifecycle in a similar way as
happened some years ago within the web domain [3] in-
cluding the emergence of virtual idtv communities dedi-
cated to social networking [4-7]. 

In particular, the community-level dimension of idtv
has a significant peculiarity when compared to tradi-
tional online web communities. Since idtv coverage is
limited to well defined geographic areas, the communi-
ties built around idtv are intrinsically connected to par-
ticular territories and can be naturally associated to spe-
cific local services. Moreover, for territories affected with
low accessibility to the Internet such as rural areas in
developing countries, idtv can be presented as a po-
tential good candidate for providing interactive servi-
ces covering the local community needs at different le-
vels such as entertainment, education and social inclu-
sion, among others.

The access to idtv infrastructure alone cannot tackle
the digital divide in marginalized areas unless it is ac-
companied by equipping users with the necessary skills
to utilize its potential for creating and consuming inclu-
sive services. In this paper, we present an idtv frame-

work developed by a European Project (SAMBA – Sys-
tem for Advanced interactive digital television and Mo-
bile services in BrAzil) for providing rural communities
in Brazil with the capabilities and means to develop sus-
tainable interactive, community-oriented services [8].
In particular, the SAMBA framework enables local com-
munities to produce idtv content and broadcast it through
community access idtv channels. In this way, citizens,
including low income population, are empowered with
a way to participate in the process of creating and ac-
cessing digital content and in the services derived from
it [9]. 

The platform being developed by SAMBA allows the
development of innovative interactive applications fo-
cused on social local communities including services
with a strong social focus, such as T-Learning, T-Health,
T-Government and T-Commerce. SAMBA framework has
proven to be generic enough to be adaptable to diverse
contexts by its implementation in two different environ-
ments, one in Brazilian North-East in the town of Barreir-
inhas and one in the Alpine region in Northern Italy in the
town of Naz-Sciaves [10]. 

2. Framework overview and 
system architecture

2.1  General framework overview
The SAMBA framework consisting of three main do-

mains is presented at a high level in Figure 1. The main
components highlighted in the figure are: 1) User Do-
main; in which primary users consume the interactive
services, 2) Platform Domain; where transmission of
applications and reception of interactive input is per-
formed and 3) Content Domain; related to the tools for
producing interactive contents by local communities.
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This paper presents the SAMBA Framework for community-oriented idtv. The main objective of this framework is to provide 
local communities and citizens – including low income population – to access community-oriented content and services by
means of idtv channels. In order to achieve this, SAMBA implemented several steps such as: 1) development of 
a Content Management System for creating interactive applications that are cross-compatible between DVB-T MHP and DVB-H,
2) considering usability issues related to technology adoption by non expert users and 3) addressing low cost requirements 
for meeting the needs of low-income users and communities with use of power line communications for providing interactivity 
to remote rural areas.

� DESIGN STUDIES

A framework for community-oriented 
interactive digital television

O. MAYORA-IBARRA1, D. GABOS2, E. FURTADO3, R. CAVALIERE4,
A.C. PASCALICCHIO5, R. FILEV MAIA2

1CREATE-NET, Trento, Italy; 2POLI/USP, São Paulo, Brazil; 3UNIFOR, Fortaleza, Brazil;
4TIS Innovation Park, Bolzano, Italy; 5Mackenzie University, São Paulo, Brazil

oscar.mayora@create-net.org



Regarding the Users Domain, SAMBA frame-
work comprises two different types of users: Pri-
mary users that are those who consume content
and Secondary users who are the ones that create
content. Eventually, primary and secondary users
could be the same individuals. 

Both types of users interact with the Platform
Domain in different ways: Primary users interact
with idtv applications through a setup-box that 1) re-
ceive the idtv signal and interactive services from
local broadcasters and 2) provide interactive input
from users through the return channel. SAMBA frame-
work allows for adaptation of the return channel ac-
cording to the specific needs. In particular, during
SAMBA project implementation the use of power
line communications (PLC) was identified as the
most suitable return channel to fulfill the require-
ments of the testbeds in remote rural areas. Speci-
fically in the case of Barreirinhas town in Brazili-
an North-East, PLC was the best way to provide
sustainable interactivity to idtv due to the ubiquity
of power grid in Brazil even in remote rural loca-
tions. 

The applications created in the Content Domain
are developed with the use of a Content Manage-
ment System (CMS). In SAMBA, the CMS can work
both in a local server or in a remote one accessible
through the internet that allows secondary users
to create their own content and to reutilize other
existing content available in the web through RSS
feeds. 

A framework for community-oriented idTV
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Figure 1.  SAMBA framework overview 



2.2  System architecture and 
detailed description of components

The SAMBA architecture is split among the different
system domains described in the previous section and
is outlined in Figure 2. The next items describe the
several sub-systems of the SAMBA architecture defin-
ing its functionalities and showing the set and stack of
protocols that it uses to interact with the other sub-sys-
tems.

• Content and Service Subsystem (CSS)
The CSS in SAMBA includes the CMS and the Ser-

vice Creation Subsystem (SCS). The CMS is responsible
for handling the content which is provided by the end-
user. The multimedia content is created and stored in
the CMS to be delivered to the idtv broadcasting sys-
tem. The CMS requires adaptation of the content items
for each kind of user device (TV, mobile receiver, etc.).
Additionally, the CMS sends all information about the
content (such as duration, type of device) to the Ser-
vice Creation Subsystem in order to make possible the
delivery of content to the right kind of device. In SAMBA
framework, the CMS enables the secondary users to
create the following applications:

– T-Photo
Allowing to upload and comment pictures 
to a given group of users.

– T-Vote
Related to conducting surveys based on voting
between different options.

– T-Info
Consisting mainly in text information displayed 
to the user.

– T-SMS
Enabling users to send SMS from the TV set.

– T-RSS
Concerning use of web content through rss feeds.

– T-Video
Application enabled only for mobile devices for
uploading video (only for mobile )

Regarding the SCS its main scope is to handle the
multimedia content in order to build the Electronic Pro-
gram Guide (EPG) and other useful information about
the content. This equipment creates and sends the EPG
and information about other multimedia content in or-
der to provide additional information to the final user.

• DVB Broadcast Subsystem
The DVB Broadcast subsystem is composed of two

parts in order to emphasize the aspect of IP/DVB con-
version. The DVB-IP Gateway converts the IP traff ic,
including transport stream, EPG (Electronic Program
Guide) and other data, into a DVB streaming in order to
be sent to the MUX. This equipment may receive data
from several Carousel Servers and must organize all
data in an appropriate manner in order to be transmit-
ted by MUX.

– Carousel Server: In the Digital TV DVB Systems,
the Data Carousel is based on the DSM-CC (Digital

Storage Media – Command and Control) standard
ISO 13818-6. The Carousel Server is used to send
data files and content pages to the users.

– MUX and DVB-IP Gateway: The DVB-IP Gateway
is an end system, which has the role of adapting
the IP services to the DVB world. Its main functio-
nality is to configure the MUX in order to allow MUX
encapsulating data. Therefore, the DVB-IP Gate-
way needs to exchange information with the SCS.

The Multiplexer (MUX) is equipment composed by au-
dio and video coders/decoders whose task is to code
all content provided by SAMBA into MPEG streaming
(MPEG2 or MPEG4) and send it to the DVB-T/H transmit-
ters. MUX builds the Packetized Elementary Streams
(PES) and based on this MUX generates the transport
streaming because of the interaction of several DVB-IP
gateways. Neither of these equipments provide any in-
teraction with the end user or the other SAMBA systems.
The only data sent by the MUX to the other systems are
managerial data, such QoS information and about its
operation status.

• End User Subsystem
The end user subsystem in SAMBA includes the uti-

lization of both a TV set connected to a setup-box (STB)
as well as a mobile TV enabled phone. Regarding the
STB, it contains the hardware for DVB-T reception and
PLC transmission and reception and the basic soft-
ware for the DVB standard functionalities, including
Transport Stream processing with the respective for-
mats, reception and running of applications in the re-
quired standards (MHP for SAMBA case). In the PLC inter-
face, the STB needs to support the required standard for
the metropolitan access in the local network consider-
ing the physical layer and the MAC sub-layer. Concern-
ing the management of the mobile device, it has the
same requirements and constraints of the STB, consider-
ing the support of SNMP agents aimed at the mobile en-
vironment of DVB-H with a GSM/GPRS return channel.

• Mobile Operator Subsystem
The mobile network can be integrated into the man-

agement architecture by the same approaches of the
Digital TV Broadcasters. It is possible to consider a so-
lution with the sharing of information through the com-
munication of the NMSs using SNMP or data base syn-
chronization. Another possible approach is to use the
integration of QoS monitoring information and control
over the mobile DVB-H services.

• PLC Network
The PLC Network is composed of two main parts: the

low voltage and medium voltage networks. The provid-
ers of equipments and solutions for PLC networks have
implementations of network management. They consist
of NMSs that monitor and control the network using pro-
prietary communication and support the use of SNMP.
This means that the equipments of a PLC network can
be managed in three different ways:
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– through the communication between the NMS of
the PLC network and the SIMP using SNMP;

– through the synchronization of management data
base of the NMS of the PLC network and the SIMP;

– through the direct management of the PLC network
equipments by the SIMP, using SNMP.

3. Testbeds implementation and 
usability evaluation

3.1  Testbed implementation 

• SAMBA Generic Infrastructure
In order to implement the different testbeds of SAMBA

Platform, a general infrastructure for the delivery of the
interactive services was defined. The different compo-
nents of this general infrastructure are shown in Figure 3.
Each component in this infrastructure corresponds to
the modules defined in SAMBA system architecture and
the three different domains of the framework. Once de-
fined the generic infrastructure, it was instantiated and
customized for operating in both testbeds: Barreirinhas
and Naz-Sciaves. A common characteristic of both test-
beds was the use of power line communications for pro-
viding interactivity as the return channel. 

• Brazilian Testbed
The testbed in the Brazilian environment was set up

in the context of an ongoing project on PLC in the town
of Barreirinhas. This project provides already the ac-
cess to the PLC network infrastructure within the con-
text of this small village in the Maranhao State. The test-
bed allowed for validation in a living environment the
complete system, composed of CMS, Community Ac-
cess Channel and PLC return channel for interactivity.

The PLC backbone in Barreirinhas is connected to the
external world through a bi-directional satellite link that
provides connectivity to the ground, and a gateway takes
this connection to the PLC backbone. The entire village
is already connected via the power distribution system
to this backbone. The system has been tested in some
public buildings as well as in users’ homes. Figure 4 pre-
sents an aerial view of the area of coverage of SAMBA
testbed. In this figure ‘Zone II’ corresponds to the place
where the satellite link is located (Municipality office)
and the area denoted by ‘Zones I & IV’ corresponds to the
places covered by PLC infrastructure.

• Italian Testbed
Given its particular geomorphologic structure, South

Tyrol region in Northern Italy is affected by a particular
digital divide situation between the cities and the alpine
valleys. Indeed outside the cities there is a lack of broad-
band connections and in general Internet connection is
slow if available whatsoever. For this reason, idtv was
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identified as a good alternative in this region for provid-
ing citizens with the means for accessing relevant in-
formation regarding more specifically the different com-
munities of the valleys. Moreover, in order to solve the
problem of low connectivity, the PLC technology was
considered as the best solution for the area to give to
it a broadband connection. 

Due to its particular position, Naz-Sciaves was cho-
sen as the locality of a first pilot PLC test of the local
electric company located in the city of Bressanone.
Naz-Sciaves has been the first town not only in South
Tyrol but also in Italy in which the PLC technology is
used to provide connectivity through the electric distri-
bution network. Figure 5 presents the areas connected
with PLC distribution lines in Naz-Sciaves. 

3.2  Usability evaluation
• Verification and Validation

Usability inspection and evaluation was conducted
following first a Verification and Validation approach (V&V)
[11]. 

The verification of SAMBA applications was done in
two parts. In the first part, the verification of the appli-
cations was made by a heuristic evaluation of usability
conducted by three experts. In particular, the Primary
Users applications were tested through the use of a spe-
cific idtv emulator for PC. During these testing phases,
the evaluators started an application and tried to simu-
late the typical behaviour of a user interacting with the
system. Some preliminary set of usability problems were
identified such as duplication of pages, inoperative but-
tons, low time response, text and images lost. In the se-
cond part, an ad hoc verification of the system based
on a list of heuristics and checklists performed by the
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team of evaluators together with one of the developers
the applications were corrected. 

The purpose of the validation process was to evaluate
the technology acceptance by the users to attain three
main objectives, namely:

– the evaluation of system usability;
– the evaluation of system utility;
– the evaluation of user acceptance.

• Usability, Utility and 
Acceptance Evaluation Approach

The evaluation of system usability in SAMBA aimed
at identifying potential problems related to serviceabi-
lity, difficulty to use the system, etc. These problems were
identified on the basis of the usability characteristics
needed to guarantee the product quality, according to
the ISO9126 (ISO/IEC 9126, 1998) criteria. 

The following indicators of user interactions served
as a basis for the analysis of the observations of the use
of the SAMBA applications in the primary users’ homes.

– Indicator of user performance:
an indicator related to 
the efficacy characteristic 
of ISO 9126 

– Indicator of system usability: 
an indicator related to 
the learnability characteristic 
of ISO 9126 

Based on these indicators, the
evaluators designed and used a
checklist as the main artifact while
observing the users interactions.
The evaluators also focused on us-
ability as it was perceived by the pri-
mary and secondary users. The per-
ceived usefulness scope was that
of verifying the social acceptability
by analyzing the users’ behavior re-
lated to the acceptance of interaction with the system,
its potential for social inclusion and for social practice
intended in terms of involvement with the content. 

In order to conduct the evaluation, the experts per-
formed direct observations, questionnaires, checkl ists,
interviews and focus groups for both, Primary and Se-
condary users. 

A summary of the evaluation methodology is describ-
ed in Table 1.

• Evaluation results
In both contexts (Brazilian and Italian), primary and

secondary users were involved in testing the SAMBA
system. In general, the system was perceived by users,
especially in the Brazilian context, as a very relevant
tool for supporting the local community. Such affirma-
tion is related to the limitations of the town on the basis
of factors such as: restrictions on access to the Inter-
net or other forms of interactive information sharing,
few secondary schools and few options of entertain-
ment offered to the community. 

The summary of the results on the verification and
validation process and the usability inspections is pre-
sented in Table 2 (see on the next page).

4. Sustainability of SAMBA approach

One of the main contributions of SAMBA framework
stands in the fact that idtv presents an ideal way for
bridging the digital divide, especially in remote areas
where people have difficulty to access Internet services.
SAMBA approach pursues the goal of enabling local
communities in such areas to produce and broadcast
idtv content and services while using accessible means
such as Power Line Communications (PLC) as return
channel. In this way, SAMBA aims to guarantee a sus-
tainable model of idtv service provision even in under-
developed areas. 

Figure 6.  
SAMBA users profi les represented as PERSONAS

Accordingly, preliminary studies on user-requirements
and expectations were done in both locations and a set
of prototypic primary users profiles were identified and
modelled as Personas (Figure 6) [12,13]. These Perso-
nas were used for producing scenario-based represen-
tations and definition of SAMBA services.

Additionally, in order to assure sustainability of SAMBA
approach, the services identified were analyzed in terms
of potential business models considering the economic
and cultural constraints imposed by the target regions
as well as the expected actors to be involved. In gene-
ral, five potential actors involved in services and busi-
ness models were identified:

– Primary User
– Secondary User
– Infrastructure Provider
– Content Manager
– Service Provider.

The business model proposal is a hybrid model si-
tuated in the middle between open TV (free-to-air) and
pay-per-view TV (paid broadcasting). In this model, pri-
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mary user is a free of charge player. The sustainability
of the model will be assured by the advertisements ge-
nerated by the services providers and by the secondary
users. These players are in fact mainly content provi-
ders and sponsors. Figure 7 shows the service flow.

A set of prototypical potential services identified by
the sustainable business model analysis are present-
ed below. All the following services are mere examples
that could be taken as basis for defining more sophis-
ticated services:

S-Business – this service can provide advertisement
or general information about business subjects. The in-
formation can include information about products, ser-
vices or general information about business opportu-
nities such as information about procedures to register
a small business according to local regulations, quota-
tions, taxes, etc. The candidate secondary users for this
service could be any kind of service provider or product
advertiser as well as governments and regulatory agen-
cies, unions, business consultants, user and/or provider
associations, etc.

S-Tourism – this service is a variation of the S-Busi-
ness with focus on tourism activities. The information
can include information about hotels, restaurants, crafts
shops, local tours, etc. and the service would be direc-
ted to tourists staying e.g. in a hotel in the specific lo-
cation.

S-Health – this service includes presentation of in-
formation related to health campaigns, available phar-
macies, available doctors, information about emergen-
cies or epidemics, etc. The service could be offered by
local/national health institutions and directed to all the
population.

S-News – this service includes provisioning of infor-
mation related to relevant news. The service could be
offered by local broadcaster and could be sustainable
based on the advertisement that could be sold to dif-
ferent customers. The service is directed to all the po-
pulation and could use interactive input from users to
monitor interest in certain topics.

S-Energy – this kind of service may consist
of presenting the information related to energy
consumption of individual users as well as ge-
neral information about energy campaigns and
other tips about reduction of energy waste. The
service could be relevant to all the population.

S-Government – this service could allow the
local, regional or national governments to pro-
vide opportune information to citizens on diffe-
rent relevant issues related to government prac-
tices and services. The beneficiaries of such
service include the whole population.

S-Education – through this kind of services,
the population could get relevant information
regarding educational materials. This service
could be a very relevant one especially in re-
mote areas where the number of teachers and
the availability of educational resources is limi-
ted.

5. Concluding remarks

In this paper we presented SAMBA framework for en-
abling production and consumption of community-orien-
ted idtv in a sustainable way. The framework proposed
in this paper was implemented in two testbeds with dif-
ferent characteristics. These testbeds had their own spe-
cific requirements for using a PLC infrastructure as re-
turn channel to provide interactive services to a sample
of the population. Additionally to the final outcome of
providing a mean for delivering interactive services to
the population, SAMBA implementation provided the
construction of a modular solution. This means that each
individual component utilized in SAMBA such as CMS,
broadcasting technology, etc. could be easily replaced
and adapted according to new available resources such
as more sophisticated interactive channels or trans-
mission means (e.g. based on GPRS, ADSL, WiMAX etc.)
[14]. Within the SAMBA framework business models were
defined that allow for the creation of sustainable ser-
vices that could be utilized as a powerful tool towards
reduction of digital divide.

SAMBA’s encouraging results allow for envisioning
relevant impact in three main dimensions including so-
cietal, economical and technological domains:

Societal impact
Promoting the creation of Community Access Chan-

nels based on idtv, for the improvement of public ser-
vices, local community administration reinforcement
and decision making and democratic processes in deve-
loping countries. The content, created by local communi-
ties to their own citizens and users, have a good poten-
tial to foster creation of strong social-focused content,
e.g. in the fields of eLearning, eHealth, eGovernment,
etc. 

In a broader scope, the results of SAMBA are envi-
sioned to impact the characterization of key issues re-
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levant for the adoption of idtv as a feasible technology
for bridging the digital divide, especially in develop-
ment areas. This creation practice would allow moving
towards higher societal impact in a self-motivated syn-
chronization process between people and technology.

Economic impact
SAMBA results are envisioned to favor the develop-

ment of digital terrestrial TV infrastructures and servi-
ces in developing areas, e.g. the Latin American region,
as a successful example of the use of Community Chan-
nels in rural areas through PLC infrastructures. SAMBA
introduced an easy to use front-end for fostering servi-
ces and social inclusion through the introduction of idtv
as a content production system to be used by local com-
munities under specific business-cases conditions. 

Moreover, by bringing together different low cost
tools for content production (mobile, web etc.) integrat-
ed into Globally Executable MHP, SAMBA is open to a
huge potential for new applications and services both
in developing and industrialized countries. Additionally,
a successful integration could also have potential posi-
tive impacts on DVB/MHP adoption in Europe and else-
where.

Technological impact
The users studies and in specific usability tests per-

formed in SAMBA with real users have brought clear
insight to the definition of idtv services in developing
countries. The technological solution of SAMBA system
is compatible with GEM standard for allowing MHP app-
lications but nothing excludes an easy transformation
into other approaches (e.g. Ginga). 

Additionally, the identification of relevant features to
be included in the PLC equipments to enable conver-
gent multimedia interactive traffic in future applications
has been identified as a good approach for improving
d igital inclusion through SAMBA services; making pos-
sible the offering of interactive contents with appropri-
ate user end-to-end QoS perception.
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1. Introduction

The introduction of modern meteorological radars has
revolutionized accurate short-term forecasts. But at that
time nobody thought, that the quickly spread wireless
networks (further: Wi-Fi – Wireless Fidelity, WLAN – Wire-
less Local Area Network, RLAN – Radio Local Area Net-
work) [4] would affect negatively the performance of
radar systems – in a large number of countries world-
wide [1-3 and 9-15].

In the beginning of the next section (Subsection 2.1)
we show how this interference appears on the screen
of meteorological radars, and discuss the serious con-
sequences it may cause. We also specify the origins of
the interference from a technical point of view. Of course,
as the problem expanded, engineers tried to come up
with a solution. This led to the development of DFS (Dy-

namic Frequency Selection), which is a standardized
method introduced in IEEE 802.11h. 

Of course, the WLAN devices need to comply with
it, so DFS compliance tests were introduced in the ETSI
301 893 documents. The ETSI standard is still under
development. Almost every year or two a newer ver-
sion is revealed, trying to make the tests be more sim-
ilar to real life events. The details of DFS are discus-
sed in Subsection 2.2. 

Unfortunately, the DFS still can not provide enough
protection for the radar systems; many WLAN devices
don’t perfectly comply with the standards. We summa-
rize the problems with DFS (identified by us) in Subsec-
tion 2.3. The next subsection presents some of the so-
lutions we proposed, that could possibly detect and even
filter WLAN interference at the radar systems. Some of
these solutions are easier to manage, some are only
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Meteorological radars are used for short term weather prediction in Hungary and all over the world. These radars can be
jammed by RLAN devices (e.g. home Wi-Fi routers). We introduce the background of this problem, and analyze the weakness of
the current solution (DFS – Dynamic Frequency Selection).  We analyze it theoretically by modeling the radar operation and
RLAN traffic, and we also show its high efficiency in practice, based on well-known IEEE 802.11 RTS/CTS mechanism.
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theoretical, and could not be implemented because of
the technical parameters of the radars.

As the main topic of this paper, in Section 3 and 4
we introduce a method, which does not only detect and
filter WLAN interference, but also eliminates it before it
could actually happen. We present here a preventive
solution, which is based on channel allocation. It can
reserve the channel for the radar while the measure-
ments are done, by silencing the WLAN transmitters in
direction. In Section 3 we present the overview of the
main idea and some background information for the next
section (Section 4), in which we introduce the alloca-
tion technique in detail using traffic models and estima-
tion, and present some evaluation of it. Finally, conclu-
sions are summarized in Section 5.

2. Interference and some solutions

2.1  Introduction of the interference
As part of the European weather forecast system,

there are three weather radars in operation in Hungary
under the supervision of Hungarian Meteorological Ser-

vice (OMSZ) and several others throughout Europe and
all over the word. The locations of the Hungarian radars
are shown in Figure 1. These radars measure the atmo-
sphere precipitation. Radar operation is detailed in Sub-
section 3.3.

Based on the information and pictures provided by
the OMSZ, Figure 2 shows the influence of the strays on
a rough radar image. Each shade means a different dBZ
level, corresponding to the intensity of the reflected sig-
nal. If the shade represents a larger numerical value, it
means higher received signal strength [16,18].

The jammed layers indicate significant quantity of
rain, so their influence is rather disturbing. It is also dan-
gerous when the signals reflected by precipitation are
combined with the ones from the strays (see in the left
bottom of Figure 2) and as a result we may come to a
false conclusion regarding the quantity of the precipi-
tation. This may cause significant problems in the wea-
ther forecast and pre-estimations.

The layers and sectors appearing in the images are
mostly caused by IEEE 802.11a standard WLAN devi-
ces located close to ground and operating within the
radar’s frequency range [1-3 and 9-10]. One of the (fre-
quently used) frequency bands where the meteorologi-
cal radars may operate is between 5600-5650 MHz, which
overlaps with 3 of the 802.11a channels (No. 120, 124
and 128) [17]. They are shown in Figure 3.

2.2  DFS to solve the problem
A method has been standardized to solve this prob-

lem. Dynamic Frequency Selection (DFS) has become
the technological solution to resolve the interference
issues between meteorological radar systems and WLAN
devices. There are two standards related to DFS: the
IEEE 802.11h standard and the ETSI EN 301 893 direc-
tives.

The IEEE 802.11h standard is [4] an amendment to
the original 802.11 standard [4] which deals with the ra-
dio spectrum and power management operations in de-
tail. It defines new processes, message types and frame
types to be implemented. Although the main function of
the standard is to cooperate with European radar sys-
tems, it also offers a possibility to have a uniformly used
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Figure 3.  
Usage of the frequency band by 

802.11a channels and the meteorological
radars in Hungary

The 5600-5650 MHz band for meteorologi-
cal radars and the three affected 802.11a 

channels (No. 120, 124 and 128) are shown
in the picture. There are two narrow 

frequency bands used by 
the three Hungarian meteorological stations

(Pogányvár, Budapest and Napkor).

Figure 2.  
RLAN interference in the picture of the meteorological radar

There are not only clouds in the picture but also strips
and sectors are shown marked by dotted curves. 
They are caused by RLAN interference, 
and inhibit observing of the precipitation.



radio spectrum, and to manage coverage or power con-
sumption with Transmit Power Control (TPC).

The standard defines horizontal and vertical commu-
nication protocols (between stations and within a sta-
tion, respectively), but it allows the manufacturers to
choose their own implementation. It does not even de-
fine the conditions (e.g. radar signal detecting), that start
the extended functions in the devices. The ETSI EN
301 393 documents [5-8] contain information regarding
these conditions [11-15].

The ETSI EN 301 893 standards summarize the func-
tional requirements, that every radio access network
operating in the 5 GHz band has to meet. These requir-
ements consist of the specification of transmitted sig-
nals, but also contain methods of spectrum manage-
ment, such as DFS. In practice, a device is marked DFS
compatible, if it passes the DFS tests of the actual ETSI
EN 301 893 standard (further: ETSI). On the other hand,
it is questionable whether this DFS compatibility pro-
vides enough protection for meteorological radars.

2.3  Problems regarding DFS
We examined the efficiency of DFS using ETSI v1.4.1

[7] both theoretically and in practice [3], and found that
the following problems still exist. We introduce briefly
these already known and those revealed by us prob-
lems here. One of the known issues is that the mini-
mum pulse width for testing against DFS is 0.8 µs, but
Hungarian and other radars also use 0.4 µs for better
radar resolution, which is harder to detect [1-3, 6-9 and
11-15]. A sample of a radar signal (as ETSI DFS test
pattern) is shown in Figure 4.

We found that Channel Availability Check time is only
60 seconds in ETSI v1.2.3 [5], v1.3.1 [6] and v1.4.1 [7],
but it can be shorter than the radar rotation period [15].
(Note that this has been changed to 10 minutes in ETSI
v1.5.1 [8].)

We found also that DFS Slave devices are not re-
quired to sense radar signals. In some scenarios, when
a DFS Slave device faces the radar, and the radar sig-
nal is too weak at the DFS Master, the WLAN devices
will not switch the channel, and the DFS Slave will con-
tinuously jam the radar [3].

We collected more than 50 certificates of 802.11a
WLAN devices on the market, and most of them only
complied with older, v1.2.3 [5] or v1.3.1 [6] versions of
ETSI. This means, that even if the device was called DFS
compatible at the time it was designed, it would not
certainly pass the newer versions of ETSI. But these de-
vices are still in operation, or even can be bought and
used.

There were some devices we actually tested, and
some of them let the end user enable or disable DFS or
Radar signal detection, although this function should
be automatically and always enabled.

2.4  Our proposed solutions
As we can see, DFS can not, and probably never will

provide a perfect solution against radar interference.
We came up with some ideas, which are detailed in [3].
Here we provide a quick overview of them.

If we also detect signals in the full 20 MHz wide 802.11a
channel, which embraces the 1.25 MHz wide spectrum
of the radar, and we sense signals there at the moment
when we receive the reflected radar signals, we may
say that there was also WLAN interference. In this case
the result of those radar measurements can be ignored.

Interference can also be detected or filtered in time
scale, if we only look for reflected radar signals in the
time period when they could have returned after reflect-
ed by hydrometeors. This possible time period can be
calculated from the typical minimum and maximum
height of the clouds in the actual season, and the alti-
tude angle of the radar. Interference can also be detect-
ed or filtered if precipitation maps are received from
other sources, including satellites or terrestrial optical
camera system, which can observe without this inter-
ference. If we use more radars to scan a selected area,
then by comparing the different measurements we are
able to detect or filter the interference. This can be done
by specific algorithms, or majority voting in case of us-
ing at least three radars. 

There is a chance to separate radar and WLAN sig-
nals, if we use some kind of modulation on the radar
signals and we detect the reflected signals via an app-
ropriate demodulator. This way WLAN interference would
only cause higher noise in demodulation. Unfortunately
this method would require the modification of the radar
signals in a way that current magnetron based meteo-
rological radars are unable to provide.

The possible solutions mentioned above are useful
only for detecting and filtering the already existing in-
terference. Unlike, using our proposed method discus-
sed in Section 3 and 4, we may eliminate the interfer-
ence before it even existed.

3. Background of channel allocation 
for interference elimination

3.1  Overview of channel allocation
The basic idea behind channel allocation is to defer

the transmission of the WLAN devices for the time the
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Figure 4.  
A sample of radar signals 
for DFS compatibil i ty tests

Similar DFS test patterns are
defined in ETSI directive [5-8]. 
This one specifies 2 µs pulses 
with 2 ms repetition time 
(500 Hz repetition frequency).



radar faces their direction thus we have to allocate that
time slot to the radar. This can be done by sending out
information to the WLAN stations prior to the critical
interval, which forces them to be silent until the radar
turns over them.

This allocation transmission should not affect the
operation of the radar; therefore the idle time of the ra-
dar should be used.

This transmission can be continuous in space do-
main with an omnidirectional antenna or a fast rotation
directional antenna not synchronized with the radar
position. Alternatively, this transmission can be con-
centrated to the direction where the radar measures,
which is better, because it does not affect the WLANs
which do not jam the radar at the time. In this case the
allocation transmission should be synchronized with
the radar rotation spatially. The allocation beam should
forerun the radar beam for silencing RLANs at time of
radar measurements, or should be identical with it (see
Figure 9). In this case the radar antenna can be used to
transmit channel allocation indication. In this paper we
discuss this possibility.

For this allocation we try to use the RTS/CTS mech-
anism of 802.11, which sets the NAV of the WLAN sta-
tions, thus silencing them for a time as necessary. This
mechanism is mandatory implemented in all of the WLAN
devices.

3.2  Overview of RTS/CTS mechanism in WLAN
The optional RTS/CTS mechanism in 802.11 [4] is

basically used to prevent the hidden terminal problem.
This problem refers to a scenario, where ‘A’ wants to
send data to ‘B’, and ‘C’ is also in the range of ‘B’, but
out of the range of ‘A’ (Figure 5). 

Without RTS/CTS it is possible, that after ‘A’ starts
to transmit, ‘C’ also starts transmitting, since it senses
that the media is free, and creates interference at ‘B’.
Using the mechanism, prior to sending the actual data,

‘A’ sends a RTS (Request To Send) frame, telling every-
one in its range the duration of its following data frame
(and belongings, e.g. ACK, SIFSs). Then ‘B’ sends the
CTS (Clear To Send) as a reply, which stations in its
range will receive. This way, every station in the range
of ‘A’ and ‘B’ should not transmit, while ‘A’ transmits its
data.

The RTS/CTS mechanism is generally used in envi-
ronments where stations in the same network may ex-
ist out of each others range.

The mechanism and timing parameters can be seen
in Figure 6.

3.3  Introduction of weather radar operation
During operation the radar rotates at a specific alti-

tude angle (elevation) or scans a given sector and then
raises the elevation. 
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Figure 6.  

Timing of
RTS, CTS,
data, ACK
frames 
and NAV
(IEEE 802.11,
2007, 
Fig. 9-7 [4])

Figure 5.  
Hidden terminal problem and RTS/CTS mechanism 

as a solution

At first node ‘A’ sends RTS to node ‘B’ requesting 
channel allocation. Node ‘B’ sends CTS indicating that it

received RTS and node ‘A’ get the channel. 
Node ‘C’ received CTS, too.



Figure 7 illustrates this operation. In the meantime
it transmits radar pulses and receives echoes, reflect-
ed by hydrometeors (raindrop, ice) and attenuated by
absorption and free space loss (see Fig. 8) [14,16].

Figure 8 shows radar operation in time domain. Each
transmitted radar pulse is followed by the echo of it.
This backscattering is limited in time by the attenua-
tion and radar signal sensitivity. After each and before
the next measurement there is an idle period that will
be called ‘InterMeasurement Gap’ (IMG). In our channel
allocation technique this gap is used, so the radar ope-
ration and functionality is not affected.

4. Modeling, analysis and evaluation

For analyzing and evaluating the proposed solution
building a model is indispensable. 

4.1  Modeling radar and RLAN traffic
At first radar and RLAN traffic are described by their

timing and other parameters.

4.1.1 Modeling radar operation
As introduced in Subsection 3.3 the radar antenna

rotates under operation. Rotation speed is given in RPM
(Rotation per Minute) generally in most of the radar spe-
cifications. This value – denoted by ‘β’ – is needed in
degree/sec (°/s) measure for further calculation.

[°/s] (1)

Another main parameter of the radars is the horizon-
tal beam width (α) measured in degrees (°). These pa-
rameters are shown in Figure 9.

Every radar rotation has a period, when the radar
scans a specific point, as described in Subsection 3.3. 
This ‘Contacted Time’ (Tcont) is constant for each point:

[s] (2)

During this period radars periodically transmit pulses.
This is specified as ‘Pulse Repetition Frequency’ (PRF)
in Hz (1/s). It has the same meaning as Pulse Repetition
(PR) Time (TPR):

[s] (3)
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Figure 7.  Parameters and operation of meteorological radars
A radar in operation continuously rotates and after each rotation increases elevation angle.

Figure 8.  Transmitted and received signal of radars in t ime domain

Radars transmit radio pulses 
periodical ly and receive echoes

from scattering targets. 
‘InterMeasure Gap’ i s  

the idle part of the operation
between two measurements.



The time interval between two consecutive pulses
can be divided into two periods (see Fig. 8). The first one
is between the transmission of a pulse and the theoreti-
cal limit when its echo is received by the radar. This mea-
surement time (Tmeasure [s]) is calculated from maximum
range of the radar (R [m]) and signal propagation speed
(‘speed of light’) (c [m/s]):

[s] (4)

The second period is the idle time between the end
of observation and the next pulse, called Time of Inter-
Measurement Gap (IMG) (TIMG [s]):

[s] (5)

The pulse length is negligible compared to other du-
rations; therefore it is omitted in this formula. Using these
parameters the utilization of the radar and the channel
is: 

(6)

The number of pulses (NP_CT) and InterMeasurement
Gaps in ‘Contacted Time’ (NIMG_CT) is defined as:

(7)

4.1.2 Modeling RLAN traffic
Not only radar operation, but also RLAN traffic should

be described in order to be able analyze and model the
proposed solution.

We analyze two scenarios for modeling RLAN traffic,
in ‘Scenario I’ without and in ‘Scenario II’ with acknow-
ledgements (ACK).

Scenario I: RLAN traffic without ACKs
In ‘Scenario I’ RLAN traffic consists of data frames only
without any acknowledgement (ACK), therefore RLAN
transmission contains frames and idle times. In gene-
ral distributions of frame size and arrival times are un-
known. We use this deterministic traffic pattern for mo-
deling, because this is the worst case: all of the frames
use the maximum time duration (with maximum size)
(Tframe [s]) and minimum interframe time (IFT) (Tinterframe
[s]) consequently this case gives the most occupied
channel (Figure 10).

Frame time (Tframe [s]) consists of two parts: fixed du-
ration for frame initialization (Tframe_init [s]) and the other
part depending on frame size (Sframe [bit]) and bit rate of
transmission (BRframe [bit/s]):

[s] (8)

Channel utilization (Uframe) can be calculated with these
parameters: 

(9)

Scenario II: RLAN traffic with ACKs
Unlike the previous scenario, RLANs mostly use acknow-
ledgements (ACKs) for reliable transmissions. After send-
ing the data frame (Tframe) RLAN devices wait (TACK_delay)
for the ACK (TACK). Similarly to the ‘RLAN traffic without
ACKs’ model, this one simulates the worst case in deter-
ministic way. The frame and ACK transmission periods
can be grouped together (called ‘Extended Frame’), sup-
posing that the further channel allocation technique can
not interrupt this frame-ACK communications (Figure 11).

This grouping increases the channel utilization ac-
cording to the worst case estimation. This allows a more
simple way of modeling RLAN traffic with ACK, too.

Duration of frames and ACKs (TACK [s]) are calculated
the same way as before: 

[s] (10)

And the ‘Extended Frame’ time (Textended_frame [s]) us-
ing ‘ACK Delay Time’ (TACK_delay [s]) as mentioned above:

(11)

Maximum usage of channel (Uextended_frame) can be de-
fined in this scenario, too.

(12)
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Figure 9.  Radar scanning and RLAN devices
The radar rotates with α beam width and β rotation speed.

Figure 10.  
Traffic scheme and timing 
for RLANs without ACKs

Frames with the same length
(Tframe) and idle period (IFT)
(Tinterframe) alternates in 
our RLAN transmission model.



This is higher than Uframe, because ‘Extended Frames’
are larger than original frames but ‘InterFrame Time’ i s
equal.

4.2  Modeling channel allocation
The overview of the channel allocation technique

was given in Subsection 3.1. To achieve our goal (mini-
mizing the traffic of the RLANs during radar scan) we use
Channel Allocation Frames (CAFs) (e.g. CTS) in general.
RLAN traffic can be blocked for a specific duration by
each CAF. But this event occurs only in the case when
an RLAN device receives a CAF successfully. CAF can
be successful if and only if the beginning of the CAF is
in an interframe time (IFT) of the RLAN traffic. However,
detecting IFT on the radar side and using detection-
based adaptive transmission of CAFs can be difficult and
it is unnecessary. When the radar receives signals of
more than one RLAN simultaneously, it can detect few-
er and shorter idle periods, due to overlapping RLAN
traffics. However, CAFs can be transmitted success-
fully not only in these periods, because each RLAN has
its own IFTs, when the allocation can occur. It can be dif-
ficult to separate traffic of RLANs, and derive when and
which one has its IFT.

We decided that our proposed solution uses a simple
deterministic RLAN-traffic-independent CAF transmis-
sion without using any detection and without a complex
adaptive mechanism, according to the difficulty above.
The rate of successful allocation can be maximized by
the maximum rate of CAF frequency. This results in a
deterministic structure of channel allocation transmis-
sion with using short CAFs (TCAF [s]) and as short as pos-

sible idle time (‘InterCAF Time’) (TICAF [s]) between them
(Figure 12). Duration of CAF can be calculated the same
way as duration of data frames with the parameters:
fixed time for initialization (TCAF_init [s]), size of CAF (SCAF
[bit]) and transmission bit rate (BRCAF [bit/s]):

[s] (13)

This channel allocation operation is used only in In-
terMeasurement Gaps of radar, as discussed in Subsec-
tion 3.3.

4.3  Analysis of proposed solution
As mentioned above, CAF can block RLAN traff ic,

when an RLAN device detects it. It can occur when the
whole CAF is received from its beginning without over-
lapping with RLAN frames. RLANs using CSMA (Carrier
Sense Multiple Access) do not transmit frames after be-
ginning of any frame including CAF is detected. There-
fore this successful reception of a CAF becomes a suc-
cessful channel allocation, too. Applying RLAN traffic and
channel allocation models described in Subsection 4.1
and 4.2, the number of successful CAFs during an inter-
frame time (IFT), NCAF_IFT can be estimated: 

(14)

In this case we supposed that CAFs and RLAN frames
are not synchronized, and one’s periodicity is not exact-
ly a multiple of other’s in our deterministic model. This
condition guarantees the variety of relative positions of
CAFs and RLAN frames.

We supposed that CAF traffic does not affect RLAN
traffic, only when successfully receiving a CAF. If this
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Figure 12.  
Scheme and timing for
channel al location
frames (CAFs) 
and RLAN traff i c

Channel Allocation 
Frames (CAFs) are sent
periodically and in 
parallel with RLAN traffic. 
CAFs can be detected by
RLAN devices in their idle
time (InterFrame Time).
Receiving CAFs 
successfully mute RLAN
devices for a time 
specified by CAF.

Figure 11.  
Traffic scheme and timing 
for RLAN with ACKs

In acknowledged RLAN 
transmissions frames 
and acknowledgements
(ACKs) and idle time 
between them (ACK delay)
should be combined 
into ‘Extended Frame’.



assumption is incorrect, then CAFs can cause longer
idle periods and RLAN frame retransmissions (due to
frame-CAF collision) in RLAN traffic, too. However, in this
case utilization of the RLAN channel can not exceed the
worst case limit, as described in Scenario I and II. 

The interframe frequency (number of IFT in one sec-
ond) (FIFT [1/s]) can be calculated as

[1/s] (15)

Tframe can be replaced with Textended_frame as neces-
sary.

Using both values (NCAF_IFT and FIFT), the average fre-
quency of successful CAFs in IFT (FCAF_IFT [1/s]) can be
estimated, too:

(16)

This result demonstrates our previous two worst case
assumptions: efficiency can be increased by minimiz-
ing both RLAN traffic utilization and CAF cycle duration.
This formula (16) can be used not only in the case of de-
terministic, but also in the case of random RLAN traffic,
only the utilization of the channel should be known.

The above result is modified by usable time slot, so
the more relevant value is the frequency of successful
CAFs in IFTs in ‘InterMeasurement Gaps’ (IMG) (FCAF_IFT_IMG
[1/s]):

[1/s] (17)

Accordingly, the average number of successful chan-
nel allocations during each IMG is:

(18)

Another useful measure can be the number of suc-
cessful channel allocations during a radar scan (Tcont)
(NCAF_IFT_IMG_Tcont):

(19)

Each successful channel allocation protects the ra-
dar from RLAN traffic for duration (TCAF_NAV), that is the
sum of the time value (NAV – Network Allocation Ve c-
tor) contained in CAF (TNAV) and the time of CAF itself
(TCAF), see Figure 12:

[s] (20)

With this value the minimum number of successful
channel allocations in each scan period (Tcont) (NCA_Tcont_min)
can be estimated:

(21)

One of the most important values that can describe
the efficiency of the proposed solution (ρ) is the ratio of
occurred effective channel allocations (NCAF_IFT_IMG_Tcont)
and the number of needed (NCA_Tcont_min).

(22)

The approximation can be applied in case of Tcont>>
TCAF_NAV. This formula clearly shows which parameters
can affect the efficiency of channel allocation domi-
nantly. This efficiency (ρ) can reach or exceed 1, if 

(23)

Table 1.  Practical parameters and constants
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4.4  Evaluation in practice
In practice most of the parameters are defined in

standards and specifications. In our solution the values
of the RLAN traffic parameters come from IEEE 802.11,
802.11a (including RTS/CTS introduced in Subsection
3.2) [4] and weather radar parameters as defined its spe-
cifications and using general settings [3,14,18]. For prac-
tical evaluation of this allocation technique, the worst
case or default values of parameters are given in Table 1. 

Using these values in practice (Table 1) the parame-
ters of our model can be calculated, see Table 2.

Table 2.  Calculated parameters

The results of worst case calculations and estima-
tions can be seen in Table 2. We find that since the ra-
dar is in idle state in 36% of its time, there is a 900 µs
IMG for channel allocation. During an IMG, 1.8 success-

ful channel allocations occur in average, but only 3 are
needed during a 83.33 ms ‘Contacted Time’. With these
worst case parameters the proposed solution allocates
channels at least 20 times more often than needed.

These results can be much better if the estimation
is based on real parameter values, not on the worst case.
For example, using a real distribution of frame sizes
gives some improvement. Supposing that the frame size
distribution is similar to as it was in 2000 in world wide
networks, estimation can be much better. Based on an
earlier publication [20], similarly to [19] and [21], the
cumulative density function (CDF) of the IP packet size
can be obtained. From this CDF the smoothed probabi-
lity density function (PDF) (or histogram) can be deriv-
ed, as shown in Figure 13.

We suppose these traffic characteristics describe
not only Ethernet and backbone traffic, but they are va-
lid for WLAN environment, too. This assumption can be
used, because much of traffic is IP and passed through
in Ethernet network, which shapes the traffic characte-
ristic to a similar one.

We can find three modes in the histogram of packet
size distribution (see Fig. 13). Only 14% of the traffic has
the maximal size, 19% is around 570 bytes and almost
33% has the minimal size with 40 bytes. Due to the pay-
load encapsulation and framing every packet gets 16-20
bytes additional overhead. Using these statistics and in-
formation, the average frame size can be around 500
bytes. In this case, the efficiency (ρ) of the solution ex-

ceeds 35, which means that CAF occur in the
average 35 times more often than needed.

We can also analyze the relationship be-
tween the efficiency and RLAN bit rate, frame
size and using ACKs. This comparison is shown
in Figure 15. 

The Figure 14 shows that 20 is the lowest
efficiency, but under some conditions even 115
can be reached.

4.5  Applicability
We can see that the solution is more eff i-

cient than needed under every circumstance.
It can protect meteorological radars against
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Figure 13.  
Frequency of Frame Size

Smoothed probability density function
(PDF) (histogram) of frame size 
in bytes in typical networks 
(based on [20])

Figure 14.  
The eff iciency of proposed channel

al location technique

This diagram shows the eff ic iency 
connected to RLAN traffic at different

frame size at 6 and 54 Mbps
with or without ACKs.



RLAN interference using simple RTS/CTS mechanism.
Thus, the implementation of this technique is not too dif-
ficult. A simple computer can send CTS frames continu-
ously through a WLAN adapter, synchronized to radar
measurement cycle. For higher eff ic iency we can apply
an optional power amplifier. The signal can be transmit-
ted directly into the waveguide of the radar through a
coupler, which exits in most of the radars for testing and
calibrating purposes. We can also use a controlled gate
before the coupler to protect the amplifier against the high
power radar pulses (see Fig. 15).

The proposed technique can be used as a standard-
compliant solution, because it uses an ordinary WLAN
device and a frame type that is specified in the stan-
dards. This can not conflict with the radar; moreover it
allows undisturbed radar operation.

5. Conclusions

In this paper we have addressed the problem of inter-
ference between meteorological radars and RLAN de-
vices. We have evaluated the current solution – DFS –
and its limitation. We have proposed some new solu-
tions, and detailed the most viable one: channel allo-
cation based on RTS/CTS. We have given models for
radar operations and RLAN traffic. We have shown that
using the proposed technique the interference can be
eliminated in a very efficient way, due to the mandatory
and embedded functionality of RTS/CTS and parame-
ters from standards.

We will try to test this solution in practice soon. We
expect this method to be implemented all over the world
and will solve the problem of 5 GHz interference.
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1. Introduction

Different mobility models have been proposed in the lit-
erature to cope with user mobility in different wireless
and mobile networks (e.g. cellular networks, ad hoc net-
works, etc.). Mobility model based prediction provides
useful input for dimensioning and planning of wireless
mobile networks, ad hoc routing algorithms, eff icient
multicast transmission and call admission control [3,8].

One of the well known mobility models is Random
Walk Mobility model, which is often used in network plan-
ning and in analyzing network algorithms, because of its
simplicity [1].

In the Random Walk Mobility model [4] the node moves
from its current location to a new location by randomly
choosing a direction and a speed. The Random Walk mo-
del defines user movement from one position to the next
one with memoryless, randomly selected speed and
direction. Each movement in the Random Walk Mobility
Model occurs in either a constant time interval t or in a
constant distance travelled d. When a mobile node reach-
es a simulation boundary, it simply bounces off the si-
mulation border with an angle determined by the incom-
ing direction, then the node continues moving along this
new path. As we mentioned, this is very easy to use, but
on the other hand this very simple model presumes un-
realistic conditions, like uniform user distribution in the
mobile network. 

To handle different levels of randomness, one can use
the Gauss-Markov Mobility Model. In this model initially
each node is assigned a current speed and direction,
and at fixed intervals of time, the speed and direction
of the nodes are updated. The value of speed and direc-
tion at any time instance are calculated based upon the
value of speed and direction at the previous instance
and a random variable [5].

However, in real-life networks, geographical charac-
teristics such as streets and parks influence the cell
residence time (dwell time) and movement directions
of users in the network, and result in a non-uniform user
density. While these models are appropriate for mathe-
matical analysis, easy to use in simulations and for
trace-generation, they fail to capture important charac-
teristics of mobility patterns in specific environments,
e.g. time variance, location dependence, unique speed
and dwell-time distributions [2].

In order to follow user movement patterns more eff i-
cient, City Section Mobility, or Mobility Vector model can
be used. In the City Section Mobility Model a section of
a city is represented where an ad hoc network exists [6].
The streets and speed limits on the streets are based
on the type of city being simulated. The streets might
form a grid in the downtown area of the city with a high-
speed highway near the border of the simulation area
to represent a loop around the city. 

If a flexible mobility framework for hybrid motion pat-
terns is needed, one can rely on the Mobility Vector [7]
model. A mobility vector expresses the mobility of a node
as the sum of two sub vectors: the Base Vector and the
Deviation vector. The base vector defines the major di-
rection and speed of the node while the deviation vec-
tor stores the mobility deviation from the base vector.
The mobility vector is expressed as an acceleration fac-
tor in different directions.

Beside the mobility models many works have dis-
cussed prediction algorithms, too. The prediction ser-
ves as an input for an optimal resource planning. 

The shadow cluster scheme [9] estimates future re-
source requirements in a collection of cells in which a
mobile is likely to visit in the future (as a “shadow” of
the user). The shadow cluster model makes its predic-
tion based on the mobile’s previous routes. In this mo-
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del, the highway traffic with various constant speeds is
simulated and users travel in forward and backward di-
rections. The shadow cluster model improves estima-
tion of resources and decision of call admission.

User movements in a cellular network can be de-
scribed as a time-series of radio cells the user visited.
The handover event of active connections (e.g. cell boun-
dary crossing) is recorded in the network management
system’s logs, thus the information can be extracted
from the management system of cellular mobile net-
works, such as GSM/GPRS/UMTS networks. The user
movements are described by the dwell-time and out-
going probabilities (the probability of a user leaving for
each neighbouring cell, called the handover vector).
These parameters can be calculated for each cell ba-
sed on the time-series of visited cells of the users. How-
ever, in some cases, these parameters – dwell-time and
outgoing probabilities – are not enough to capture all the
information present in the time-series of user move-
ments. In many situations the movement patterns can
be estimated more precisely if the model also consid-
ers the conditional probabilities between the incoming
and outgoing directions. In this paper we investigate the
effect of incorporating this additional information into the
mobility models on the accuracy of the models.

The results of this paper are applicable in engineer-
ing tasks of network dimensioning, can provide input
for more effective Call Admission Control algorithms in
order to ensure user’s satisfaction and optimal resource
usage in cellular wireless mobile networks [3].

2. Cell-centralized Markov 
mobility model

2.1 Motivation
The memoryless property of the Markov process

makes the Markov models in the literature easily appli-
cable. In many models, the Markov processes states
are based simply on the physical radio cells, i.e. one
state represents one radio cell. In this case, any poten-
tially present additional information in the user move-
ments cannot be included in the model. We propose a
model, in which the states of the model are constructed
according to a group of cells belonging to typical move-
ment directions. 

Our model takes into account the user history dur-
ing the prediction and merges the neighbor cells into a
direction group depending on the user behavior and his-
torical distribution and patterns, yet retaining the mem-
oryless property.

2.2 The model enhancement
In our method the direction of a user is identically

distributed between 0 and 2π. The user’s speed is be-
tween 0 and Vmax. After moving in a direction with a ran-
domly chosen speed for a given ∆t time, the user chang-
es its direction and speed. Ncel l denotes the number of
cells in the network.

A possible classification of cells can be seen in Fi-
gure 1. Using this case a user can be located in three
different states during each time slot in simple Markov-
chain based model, the stay state (S) and the left-area
state (L) and the right-area state (R).

The grouping can be derived from the user behavior.
If the users in right-hand side cells behave similarly
from the current cell’s point of view, the neighboring
cells will be merged into a common cell group, which re-
presents a state in the Markov model (R state). Other
grouping methods can be used as well, i.e. a stand-
alone cell can constitutes a group also. In our example
model each of the two groups (R and L) contains three
cells.

Let us define the random variable X(t), which repre-
sents the movement state of a given terminal during time
slot t. We assume that {X(t), t = 0,1,2,...} is a Markov-
chain with transition probabilities p, q, v.

If the user is in state S of Markov model for cell i (cur-
rent cell), it remains in the given cell. If the user is in
state R, it is in range of the cells on the right-hand side,
if in state L, it is in the left-hand side of the dividing line.

Since the transition properties are not symmetric,
the left-area state and the right-area state have differ-
ent probabilities. Figure 2 depicts the Markov-chain and
transition (Π) matrix.      

As we mentioned before, our aim is to use the infor-
mation present in the previous steps of the users for
motion prediction. In this case, the transition probabil-
ities are not handover intensities, but contain more in-
formation, specifically:
p – Probability of the event that the user stays for a times-

lot in cell i, and in the next timeslot it moves one of
the cell groups. According to the mentioned model
(Fig. 2), p1 means that the user moves in the next
timeslot into one of the right (R state) neighbor cells. 
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q – Probability of the event that the user came into cell
i from one of the cell groups, and in the next timeslot
it moves into the same cell group where it comes
from. Thus q1 means that the user comes from the
right-hand side neighbor cells (R) and moves into the
same, R group (but not necessarily into the same
cell of the cell group).

v – Probability of the event that the user comes into cell
i from one of the cell groups, and in the next times-
lot it moves into another cell group. According to the
above mentioned model (see Fig. 2), v1 means that
the user comes from left neighbor cells (L) and moves
into the right group (R).
The probabilities introduced above can be calculated

from real network traces.
How can we use this model? 
How can we predict the user’s next steps?
We assume that mobile users are in cell i at the be-

ginning of a timeslot t. With each i cell a previously intro-
duced Markov model is associated, which handles the
users movement in this cell. The network operator’s log
contains the information where the users from cell i
were in timeslot t-1 (according to the assumption that
they were in one of the neighbor cells). Using this infor-
mation as initial distribution P(0), we calculate P(1) with
the transition matrix of the model: P(1) = P(0) ⋅ Π. 

P(1) shows the predicted users distribution for the
t+1 timeslot, in other way we predicted where the users
wil l be from cell i in timeslot t+1.

The number of users in cell i at timeslot t +1, Ni(t+1),
is given by (1).

where Si
adj(R) means the set of cell indexes from the

right-hand side cells of cell i, Si
adj(L) means the set of cell

indexes from the left-hand side cells of cell i.
The steady state probabilities of the Markov model

can represent a steady user distribution if the network
parameters do not vary. 

The balance equations for this Markov-chain are gi-
ven in Eq. (2).

(2)

We also know that PS+PL+PR=1, thus the steady state
probabilities can be calculated.

Knowing the result we can predict the number of mo-
bile terminals for time slot t +1 in a steady state:

(3)

As we mentioned earlier, this model is based on pos-
sible cell grouping (R and L states) and performs well
when the user’s movement has only one typical direc-

tion, because in this case the handover intensities of
the right-move (or the left-move) cells do not differ signi-
ficantly. 

If we try to predict the user’s distribution in a city hav-
ing irregular, dense road system, or in big parks, then the
handover intensities could differ. From this point of view
the best way is to represent all of the neighbor cells as a
separated Markov state, so we create an n+1-state Mar-
kov model:

– stationary state (S)
– move to neighbor 1...n state (MN1...MNn)
The steady state probabilities can be calculated as

in the previous cases (Eq. 4). 

(4)

Using the steady state result the predicted number
of users in the next time slot is given by Eq. (5).

(5)

where Si
adj means the set of cell indexes from all of

the neighbors cells of cell i.

2.3 Complexity and accuracy of the model
Based on the Markov model generator method intro-

duced in the previous section, a specific model can be
derived depending on the complexity limits and the
precision (accuracy) demand. 

The accuracy of the model increases as the num-
ber of states grows. The number of states grows when
the movement history (time dimension) is increased,
or when the number of direction (direction dimension)
is increased. Increasing the time dimension increases
the number of states exponentially, increasing the direc-
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tion dimension increases it linearly. With the state-space
rising, the computational complexity of the Markov steady
state calculations also follows a rising curve. The ques-
tion is the characteristic of these functions and the exis-
tence of a theoretical or practical optimum point. 

It is assumed that each cell has N neighbors and the
3-state (stay, left and right-move state) model is used to
determine the users movement. It is also assumed that
N/2 cells belong to both left and right Markov-states,
and the users are uniformly distributed between cells.
A theoretical error can be derived from this assump-
tion since in most cases the user motion pattern does
not result in a uniform distribution in the N/2 cells. In the
worst case the users move with probability 1 into one
of the neighbor cells. The error can be measured with
the difference between the uniform distribution and the
worst case. This difference is given by (6).

(6)

where N means the neighbor numbers, and M means
the direction numbers in the model.

We measured the computation complexity also as the
function of state number. This enables us to compare
complexity and prediction error in an easy way. Based
on the 1...M-state model the prediction computation is
calculated with the costs of Markov steady state mathe-
matical operations and other procedures necessary for
transition probabilities. The complexity can be estimated
with (Mstates

3+ Mstates+ 1/Mstates).

Figure 4.   Complexity and accuracy of the calculation

Figure 4 shows the complexity and error character-
istic. In the given model calculations the optimal point
of operation is around 5 states where error is minimal
at this level of error. 

In the previous comparison the direction dimension
sizing is used only. If we want to rely on the informa-
tion of the previous steps for the estimation, then move-
ment history has to be introduced into the model. In fact
this means that every state in the Markov-chain has to
be changed with M states. This causes exponential state
number explosion that can be seen in Figure 5.

As we have extended our model step by step in time
and in direction dimension, its precision increased along
with the complexity of the model. In order to minimize

the complexity, we developed a simple algorithm, which
is able to minimize the number of states based on merg-
ing adjacent cells. Due to size limitation this algorithm
is not discussed in this paper.

2.4 The effect of information of previous visited cells 
in the model

Neglecting the recent transition series of users in
the cluster, i. e. when the model does not take into ac-
count in model buildup the previous steps of mobile
users, the estimation is less precise.

In this section we show a simple example of the ef-
fect of previous user steps on the accuracy of the pre-
diction. Let us consider two routes as shown in Figure
6/b. The accuracy of transition probability estimations
is better if the model knows where the users came from,
compared to the RW-like estimation which cannot dif-
ferentiate the users on the two routes (Figure 6/a).

Figure 6.  User prediction methods
a. Model without memory, 

unknown where is the users come from
b. Model with memory, 

the previous steps of the users taken in account

To find the error rate of a movement-history-less RW
model compared to an algorithm that possesses user
distribution from history, we use the example cells shown
in Fig. 6. Let us define the following parameters:

– the number of incoming users 
on the upper route at timeslot t i s in1t, 

– the number of incoming users 
on the lower route at timeslot t i s in2t, 
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– similarly the number of users leaving 
on the upper route at timeslot t is  out1t, 

– the number of users leaving 
on the lower route at timeslot t is  out2t, 

and the user movement directions with a simple
transition matrix P=

.
The RW model in Fig. 6/a calculates the number of

leaving users (out1, out2) with a history estimation of
the P matrix, and with the sum of in1 and in2 (the total
number of users in the observed cell), but without the
knowledge of in1, in2. 

In our proposed algorithm, the use of in1, in2 means
that the model calculates based on the information of
the incoming users. The incoming users can be conside-
red uniform or different (marked users). Since the latter
is more accurate, in this comparison we use marked
users. 

Assume that the history estimation of the RW mo-
del’s  P matrix is based on the previous timeslot. That is
the P(out1 t+1) and P(out2 t+1) probabilities can be substi-
tuted with the relative frequency of out1t/(out1t+out2t)
and out2 t/(out1t+out2t), respectively. 

Applying the same assumption on the algorithm with
history, the number of leaving users can be calculated
with the P matrix itself, that is out1 t+1= in1t*p11+ in2t*p21
and out2 t+1= in1t*p12+ in2t*p22. At a given and constant
P matrix let us assume that the incoming user distribu-
tion varies, that is the in1t/in2t ratio (Incoming Distribu-
tion – ID) changes. 

Figure 7 shows the error of RW compared the esti-
mation using history. 

Figure 7.  HOV prediction error in percents – 

Given in1t-1/ i n2 t-1= 1 and P= {{0.75, 0.25}.{p21, 1-p21} } ,
p21 plotted with four different values

The RW model works with error if IDt-1 is different
from IDt which is caused by the fact that the RW histo-
ry P-estimation in this special case equals the number
of leaving users of the previous timeslot. That is it does
not include the actual IDt value. Contrarily, the history-

model calculates with the actual number of incoming
users and the P matrix itself, which gives the exact pro-
babilities of the leaving users distribution. The error rate
caused by the lack of history increases as the variance
of ID increases that is the in1t/in2t ratio changes. 

Using history cannot enhance further the accuracy
of the estimation if p21 = p11 and  Fig. 7 shows a cons-
tant zero error rate (p11 = p21 = 0.75). In this case the out-
going direction of each user is independent of the inco-
ming direction and the history is useless, since users
arriving from each direction are leaving towards a given
direction with the same probabilities. 

The results show that our proposed movement his-
tory significantly increases the accuracy of the model
in cases when the ID distribution in an arbitrary cell has
high variance, or has periodicities without stationary
distribution. 

To apply the accuracy with the use of information
about the previous user visited cells in the mobility mo-
del, we introduce our estimation model discussed in
the previous section (Mn, where n denotes the number
of Markov states). The states of the model show and store
where the users came from. The memory can be inter-
preted in two meanings. Time dimension memory shows
the number of timeslots in the past that the model con-
siders. Thus a model with m time dimensions in time t
can calculate the next transition based on the user po-
sition in (t-m, ... t-2, t-1). Direction dimensions memory
shows the number of directions that the model can dif-
ferentiate. In general a cell cluster consists of hexago-
nal cells. The direction dimension of a model on this clus-
ter is maximum 6. If transitions from the central cell to

two adjacent cells are not differentiat-
ed then the direction dimension is de-
creased by 1. 

If we use more information from user
movement history in prediction than our
model does, the complexity increases
exponentially. Obviously the direction
numbers in the model influence the
complexity as well. We come to a sim-
pler model if we use only left and right
directions instead of usage of all neigh-
bor cells as a state in Markov model as
it was shown in the previous sections.

Our work was motivated to find an
optimal size of estimation parameter
space with the highest accuracy be-
side tolerable complexity. 

3. Simulation and numerical results

The inaccuracy of the RW-based mobility models de-
pends on the properties of the transition probabilities.
The RW model is only capable of accurate prediction of
user movements in case of uniform movement distri-
butions (e.g. all elements in the transition probability
vector are equal to 1/6). In the simulation we applied
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an extended RW model (ExtRW) which was capable of
tracking different cell dwell times. ExtRW can model
better different user velocities with the correct dwell
time parameters than RW which uses a fixed dwell time.
With the variable dwell time parameter, the ExtRW sim-
ulation model can adapt to different movement veloci-
ties, i.e. a user with slow motion spends more time in
each cell before he/she initiates handover to one of its
neighbors. ExtRW does not cope with different directions
of stepping forward. Thus stepping into each neighbor-
ing cell has an equal conditional probability. On the con-
dition that at a specified moment a handover is done,
the direction is uniformly distributed on the set of neigh-
boring cells. 

The estimation procedure was validated by a simu-
lation environment of a cell cluster shown in Figure 8.
The cluster consisted of 61 named cells, the simulation
environment included geographical data that are inter-
preted as streets on the cluster area. The drift of the
movement is heading to the streets from neutral areas.  

The simulation used 610 mobile terminal (10 for each
cell), in the initial state uniformly distributed in the clus-
ter. The average motion velocity of the users is parame-
terized with a simple PH cell dwell time simulator (re-
ciprocal of exponentially distributed values). 

The simulation consists of two parts. The reference
simulation is the series of the transitions that the mo-
biles have initiated between cells. It produces a time-
trace that contains the actual location data for each
mobile terminal in the network. We have used this refe-

rence simulation as if it was a
provider’s real network trace. 

The estimation procedure
uses the past and the current
reference simulation results
to estimate future number of
users in each cell. The esti-
mation error is interpreted as
the measure of accuracy of
each mobil i ty model in this
paper. 

The prediction starts 100
timeslots after the reference
simulation init iation. During
the warm-up process the re-
ference simulation produces
enough sample data for the
correct estimation which us-
es the previous reference re-
sults as an input to estimate
the future user distribution.
Each user-transition in the 100-
timeslot reference period is
used to derive transition pro-
babilities, motion speed and
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Figure 9.
TREV values in RW, ExtRW, M3, M7 models with λ=(1, 4)



patterns in the simulation cell-space. These patterns
serve as an input for the simulation threads of each mo-
bility model. The models have the same input through-
out the simulation process so that the results are com-
parable.    

The estimation errors of the models in the simula-
tion were measured with the average error of the cells
in each timeslot. It produces a time-dependent relative
error value (TREV) in each timeslot for the cell-cluster.
TREV shows the average error compared to the actual
user number in the cells. It can be seen in Figure 9 that
TREV depends on the dynamics of the motion, basically
on the cell dwell time. The generic lambda (λ) parame-
ter affects the motion velocity of the simulated users,
the higher value means longer dwell time thus slower
motion. 

The relative performance of the models can be seen
in Figure 10. The execution time of the methods of the
model is plotted in each timeslot on logarithmic scale.

4. Conclusions

In this paper we proposed an alternative Markov-chain
based method. The simulation results proved the ana-
lytical properties of the proposed mobility models. 

The algorithm with the simple RW model is not ca-
pable of precise adaptive location prediction due to its
inflexible parameter set. Since the user movement pat-
terns in the simulation are not completely random due
to the streets and geographical circumstances, the uni-
formly distributed Random Walk pattern cannot model
it. 

The Markov mobility model is the most accurate in
the estimation process since it has the ability to calcu-
late with motion direction, speed and the recent hand-
over event (user history) also. The three-state model focu-

ses on cell dwell time since
it differentiates only two mo-
tion directions which cannot
follow general drifts. The n-
state model is more sophis-
ticated in terms of both the
cell dwell time and motion
direction since it is capable
of following for example six
di fferent drifts in the cell
cluster. 

The network operator
may use a seven-state Mar-
kov model to make predic-
tions on the future distribu-
tion and location of users
among radio cells to justi-
fy CAC or other QoS deci-
sions.
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