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Network Optimization Techniques for Improving Fast
[P-level Resilience with Loop-Free Alternates

Levente Csikor, Maté Nagy, Gabor Rétvari

Abstract—Recently, due to the growing need for multimedia
communication over IP, IP Fast ReRoute, the IETF standard for
fast 1P-level failure protection, has become very important. The
basic specification for IPFRR is Loop-Free Alternates (LFA).
LFA is simple and unobtrusive but, unfortunately, it usually does
not provide full protection for all possible failure cases. Hence,
many IPFRR proposals have come into existence, providing
100% failure coverage at the cost of significant changes and
additional complexity to the IP infrastructure. Not surprisingly,
therefore, currently LFA is the only IPFRR solution available in
commercial routers. In consequence, there is now a growing need
for network optimization techniques for improving LFA
coverage in operational networks. In this paper, we present three
such techniques. First, we investigate how to augment a network
with only a few new links so as to maximize the number of
protected failure scenarios. Then, we ask how the same effect can
be achieved by optimizing the link costs. Finally, for the first time
in the literature we combine the two aforementioned techniques
into a single LFA network optimization framework. We show
that these problems are all NP-complete and we give exact and
approximate algorithms to solve them. Our numerical
evaluations show that the combined algorithm is by far the most
efficient for LFA network optimization and our methods can
bring many networks close to perfect LFA coverage with only
minor change in the topology.

Index terms: IP protection, [P Fast ReRoute, Loop Free
Alternates, Graph theoretical analysis, network  optimization,
combined metrics

I INTRODUCTION

Recently, need for multimedia communication over IP, e.g.,
VoIP, streaming media, online gaming, video conferencing,
and IPTV, has been increasing in an ever faster pace. For the
Internet to become a truly ubiquitous platform for delivering
dependable multimedia experience,  however, IP
communication services must guarantee the high reliability and
five-nines availability (99.999% uptime) we got used to expect
from the PSTN (Public Switched Telephone Network).
Although the interruption of connectivity is tolerable for some
traditional IP services, like WWW or email, it is devastating
for real-time applications.

In an operational network, failures occur frequently due to
various reasons, such as the disruption of a link, a router crash,
a faulty interface, etc. One of the main design objectives of the
Internet has been the ability to recover from failures
seamlessly [1]. Consequently, standard intra-domain routing
protocols, like OSPF (Open Shortest Path First) [2] and IS-IS
(Intermediate System To Intermediate System) [3], were from
the outset designed with tolerance for failures in mind. After a
failure, adjacent nodes recognize it and distribute this
information to every node in the network, which in turn

recalculate shortest paths with the failed component removed
from the topology. This re-convergence, however, assumes full
flooding of new link states, which is a time consuming process
(it can take between 150ms and a couple of seconds depending
on network size and routers' shortest path calculation
capabilities). During this period packets are dropped due to
invalid routes. Several studies analyzed the common failure
patterns in operational networks and their effect on the
convergence of intra-domain routing [4]-[6]. Most recently,
Markopoulou et al. showed that more than 85% of unplanned
failures affect only links, and 46% of these failures are
transient [7]. Unfortunately, such transient failures are very
difficult to handle with current intra-domain routing protocols
effectively, as just a single flapping interface is enough to keep
all routers in the domain busy, constantly flooding the network
with link state signaling traffic and recomputing shortest
paths [7].

To answer this challenge, the IETF (Internet Engineering
Task Force) defined the IP Fast ReRoute Framework (IPFRR,
[8]) for native IP-level protection. The main goal is to reduce
failure reaction time to tens of milliseconds and improve the
handling of transient failures. [IPFRR techniques are based on
two major principles: local rerouting after a failure and
sending packets on a precomputed detour avoiding global re-
convergence. Locality means that only nodes adjacent to a
failure know about it and they do not inform others.
Precomputed, on the other hand, implies that the protection
mechanism is proactive, so detours are computed and installed
long before any failure occurs. Thus, if a link or node fails,
adjacent nodes are able to switch to an alternate path, this way
bypassing the failed component and enabling the intra-domain
routing protocol to converge in the background. Note that
bypassing a failure can lead to congestion and packet loss in
parts of a network [5].

In the past few years, many IPFRR proposals have appeared
but only one solution made it into commercial IP routers [9],
[10]. This method is called Loop-Free Alternates. In LFA,
when connectivity to a next-hop is lost all the traffic is re-
routed to an alternate next-hop, called a Loop-Free Alternate,
that still has a path to the destination that is unaffected by the
failure. The alternate next-hop is selected in a way as to
guarantee that it does not pass the packet back, because that
would lead to an IPFRR loop and, eventually, to grave
congestion and packet loss. Availability of a suitable LFA,
however, strongly depends on the actual topology and the link
costs. Thus, in most network topologies not all next-hops can
be protected with LFA, leaving the network vulnerable to
certain failure scenarios. Nevertheless, only this method was
able to make its way to commercial routers, so instead of
addressing any modifications to existing IPFRR methods or
proposing new ones, we rather dealt with topological
possibilities to improve LFA coverage.

Levente Csikor is with the Budapest University of Technology and
Economics, Department of Telecommunication and Media Informatics, High
Speed Networks Laboratory (e-mail: csikor(@tmit.bme.hu).

Maté Nagy is with the Budapest University of Technology and Economics,
Department of Telecommumication and Media Informatics, High Speed
Networks Laboratory (e-mail: mate.nagy@tmit.bme.hu).

Gabor Rétviri is with the Budapest University of Technology and
Economics, Department of Telecommunication and Media Informatics, High
Speed Networks Laboratory (e-mail: retvari@tmit.bme.hu).
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In this paper, network optimization techniques are presented
in an attempt to manipulate the topology and link costs to
improve the level of protection attainable with LFA. In
particular, we propose three methods that promise significant
improvement in LFA coverage: the LFA graph extension
problem is concerned with augmenting a network with as few
links as possible to maximize the number of LFA-protected
failure cases; the LFA cost optimization problem asks for
setting link costs for achieving the same objective; and the
combined LFA network optimization problem asks for both
adding new links and optimizing link costs to the same end.
For each problem, we analyze the computational complexity,
we propose approximate algorithms, and we provide extensive
numerical experiments demonstrating the viability of our
approach.

The rest of the paper is organized as follows. In Section II,
related works are discussed. Section III is devoted to introduce
the model and notations for our LFA network optimization
framework and providing some simple graph-theoretical
bounds on LFA coverage. The LFA graph extension problem is
discussed in Section IV, the LFA cost optimization problem is
studied in Section V, and the combined LFA network
optimization problem is considered in Section VI. Finally, we
conclude our work in Section VII.

II.  RELATED WORK

The Loop-Free Alternates method can usually protect only
about 50-80% of the possible link failure scenarios, and the
level of node protection is even worse [11-14]. Consequently,
since LFA appeared many other proposals have surfaced to
overcome the limitations inherent to it.

In [11] the authors presented a detailed measurement study
of all the factors that on a router influence the convergence
time attainable by an intra-domain routing protocol. This is
characterized by “detection time + link state information
origination time + distribution delay + flooding time + shortest
path tree computation + update of routing table”. They showed
that a couple of hundreds of milliseconds can be achieved with
IS-IS in case of link failures. Even though this study
demonstrates that sub-second convergence can be provided
even with current router technology, unfortunately this is still
too large for applications with real-time demands.

The main idea of Failure-carrving Packets (FCP [15]) is as
follows. A simple backup mechanism can only deal with the
failure of single node/link. However, in order to provide
guarantees for simultancous failures of multiple arbitrary
nodes/links, the number if precomputed paths needed is
extremely high. In FCP, all routers have a consistent view of
potential links (i. e. those that are supposed to be operational)
called a Network Map. Because of its consistency, all that
needs to be carried by packets is information about which of
these links have failed. The authors also proposed a variant
called Source-Routing FCP providing similar properties even if
the network maps are inconsistent.

In 02 (outdegree 2) routing [16], each router holds
multiple alternate paths through at least two distinct next-hops
to each destination, in order to facilitate local failure reaction
and loop-free destination based routing. By using two next
hops, a node detecting an adjacent failure can re-distribute
packets to the remaining next-hop instantly. Consequently, the
network must meet a necessary condition: each node must form
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at least one triangle with its neighbors. The authors show that
this necessitates using “joker” links, serving only for protecting
certain failure cases instead of actively participating in default
packet forwarding.

Another approach is using a small set of backup network
configurations, called Multiple Routing Configurations (MRC,
[17]). For each configuration, the standard routing algorithm
calculates configuration specific shortest paths. Thus, for any
single link or node failure a nearby router detects it and marks
the packet with a backup configuration identifier designating
an overlay topology that does not contain the failed component.
Studies proved that the number of backup configurations
needed is usually only three or four.

A qualitative protectability analysis for a fast resilience
scheme called profection routing is presented in [18].
Protection routing is based on centralized control over the
routing tables [18]. In general, centralized control brings
numerous disadvantages, above all scalability and latency in
reacting to failures. The latter arises from having to notify a
central server and communicate the updated forwarding
information back to all affected routers before the network can
react to a failure. Protection routing solves this problem
through a preventive mechanism, in which a central server pre-
computes forwarding decisions for common failure scenarios
and downloads these in the routers. Thus, after a failure the
appropriate new forwarding state is already available locally.
Thanks to the use of a central server, forwarding paths and
detours do not necessarily depend on a common set of link
weights, leaving broader range for improving the level of
protection.

In the IPFRR method called Not-via addresses [19], when a
failure occurs packets affected by it are encapsulated in a new
IP header with an address that explicitly identifies the network
component that the detour must avoid. In other words, Not-via
uses the destination address in IP packets to mark whether the
packet is being forwarded on the default path or in a tunnel
along a detour. Unfortunately, at the moment there is no
standardized protocol for advertising not-via addresses.
Moreover, Not-via brings additional complexity into routing
and, if the additional IP header does not fit into the MTU, it
can cause packet fragmentation and time-consuming re-
assembly at the tunnel endpoint. The lightweight version of
Not-via [20] was proposed to bring down the management and
computational complexity of Not-via. Lightweight Not-via is
based on the concept of redundant trees [21]. Redundant trees
are basically a pair of directed spanning trees having the
appealing property that a single node or link failure destroys
connectivity through only one of the trees, leaving the path
along the other tree intact. This technique can significantly
decrease the number of Not-via address (to a constant 3
addresses per node) and eliminates most of Not-via's
computational complexity.

Another family of IPFRR techniques, called Failure
Insensitive Routing, uses interface specific forwarding (FIR
[22], FIFR [23]). FIR handles only link failures while FIFR
takes care for node failures as well. If a node receives a packet
through an unusual interface, it can infer implicitly the cause of
the failure and a next-hop is chosen that bypasses the failed
component. Unfortunately, interface specific forwarding is
generally not available in IP routers today. In a nutshell, many
proposals for IPFRR have appeared but all of them need
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significant modifications to current routing protocols or
changing IP's destination based forwarding (as in FIR);
introduce some forms of signaling to indicate that a packet is
on a detour; require extra bits in the IP header (like in MRC);
or use tunnels imposing additional address management burden
on the operator (like Not-via). Loop-Free Alternates, however,
does not require any of these. Hence, it is straightforward to
implement LFA in routers and deploy it in operational
networks. As such, in our days LFA is the only IPFRR method
available in off-the-shelf routers, despite of the fact that it
usually cannot provide 100% failure protection in all networks.
There is, therefore, an increasing demand for LFA-oriented
network optimization methods that can improve the quality of
protection provided by LFA in operational networks.

III.  Loopr-FREE ALTERNATES: ANALYSIS

Throughout this paper, a network topology is modeled as a
simple, undirected, weighted graph G(V , E) with V being the
set of nodes and E the set of edges. Let n = |V] and m = |E|,
and denote an edge as (i, j), where i and j are nodes from V.
Link costs are represented by a cost function c:E=IN . The
cost of a link (7, j) is denoted with c(i, j).

Figure 1. A simple weighted network topology

Perhaps the easiest way to understand how LFA works is
through an example. Consider the network depicted in Figure 1
and suppose that node a wants to send a packet to the
destination denoted by d. The next-hop of a along the shortest
path towards d is c.

If link (a, c) fails, then a has to find an alternative neighbor
to pass on the packets destined to d. It cannot send these
packets to, say, f, as f's shortest path to d goes through itself,
so f would send the packet back causing a loop. This is
because, as mentioned above, in IPFRR only adjacent routers
are aware of a failure, so in this case f'does not know that link
(a,c) has disappeared and so it blindly uses its shortest path
through the failed link. Instead, a needs to find a neighbor
which is closer to the destination than the route from the
neighbor through itself. Such neighbors are called Loop-Free
Alternates (LFAs). In general, for some source node s and
destination d, a neighbor # of s that is not the default-next-hop
is a link-protecting LFA if

dist(n,d)<dist(n, s)+dist(s,d) , (1)

where dist(x,y) denotes the length of the shortest path
between x and y. (Note that, for the sake of simplicity, herein
we disregard for Equal-Cost MultiPath and we shall

concentrate on the link-protecting case exclusively. The
development goes similarly when these assumptions do not
hold, but the notation is significantly more complex [28].) For
example, if link (a, ¢) fails then node e is a link-protecting
LFA, because its shortest path to destination d avoids the failed
component. For this source-destination pair, e is a node-
protecting LFA for the failure of node ¢, because its shortest
path doesn't go through c. Node e is also a per-link LFA for the
link (a, ¢) as it protects all the nodes reachable by a through (a,
¢). Now, consider node d as source and node ¢ as destination. If
link (d, c) fails, the only alternate neighbor, node e, is not an
LFA, because it does not fulfill (1). Hence, this particular
failure case cannot be protected by LFA.

To measure LFA failure coverage in a network G over the
cost function ¢, we use the simple metric adopted from [24]:

_ #LFA protected (s, d) pairs
#all(s,d) pairs

n(G,c)

One easily sees that 7(G,c)=1 if and only if each node
has an LFA towards each other node, and in general 7 (G, c)
varies between 0 and 1 depending on the actual network
topology and link costs. We tightened this general
characterization in [25] as follows.

Theorem 1: The failure c?verage of a 2-connected graph G
on n nodes is bounded by -7 <n(G,c) <1  and the lower
bound is tight for rings with even number of nodes and uniform
costs.

This observation has two important implications. First,
there is no network with exactly zero LFA coverage, but as »
grows the proportion of LFA-protected failure cases to all
failure cases can approach zero arbitrarily close. Second, the
Theorem implies that it is the even ring topology that has the
smallest LFA coverage out of all 2-connected graphs with the
same number of nodes. This is not surprising in light of the fact
that rings have been shown to be detrimental to other IPFRR
mechanisms as well earlier [26],[27]. For complete proof, see
[25]. In [28], we sharpened these bounds as follows:

Theorem 2: For any connected simple graph G with n > 2
and any cost function c:

n_ Al2-1 1

n 2
2T Aggril 7l A2 +

n—1 n—1 >

- (Ape—1)=7(G.c) <
where A is the average node-degree in G and A, is the
maximum node-degree.

IV. LFA Graru EXTENSION

In this section, we show how to increase the level of LFA
protection by cleverly adding new links to the network. For
instance, if one added the edge (d,b) of cost, say, 10, to the
sample topology in Figure 1, then the so far unprotected
source-destination pair (d,c) would gain an LFA. Motivation
for increasing the LFA coverage this way is the recognition
that in many cases augmenting the topology with new links,
however costly, is still preferred over changing the link costs.
This is because very often an operator pays special attention to
properly engineer the link costs according to his or her own
specific operational objectives, like minimizing delay,
balancing load to eliminate congestion, etc., and optimizing

DECEMBER 2011 « voLuME |l « NUMBER 4




INFOCOMMUNICATIONS JOURNAL

Network Optimization Techniques for Improving Fast IP-level Resilience

link costs just for LFA would interfere with these operational
goals. In these cases, installing new links or leasing additional
capacity is an effective way to improve LFA coverage. In order
to guarantee that the cautiously engineered shortest paths
remain intact, we set the cost of the added links sufficiently
high, typically, to a value greater than the length of the longest
shortest path. Obviously, we want to install the minimum
number of auxiliary links to minimize expenditures and
eventually we want to attain full LFA coverage. This problem
is called the LFA graph extension problem, and it is formally
defined as follows [25]:

Definition 1: Given a simple, undirected, weighted graph
G(V, E) and an integer k, is there a set FSE with |F|<k and
properly chosen cost function ¢, S0 that

N(G(V,EUF),¢)=1 and the shortest paths in G(V, E)
coincide with those in G(V ,EUF) 2

Note that E denotes the complement of the edge set £. The
above definition is deliberately formulated as a decision
problem, so that it readily lends itself to the following
complexity characterization.

Theorem
complete.

3: The LFA graph extension problem is NP-

For a complete proof, see [25]. Usually, instead of the
decision form, we want to solve the optimization version where
we ask for adding the smallest number of new links to attain
complete LFA coverage. Easily, this optimization version is
also intractable by Theorem 3. To solve it, an optimal Integral
Linear Program (ILP) is proposed in [25]. For large networks,
however, the ILP might be impossible to solve to optimality.
This raises the demand for efficient and computationally
tractable heuristics, which promise a good approximation for
the solution of the LFA graph extension proposition. Below,
we trace back this question to the Minimum set cover problem
problem, a well-known NP-compete problem, and we collect
some heuristic algorithms from the literature to obtain an
approximate solution to it.

Before turning to the algorithms, we note that in certain
cases LFA coverage can not be improved to 100% just by
adding complementary edges to the network. In [25], a
polynomial time preprocessing method is presented that
modifies the topology, making the problem solvable. Below,
we silently assume that this preprocessing phase has already
been applied to the input graph.

A.  Model

First, we show that any instance of the LFA graph
extension problem can be converted to an equivalent instance
of the minimum set cover problem in polynomial time.

Consider the example topology in Figure 2. This graph
does not have full link-protecting LFA coverage, as node e, for
instance, does not have an LFA towards a. Let us examine
what happens if new links are installed. Not all the
complementary edges provide additional protection, e. g.,
establishing a new link between a and ¢ would not increase the
LFA coverage in the graph. In particular, a new link creates
LFA for a well-defined subset of the unprotected node pairs,
and this subset is easy to compute. Then, the idea is that if we
match the set of unprotected source-destination pairs with the
complementary edges that provide LFA to them, then we

DECEMBER 2011 « voLuME |ll * NUMBER 4

with Loop-Free Alternates

obtain a bipartite graph, and solving the LFA graph extension
problem on the original graph is equivalent to solving the

minimum set cover problem on the bipartite graph
representation.
= > b A B
a-c
1 1 C-:}b a-d?
e——¢ b-d
A e->d
! /1 - () b-e
d ‘

Figure 2: Bipartite graph model for LFA coverage improvement

Let (s,d),:i €1,2,...,k be the set of source-destination
node pairs that have no LFA protection and let
1 j€1,2,...,1 be the set of complementary edges in G(V,

E) Let G' (A B F') be a bipartite graph with node set AUB
and edge set F. Here, we add a node @,€A corresponding to
each (s.d), pair and a node b;EB to each €, complementary
edge. Connect some ¢,€A to some b;€B in G’ if and only
if e; , when added to G with suitably large cost, would provide
a link-protecting LFA to (5.4}, . Then, it is easy to see that
the LFA graph extension problem in G is equivalent to the
minimum set cover problem in the corresponding
G'(A4,B,F) bipartite graph formulated as follows: find the
minimum set of nodes C in B (a cover), so that every node in 4
has at least one neighbor in C. Note that this is still NP-
complete, however, there are plenty of well-tested heuristics
available in the literature to approximate it. For the purposes of
this paper, we chose four efficient heuristics, namely, the
Lovasz-Johnson-Chvatal (LJIC) algorithm from [31], and the
SBT, RSBT and MSBT algorithms from [30]. Note that these
heuristics are in fact formulated for the Minimum hypergraph
transversal problem, but this is equivalent to minimum set
cover.

B.  Approximate algorithms

Next, we go briefly through each of the selected heuristics.
For more details and pseudo-codes, consult [29].

1. The Lovdsz-Johnson-Chvatal method (LJC): In every
iteration the edge is inserted which improves LFA coverage the
most. In particular, in every step the highest degree node

vEB is chosen and added to the cover while all its neighbors
from A are deleted. Unfortunately, the method does not always
find a cover that is minimal in the sense of inclusion, which
practically means that some subset of the resultant cover could
also be an adequate cover.

2. SBT: Unlike LIC, the SBT algorithm always finds the set
that is minimal in the sense of inclusion. In every iteration, it
looks for the node vEB with the smallest degree and removes
it from B. If any neighbor of v exists in 4 that was only covered
by this v, then v is added to the cover. In this case all its
neighbors are considered as covered and we remove them from
A, and we go on with the next iteration.
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3. RSBT: This algorithm works as the reverse of SBT, as in
every step it seeks for the node vEB with the highest degree
instead of the smallest degree. All other steps are the same.

4. MSBT: MSBT is a slightly modified version of SBT.
Similarly to SBT, in the first phase it looks for a node vEB
with the smallest degree and if there are nodes in 4 covered
only by v, then v will be added to the cover. If the latter
condition is not satisfied, then all the neighbors neigh(v) of v in
A are checked, if there exists a node covered exactly by one
node from B other than v. In other words, the algorithm looks
for nodes w € Hffigh(v) with degree two. We add the nodes
connected to these ws from B to the cover, and we remove
them from B and all their neighbors from 4. Then, we proceed
to the next iteration.

Suppose that a heuristic algorithm has terminated with the
cover CEB . Then, we obtain an approximation of the
original LFA graph extension problem by adding the new links

e¢,:b,€C to the network with sufficiently large cost.

C. Numerical Evaluation

We conducted extensive numerical evaluations with the
heuristics on several real-world service provider topologies.
The Abilene, Italy, Germany, NSF, AT&T, and the extended
German backbone networks are taken from [32] and [33]. All
other networks were used from [34]. Wherever available, we
used the original link costs that came with the networks. In
other cases, costs were set uniformly to one unit. The results
are presented in Table | with the following notations: »
represents the number of nodes and m the number of links in
the network; #(G, ¢) is the initial LFA coverage; the column
ILP shows the optimal solution for the LFA graph extension
obtained by the ILP in [25] (i.e., the minimum number of new
links needed to attain full LFA coverage), and the LIC, SBT,
RSBT and MSBT columns give the number of links as
produced by the respective approximation method. We found
that among the heuristics the MSBT algorithm offers the
fewest links in general, with LIC as close second. In most
cases, the approximation misses the optimum with only a few
links. There are some exceptional cases, however, especially
large networks, where the difference is more significant.
Additionally, the results clearly state that the solution to the
LFA graph extension problem is highly topology dependent:
for smaller networks usually only a handful of new links is
enough, while large networks can require dozens of links to
achieve full protection. For such cases, it might be more
beneficial to aim for merely increasing LFA coverage into a
given safe range, say, above 90%, instead of shooting for
complete protection. To see how our heuristics fit for this
objective, we took a deeper look at the coverage during the
processing of each heuristic in order to assess how LFA
coverage improves with each new link added. The results for
the Italian backbone are given in Figure 3. We observe that in
the first steps it is the LJC algorithm that improves LFA
coverage the most. In our case, LFA coverage is increased to
90% with only 3-4 new links, and it rapidly reaches more than
98%. Our conclusion is that solving the LFA graph extension
problem requires fundamentally different approximation
strategies depending on the actual optimization objective: if
full coverage is the aim then the MSBT algorithm is the best
choice, while it is the LIC algorithm that ensures the fastest
increase in the LFA coverage initially.

1. TaBLe: EXACT AND APPROXIMATE SOLUTIONS FOR THE LFA GRAPH EXTENSION
PROBLEM IN REAL TOPOLOGIES.

Name n m 1(G,e) 1LP LIC SBT RSBT MSBT
AS122] 7 9 0.809 2 2 2 2 2
AS1239 30 69 0.873 6 6 7 I 6
AS1755 18 i3 0.872 7 7 9 12 7
AS3257 27 64 0.923 10 I 10 12 10
AS3967 21 36 0,785 8 11 10 16 9
AS6461 17 37 0.933 3 3 3 4 3
Abilene 12 15 0.56 7 8 9 14 8

Ttaly 33 56 0.784 17 22 28 39 19
Germany 17 25 0.695 9 12 12 13 11
NSF 26 43 0.86 11 12 13 28 13

AT&T 22 38 0822 10 12 12 12 11
Germ_50 50 88 0.9 18 21 29 44 25

Arnes 41 57 0.623 24 29 24 30 24
Deltacom 113 16l 0.577 80 100 94 131 91

Geant 37 55 0.69 21 23 21 25 21

InternetMCL 19 33 0.904 5 6 5 5 5
Average: 30.6 51.2 0.79 14.87 17.81 18 24.87 16.56
1.00

0.95

0.90

0.85

0.80

0.75
02 4 6 81012141618 202224 2628 30

Figure 3. LFA coverage tendency in ltaly networks

V. LFA Cost OpTIMIZATION

In some networks, adding new physical links to the
topology is very difficult or costly, therefore, LFA graph
extension cannot be applied for improving failure case
coverage. In such cases, it may be worth reconfiguring the link
costs, even if this may alter the shortest paths that have been
engineered to match the operational goals of the operator
previously, because the gain in availability can easily
compensate for the loss in forwarding efficiency. As shall be
shown in numerical evaluations soon, optimizing costs for LFA
can result in high improvements in failure case coverage, to the
point that in many network topologies even close to perfect
LFA coverage can be reached. The LFA cost optimization
problem asks for a link cost setting that maximizes the LFA
coverage, given inherent limitations of the network topology
under consideration. It is formulated as follows:
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Definition 2: Given a graph G, is there a cost function ¢ so
that #(G, ¢)=1?

Again, the LFA cost optimization is formulated above as a
decision problem in order to be later subjected to complexity
analysis. In practice, however, we are much more interested in
the optimization version, which asks for the cost setting that
maximizes the LFA coverage. In [28], we proved the following
result.

Theorem 4: The LFA cost optimization problem is NP-
complete.

Surprisingly, we found that even the task of assigning
LFAs to just a single destination is already NP-complete. This
suggests that this problem is very difficult to solve. And
indeed, the ILP we gave in [28] is only applicable in very small
networks (up to approx. less than 10 nodes), and thus for
larger networks, we need to resort to heuristics.

A.  Approximate Algorithms

Below, we present a Simulated annealing-based heuristic,
which promises a high quality approximation of the optimal
solution in polynomial time [28].

Algorithm 1. Heuristic LFA cost optimization algorithm.
Input is graph G.

I: ¢+ random_cost(Cuu), T+ Ts

2: while T>0and n(G, ¢)< 1

3 ¢'+—argmax n(G, g), where ¢ € neigh(c)
4 if #(G, ¢') > (G, ¢) or T'> random(7}) then
5 c+—c'

6: end if

7 T«T-1

8: end while

Our heuristic LFA cost optimization algorithm given in
Alg. 1 works as follows. Given the network as input, first the
costs are randomized (random_cost function) between | and
Conar (Where C is a problem parameter, chosen as C,,=20
below) and the initial temperature 7 is set to 7, (again a
parameter, set to 150 in our numerical studies). While the
temperature 7" is greater than 0 and #(G,c) is less than 1, we
perform the following iteration: take the actual cost function
and increase or decrease (if possible) the cost by one at exactly
one link. Line 3 searches for the best such neighbor. Do this for
all links, and choose the cost function that produces the highest
LFA coverage. If the new cost vector is better than the present
phase (in terms of #), it is unconditionally accepted. Otherwise,
accept it only if a random number generated between 0 and 7
is less than the actual temperature 7 as described in Line 4.
Decrease T and proceed to the next iteration. This way, the
algorithm easily escapes from local minima at the initial steps,
to eventually settle in a good local minimum by only letting
greedy steps when T is low. We also apply a tabu list of size 20
to preclude the algorithm from oscillating. In order to let the
algorithm discover the largest range of the problem space
possible, we execute N rounds (where in our evaluations
N=500) and we choose the cost function ¢" that yields the
highest LFA coverage in all rounds.
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B.  Numerical Evaluation

We conducted thorough numerical studies in order to assess
the extent to which LFA coverage can be improved by
optimizing link costs. The numerical evaluations were run on
the same networks as presented in the previous section.
Table 2. shows the results, in order of appearance:
characteristics of the topologies (name, number of nodes n,
number of edges m), LFA coverage #(G, c¢) obtained by the
original cost setting ¢, and the LFA coverage #(G, ¢*) for the
best cost function ¢ obtained by the heuristic algorithm
presented previously.

2. TaBLE: APPROXIMATE SOLUTIONS TO THE LFA COST OPTIMIZATION PROBLEM IN REAL
TOPOLOGIES

Name noom NG, e NG, ¥
ASI221 79 0809 0.833
AS1239 30 &9 0.873 0957
AS1755 18 33 0872 0.98
AS3257 27 64 0923 0.997

AS3967 21 36 0.785 0.967

ASo401 17 37 0.933 0.996
Abilene 12 15 0.56 0.701
Italy 33 56 0.784 0.919
Germany 17 25 0.695 0.889
NSF 26 43 0.80 0.95
AT&T 22 38 0.822 0.984

Germ_50 50 88 0.9 0.934

Arnes 41 57 0.623 0.702
Deltacom 113 16l 0.577 0.662
Geant 3 55 0.69 0.74

InternetMCI 19 33 0.904 9.932

The most important observation is that in many real
network topologies close to perfect LFA coverage can be
achieved with cost optimization. Nevertheless, there were some
exceptional topologies where LFA cost optimization was less
appealing. Our results indicate that LFA cost optimization
greatly helps the operator to provide higher availability in the
network, even when adding new connectivity to the topology is
not feasible. In addition, we found that the running time of the
approximation algorithm strongly depends of the topology, in
particular, on the number of links and nodes. In some cases, all
500 rounds terminate in just a couple of minutes, but
sometimes it takes a couple of hours. Note that running time is
not that important in practice, because LFA cost optimization is
performed offline only once, before the final deployment of a
network.

VI. Comsined LFA Nerwork OPTIMIZATION

So far, we have shown that both adding new links to a
network and optimizing link costs are effective ways of
improving the LFA coverage in operational networks. It is of
question, however, to what extent the combination of these two
methods can be effective for LFA-based network optimization.
Hence, in this section we propose the combined LFA network
optimization problem as the combination of the aforementioned
two methods. This problem is formulated as follows:
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Defintion 3: Given a simple, undirected, weighted graph
G(V,E) and a positive integer k, is there a set FSE with
|F|<k and properly chosen cost function ¢, so that
n(G(V,EUF),c)=19

The difference from the LFA graph extension problem is
that in the above formulation we allow for link costs and,
consequently, the shortest paths to change. Note that for 4=0
we obtain the LFA cost optimization problem, which
immediately implies the following result.

Theorem 5: The combined LFA network optimization
problem is NP-complete.

Easily, again an optimization version can be defined which
asks for the minimum number of new links and an appropriate
cost function, which, when applied to the network, result
complete LFA coverage.

A. Approximate algorithm

From all the optimization problems treated so far,
combined LFA network optimization is the most difficult.
Therefore, instead of aiming for an optimal solution, in this
paper we propose a heuristic algorithm based on the
consecutive application of the heuristics presented for the
individual subproblems in the previous sections. In particular,
in every iteration we execute an LFA graph extension phase
followed by an LFA cost optimization phase. In the LFA graph
extension phase, we add / new links to the network (where / is
a problem parameter) by using the LJC algorithm. This
algorithm is chosen because it promises the largest increase in
LFA coverage. In the LFA cost optimization phase, we
compute a link cost setting that approximately maximizes the
LFA coverage on the augmented graph obtained in he previous
phase. The two phases are applied iteratively one after the
other, until the LFA coverage reaches 1.

B. Numerical evaluations

In order to evaluate the performance of the combined
algorithm as compared to the individual algorithms, we
conducted several rounds of numerical experiments. Herein,
we present the results for only a subset of the network
topologies introduced in the previous sections. Similar results
were obtained for the rest of the topologies.

First, we were curious as to what is the optimal setting for
the parameter /. We experimented with the settings
1 €[1,2,3] , as during our numerical studies we found that at
most 3 new links is always enough to realize a reasonable
improvement in LFA coverage. The results can be seen in
Figure 4. For each network topology, the simple dashed line
represents the LFA coverage realized by LFA graph extension
alone (i.e., with no LFA cost optimization phase applied) as of
the LIC algorithm, and the dotted dashed line, the fine-dotted
line and the solid line give the LFA coverage for the combined
algorithm  for the case/=1,/=2, and/=3,
respectively. Easily, for the case when / = 1 we have a data
point for each iteration, but for other cases some of these
internal data points are missing, as improvement only appears
after adding more than one link in such cases. The results show
that the combined algorithm performs best when in every LFA
graph extension phase we add only a single link, and this is
immediately followed by a cost optimization phase. In
consequence, we used the setting / = 1 in the rest of the study.

0.95
0.9
30.85
: 2 08
L0.75 L0.75
0.7 0.7
0.65 0.65
0123456 0123 45686
Links added Links added
1 e 1
095 g-E& 0.95
09 -/ 0.9
30.85 8 0.85
< 08 < 08
Lw0.75 L 0.75
0.7 0.7
0.65 0.65
01234586 0123 45 ¢
Links added

Links added

4. Figure: Results of the several combined metrics (AS1755, Abilene,
Germany, Italy)

After fixing /, we turned to the main question of our
numerical studies: to what extent the combined algorithm
outperforms previous algorithms? The results for some selected
topologies are given in Table 3, which shows in order of the
appearance: the characteristics of the topologies (name, number
of nodes » and edges m); the initial LFA coverage n(G,c) 2
LFA coverage achieved with simple LFA graph extension in
step 1, 2, 3, 4, 5, 6, and the number of links needed for full
coverage (denoted by hashmark); and finally the same results
obtained by the combined LFA network optimization
algorithm. For the combined algorithm, the LFA coverage
values in bold highlight the cases when the LFA cost
optimization phase did not improve LFA coverage at all. Our
results suggest that the combined algorithm reaches complete
coverage with much fewer links than the LFA graph extension
algorithm (the difference is highlighted in Figure 5). This is

20
(I Greedy

£ Combined

Links added

AS1239  AS1755  AS3257  AS6461 Abilene Italy
Networks

Germany  InternetMCI

Figure 5.
Number of links needed to be added using the different algorithms
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Topology LFA Graph Extension Combined LFA Optimization

Name n m nGe 1 2 3 4 5 6 # 1 2 3 4 5 6 #
ASI1239 30 69 0.873 0.932 0.971 0985 0.992 0.997 1 0.994 0998 1 - - - 3
AS1755 18 33 0.872 0.947 0964 0.973 0.980 0.986 0.993 0.986 0.993 1 - - - 3
AS3257 27 64 0923 0.971 0.983 0.987 0.990 0.991 0993 11 0998 | - - - - 2
AS6461 17 37 0933 0.985 099% 1 - - - 3 1 - - - - - 1
Abilene 12 15 056 0.757 0.833 0.894 0947 0.969 0.985 8 0.871 0.939 0.962 0.977 0.992 1 6
Italy 33 56 0.784 0.830 0.862 0.891 0.911 0.928 0943 20 0.970 0.980 0.985 0.991 0.994 0.995 11
Germany 17 25 0.695 0.786 0.841 0.882 0.920 0.948 0.966 12 0.937 0.959 0.966 0.974 0.981 0.988 9
InternetMCI 19 33 0.904 0973 0.985 0.994 0997 1 - 5 0991 0994 1 - - - 4

TasLe 3. ResuLts FOR THE LFA GRAPH EXTENSION AND THE COMBINED LFA NETWORK OPTIMIZATION ALGORITHMS.

not surprising, as the combined algorithm is free to reconfigure
link costs, which the LFA graph extension algorithm is not
permitted to do.

We find that the combined algorithm significantly reduces
(in average by more than 50%) the number of additional links
necessary for reaching 100% LFA coverage. We also found
that it is not worth running all the 500 rounds of the LFA cost
optimization algorithm as we did previously, because in the
combined algorithm the optimum was always realized in less
than 200 rounds.

VIL

In this paper, we proposed several network optimization
algorithms for improving the level of fast IP-level resilience
using Loop-Free Alternates, the only IPFRR technique
available in commercial routers out-of-the-box today. First, we
described the LFA graph extension problem, which asks for
establishing new links to increase LFA coverage without
altering the shortest paths in the network. Second, we presented
an LFA cost optimization problem which, instead of adding
new links, rather calls for modifying link costs to instantiate
new LFAs. Finally, for the first time in the literature we
presented a combined formulation. On the theoretical side, we
found that each of the three network optimization problems are
intractable. On the practical side, we proposed several
approximation strategies for solving the problems on real
instances and our numerical results suggest that each method is
suitable to attain a 10-40% improvement in LFA coverage. We
also found that the results strongly depend on the actual
network topology. The combined algorithm was found to
produce the best results, indicating that in many real networks
complete LFA-based protection is attainable with adding only a
few new links. We believe that the wide spectrum of LFA
network optimization strategies presented in this paper provide
a rich set of options for operators to choose from, according to
their own preference on whether it is economically more
feasible to add new links, change costs, or do both, to improve
LFA-protection in their network.

CONCLUSIONS

Future works involves fine-tuning the parameters of the
approximation algorithms, and a customization of the
algorithm for the more realistic cases when, for instance, not all

DECEMBER 2011 « voLuME |ll * NUMBER 4

source-destination pairs need to be protected or some source-
destination pairs have higher priority than others; only certain
shortest paths must be retained but others can change
arbitrarily; or the costs are optimized both for LFA coverage
and to provide efficient utilization of the network with respect
to the expected traffic matrix.
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Analysis of Identity Separation Against a
Passive Clique-Based De-anonymization Attack

Gabor Gy. Gulyas and Sandor Imre

Abstract—Most of today’s online social networking services
have a flat structure, i.e., these services only allow a single choice
of connection type (usually called “friends™) for their users, and
lack the functionality of identity separation. However, identity
partitioning allows users to group their contacts, to share
different or even diverse information, and therefore offer privacy
protection against third parties looking to re-identify users in
sanitized social graph data. In this paper, we analyze the
protective strength of identity separation against these types of
structural de-anonymization attacks by introducing a statistical
user behavior model and defining attack failure probability
formally. It turns out from simulations and the parameter
analysis of the model that in case of even a relatively small
number of users applying identity separation, an attacker is
likely to fail.

Index Terms—De-anonymization; Identity Separation; Social
Network; Seed Identification.

I. INTRODUCTION

Asocial network (SN) is a web of connections between
certain individuals (or organizations) in the society, who
are tied together by one or more specific relations or attributes,
e.g., the trails of e-mails or phone calls altogether. The group
of social networks includes social networking services (SNS),
which allow individuals and other entities such as
organizations to form links. These services have an underlying
social network graph, where vertices represent individuals or
registered users, and edges indicate relationships, connections
or other kinds of links. Content on most SNSes is based on
user-generated information, e.g., status messages, family
photos and videos, and hyperlinks to other websites. Such
services may also include the functionality of creating and
joining groups of interest, and rating other users’ content — a
simple concept for which being Facebook’s likes.

A social network is a rich information base for many
branches of science. Sociologists, for instance, may find out
valuable information about the structure of the society, group
behavior, etc., by analyzing the anonymized export of the
database, which can be considered a graph with labels on the
vertices and edges, where vertices represent members of the

Manuscript received August 16, 2011.

G. Gy. Gulyas is an adjunct assistant professor at the Department of
Telecommunications, Budapest University of Technology and Economics.
Magyar  tudosok  kératja 2., H-1117, Budapest, Hungary.
(gulyasg(@hit.bme.hu).

S. Imre is a professor, and the head of department at the Department of
Telecommunications, Budapest University of Technology and Economics.
Magyar tudésok koriga 2., H-1117, Budapest, Hungary. (imre@hit.bme.hu).

DECEMBER 2011 « voLuME |ll * NUMBER 4

network, and edges connection between them. Such an export
may either be obtained through a request to the operator of the
SNS, or by manually collecting the information through the
use of a so-called web crawler.

Anonymization is not a trivial task; merely stripping the
names from the database has proven to be insufficient [19]. An
attacker may embark on restoring the deleted identifiers for
various reasons, e.g., for obtaining previously unknown or
unconfirmed information about a user for improving the
efficiency of illegal or otherwise malicious practices, such as
phishing. Research in the field has made such attacks against
social networks readily available, and has proven that they do
not have a prohibitively high complexity [20].

As a means of thwarting de-anonymization attempts, we
propose to use identity separation in social networks [12], a
concept for selectively concealing and revealing certain pieces
of information in specific contexts, which is called the
technique of Partial Identities [6] or Role-Based Privacy [12].
For instance, one may want to separate her colleagues from
her friends (in the stricter sense of the word) on a SNS, by
effectively managing separate contact lists for separate
identities [11]. This concept, since it harmonizes with our real-
life information sharing habits [2], is now available as built-in
function, in a novel SNS, called Google+?.

In this paper, we analyze the effectiveness of identity
separation against de-anonymization attacks in case of a
cooperative service provider (i.e., who leaves identities
separated in the export; the analysis of the uncooperative
service provider is considered as future work). These attacks
can be categorized as active, semi-passive and passive
methods. Active attacks allow creating new nodes in the social
network, and adding edges with the rest before obtaining the
anonymized export, while semi-passive attacks only allow
creating additional edges without adding vertices [4]. Passive
attacks rely on the unmodified content in the database, but use
auxiliary data sources to de-anonymize users [20], [21].

Our work focuses on the state-of-the-art passive attack in
[20]. Although the work described in [21] is more recent, but
that attack is not proven to be generic: while the attack in [20]
is executed on two totally different networks, namely Flickr
and Twitter’, the attack in [21] is executed on two snapshots
of the same (Flickr) network. The latter attack has two
significant disadvantages, since it tries to match the top [
nodes in the two networks: first, due to its characteristics, it

 hitp://plus.google.com
* http:/flickr.com and http:/twitter.com
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could not work for another set of nodes with lower degrees,
and second, matching the top [ nodes in different networks
may involve some difficulties (see Section II1.A).

Therefore, as our main contribution in this paper, we have
analyzed the success rate of the state-of-the-art attack from a
user’s point of view by calculating failure probability for a
single vertex of the anonymized export. To assure the
generality of our analysis — and since user behavior is yet
unknown — we have defined a generic attack-independent
statistical model for user behavior regarding identity
separation and edge anonymization.

The paper is structured as follows. In Section II, we review
the related literature on the main areas involved by our
research: re-identification in anonymized social network
graphs, identity separation and anonymity in social networks.
In Section III, a novel user behavior model is introduced for
identity separation, which incorporates multiple behavior
types dependent on the possibilities of the user. The effects of
identity separation on active attacks are discussed in Section
IV, and in Section V, the analysis of passive de-anonymization
attacks is presented. Finally, in Section VI, we conclude our
work.

II. LITERATURE SURVEY

In this section, we briefly discuss the literature most related
to our work. First by including the most relevant de-
anonymization attacks, and also discuss the literature of
identity separation for social networks. Finally, we present a
method for applying anonymity in social networks, and for
exporting such data.

A. De-anonymization Attacks for Social Networks

The first de-anonymization algorithms were active (and
semi-passive) attacks [4]. As discussed in the introductory
section, attacks of this type intend to insert a hidden but
unique pattern into the graph by systematically adding vertices
to the social network graph, and trying to create edges
between some targeted users, before obtaining the anonymized
export. The adversary may then attempt to recognize this
hidden structure, and infer information about the selected
users under attack (i.e., which are connected to the structure),
including their contacts and (if provided along with the graph)
their profiles.

However, since active attacks intrinsically assume that the
adversary is able to modify the network before creating the
export, they inherently have some weak spots. For instance, in
case the modification is possible, the operator of a major
social networking website is likely to attempt to find the fake
user accounts, and delete them. Since real users of the social
network do not have a meaningful motive to link back to the
malicious nodes (i.e., confirm friend requests), the service
provider will find that edges linked to these vertices are
mostly going outwards from, and seldom coming inwards to
them. The computational complexity of active attacks is likely
to be small [4].

Passive attacks, while computationally more expensive, do
not require the modification of the social network graph, and
therefore the service provider cannot proceed with reactive
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measures, only with proactive ones. This makes the attack
more difficult to counter, and also more versatile in terms of
area of application (i.e., the same concept can be applied to
multiple kinds of social networks). Furthermore, these attacks
are capable of extending to the entire network, or at least a
significantly large part thereof.

The state-of-the-art passive attack described in [20] maps

the corresponding nodes of two graphs (i.e., accounts of the
same person) solely based on structural information. The
adversary defines an error parameter & to control the
acceptance of a mapping, i.e., if the algorithm should be more
lenient and possibly accept erroneous mappings, or be stricter
and be prone to rejecting correct ones.
The algorithm executes in two phases: seed identification and
propagation. In the first phase, the attacker tries to find in the
anonymized graph the counterpart of a unique k-clique present
in the source graph (the algorithm in [20] uses 4-cliques, to be
exact). First, for a unique k-clique in the source graph, the
attacker computes the degree of each vertex and the number of
common neighbors for each pair of nodes, then looks for
similar k-cliques with similar values (within a factor of 1 +
€) in the target graph. The error factor is considered for
mapping each vertex (in the case of degrees) and each pair of
vertices (in the case of common neighbor counts). Structural
modifications within the cliques are disallowed; identification
fails if one or more edges are erased from the clique.

In the second phase, the algorithm iteratively adds nodes to
the mapping until there are unmapped vertices that have
reasonably good mappings. If the attacker fails in the first
phase, the second one is never run; therefore, we focused on
analyzing the success rate of the attacker, but plan to analyze
the effects of identity separation on this phase as future work.
However, we expect that if the seed identification is not
successful in general, then the second phase should fail, too.

Narayanan et al. in [21] introduce a similar attack with a
less rigid, non-pattern-based seed identification phase (the
propagation phase is essentially the same). Instead of looking
for several seeds, this attack tries to find matches of node pairs
in the top ! nodes of the two networks, and then starts the
propagation phase from there. Matches are based on node
degrees and common neighbor counts by applying cosine
similarity for the pairs.

However, this attacker algorithm does not seem to be
generic. First, since degrees of nodes in the top [ set differ the
most in the whole network, this technique can not be applied
to other set of [ nodes with lower degrees: there would be too
many similar nodes in the compared sets (e.g., see Fig. 1-2 in
[21]). Second, for social networks with a similar purpose (e.g.,
Facebook® and Google+), it may be right to assume that the
top [ nodes overlap, but in general, that should not be true. For
instance, it is not very likely that accounts belonging to the
same owners are the most popular on Flickr and on
LiveJournal.

Therefore, to the best of our knowledge, the [20] passive
attack is still the state-of-the-art attack that can be found in the

* http://facebook.com
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literature. Comparison of attack types are summarized in
Table 1.
TABLE 1. ATTACK TYPES AND ATTACKER CAPABILITIES.
Data
sources

Semi-

i Active
passive

Passive

External data Use public data as auxiliary source

- Modify profiles, connections

Internal data Create new

registrations

B. Identity Separation in Social Networks: a Desired and

Privacy-Enhancing Feature

We do not classify our social contacts on SNSes by default,
as there is only one category: “friends”. However, this is
normally not the way we, humans, classify our acquaintances
[2]. We keep track of multiple groups of people we know from
different “stages” of our life, e.g., school, workplace, and
family, and interact with them in a disjoint fashion in terms of
place and time [8]. If our offline disclosure of information
works in a different way than an SNS, we will act in a
different way online: we will likely self-censor ourselves, and,
at least sometimes, disclose some content to unwanted
audiences.

This is a clear indication for the need of identity separation
within social networks [11]; SNSes allowing users to share
diverse information with different user groups (e.g., sharing
different availability status with colleagues and friends) or to
commit identity separation in some contexts (e.g., making
political and private identities totally unlinkable). Such
methods exist in the literature as the technique of Partial
Identities [3], [5], [6], [10], [9], and Role-Based Privacy [24],
[14], [15], [16], [18], [12]. Both allow users to publish diverse
attributes under different pseudonyms.

For the case where the consent of the SNS provider cannot
be assumed, one can use cryptography to enforce identity
separation on an existing SNS [22], [1] or implement the
social network on a distributed, cryptographically secured
architecture [7]. However, our current work focuses on the
possibilities on the model issues, and not the cryptographic
side of the problem.

Googlet is the first to implement identity separation as a
tool for privacy protection; the goal of this feature (namely
Google Circles) is to allow proper audience selection for
sharing content. Currently, this is not yet a complete solution,
as it only works for content sharing, but there is only a single
profile (flat structure). One important attribute of the Circles
feature that it is mandatory.

Similar, optionally available features exist in many services.
For instance, in the Windows Live Messcngcrs, one can set
invisible mode for each contact group separately, or in
Facebook, friends can be sorted into groups, and content
sharing can be done accordingly. Compared to the Google
Circles, the biggest disadvantage of these features is that they

* http://explore.live.com/windows-live-messenger
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are optional, and therefore probably fewer users know about
and use them.

C.  Anonymity, Pseudonymous Identifiers and Data Export
Sanitization

There are two types of identity separation. The simpler
identity separation function is where you can sort your
contacts into lists, and, for instance, post content for them
separately. This is called internal identity separation [11]. The
other means of separating identities — external separation — is
either managing multiple profiles on the same SNS, or using
multiple networks for different audiences (e.g., Facebook as
our means of informal online presence, and LinkedIn® as our
formal one).

Obviously, the user’s pseudonyms on different sites must
not disclose that they belong to a single user [5]. It must be
noted, too, that the internal separation functionality found on
many SNSes is insufficient. For instance, Facebook does not
allow hiding group memberships, implicitly exposing
attributes of the user that she may have wanted to conceal
[25].

Therefore, a social network supporting identity separation
allows three levels of anonymity [12]:

— The weakest is pseudonymous identification (i.e.,
internal separation): the user is identified by a globally
unique identifier (a pseudonym), and her identities can
be linked through it.

— Unlinkable pseudonymity is a stronger level of
anonymity (i.e., external separation), where the user may
separate her identities by the means of multiple
pseudonymous identifiers. These cannot be linked
together, since content corresponding to an identity has
its respective pseudonym as the originator.

— The strongest level is total anonymity, which allows the
user to post content without any identifier linked to it,
and therefore making it very hard to trace the
information back to her.

In our work, we assume a service provider that honors the
above mentioned separation methods when creating the
network export. The reasoning behind this is that if the
attacker cannot reverse the separation, she cannot know that
multiple nodes in an anonymized graph belong to one person,
and therefore they should be mapped together to a vertex in
the known graph.

Transformation of a social network where the users can use
identity separation and edge anonymization into a traditional
social network graph is simple. Linkable nodes (i.e., those that
use linkable pseudonymous identifiers) are merged, unlinkable
nodes (i.e., those that use separate pseudonymous identifiers)
are preserved as separate vertices, and anonymized edges are
simply deleted. This way, all the aforementioned levels of
anonymity in the privacy-enhancing social network model are
reflected in the transformed graph. To sum it up, it can be seen
that user behavior can greatly affect the structure of the
exported social network graph.

® http://linkedin.com
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The original articles on passive attacks analyze scenarios
where the source (or auxiliary) and target graphs were both
regular social networks. In this paper we analyze a mixed
scenario, where the source graph is a regular social network,
and the target is one which allows identity separation. In this
case, modeling user behavior is easy, since only the separation
process needs to be approximated with a statistical model.

We leave the analysis of the third type of attacks, namely
that uses networks with identity separation for both the source
and the target, as future work. In this case pattern-based
methods may also work; however, if there is no reference data
on user awareness, it needs to be modeled. The reason for this
is simple: for instance, a user that has a higher level of
awareness may use different identities in the source and target
networks to make such de-anonymization attacks more
difficult to execute. Therefore, the success of these attacks is
not as trivial as for the first type of attacks.

III. MODELING USER BEHAVIOR FOR IDENTITY SEPARATION

In this section, we describe a model (a set of sub-models) of
the user behavior for identity separation that allows all the
three levels of anonymity mentioned in Section II.C. We have
mapped identity separation to the graph model as “splitting” a
vertex in a graph and probabilistically sorting the edges
(represented connections with her contacts) between the new
nodes, in some cases allowing duplication of edges with a
certain probability. As mentioned before, anonymization of an
edge is reflected by deleting it from the graph with a certain
probability.

There might be other approaches for modeling user
behavior; however, in our opinion this approach is the closest
to how people manage their acquaintances in their lives [2].
Furthermore, just to mention a real-life example, our approach
is quite similar to functionality in Google+, namely how
contacts are managed in the circles feature.

Another important property of our model is that it is attack
independent. This allows analyzing multiple attacks with this
model, even pattern-based and other, non-pattern-based ones.

A. Modeling Identity Partitioning

Let us define a regular social network graph as
Gsy = G(V,E). Node v €V is a user who has n = deg (v)
neighbors in G. While performing identity separation, node v
introduces y new vertices (i.e., new identities), and sorts edges
with probabilities p;, p,, ..., Dy to each of the new identities.

We can categorize the model parameters as:

— Context-dependent parameters: the user has little
influence over such parameters. The only context-
dependent item in our model is the neighborhood size of
the user (n).

— User-dependent parameters: these are the statistical
descriptors of user behavior. In our model, the number of
new identities denoted as y and the probabilities of
sorting edges (p; ..p,) can be considered as user-
dependent parameters.
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— Attacker-dependent parameters: the adversary is free to
choose these before executing the de-anonymization
attack. Currently, there are no such parameters (as the
model is attack independent), but for instance, in Section
V. such new parameters will be introduced.

The number of new identities (y) is modeled with a random
variable Y. The distribution of the edge sorting is
P(X1 = X1, 00 Xy = xy), where X; is a random variable
describing the number of edges between the ith new identity
and the neighbors of the original node. We do not assume any
distribution for Y, and the distribution for X; is defined with
the chosen user-behavior model.

The model and the parameters could be fine-tuned with
quality reference data; however, there are some obstacles in
the way. As mentioned before, Google+ is the first service that
compels its users to sort their contacts, and although the
profiles are public, circles of users are not yet. Furthermore, in
other services where sorting contacts is available but not
mandatory, we experienced that this feature is rarely used, and
often the contact groups are not publicly available — making
social network data harvesting a futile task. Therefore,
verifying our model with reference data is still an open
research task that stays future work.

B. General Assertions

Our model is based on some assertions about the structure
of the network before and after applying identity separation.
These assertions are assumed to be true in all sub-models.

Assertion 1. A new identity can have even zero of the
original contacts in the export (i.e, due to edge
anonymization).

Assertion 2. A user v; may create a maximum of deg(v;)
new identities. While it is possible to create an unlimited
number of identities, and assign duplicate edges to them, we
believe that this does not match with the user’s expected
behavior and this is an acceptable rational limitation.

Assertion 3. A user may create even () new identities (i.e.,
perform self-deletion from the graph). This happens when all
the connections are anonymized.

Assertion 4. The only contacts existing in the source
network are modeled in the identity partitioning. This
simplifies the behavioral model, but does not necessarily make
the results more favorable: including new contacts would add
noise to the model, which would increase failure rates.

Assertion 5. A/l actions of the nodes in the network are
assumed to be using identity separation independently. Our
analysis does not cover collaborating users, even though
collaboration would mean stronger resistance and higher
failure rates.

Assertion 6. Edges are not sorted independently. This is a
rational consideration, since all new identities belong to the
same user, who sorts the edges (in an intelligent way).
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C. Sub-Models for User Behavior

Dependent on the chosen user behavior, there are further
aspects to be considered in the sub-models:

— Can different identities of the same user have
overlapping neighborhood (i.e., duplicated edges)?
Overlapping allows the overall number of connections to
increase, formally,

IP(Xy =xy,..,X, =%,) >0, that YTx;>n with
(0<x; <n).

— Is edge anonymization permitted? Deleting edges allows
the overall number of connections to decrease, as
AP(X; = x5, s Xy = xy) > 0, that ) x; < n.

Based on these aspects, new sub-models can be introduced
that we have summarized in Table 2. The names of the sub-
models require some explanation. We have named the model
with no edge anonymization, and no overlaps the basic model,
since this allows the least privacy enhancing functionality for
the user (only identity separation itself). Conversely, the
realistic model is just the opposite: it implies the fewest
limitations in her possibilities. We believe that most users of a
social network would use anonymization or duplication for
their connections; hence the notation “realistic”.

TABLE 2. CATEGORIES OF MODELS OF USER BEHAVIOR.

Overlap No overlap
Edge deletion Realistic model Best model
No edge deletion Worst model Basic model

Besides, a worst and a best model also exist, which are
named from the algorithm’s point of view. The best model
allows a user to only decrease the number of her contacts, and
therefore causing more information loss (i.e., structural
damage). The worst model is the opposite: it only allows
creating duplications, and therefore making ‘“backups” of
structural information, and helping the attacker that way.

IV. IDENTITY SEPARATION AND ACTIVE ATTACKS

Backstrom et al. describe two attacks, a semi-passive and an
active attack, in which both the attackers are able to modify
the network prior to the sanitization [4]. In both attacks the
attackers’ goal is to insert a specific structure (a subgraph) into
the SN graph that can be revealed later only by the attackers
but no one else — this is what they call structural
steganography. This subgraph is connected to the SN graph by
creating new edges to a small number of targeted users. This is
one the disadvantages of this attack: they only allow revealing
the identity of a small number of users. However, for some
networks active and semi-passive attacks can not be executed
for one of the following reasons:

— The modification of the network structure may be
expensive (e.g., phone calls).

— The modification may not be executable (e.g., network
created from observed e-mails).

— To insert the structure too many modifications would be
required (e.g., a valid e-mail address must be providing
for the registration).
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— The attacker is not always able to influence connections
(e.g., connections require two-way confirmation).

All these problems inspired the research of passive attacks
[20]. However, from the viewpoint of identity separation, the
active attacks are better than passive attacks: the inserted
structure is under the exclusive control of the attacker, and
therefore its structure is always known, and can be found by
the malicious collaborators. On the other hand, even if such
attacks may not be prevented, one can use identity separation
to separate herself from suspicious users, neighborhoods (i.e.,
structures) to prevent re-identification. This kind of self-
defense works against passive attacks, too.

V. ANALYSIS OF FAILURE PROBABILITY FOR THE CLIQUE-
BASED PASSIVE ATTACK

In this section, we discuss our results of the analyses based
on the user behavior model in case of an attacker using the
clique-based algorithm (discussed in Section I1.A). We
included an assumption from the original attack: there are
some unique 4-cliques that exist in both networks and have
similar neighborhoods in both, i.e., the cliques contain vertices
with similar degrees [20].

Seed identification is considered to be successful for a
clique if it remains a clique, and retains its degree values
within an error factor after applying the identity separation.
While the original algorithm compares common neighbor
counts as well, our analysis concludes that even these two
criteria can be violated effectively with identity separation, as
shown later (i.e., we analyze the lower bound for the failure
probability).

Here, we analyze the failure probability of the attacker on
statistical basis; however, it should be noted that individual
protection against attacks is still possible, even if statistically
an attack seems to be feasible, i.e., a user can intentionally
create different neighborhood structures in different networks.

In our opinion, the basic and the realistic models are the
closest to real user behavior: we expect users to have roughly
the same number of contacts before and after the identity
separation (not including new contacts). Therefore, in our
research, we focused on these models: the basic model is an
analytically simpler model allowing identity separation only,
and the realistic model allowing more functionality for users
(with more mathematical complexity).

A. Naive Analysis on 4-cliques

By using real-life data harvested from different social
networks, we simulated identity separation to analyze its
effects on the network structure from the attacker’s clique-
oriented point of view. Cliques can be easily destroyed via
identity separation:

— One of the users separates herself totally from the clique.
This is equivalent to the removal of the representing
node.

— One of the users removes at least one edge from the
clique.

— At least one of the users uses identity separation and
separates at least an edge from the clique.
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In these cases, the clique no longer remains connected, and
the attacker will fail in finding it. We executed simulation
experiments to determine how effectively identity separation
removes 4-cliques from the network. For our experiments we
used structural information crawled from two real-life
networks: the Slashdot friend or foe links that were crawled in
February 2009 [17], and the Epinions who-trust-who network
data that were crawled in 2003 [23]. From the Slashdot
network 10,000 nodes were selected containing 1,816,110 4-
cliques, and 1,000 nodes were selected containing 2,102,842
4-cliques from the Epinions network. For comparison, a full
graph of 100 nodes (with 3,921,225 4-cliques) was also
included.

For simulating identity separation, random nodes were
selected to be split into two new nodes, and edges were
assigned to each with equal probability (i.e., accordingly to the
basic model). We have also defined a theoretical limit to show
the expected number of cliques affected by identity separation.
Adding more privacy-enhancing functionality to the
simulation, such as edge and node removal, the number of
cliques would be furthermore decreased, closer to the
theoretical limits.

If random variable Y denotes the number of identities
belonging to the same user (without assigning a distribution to
it), the probability if there are any identity separations in a k-
clique C, = {vy, ..., v} can be calculated as in

Pias = P(Elvi:Yi >1 | i= 1k)
=1-P(Vv;:Y,=1]i=1..k) =1—-P*( =1). (1)

Therefore, the expected number of cliques remaining intact
can be calculated as the expected value of the binomial
distribution Z~B(Ny¢s, 1 — Pias), Where Np.s denotes the
number of 4-cliques in the original graph. The expected value
of Z is
E[Z] = Nyas - (1 — Dygs) = Nyars - PR(Y = 1). )

The relative values of E[Z] with k = 4 are denoted on Fig.
1 as the expected number of cliques remaining intact by
identity separation (denoted as “Theoretical”). It is possible
that the clique remains a clique, but the probability of recovery
depends on further errors regarding the compared degree and
common neighbor count values. An analysis of these issues is
discussed in the next sections.

We found that as the number of users who use identity
separation increases, the number of 4-cliques decreases fast
and almost similarly for all networks (see Fig. 1). For instance,
in both test networks for P(Y = 2) = 0.2 the number of
remaining cliques was almost halved: the percentage of intact
4-cliques was 52.26% for the Slashdot network, 51.27% for
the Epinions network, and 55.22% for the full graph. It is also
visible on Fig 1. that graphs having more 4-cliques degrade
faster. The reason behind this phenomenon is simple: usually
several 4-cliques overlap in a single node, and therefore
splitting it causes the deletion of multiple 4-cliques.

Our conclusion is for the naive analysis: identity separation
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erodes network structure effectively, thus it offers strong
protection against structural attacks, and therefore it needs to
be furthermore analyzed.
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Fig. 1. Simulation results (including the theoretical limit) show the
degradation in clique numbers in case of allowing identity separation.

B. User Behavior Model with Attack Related Parameters

In this case, node v € V is a user who is part of a k-clique,
and has n = deg (v) neighbors in G, and therefore node v has
k—1 inner and n—k + 1 outer edges, as seen from the
viewpoint of the clique.

For the inner edges, the distribution of the edge sorting is
described as P(X1 =X, 00Xy = xy), with no predefined
distribution included; the distributions are defined with the
chosen model. For the outer edges, the distribution is
described similarly as P(X{ =1, ., Xy = x3’,) X; and X| are
random variables describing the number of edges between the
ith identity and the members of the original clique, and those
between the ith identity and the neighbors of the original
node, respectively.

The original algorithm defines an error parameter ¢ for the
seed identification, and an error measure based on it: the
matched node degree values need to match within an error
factor of 1 + ¢.

Based on this, we define an error measure function that will
be used in the calculation of the failure probability, given by
the function of

x+y (AN il
1,(T<1—e/\y—k 1)Vy<k 1’
0, otherwise

M%ﬂ={ (3)

where x denotes the number of outer, and y denotes the
number of inner edges.

The node degree value n, the clique size k, and the error
parameter € are assumed to be known constants. We note, that
the clique size (k) and the error parameter (g) are new
attacker-dependent parameters introduced to the model (see
Section III.A). It should be noted that the attacker, to achieve
better results, can choose to execute several attacks with
different values for these parameters, without any limitations.
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C. Calculation of Failure Probability

It must be noted that different actors have different views
on the measure of failure probability. The adversary is
interested in discovering the correct mapping for several
cliques. As such, she is likely to be interested in the
probability of failure in identifying a k-clique. Here, we only
define the failure probability for a single node, but for a clique
it can be calculated simply by giving the probability of the
union of failure events, where members of the clique damage
the clique or change node degree values and causing errors.

The point of view of a user is, on the other hand, that she
herself should not be vulnerable to the attack; other users are
more or less irrelevant to her. This is why we have focused on
calculating failure probability of single users. It must be noted
that this probability is clique-independent, and therefore the
same regardless of the number of cliques the user is member
of.

Furthermore, the calculation does not take actions of other
users in the clique into account, i.e., it is assumed that they
neither perform identity separation, nor anonymize any of
their edges. If we took these effects into account, the failure
probability would be higher in most cases, and at least equal in
theory, since other users could also destroy the clique or
change the degrees of the vertices thereof, making
identification less probable.

The probability of failure for a node v,, based on the
variables, assumptions and assertions introduced previously is

P("fail for v,")

= P(Y = 0) + T2 p(fail’|y = y) - P(Y = y).

4.)

The first member of the sum is the probability of the case
where the user has 0 identities in the exported graph, i.e., all
her edges are anonymized. The other part of the sum
incorporates Assertion 2, namely that the user creates at most
as many identities as many contacts she has. The results for
the different sub-models of user behavior mainly deviate in the
definition of the conditional probability P("fail"|Y = y). Note
that the formula for the sum may slightly differ in some cases,
e.g., in that of the basic model, where it does not include
probabilities for y = 1.

In the general case, the conditional failure probability in (4)
can be unfolded as

P("fail"lY = y)
= ZP{"fail"|X1 =1, X, =0) P& =1, X = 1)

vl

(5.)

Furthermore, probability P("fail"|)('1 =gy, Xy = Iy) can
be calculated differently for two cases. If VI; < k — 1, i.e., the
clique is always destroyed, since all edges are sorted in groups
having less than k-1 edges, then
P("fai]"|X1 =l Xy = ly) = 1 always.
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In the other case, where 31; = k — 1, the conditional failure
probability in (5) is calculated as

P("fail"|Xy = by, ... Xy = 1y) )
=P (U(X{ =my, . Xy = my|g(m1,ll) =1, ._”g(my.ly) = 1))
Ymy

By knowing that these events are mutually exclusive, (6)
equals to

T P(X7 =My Xy = 1y) g lmg s} o g(my, ) (7.)

Therefore, the failure probability for a node with y
identities is

P("fail"Y = y) (8.)
= X B= b= 1)
Alj=k-1
+ Y P =l Xy = 1)
Al=k-1

Z P(X] =m,, o Xy = my) -g(my, ) - ...-g('my, Iy)

vm;

This is applicable for any y # 0 number of identities, and
by using this formula the overall failure probability can be
described accordingly.

D. Failure Probability in the Basic Model

The basic sub-model is the analytically the simplest one,
and the results obtained with this restricted model are quite
satisfactory. The basic model introduces additional assertions.

Assertion 7. Contacts of the separated identities do not
overlap.

Assertion 8. Edges cannot be anonymized.

In this model, the user sorts n edges among y identities. The
multinomial distribution is a natural choice for describing such
a case, since it describes n trials when the outcomes can be
sorted into one of y groups. Additionally, group probabilities
can be adjusted, and therefore this model allows fine-tuning
the distribution in a way for describing user behavior in the
desired way. Multinomial distribution is used as

P(Xy = %1, 00, Xy = %) ~ Mu(k — 1,py, ..., py, ), and
P(X{ =Xy, ., Xy = x;.) ~ Mu(n —k+1,p,, ...,py),

where Y. p; = 1.
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The formula for failure probability can then be derived as:

P("fail"lY = y) (9.)

= Z PIX, =0 % = Ly Bl K=y}

¥ i=k-1
Alj=k-1

noierr  PoRE1=(ERT )

Z P(X{ =my, Xy =my, .., X!
my=0 my_,=0
h=y-1

=mj .., Xy=n—k+1- (Zh—l mh) ~g(m.1;)
+ Z P&y =X = Ly Xy = 1) s

¥ i=k-1

31;-:1:—1

Then, the overall failure probability can then be derived
easily. We know that for P("fail"|Y = 1) the neighborhood of
the node would remain the same, and therefore would not
introduce any error in the seed identification. Consequently,
the result can be deduced from the general formula, with the
exclusion of the case fory = 1.

During our numerical analysis, we have found that in this
model for a fixed p,, the failure probability for two identities
is the lower bound for all failure probabilities with a higher
number of identities that include p;. In other words, for
V1, e, P With a fixed py:
P("fail"|Y > 2) = P("fail"|Y = 2). (10.)

This is an important finding for two reasons. On the one
hand, this is a lower bound for failure probability, and
therefore it is enough to continue analysis in the case of
P("fail"|Y = 2). On the other hand, it facilitates the estimation
of the overall failure probability as well:

deg(v)) (11.)
P("fail") = P("fail"|¥Y =m) - P(Y =m)

m=2
deg(v;)

Z PC'fail"|Y = 2) - P(Y = m)
m=2

P("fail"lY =2)-(1-P(¥ =0)-P(Y = 1)).

%

Fig. 2 describes how failure probability changes with
different values for parameter n, while parameters k = 4 and
& = 0.05 are fixed.
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Fig. 2. Parameter analysis of n: P("fail"|¥ = 2) as a function of
p1, with fixed ¢ = 4 and & = 0.05 with different values for n.

The analysis has several interesting consequences. First of
all, it can be seen that the failure probability is conveniently
high even for a small n (e.g., n = 10). Secondly, users are
given a relatively wide range of options for making their
identification fail. Even if they use identity separation for just
two identities, and the probability of using the second identity
is small, the failure probability still remains high (e.g., for
p; = 0.1,n=50: P("fail"|Y = 2) = 0.899). It can be seen
that the curve has inflection points. These are functions of the
error parameter &.

Fig. 3 describes how the failure probability changes in the
function of & while parameters n = 100 and k = 4 are fixed.
The curves do not deviate significantly for other » values
either.
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Fig. 3. Parameter analysis of £: P("fail"|Y = 2) as a function of
p1, with fixed ¢ = 4 and n = 100 with different values for .

This shape of the curve practically concludes that a user
making use of identity separation in a meaningful way, the
adversary cannot influence the success of the attack. It is
demonstrated in the original article that the value of & should
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be around 0.05, and that a practical limitation of 0 < £ < 0.1
applies. For these values, users should choose p; and p, such
that 0.1 < py,p2 <1 (py +p, = 1), because this marks a
point (i.e., a failure probability) beyond the inflection point of
the curve. Finally, the analysis of parameter k has shown that
there is no deviation in the failure probability for different
clique sizes with different neighborhood sizes (n with
£ =0.05).

To sum it up, we can conclude that if the users use identity
separation wisely, considering the influencing power of
different parameters as mentioned above, the attacker has a
low probability of identifying the nodes. This means that users
need to separate their contacts into larger, but not necessarily
equally sized groups. Therefore, this user behavior model can
be suggested for users as a practical way to use identity
separation, since it offers powerful protection if applied
widely throughout the network.

E. Analysis of the Realistic Model

In this section, we discuss the analysis of the realistic
model, which deviates from the basic model in regard of the
additional Assertions 7 and 8.

Assertion 9. Contacts of separated identities can overlap.

Assertion 10. Edges may be anonymized by users.

Selecting the proper distribution is not an easy choice,
therefore it should be defined by its probability matrix,
denoting the probability of a possible outcome in a cell,
Deciding which distribution to choose in such a model is an
interesting question. In our opinion, the distribution should
reflect that the most likely case is that the number of all
contacts after the identity separation is similar to that before,
i.e., a few deletions and duplications are likely, but major
deviations are not (see Fig. 4).

Binomial distribution

Xz

Sumof 5 binomial distributions

Size of the secand group
PaS

Sum of 13 binomial distributions

©0.0) I X,
Siza of the first group

%
Fig. 4. Concept for the distribution of realistic models with y = 2, and

some examples. On the left part of the figure, the darker areas have higher
probabilities (these values are outstanding on the right part).

Accordingly to the given distributions and the generic

formulae for failure probability, we have done the parameter
analysis numerically. Its characteristics are similar to that of
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the basic model, and the preliminary results are satisfactory
for this model, too (see Fig. 5).

-------------- Bn(n, 0.5) =------- Sum of 5 Bn Sum of 13 Bn

0,9
0,85
0,8
0,75
0,7
0,65
0,6
0,55
0,5
0,45
0,4

Failure probability

5 10 50 250

Neighborhood size n

Fig. 5. Failure probabilities for different distributions with y =2, for
different sizes of n.

We can conclude that the results are satisfactory even for
small ns in all distributions under examination; however, these
models deserve further research dependent on reference data,
which we assign as future work.

VI. CONCLUSION AND FUTURE WORK

Our analysis has shown that our proposed models make
seed identification fail with high probability. Therefore, we
can consider identity separation as an effective
countermeasure against de-anonymization attacks if the user
chooses the parameters wisely.

However, besides the answered questions, new ones arise.
In the future, we would like to extend our analysis to the best
and worst models, and discuss further results with the realistic
model including new distributions compared with reference
data if possible.

As it is mentioned in this paper, the analysis focused on the
seed identification phase in the state-of-the-art passive attack,
but the propagation phase should be analyzed in the future,
since it is incorporated in two passive attacks [20] and [21].

It also seems to be desirable to extend the user behavior and
the attacker model with new parameters to make it open for
new attacks yet unknown. For example, the model can be
extended to allow the analysis of the attack in [21].

Additionally, there are other types of third party attacks in
the literature, such as attribute based ones [13], for which the
effects of privacy-enhancing identity management should be
analyzed. Instead of standalone use for re-identification,
attributes can also be used to strengthen structural attacks: de-
anonymization results can be easily verified and corrected by
inspecting the available attributes of nodes. Perhaps identity
separation has also a viable effect on these attacks — it would
be interesting to see this in the future.
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Abstract—This paper presents the methods and tools of the
7™ Framework FEuropean project COSMA (Community
Oriented Solutions to Minimize aircraft noise Annoyance).
COSMA aims to develop engineering criteria for aircraft
design and operations in order to reduce the annoyance within
airport communities due to aircraft exterior noise. By today,
such criteria do not exist since aircraft noise engineering has
historically focused on achieving ever lower noise levels for
individual events and at close distance from the runway.

Within the frame of a unique approach, COSMA will
improve the understanding of noise annoyance effects due to
aircraft in the airport surrounding community. The results
from field studies and psychometric testing will be used for
setting up optimised aircraft noise shapes. Special techniques
for a realistic synthesis of aircraft noise around airports will be
developed for the simulation and validation of optimised
aircraft noise shapes. Associated engineering guidelines for the
necessary optimisation processes will be established, which
needs a profound knowledge management for aircraft design
practices and scientific information on aircraft exterior noise
annoyance effects. The scientific research results will help to
reduce noise annoyance at the source in the future, by
technological or operational means and through an improved
understanding of the related effects of aircraft noise in the
airport surrounding community.

Index Terms—aircraft, annoyance, flight-path optimisation,
noise, sound engineering, virtual resident

I. INTRODUCTION

OISE pollution from air traffic is a major

environmental problem affecting airport communities.
Aircraft flyover noise represents a complex auditory
scenario wherein many acoustic, psycho-acoustic parameters
other than loudness but also plenty of non-acoustical
parameters affect the annoyance perception.
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In order to investigate this, the EU FP7 project
“COSMA” (Community Oriented Solutions to Minimise
aircraft noise Annoyance) was started in 2009. The key
elements of the multi-disciplinary approach to tackle noise
annoyance include field studies more detailed than ever, to
better understand annoyance and to serve as a basis for the
so called Virtual Resident, Sound Synthesiser Machine
examinations by lay participants for the creation of better-
sounding aircraft, single- as well as multi-event flyover
optimisation for quieter procedures, laboratory examinations
for testing future aircraft sounds, procedures and airport

scenarios. Aircraft manufacturers, sound engineering
specialists,  psychologists,  acousticians,  physicists,
statisticians — a colourful team of specialists will all

contribute to reach the goals of COSMA.

The present paper will first give an overview on the
whole project workflow, followed by the detailed
description of each major work-task. Not also the actual
work tasks but also those methods to be developed in the
project will be presented, which will give significant
contribution to aircraft noise annoyance/abatement know-
how of the state-of-the art research.

II. APPROACH OVERVIEW

In Fig. 1 a simplified overview of the project can be seen.
Two heavy resource-demanding activities must first be
described in order to understand the follow-up activities: 1)
telephone interview and field studies are performed to
investigate current annoyance situations around airports and
ii) beginning from the synthesis of a single flyover, complete
airport scenarios must be synthesised to be able to analyse
the effect of optimised aircraft sounds, take-off/landing
procedures and airport scenarios.

The information gathered from the field studies are used
to build a Virtual Resident, a tool to predict human
annoyance on the basis of a set of parameters, like number
of aircrafts, noise levels, etc. at a given observation point
together with other factors that influence annoyance (so-
called moderators) like expectation of future aircraft noise,
procedural fairness, economic dependency from the airport
etc. On the other hand, synthesised sounds are tested in
laboratory examinations to see the level of their
effectiveness.

The following items seen in Fig. 1 will be discussed in
more details in Section III:

21




A Multi-disciplinary Approach
to Lower Community Aircraft Noise Annoyance

Psychometric tests

Optimised

procedures

& sequences

 Minimum-Neisa Tajoctory

2 Minmum. ociory
o Tajactory

mmmmmm

Virtual

resident

Aircraft position/
altitude

Engine operating
conditions

Aero settings

Fig. 1. Simplified workflow of the FP7 European Project COSMA. By making use of flight-path and sequence optimisation as well as application of
psychometric examinations to create less disturbing aircraft sounds, sequences are synthetized. These sequences are tested in laboratory with lay
participants to check the level of benefit of the optimisation. On the other hand, highly sophisticated field studies are carried out to analyse current
situations around airports. The high number of hours spent by the participants in test allow an extensive exploitation of current situations, so a Virtual
Resident model can be built. which is able to estimate human annovance. The VRes will identifv most annoving factors. which can be used as later

A. Psychometric testing

Four different kinds of examinations are performed in the
work group responsible for psychometric examinations:

Telephone interviews & field studies

Telephone interviews allow studying what are the key
moderators of aircraft noise annoyance around a specific
airport. They form the basis for the development of the
examination methods used in the field studies.

The real-life annoyance can only be tested in the field, in
the houses of airport residents, during their regular daily
activities. Participants fulfilling a set of requirements are
invited to take part in the examinations. During 4
consecutive days, participants give their annoyance rating
each hour, whilst the outdoor noise level is measured
continuously. Additional questions each hour and before and
after the whole testing days allows gathering information
about non-acoustical moderators which strongly influence
actual annoyance.

Laboratory studies

The laboratory studies allow to test 45 minutes sequences
one against the other. Two benefits are to be mentioned
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here: i) the same scenario is tested by several participants
(which is a big advantage in statistical analysis, but is not the
case for field studies), ii) future aircraft/airport scenarios can
be presented to the participants.

Sound Synthesiser Machine examinations

It is of high difficulty for lay people to express what are
the most disturbing sound-features of an aircraft flyover and
how much one or the other component should be modified to
come to a better sounding aircraft. The Sound Synthesiser
Machine is a unique tool to overcome these difficulties:
faders are assigned to different aircraft components, like
tones, engine-noise, etc., and by moving the faders, one can
easily create less disturbing flyover sounds.

B. Optimisation of procedures and sequences

This part of the project addresses the possible benefit of
other take-off/landing procedures, as well as the
optimisation of aircraft types in respect of a few parameters
(like constant number of passenger movements in a given
time period, etc.). The optimisation results are directly used
in the sound engineering workgroup.
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C. Sound engineering

The realistic-sounding synthesis of aircraft flyovers and
sequences play an important role in the exploitation of future
aircraft, manoeuvres and sequences. Two kinds of sound
engineering tools are realised in the project: i) an online
“Sound Synthesis Machine” for lay people (e.g. for non-
engineers or specialists in the field of aircraft industry) to
find optimal-sounding aircraft sounds and ii) an “Aircraft
Noise Climate Synthesiser” for sound engineering specialists
to synthesise from the ground aircraft flyovers/sequences
according to any aircraft assembly, flight-path, manoeuvre
parameters. This latter is also used to synthesise those
sequences and procedures specified by the optimisation
work group.

D. Virtual Resident

This highly sophisticated tool will contain and use as
much knowledge as possible to predict the most probable
human annoyance reaction to an unknown aircraft sequence.
The examinations performed in COSMA will serve as a
starting point, but it is intended to develop the tool so that
results of future field studies can also be included in it.

III. KEY STEPS IN FINDING SOLUTIONS TO LOWER
COMMUNITY AIRCRAFT NOISE ANNOYANCE

Not only an overview was given in the previous section
but also the strong interaction and dependencies were
demonstrated. In the following, more details will be given
for the key elements of the multi-disciplinary approach. In
order to better understand the dependencies, the works will
be presented in dependency order and not in work package
groups as in Section II.

A. Sound synthesiser machine

The key requirement towards the Sound Synthesiser
Machine is that lay persons, e.g., non-engineers, should be
able to use it in such a way that the end result can be used by
aircraft manufacturers as an indication, which of the
dominant noise sources of an airplane are to be suppressed
most of all. This doesn’t necessarily mean a simply noise
reduction task, as it is also possible, that making a few
components a bit louder, one can mask the most annoying
noise source without a strong reduction in its level.

It is obvious that making an aircraft quieter will make it
less annoying, but it is also well known, that sound quality
plays an important rule too. The Sound Synthesiser Machine
serves exactly this goal, namely to enable subjects to create
their own less-annoying-sounding aircraft under the
prescription that the more preferred aircraft sound i) is of the
same loudness as the original, ii) will be technically feasible
at least in the coming 10-20 years.

For most sound design tasks, engineers are employed to
invent the best sounding, yet technically feasible sound of a
means of transport. Unfortunately those engineers, working
for years and decades on sound design, are reacting probably
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in a different way to aircraft sound, as people living around
airports. For the first time a tool has been realised, which
allows really lay people, e.g., people who never had
anything to do with sound design, to adjust their own
preferred aircraft sounds interactively.

The realisation of the sound synthesis machine consists of

3 main steps:

1. Current aircraft flyovers have to be measured under
realistic conditions. E.g., a quiet recording place has to
be found in a distance to the runway, where typically
houses can already be located. Both take-offs and
landings have to be recorded.

2. The recorded aircraft sounds have to be decomposed
into components (see Fig. 2), which can be seen as the
most dominant noise sources of an aircraft. These are
for example tonal components of the turbine, the buzz-
saw noise, the broadband noise of the airframe, etc.
The exact components have been defined by aircraft
manufacturers, in a way that they can clearly be
distinguished as a sound component (e.g., it is strong
enough), but can also be related to a major part of the
aircraft (e.g., it is not a mixture of completely different
parts of an airplane). This will assure that the level
adjustment on the sound components can later directly
be translated into the necessary modification of a
clearly defined part of an aircraft.

(] R I
mols) imels]

Fig. 2.
components, like buzz-saw, broadband noise, tonal components, etc.
(Top picture: time vs. measured sound pressure signal amplitude, bottom
pictures: time vs. spectra of decomposed signals. From left to right: buzz-
saw, broadband noise, tones.

Decomposition of a recorded aircraft flyover onto source

3. Finally, a software has to be written, where faders are
assigned to the various components, and the subject
can adjust the level of each fader such that the mix of
the level-adjusted sound components result in a better
sounding flyover than the original one. (These new
sounds are referred as target sounds.) Naturally, the
tool has to compensate for the level adjustments of the
individual components, making sure this way that the
new sound is perceived exactly as loud as the original
one. As mentioned already, it is of key importance that
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the tool can be used very easily. For this reason, not
only a very clean and easy graphical user interface has
been designed, but also an external controller is applied
to control the tool. This makes it possible even for
people having less experience with computers to
familiarise them with the tool very fast and to be able
to realise those sound modifications, which they think
to be the best for them.

By realising this way the Sound Synthesiser Machine,
examinations can be performed with lay participants in
laboratories. In European projects it is of great importance
that test are realised in several laboratories all over Europe.
As with all such psychometrical examinations, specialists
point out the necessity of assurance of as similar as possible
conditions at all examination places. Only this assures, that
at the end of the examinations, a common statistical analysis
can be performed, valid mean values can be computed and
cross-cultural differences/similarities can be shown. For this
reason, 1) headphones were selected for sound reproduction
(because using them there is no influence of room acoustics
or loudspeaker differences), ii) exactly the same hardware
controller is used in all laboratories with the same software
(naturally labels are translated in the countries’ native
languages), iii) the sound reproduction level through
headphones is well defined and the same for all places.

In Fig. 3, a participant can be seen working with the
Sound Synthesiser Machine.

B. Optimisation of procedures and sequences

This activity is divided in two optimisation tasks, dealing
with single and multiple events, respectively, plus a final
task aimed at the formulation of the design criteria.

Single event optimum — e.g. optimised procedures

As a first step, a single-event procedure is analysed. The
optimisation objective is the achievement of an optimum
noise shape (see Fig. 4) based on one of the target sounds
synthesised during an earlier European project, compatible
with the aircraft configuration under analysis. During this
phase, particular attention must be paid on the compliance of
the manoeuvres with specific operational limits in terms of
load factor, climb and descend rate, and stall speed. These
constraints are taken into account by considering different
levels of severity for the operational bounds.

At the first level, the operation conditions are limited by
considerations related to flying comfort, in order to avoid
sharp manoeuvres and limiting the load factor to values
easily tolerable by the passengers.

The second level deals with the constraints imposed by
the applicable regulation, which depend on several factors.
Here, only the most relevant subset of constraints is applied
to the optimisation procedure.

The third level is represented by the operational limits of
the specific aircraft under analysis, and is essentially related
to airworthiness.

The use of these multilevel constraints allows for a
dynamic selection of the criteria to be applied for the
identification of the more appropriate procedure. For
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Fig. 3. Working with the sound synthesis machine

instance, when dealing with the heavy night traffic related to
air courier operations, limitations related to passengers’
comfort are not pertinent, and higher load factors (i.e.,
sharper manoeuvres) can be reached.

The outputs of this optimisation task are noise levels at
the certification points, and noise footprint. Once the
optimisation process is calibrated on earlier sounds, the
updated target sounds provided by the Sound Synthesiser
Machine examinations will be used, and the sound-matching
criterion (based on the “index of sound similarity”) will be
extended to the analysis of multiple observation points, in
order to produce a map of the matching level of the aircraft
noise with the given target.

Multiple event optimal scenario — e.g. optimised sequences
In the present task, the algorithm developed in the single
event optimisation task is extended to multiple-events
situations, in order to deal with a realistic condition and
provide to sound synthesis specialists (see next Section) the
appropriate guidelines for the final synthesis of the low

Sx5km mics grid

SEL [dBA]

——
trajector .
43 ajectory

Fig. 4. After optimisation, the footprint of a take-off or landing can b
computed and drawn as seen in the figure. Single event optimal procedure
result in smaller noise footprints than currently used procedures.

annoyance airport noise scenario. To this aim, the operative
framework is defined in terms of number of events, aircraft
types, and airport map. The optimisation criteria are
specified in accordance with the recommendations arising
from the results of the field studies (see Section III/E). In
this respect, a crucial aspect is the definition of an
appropriate objective function, capable to drive the
optimisation process towards optimal solutions consistent
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with the outcomes of psychometric research group. Indeed,
the identification of the proper objective function is strictly
related to the optimisation criteria to be pursued, and thus to
the chance of success in the achievement of the desired
optimal scenario. In addition, it deeply influences the choice
of the simulation models to be included in the optimisation
framework.

Another key point to the accomplishment of the present
task is the identification of the additional regulation
constraints to be included in the optimisation process. In this
case, the criteria (optimum noise shape) used during the
single event optimisation task must be completed with the
restrictions arising from the simultaneous presence of
several aircraft in the vicinity of the airport. These
restrictions must be provided in terms of event separation
time, minimum horizontal distance, minimum vertical
distance, and relative speed. In order to keep the computing
time within a reasonable limit, only the most relevant
limitations to the operations are taken into account.

C. Synthesis of individual flyovers and sequences

As mentioned before, the output of the optimisation tasks
are flyover paths defined by many points in the 3D space
accompanied by a number of aircraft settings parameters
(e.g. a large tables). The so-called Airport Noise Climate
Synthesiser is a powerful sound synthesis tool that — among
other input types — can be fed with these “tables™ and is able
to synthesise airport noise scenarios for any location in an
airport community. Being more precise, the tool uses 5 sets
of input data: 1) source component spectra (jet, turbine, fan,
etc.), 2) operational parameters (flap settings, speed, engine
RPM, etc.), 3) atmospheric noise propagation and ground
reflection models, 4) flight path data and 5) airport scenarios
(types of aircraft, number of events, time between events,
etc.).

This tool bases on a much simpler tool developed in an
earlier European Project (SEFA), which was able to
synthesise individual flyovers with a highly limited number
of aircraft source models. The flyovers produced by the
earlier tool were recognisable, but sounded too synthetic.
However, the development of that basic version (which can
be seen as a beta version for the current one) formed
important knowledge about the necessary input data for
realistic sounding flyovers.

Several new functionalities are in on-going development
in the current approach:

e An interface to the so-called SOPRANO tool (an
extensive database of aircraft noise source
components), which will serve as a data
management tool to support and manage any kind
of source component models and data.

e Source component modification capabilities that
allow assessing the impact of modification
scenarios and technology increments.

¢ Improved noise propagation models [2], which cover
turbulences, wind effects and complex terrain
effects.

* The extension of the new tool to support multiple
events in real airport scenarios.

A Multi-disciplinary Approach
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e The linkage of the tool to the Virtual Resident
(VRes) model (see Section III/F). This allows
computing functional noise annoyance maps for
airport communities, which is expected as a big
improvement over simple Lpgy maps.

All software components are developed in an open way
and will be able to support additional measurement data,
new engine and aircraft technologies, new airport policies
and more realistic virtual resident models after the current
project finishes. This assures, that such a tool, which is very
hard to develop, will not vanish after the end of the project,
but can be used and further developed any time.

Without naming all the companies and institutes involved
in the actual development, it is worth to mention, that
aircraft- and aircraft engine manufacturers, experts in the

- Display Organtzatior
- Time . XY view
=

CEEFrEEEE

]
]

I3 0y ——
4 |
£ £
0] 13 i 4
ok = 1
4 0
B—— 2 = -
00 800 a0 S0 060  #op a0
i {5) Kimeters)
u
3000 13 1000 2000

X|

Listening st et e < =
[ pume | [ oop || | [scue (uaon) [zoom ) fcormon)| (o)
Fig. 5. The Airport Noise Climate Synthesiser takes noise-source
components, trajectories, aircrafl types, listener position etc. and compultes

flyover sounds, which can be played back by regular audio software.

field noise and vibration, programmers contribute all to the
successful development of the tool.

In addition to the mono sound synthesis, also a 3D
auralisation system is under development to enhance the
perception of the synthesised aircraft sounds. This
auralisation system will take advantage of the principles and
algorithms gained during the development of the Aircraft
Climate Noise Synthesiser tool. As a spatial sound
reproduction  system closely corresponds to reality,
psychometric judgments of aircraft sound quality may be
substantially more predictive in respect to the Virtual
Resident than those that are based on standard methods
using headphones. 3D virtual airport scenarios will be
auralised using a setup of 8 loudspeakers.

The output of the Airport Noise Climate Synthesiser can
be tested in different ways. First of all, the L, contours and
the resulting spectrogram can be check. Also by simply
listening to the output gives important information to
developers about the actual quality at a given stage of the
development. However, the final approval can only be done
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by psychometric tests asking from participants for quality of
the synthesised sounds and their perceptual similarity to
measured ones. For this purpose, members of the
psychometric group will perform validation tests at the end
of the development.

D. Laboratory studies

The results of the optimisation process described in
section III/C can be used by the Airport Noise Climate
Synthesiser tool to create future aircraft (new engine, new
shape, etc.), manoeuvres (new flyover trajectories with the
according engine-, flap-, slaps-settings) and airport scenarios
(a number of aircraft taking-off and landing). This has the
big advantage, that not only numbers underlie, that a given
change would result in x dB less loudness, but also the
possibility that one can listen to them. Like real aircraft
sounds in the field (e.g. a number of aircraft during a given
observation time in listeners home), synthesised sounds can
also be tested. They have to be played back through
appropriate loudspeakers (e.g. ones with good bass
reproduction capabilities) in laboratories arranged like a
living room at everybody’s home (see Fig. 6). The word
“laboratory” means in this case, that the acoustics of the
room are well known/controlled.

Fig. 6. Participants taking part in the laboratory studies. In being in home-
like surroundings, aircraft flyovers are played back through loudspeakers.
Participants do home-like activities like reading, discussing, and in
addition also performance tests.

For practical reasons, very long tests — like in the field
studies (for details see the following section) — can not be
performed, but tests of a duration of several hours can,
which are already enough to show at least some effects.

In the present project, participants will perform home-like
activities (e.g. reading a newspapers, writing a letter,
discussing, resting, etc.). After well-defined time-periods,
participants will have to give their opinion, how much they
felt them disturbed by the aircraft. During the examination
time, participants will also perform a few objective tests
(memorisation or computation task, reaction time tests, etc.)
so the disturbance can also measured, not only asked. To
find the most appropriate objective methods, psychologists
are also involved in the project.

E. Telephone interviews — field studies

Before going into details on the field studies, the
importance of the telephone interviews should be pointed
out here. It is well known by today, that aircraft noise
annoyance is strongly influenced by many other moderators,
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than acoustics [1]. Just to mention a few of them:
expectation of future aircraft noise, procedural fairness,
economic dependency from/ attitudes towards the local
airport, social status, environmental consciousness,
information recently heard in newspapers, kind and time-
frame of activity done at home, financial support by
policymakers/the airport for window insulations, etc. All
these moderators are not directly related to the air traffic and
the noise caused by it, but influence clearly the annoyance.
So it makes sense to perform first a large tclephone
interview survey (in case of COSMA, 1200 persons per
airport have been interviewed), as it costs significantly less
money, than spending measurement days at participants
home, but delivers statistically relevant information about
the airport under analysis, which are the key factors to
determine noise annoyance.

After the telephone interview, for cost saving measures, a
subsample can be selected to take part in the actual field
studies. But the question rises, why is it worth to perform
another field study, when by today many annoyance studies
around airports have been performed already?

The point is, that in these studies, the noise excitation
generating the residents’ annoyance around airports was
usually estimated by integrated measures (e.g. L., NNI).
These data are calculated for defined periods (day, night)
using acoustic data (number and levels of flyovers) of more
or less distant noise monitoring stations. Noise load
calculations from data of official noise monitoring stations
(often kilometres away from residents’ position) are quite
error-prone procedures. Accordingly, annoyance is just
poorly predicted. This becomes evident by the huge variance
as shown by numerous field studies and meta-analyses
performed in the past. Specific acoustic features, such as the
frequency spectra of the individual aircraft noise events, and
the temporal distribution over the day were usually
disregarded.

To go deeper in understanding aircraft noise annoyance,
the present project’s method records the noise levels directly

Fig. 7.
noise is directly measured outdoors at the location of participants, wherecas
the indoor noise level is computed from it through out/indoor transfer
function measurements. (Note the microphone putted at 4m height on the
left hand side of the picture.)

In the unique approach of COSMA field studies, the “polluting”
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at participants home (e.g. in their garden — see Fig. 7), but
also infoutdoor transfer functions are measured. There are
also time periods, when the participants are focusing on each
individual flyover. During these periods, the indoor time
signal is recorded, which allows for complete
psychoacoustic analyses. In this unique approach, standard
and special psychoacoustic parameters can be correlated to
the sound quality evaluation of participants.

In these field studies, whilst outdoor noise levels are
continuously logged during 4 days, participants are doing
regular activities at home. However, each hour, a specially
for these examinations developed software alarms the
participant to answer a few questions relating to the activity,
its disturbance, location, etc. of the participant during the
past hour. This approach — developed by field study
specialists — allows for direct correlation of annoyance and
noise and — further on — the annoyance with aircraft design
and operations.

As not only cultural differences can exist in relationship
with aircraft noise but also the various airports are highly
different in terms of capacity, operation times, number of
runways, etc. three important airports are selected for field
studies in the COSMA project:

® London Heathrow LON (one of the
European airports)

® Cologne/Bonn CGN (high amount of night time
traffic)

® Arlanda Airport, Stockholm ARN (important
airport of a Nordic country)

largest

F. Virtual Resident

This is a tool that has to simulate the annoyance of people
living around airports due to aircraft noise. (More precisely,
the tool should simulate a kind of “average” person. — See
Fig. 8). It collects most of the information gathered in other
activities of the project and uses them to create a highly
complex “intelligence”. The general workflow on the
development and on the prediction algorithm of the VRes is
depicted in Fig. 9.

The VRes tool will accept different types of input sounds:
single-event and multiple aircraft sounds as used in the
laboratory listening examinations, field study recordings and
combined laboratory/field audio files. The input
sounds/sound scenario can be measured or synthesised. The

Fig. 8.

The challenge of the Virtual Resident. Aircraft noise annoys
people during their various activities. One of the major difficulties in the
development of the VRes is the specification of a kind of mean annoyance
of lot of people during lot of activities. The actual prediction task begins

onlv after.
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tool consists of three main modules in serial connection: (1)
a preprocessor (parameter extraction) module, (2) the VRes
core algorithm and (3) a postprocessor.

In the case of complete sound scenario, the time signature
is first decomposed onto single events. Then, a preprocessor
module is applied to the input sound data to extract a
reduced subset of relevant parameters. This subset of
parameters is then passed to the VRes core algorithm. This

/\‘E/@j
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e

sound
|
Core Algorithm
2

quality
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Fig. 9. Workflow of the Virtual Resident.

global
effects

supports several types of models (neural network model,
multi-regression models and categorical & regression tree
models), each generating an estimate for annoyance or
preference. Finally, the postprocessor selects the most
appropriate one or produces a combined estimate.

The VRes tool has a built-in intelligence, obtained from
different sources: former field studies, earlier EU projects,
sound machine examinations. So it comprises both
knowledge and the expertise/know-how of the partners
involved. This intelligence is applied to develop both the
preprocessor module and the VRes core algorithm models as
well.

One of the most challenging tasks in the development of
the VRes is the development of the preprocessor.
Mathematical algorithms have to be developed to describe
the input audio files by a reduced set of parameters. One of
the key issues is the definition and selection of those
parameters that are most relevant for describing annoyance.
Two preprocessor sub-modules are developed focusing on
single and multiple events respectively. In case of single
events, special acoustic and psycho-acoustic parameters
must be computed. For multi-events, the detection of
flyovers in the long SPL histories is a big challenge. After
successful detection, a few acoustical parameters can be
computed for each fly over, and for periods of time
averages, distributions, maximal values, etc. The efficient
work of the preprocessor is indispensable for the core
algorithm, which can handle only a limited number of input
parameters for predictions. On the contrary, a time signal or
an SPL history log consists of millions/thousands of samples
(the values following one after the other).

For prediction problems various algorithms do exist, in
the present approach three different types will be realised.
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These algorithms must be set up/trained by some measured
data. The psychometric examinations described earlier can
serve this goal: field/laboratory test’s noise records can be
used as input for the VRes tool, and its output, the predicted
annoyance, can be correlated to human responses. An
optimisation process assures the appropriate set up of the
internal parameters of the core algorithm. By not using all
data for setting up the core algorithms, the remaining data
can be used to validate the model.

The last step for the VRes tool is a postprocessor, which i)
selects the result of the best core algorithm or combines
them, and ii) is able to create an annoyance colour map in
cooperation with the Airport Noise Climate Synthesiser.

IV. MORE INFORMATION

For further information generally about the COSMA
project please refer to [3, 4, 5, 6]. Details about the Sound
Synthesiser Machine can be found in [7, 8] about. About
annoyance, as a design optimisation criteria can be found in
[9]. Further information of field/laboratory examinations can
be found in [10, 11, 12]. The Virtual Resident model is
described in [13] in more details.

V. CONCLUSION

The present paper demonstrated a complex approach to
further understand and lower communities aircraft noise
annoyance. As one could see, this kind of annoyance can not
only be handled by simple engineering tools because not
only loudness plays an important role, but also other non-
acoustical moderators as well. On the other hand, even the
acoustical effects are not easily to understand, because
aircraft noise annoyance is a long-term reaction. The
“combination” of single events to estimate the long-term
annoyance is far not obvious.

As these factors are not easy to “measure”, the importance
of a multi-disciplinary collaboration of researchers and also
the broadening the examinations to different places around
Europe or the World must be underlined here.

REFERENCES

[1] R. Guski, “Personal and social variables as co-determinants of noise
annoyance”, Noise Health 1999, Volume I, Issue 33, p. 45-56, 1999.

[2] F.S.R.P. Cunha; L.M.B.C. Campos, “Acoustic Signal Distortion by
Atmospheric Turbulence”. in Proc. of INTER-NQISE 2010, Lisbon,
Portugal, 2010.

[3] M. Bauer, D. Collin, U. lemma, K. Janssens, F. Mirki and U. Miiller,
“COSMA - Community Oriented Solutions to Minimise Aircraft
Noise Annoyance”, in Proc. of INTER-NOISE 2010, Lisbon,
Portugal, 2010.

[4] M. Bauer, D. Collin, U. Miiller, K. Janssens, F. Marki, U, lemma,
“COSMA - Progress in Community Orientated Solutions to Minimise
Aircraft Noise Annoyance”, presented at Aerodays 2011 conference,
Madrid, Spain, presentation ID 6E4,

[5] U.lemma, “X-noise: COSMA project”. presented at Aireraft Noise
ane Emissions Workshop 2011 (ANEW 2011), Rio de Janeiro, Brazil,
2011.

[6] K. Bolin, *COSMA- Community Oriented Solutions to Minimize
Aircraft noise- A EU project on sound quality of aircrafts”, presented
at International Workshop on Acoustics and Vibration in Egypt -
IWAVE 2011, Cairo, Egypt, 2011,

28

[7] F. Mirki, K. Gulyds, F, Augusztinovicz, R. Bisping, M. Bauer, M.
Bellmann, H. Remmers, D. Sabbatini, K. Janssens, “Sound
Synthesizer Tool for on-line interactive Sound Quality Analysis of
Aircraft Flyover Noise”, in Proc 18th International Congress on
Sound and Vibration (ICSV18), Rio de Janeiro, Brazil, 2011.

[8] F. Mirki, K. Gulyis, F., Augusztinovicz, R. Bisping, M. Bauer, M.
Bellmann, H. Remmers, D. Sabbatini, H. Van der Auweraer, K.
Janssens, “Sound synthesizer tool for on-line sound quality analysis
and target sound design of aircraft flyovers”, in Proc. INTER-NOISE
2011, Osaka, Japan, 2011, Paper S561.

[9] U. Iemma, M. Diez, C. Leotardi, “On the use of noise annoyance as a
design optimization constraint: the COSMA experience”, in Proc.
18th International Congress on Sound and Vibration (ICSVI18), Rio
de Janeiro, Brazil, 2011, Paper No. 1769,

[10] D. Schreckenberg. R. Schuemer, “The impact of acoustical,
operational and non-auditory factors on short-term annoyance due to
aircraft noise”™, in Proc. INTER-NOISE 2010, Lisbon, Portugal, 2010,
Paper No. 333.

[11] U. Miiller, S. Stein, “Community Aircraft Noise Induced Annoyance
around Cologne/Bonn Airport - First Results of a Telephone Study™,
presented at /st International :envihab Symposium, Cologne,
Germany, 2011.

[12] C. Lavandier, F. Marki, I. Terroir, J. Lambert, P. Champelovier, U.
Miiller, “Impact of aircraft noise on annoyance and activity
disturbance in a laboratory context: pre-test for COSMA project”,
presented at ANERS 2011, Marseille, France, 2011,

[13] L. Kovics, F. Mdrki, B. Bartha, D. Schreckenberg, “Novel tool for
predicting the disturbance of airport residents caused by aircraft
noise”, in Proc. Forum Acusticum, Aalborg, Denmark, 2011, Paper
000554.

AUTHORS

FERENC MARKI obtained his Masters degree in
Electrical Engineering in 1998, and his PhD in
Engineering and Technology Discipline of Electrical
Engineering Sciences (summa cum laude) at the
Budapest University of Technology and Economics
(BME), Hungary, in 2010. He is associate professor at
BME, Department of Telecommunications, where he
teaches various courses about audio- and video
engineering and acoustics. His research fields are: acoustics (numerical-,
room-, psycho- and general), source identification, sound engineering,
studio technologies, sound reinforcement. He has more than 15 years
computer programming and system administration experience too. Since
2002, he was involved in the following European Projects: TINO,
CONVURT, X-NOISE 1/2/3/EV, InMAR, IMAGINE, SEFA and COSMA,
where he is workpackage leader.

MICHAEL BAUER, COSMA Co-ordinator, studied
physics at the University of Bayreuth and received his
doctor’s degree on the field of experimental solid state
physics in the year 1992. From 1992 to 1998 he was a
project leader and consultant for industrial
vibroacoustics. In 1998 he entered the acoustics
department of Dornier GmbH, Friedrichshafen, as a
research and development engineer. He has been
working on the Dornier aircrafts Do328Jet exterior noise including flight
testing, the Do728 interior noise and turbulent boundary layer noise
studies. He was involved in noise certification tests for satellite systems
and the European ISS module “Columbus®. Since October 2005 he is
scientific employee of EADS Innovations Works in Munich, mainly
working on propeller and jet noise. Since 2008 he is
research team leader for aeroacoustics.

DOMINIQUE COLLIN has worked for 30 years at
Snecma, covering various aspects of research and
development activities in noise engineering applied to
aircraft engines. He is currently Head of Acoustics for
the SAFRAN Group, which includes companies such
as Snecma, Turbomeca, Messier-Dowty and Aircelle.

D. Collin graduated from Université de Technologie de Compiégne in 1978
with a degree in Mechanical Engineering and a masters in Noise and
Vibration. After joining Snecma in 1980 as a noise test engineer, he has

INFOCOMMUNICATIONS JOURNAL

DECEMBER 2011 « voLuME |l « NUMBER 4



INFOCOMMUNICATIONS JOURNAL

DECEMBER 2011 « voLuME |ll * NUMBER 4

been in charge of CFMS56 noise engineering and head of the Acouslics
Department at Snecma.

Involved since 1991 in ICAO CAEP activities. Dominique Collin is
currently Technology Focal Point within the ICAO CAEP Working Group
I (Noise), in charge of its Technology Task Group. In this capacity, he has
co-chaired the CAEP Noise Technology Independent Experts Review
performed in 2008.

Since 1998, Dominique Collin is the coordinator of the X-Noise network,
an EU funded Coordination Action overlooking European aviation noise
research. The X-Noise network which includes all major European industry
and research organizations involved in aircraft noise reduction has been
instrumental in developing and implementing the current ACARE Strategic
Research Agenda (SRA) in the noise area.

UWE MULLER obtained his Ph.D. in Physics at the
University of Stuttgart-Hohenheim, Germany in 2000,
In the same year he joined the German Acrospace
Center DLR, Institute of Aerospace Medicine in
Cologne. His main competences are in Acoustics and
Noise Effects’ research. Since 2000 he was involved in
respectively responsible for numerous laboratory and
field studies about the effects of nocturnal aircraft and
freight train noise on residents’ sleep using
polysomnographical recordings. In two EU-projects he
led the workpackages dealing with aircraft noise and sound engineering
effects on residents’ annoyance.

KARL JANSSENS received his Engineer diploma
(1995) and PhD degree (1999) from the Katholicke
Universiteit Leuven, Belgium. He joined LMS
International in 2001 and works as R&D Project
Manager in the Test Department of the company. He
has 10 years of experience in sound quality
engineering, rotating machinery, noise source
identification, transfer path analysis and active noise
control.

A Multi-disciplinary Approach
to Lower Community Aircraft Noise Annoyance

Prof. UMBERTO IEMMA, PhD. Born in Rome, on
August 10, 1962. Associate Professors of Aeronautical
Structures and  Design (Costruzioni e Strutture
Aerospaziali) at the Faculty of Engineering of the
Roma Tre University. In charge of the courses of
“Structural Dynamics” and “Aircraft Design” for the
graduate degree program in Aeronautical Engineering,
and “Engineering Mechanics™ for the undergraduate
program in Mechanical Engineering. Responsible of
the Laboratory of Industrial Engineering — Section of Aeronautical
Structures since 1996. Visiting professor at the Massachusetts Institute of
Technology, Cambridge, MA, in Fall 2006. Involved in 10 research
projects sponsored by the European Commission in the period 1994-2011.
Scientific coordinator of the research unit of the Roma Tre University
within the EC projects SEFA, COSMA, OPENAIR. Primary research
topics: theoretical/numerical modeling in aerodynamics, aeroacoustics, and
aeroelasticity; analysis of the aeroacoustoelastic interaction of shells in
motion within a compressible medium; multidisciplinary design
oplimization of innovative configurations under environmental constraints;
development of non-invasive experimental techniques for modal
identification of structures; high performance computing using innovative
programming techniques; higher-order Boundary Element and Finite
Element formulations for aeroacoustics and structural dynamics; fluid-
structure interaction in biological flows; theoretical/numerical modeling of
acoustic meta-materials for acoustic cloaking. Author of more than 80
scientific papers published on international journals or presented at
international conferences with referee.

29




INFOCOMMUNICATIONS JOURNAL

Interworking and Monitoring of
Heterogeneous Network Technologies

Interworking and Monitoring of Heterogeneous
Network Technologies

Markosz Maliosz, Csaba Simon, Pal Varga

Abstract—Wide scope of technologies and research areas has
been investigated during the project Together IP, GMPLS,
Ethernet Reconsidered — Phase 2 (TIGER2). One of our main
contributions was the inter-domain traffic engineering for
network load balancing. Inter-domain cooperation at control
plane level, forming a ,,Knowledge Plane” from the various
control planes allows the different administrative domains and
technology regions to understand and accommodate each other’s
service and performance requirements. This kind of integrated
Traffic Engineering (TE) offers more flexible ways for reacting to
traffic changes. Another important contribution was an actual
implementation of a traffic analysis equipment that resides in the
“Monitor Plane” and reports traffic mix, traffic matrix and
further advanced statistics to the Knowledge Plane. The
monitoring equipment is an FPGA-based, 10Gbps Ethernet-
capable interface card developed for lossless packet capture and
advanced traffic analysis.

Index Terms— Traffic Engineering, Knowledge Plane, Traffic
Analysis, 10 Gbps Ethernet monitoring

I. INTRODUCTION

Inter-domain cooperation at control plane level offers the
possibility to balance the traffic in a much flexible way
compared to the single domain TE methods. We investigate
the possibility of cooperation where an Ethernet access
network and an IP over WDM (Wavelength Division
Multiplexing) core network are interconnected. In our
approach a hybrid control plane model is applied where MSTP
(Multiple Spanning Tree Protocol) is used as a layer 2-based
Ethernet control plane in the access and GMPLS (Generalized
MultiProtocol Label Switching) is used in the core. In this
network environment the result of the cooperation is
redistributing the traffic between the spanning trees of the

aggregation domain. We proposed a joint access-core
network optimization based on these cooperating control
planes, and investigated our solution by means of simulations.
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In order to validate the presumptions about current traffic
characteristics both inter-domain and intra-domain, we carried
out various measurements at live, operational networks. Beside
the fact that these measurements served the modeling phase of
the TIGER2 project well, they also showed limitations of
current capture and analysis methods. Such limitations
included lossless packet capture capabilities at fully loaded
10Gbps Ethernet connections; effective identification of traffic
flows carrying peer-to-peer, video streaming or hidden VoIP
(traffic mix); and analysis of traffic flows between endpoint
clusters (traffic matrix).

II. INTER-DOMAIN COOPERATION OF DIFFERENT CONTROL
PLANES FOR TRAFFIC ENGINEERING

A. Selected Network Technologies

Access networks are predominantly Ethernet-based.
Ethernet traffic needs to be carried efficiently across an
operator infrastructure. The combination of the different
technologies: IP, GMPLS and Ethernet yield integrated
network  architecture  in  metropolitan  carrier-class
environments. In such a heterogeneous internetworking
environment different data plane technologies and different
services at different layers co-exist that need to be harmonized.

From the access network the Ethernet traffic is concentrated
at the edge nodes and is forwarded to packet-based transport in
the core domain. The trends evolve towards the wide
deployment of WDM (Wavelength Division Multiplexing)
network devices in the core, which enables the transmission
over the established connection-oriented lightpaths in the
optical domain.

These lightpaths form a virtual topology over the physical
topology that can be reconfigured dynamically in response to
traffic changes and/or network planning. The combination of
IP directly with WDM results in an efficient assignment of
optical network resources to forward IP traffic [1][2].

The versatile GMPLS enables the integrated control of both
IP and WDM. Integrated routing and wavelength assignment
based on GMPLS is currently the most promising technology,
which also delivers effective TE capabilities. The typical
routing protocol in such networks is the Constrained Shortest
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Path First (CSPF) [3], which enables calculating paths that
meet the specific constraints, for example bandwidth
requirements [4].

In the above model the lower layer is the ’optical’ one, the
upper layer is typically the ’electronic’ one, capable of
performing joint time and space switching. Paths of the lower
layer correspond to a single link in the upper layer. Lightpaths
are special routes: they arise and terminate in the electronic
layer. The upper, electrical layer can perform multiplexing
different traffic streams into a single wavelength path (A-path)
or lightpath via simultaneous time and space switching.
Similarly it can demultiplex different traffic streams of a single
lightpath. Furthermore, it can perform re-multiplexing as well:
some of the demands de-multiplexed will be again multiplexed
into some other wavelength paths and handled together along
it. This is often referred to as traffic grooming [5].

To operate these layers together, we consider the case when
both the layers are handled via a distributed control plane to
ensure full and joint on-line adaptivity of both of the layers. By
using dynamic optical layer, it is possible to create adaptive set
of lightpaths that satisfies emerging traffic demands. Those
two physical nodes that are connected by a lightpath are seen
as adjacent by the wupper layer. Multiplexing and
demultiplexing the traffic of a lightpath is impossible by
applying only optical devices. In these cases lightpaths have to
be torn down, their traffic has to be taken up to the electronic
layer that increases the number of lightpaths. In addition, the
number of applicable opto-electronic converters per node is
limited.

B. Cooperation of Control Planes

Typical TE solutions deal with a single domain, only
[61[7][8]. Alternatively a joint optimization of traffic over a
cascade of core networks has been proposed [9][10], but they
consider the same TE algorithm all over the domains.

We assume that the various network segments from the end
user until the core edge node (ingress) are merged into one
domain. This aggregation-access domain is, or in the near
future is expected to be, based on switched layer 2
technologies [11] deploying Multiple Spanning Tree Protocol
(MSTP) [12] to steer the traffic to the core. Aggregation and
access networks become a L2 switched domain, directly linked
to a core network, in which CSPF based TE is used.

Our proposal is to use shared intelligence between control
planes, where the core intra-network functions are unchanged
and only the inter-network control planes co-operate which
enhances the performance. Therefore, we suppose the
capability of communicating/cooperating between the control
planes of the neighbouring domains.

We investigated the effects of cooperation at control plane
level between the different TE mechanisms of the core and
access or aggregation domains. The advantage of this
cooperation is that it allows much more flexibility in
maintaining balanced core network usage by redistributing the
access network’s traffic among the ingresses. We also
investigated the impact of network load optimization on the
efficiency of a dual opto-electronic network model [5][13].
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It is the task of the cooperating control planes, also called
Knowledge Plane, to map the traffic sources among the tree
instances of MSTP.

C. Simulations

We designed an aggregation and two core network
topologies, a meshed (Figure 1) and a dual ring (Figure 2), that
were used for our simulation based investigation.

Figure 1 — Aggregation and meshed core
network topology

The traffic sources are depicted in Figure 1, the aggregation
network conveys the packets to the core network. At the
boundary we have three edge nodes. In real life networks the
number of edge nodes is also kept as low as possible for
reasons of costs. The network has six destination nodes
represented by the exit points of the core network on the right
side. They are the sinks for all the traffic in the network.
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Figure 2 — Dual ring core network topology

The aggregation part of the network can be traversed only in a
few hops, with minimal number of alternative routes. The main
function of the aggregation domain being the feed of the core
network, this is a rational design goal and resembles real life
conditions, where nodes are connected to two neighbouring
devices, at most. We did not investigate the behaviour (delay,
blocking, packet loss, etc.) of the aggregation domain, only
determined the input traffic distribution based on the tree
topologies of the MSTP for the core domain.
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If a TE operation is required in the core network because of
a congested link or link failure, etc. using intra domain TE
only, the traffic has to be re-distributed only relying on
available capacities inside the core. In our proposal, by using
the Knowledge Plane, the input traffic distribution outside the
core edge routers can be re-arranged too. This means that —
from the point of view of the core — we change the input traffic
matrix, since the load on the edge nodes will be adjusted.

Let us take the topology presented in Figure 1. In the case
when the aggregation domain directs all the traffic to the
el _edge, while e2_edge and e3 edge do not feed any traffic
into the core, this is the worst case situation to overload the
core and corresponds to the situation when only the tree rooted
in el_edge is used to collect the traffic in the aggregation
domain. If we use each of the trees in the aggregation domain
to forward the same amount of traffic, then the aggregation
domain distributes the traffic evenly among the three ingresses.
In this case all regions of the core will be evenly loaded.

The task of the Knowledge Plane is to map the traffic
sources among the trees. In our simulations we used small
individual flow throughputs. Each tree is collecting such
individual demands and the sum of these represents the traffic
load at the edges. Practically the granularity of the traffic is
small enough to allow us to finely balance the load. In what
follows we will use the term load balancing as the operation of
load redistribution in the aggregation domain as described
above. The goal of load balancing will be to decongest a
certain area of the core network with a minimal redistribution
of the original load.

Apart from investigating the efficient network capacity
usage and balanced load of the core domain, we also
investigated the possibility to minimize the operations in the
electronic layer and the usage of longer optical paths. These
last two parameters are characteristics of the dual opto-
electronic models.

D. Results

We assumed that the traffic matrix is known in the core
network, and the paths in the core are computed using the
CSPF protocol. We had foreground and background traffic
which enter the core at the edge nodes and sink on the most
right-hand side destination nodes. The link capacities and the
topology determine the throughput of the core. We determined
the load range where the core network becomes congested
(500-800 Mbps traffic volumes).

In our investigations we used only one edge node (e2_edge)
as the starting point to feed the traffic of the aggregation
network into the core. This path is called the main branch.

If the traffic load is high enough, only part of the traffic can
be served. If we apply our solution to this situation, then some
part of the traffic will be shifted to the other two edges,
el _edge and e3_edge. The paths that follow the flows entering
on these two edges are called secondary branches.

We use the background traffic to “fill” the network up to the
point where congestion might start to develop. We sent
background traffic on the main branch then we started to add
new traffic demands until no more traffic could be carried in
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the network, which was set differently from case to case. In
this range are the interesting scenarios i.e., when the main
branch was overloaded, but with the use of secondary branches
we still could serve all the demands.

Within each scenario —that is for different overall traffic
volume— we have simulated several sub-cases, where the load
of the main branch was gradually re-distributed among the
secondary branches. At first we let all the traffic to flow
through the main branch. Then 30% of the total traffic was
forwarded to edges el edge and e3 edge (15% on each of
them). From there on we stepwise directed more and more
traffic towards to the secondary branches (each time cutting
5% more from the main branch). In each scenario we increased
the re-distribution ratio until we could serve all the traffic
through the core.

From the aggregation network side we calculated all the
spanning trees that can potentially be used in our scenarios,
that is, all the trees that are rooted in one of the three edges
and the traffic sources are their leaves. The traffic distribution
on the edge nodes is realized by sharing the traffic among
these spanning trees in the aggregation network.

Load Balancing in the Core Network

Figure 3 presents the ratio of successfully served traffic
demands in the meshed core. We achieved similar results for
the dual ring topology too. It can be seen that increasing the
redistribution ratio linearly increases the rate of served
demands, until reaching 100%, and also the ratio of the traffic
volume that must be redirected to achieve 100% is increasing
with the load linearly. These results confirm that if we
redistribute the traffic before it hits the core edges, we can
balance the core load thus it is a viable mechanism to actively
increase the efficiency of the core traffic engineering process.
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Figure 3 — The successfully served demands as the function
of traffic re-distribution

Effects on Opto-Electric Layers

We evaluated the efficiency of the opto-electric transport
core network while using traffic redistribution at edge nodes.
First let us examine the results in the meshed core. We
investigated the number of established lightpaths.
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If we compare figures 3 and 4 we can see that as the rate of
successfully served traffic demands is rising, but is still below
100%, the number of lightpaths is increasing. This is due to the
fact that more and more individual flows are in the network
and these are following new (alternative) routes. Thus, the
increase of this parameter is not a consequence of the
decreasing efficiency but the growth of the core utilization.

This trend is reversing though, if we are looking at the case
when we keep redistributing the traffic even after all the traffic
reaches its destination. To highlight these results they are
encircled in Figure 4 and 5. As we can see in these cases the
number of paths is decreasing.

If the primary goal is the minimization of the operations in
the electrical layer, the best option is the use of the distributed
traffic. The drawback of this solution is that we have to use the
alternative branches.
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Figure 4 — Number of lightpaths in meshed core

Figure 5 presents the number of opto-electronic conversions
done in the core (we encircled the values that yielded 100%
success rate). We have plotted in the same graph the results for
both the meshed core and dual ring core. These conversions
can happen only in the nodes that make a grooming operation
and multiple conversions may happen in such a node. The
trend observed for the number of the lightpaths is valid also
here, for both core topologies.
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Figure 5 — Number of opto-electric conversions
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III. ADVANCES IN THE MONITOR PLANE FOR 10GBPS
ETHERNET

Traffic analysis of network segments is an effective method to
reveal suboptimal configuration, hidden faults and security
threats. If the analysis results are promptly acted upon,
improvements in service quality are experienced by both the
network operator and the end-user. The concept of the
Knowledge Plane (KPlane), and later the Monitor Plane
(MPlane) has been introduced to support Autonomous
Networking goals. The tasks of processing the network
element-, service-, and traffic-information belong to the
MPlane. It feeds the KPlane with valuable information, based
on which configuration changes are actuated.

The main source of “knowledge” is the actual traffic of the
Control and Data Planes. Although some traffic characteristics
can be gathered by analyzing the Control Plane messages,
many important applications — such as Peer-to-Peer (P2P)
downloads, Video Streaming, or interactive voice — hide their
control messages, hence their identification is only possible
through Deep Packet Inspection (DPI) of the traversed traffic.
Traffic mix and traffic matrix analysis results are of major
interest in the decision making process at the KPlane. The aim
of Traffic Mix analysis is to determine the distribution of
volumes for services and applications utilizing the network.
Similarly, Traffic Matrix analysis provides results about traffic
volumes — and is possible, further characteristics — broken
down by route directions.

We follow the functionally split architecture of the Knowledge
Plane suggested in [14] (see Figure 6), and further elaborate
the functions and requirements of the Monitor Plane. This
function is crystallized at the original definition of autonomous
networks, in [15], defining the foursome of “Monitor-Analyze-
Plan-Execute” (MAPE) functions. The core function of the
MPlane is to provide complete and detailed view of the
network and its services. Probes at every element (access
nodes, routers, switches, content servers, links, etc.) monitor
the element status as well as traffic parameters.

Although built-in probe modules seem convenient for
reporting - since they are already part of a functional node in
the network -, passive probing is more desirable. Active
network elements (such as routers or switches) keep their
processing priorities to their main job, occasionally leaving the
Knowledge Base without information. These occasions of
degradation in the status reporting function happen at the worst
time from the KPlane’s point-of-view — for practical reasons. It
gets degraded at the time when the element is getting
overloaded. Coincidentally, such detailed reports of
overloading would be the most beneficial for the KPlane. This
is why passive probing is more desirable to gather information
on these elements [16].
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Knowledge
Plane

Action
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Monitor
Plane

Knowledge
Base

Figure 6 — The Knowledge Plane concept and its functional
splitting into three planes

After capturing the raw data, the probes insert processed,
grouped, and filtered traffic information into the Knowledge
Base. Both packet- and flow-level analysis reveal important
characteristics on Quality of Service (through statistics of
losses, delays, and jitters in the traffic), routing specialties,
network structure changes, violations of the SLS (Service-
Level Specification), and if correlated with traffic
identification results, even media QoE (Quality of Experience)
can be estimated.

During the TIGER2 project we have elaborated the requiments
against the Monitor Plane in 10 Gbps Ethernet environment.
We also suggested and later implemented a distributed
monitoring architecture, in which SGA10GD assures the
lossless packet capture and the SGA-GEM (Signaling
Generators and Analyzers - Gigabit Ethernet Monitoring)
analysis system calculates the traffic statistics on-the-fly, in
order to feed the KPlane with input. During TIGER2 we
focused on the MPlane implementation.

The main result from the development side is that the
SGA10GD network interface card has been planned, designed,
developed, implemented and tested during the project.
Moreover, we were able to run measurement campaign with
this card in real operator’s live links - during the short period
of the project.

Figure 7 depicts the internal structure of the SGA10GD in-
terface card, whereas Figure 8 gives a picture about its actual
physical looks.

The device has the following main components:

- The PCI Express endpoint connector sourced from a
100Mhz external clock allows an FPGA design to support
x1, x4 and x8 gigabit lanes to communicate with the host at
the speed of 2.5 Gbps of each,

10 Gbps XFP
modules

10 Gbps XFP
modules

Feature
connector
FPGA
Device

I
I
I
I
I
I
Virtex 5 |
I
I
I
I
I
I

Figure 7 — The environment and the main building blocks of the SGA10GD device
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- Dual XFPs for 10Gbps Ethernet (works from 156.25Mhz
VCXO clock source): the board has two XFP module cages
that support user-installed XFP modules for Gigabit Ethernet
(10Gbps) interfaces,

- DDR2 SODIMM RAM: the board contains a 200-pin, small-
outline dual in-line memory module (SODIMM) receptacle
that supports installation of DDR2 SDRAM SODIMMs of
128MB, 256MB, or 512 MB,

- 40 pin BERG type Feature Connector,
- Xilinx PROM FLASH Platform to reconfigure FPGA.

Figure 8 — Physical setup for the SGA10GD interface card

Hardware components alone does not automatically
guarantee useful applications, but it can assure the products
future market success. Therefore we considered the following
main guidelines to meet current and near-future application-
requirements:

- 64 bit Timestamp with 4/8 nsec resolution

- lossless packet capture limited only by host PC's speed and
resources

- header-only capture: configurable protocol layer depth
decoded by hardware on the fly

- fully PCAP/WINPCAP compliant interface parameterized
line speed capable packet/flow generator for active
measurements

After the successful lab-tests the SGA10GD card and its
analysis environment were taken outside to the real world.
There has been three different experimentations carried out
during the 2010 summer period: two at different operators’
sites in Hungary, and one at BME campus. All cases provided
real-life circumstances for the device.

The aim of the experimental measurements at operators were
twofold: first, to evaluate the performance of the device and to
prove its lossless feature, and second, to provide valuable
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information for the operators about their traffic at the network
segment.

Although detailed analysis results on the operator-specific
measurements and analysis cannot be disclosed, some facts
about the experiment must be noted:

- Measurements were carried out in both full capture and in
header capture modes,

- No frame loss were noted during the measurements,

- Measurements were made for traffic carried through MPLS:
the capture device detected and handled it properly,

- Some part of the traffic was tunneled through L2TP (Layer 2
Tunneling Protocol); the analysis environment was able to
detect it and create the measurement analysis based on the
data inside the tunnel (and not based on tunnel addresses),

- Traffic flowing through both MPLS and L2TP was also
handled properly,

- Traffic mix and traffic matrix analysis were carried out and
the results were handled to the expert teams. We successfully
detected IPTV traffic, P2P downloads, Skype traffic and
many other applications,

- Analysis on Top-N users were requested by the operators and
the results met their expectations.

Besides providing the analysis results through a standard
SQL database, the traffic characteristics, mix and matrix
analysis reports are made visible through a Web-based
graphical user interface. An example of traffic volume
visualization is depicted by Figure 9.

Due to the successful trial measurement campaigns, one of
the operators already utilize the capabilities of the SGA-10GD
interface card. The equipment has got integrated into their
standard network and service monitoring system and currently
provide raw measurement data as well as analysis results in the
monitored network segment.

TIGER2 results lead to further developments in the domain of
traffic analysis of high speed networks. The knowledge
gathered through researching the advances of the MPlane and
KPlane, as well as the development of the FPGA-based,
10Gbps Ethernet-capable card for lossless packet capture lead
to the development of a complex networking device, the C-
board is a versatile programmable platform capable of
handling 10Gbps Ethernet traffic. It provides a base platform
for various packet processing applications such as switching,
routing filtering, monitoring, etc. Its modular structure allows
its extension with processing cards to increase its applications
with high-speed software processing as well [17].
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Figure 9 — Visualization example for the number of parallel transport level flows, analyzed by the MPlane

IV. CONCLUSION

With an adequate traffic management solution the
performance of the core network can be improved. We have
shown that if congestion occurs in the core, we can eliminate
the congestion just with a proper coordination between the
control planes of the aggregation and core domains,
redistributing the traffic prior entering. This solution increases
the ratio of successfully served traffic demands, increasing the
utilization of the core. The traffic redistribution at the
aggregation has positive effects even if there is no congestion
in the network, because in such cases it increases the efficiency
of the opto-electronic transport layer.

The FPGA-based SGA10GD interface card and the
corresponding firmware and software codes were not be reality
without TIGER2. The cutting-edge device can now be put into
operation for various networking tasks including 10Gbps
Ethernet traffic measurements, firewalls, and other
programmable nodes. Its lossless capture capability and its
ability to provide a base for Monitoring Plane applications
such as traffic mix and traffic matrix analysis have been
proven through various laboratory- and field-tests. The
Knowledge Plane for larger networks with full load may
require greater processing capabilities, and a more scalable
Monitoring Plane.
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Abstract— Mobile Internet has recently turned into reality for
great masses of users, which implies an immense traffic explosion
in the packet switched wireless domain up the next few years. As
the demands on the infrastructure increase tremendously, mobile
network operators will recognize that, if they intend to deliver
Internet access by satisfying the customers’ expectations,
managing traffic inside their network and controlling the affected
network resources will require a lot more efficient and complete
solution than ever before. In this paper we introduce new,
innovative concepts and schemes for traffic management, which
have not yet been deployed within commercial mobile networks,
and which are subject of our work within the CELTIC-Plus
MEVICO project. All the devised traffic management techniques
are grouped into specific building blocks to help the reader to
understand the complexity and possible dependencies among the
existing proposals. As a conclusion, an outlook on the integrated
MEVICO traffic management architecture that incorporates the
presented mechanisms is also given.

Index Terms— micro- and macroscopic traffic management,
improved resource selection and caching, application supported
traffic management, steering user behavior.

[. INTRODUCTION

Current forecasts and researches (e.g., [1], [2], [3]) show
that an inevitable mobile traffic evolution is foreseen thanks to
the following main factors: growth of the mobile
subscriptions, evolution of mobile networks, devices,
applications and services, and significant increase potential in
the number of devices resulted by the surge of novel
subscriptions  prognosticated  for  Machine-to-Machine
communications [4]. Existing wireless telecommunication
infrastructures are not prepared to handle such an expansion.
As mobile and wireless communication networks move
toward broadband converged networks and applications, the
demands on the infrastructure grow exponentially [5].. High
capacity LTE/LTE-A networks will follow the same path as
wireline networks in the past, and will thus become quickly
dominated by Content Delivery Network (CDN) and peer-to-
peer (P2P) traffic. The high amount of wireless bandwidth
available makes it possible to provide capacities typically
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consumed by PCs on broadband connections. On the other
hand, it can be recognized that wired segments of mobile
operator networks remain static regarding available capacity
and throughput. The latter increases the need of smart and
integrated traffic management (TM) solutions for backbone
networks and for the terminal side to be able to run
multimedia applications efficiently.

It will become essential that the network must be aware of
the traffic type of each application and enforce possibly
individual TM and control (i.e., priority, routing, bandwidth,
etc.) required for ensuring improved QoS/QoE for every user.
Ensuring that mobile networks are application-aware, can help
to achieve flexible adaptation to any new application and
traffic pattern emerging in the future. Operators need to install
effective tools to manage traffic using QoS policies,
bandwidth allocation schemes, prioritized and
admission control, traffic shaping and rate control, and flow
based processing. Only such advanced and active TM will
guarantee that operators can provide cost-cffective data
transfer with real-time speech and video on heterogencous
accesses.

Traffic control forms part of the management process of
operational networks with close relations to network planning
and resource deployment. TM covers all measures to
dynamically control and optimize traffic flows in a network
domain or in a global view of the interconnected Internet,
aiming at ensuring a maximum throughput and sufficient QoS
for the wusers. Therefore TM includes concepts for
dimensioning, admission control, differentiation of services
and failure resilience that should guarantee a well balanced
load level for good performance in normal operation and
maintain availability of important services for a set of main
failure scenarios.

In this paper we introduce our preliminary results on traffic
management for future mobile Internet architectures in the
context of the CELTIC-Plus MEVICO (Maobile Networks
Evolution for Individual Communications Experience) project
[6] in order to underline the basics for subsequent concept and
solution development tasks. To achieve this we first
summarize the technical approach of project MEVICO in
Section 2. Then in Section 3 we derive the general building
blocks of advanced traffic management aiming to improve
resource usage and QoE for users in the Evolved Packet
System (EPS). We detail the building blocks and give example
schemes for each of the blocks in Sections 4, 5, 6, 7, 8 and 9.
Section 10 provides the initial outlook on how these traffic
management mechanisms may interact with each other in

access
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foreseen future scenarios. We summarize our findings so far
and conclude our paper in Section 11.

II. THE CELTIC-PLus MEVICO PROJECT

The research project MEVICO [6] investigates aspects of
the 3GPP LTE-mobile broadband network for its evolution in
the near/mid-term in 2011-2014 and beyond. The goal is to
contribute to the technical drive and leadership of the Evolved
Packet Core (EPC) network of the 3GPP, and thus support the
European industry to maintain and extend its strong technical
and market position in the mobile networks market. The
project follows an end-to-end (E2E) system approach on
evolution of the EPC. The focus is on the connectivity layers
of the system, for example on the part of the future LTE
network which provides the efficient packet transport and
mobility support for the applications and end-user services
accessed over the LTE and LTE-Advanced radio systems. The
technical research of the project covers relevant topics in the
areas of network architecture, mobility and routing, packet
transport, traffic management, network management and
engineering, and techno-economic aspects.

1) Evolved Packet
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Fig. 1. Focus of MEVICO on the mobile packet core network and packet
system of 3GPP

The project does not address the radio interface aspects, but
rather tries to enhance the network architecture for small cell
structures, higher bit rates and higher capacity. Nevertheless,
the peculiarities and limitations of the radio portions are
reflected into the core network and those impacts are therefore
subjects of analysis. For this, new network technologies and
concepts will be studied to apply them to the mobile packet
core to further evolve the EPC for the future challenges
(Figure 1). Examples of such opportunities are wide-scale
availability of optical transport, packet transport (IP, Ethernet)
throughout the mobile network, and self-organizing networks
(SON) for the network management. The increasing number
of mobile users and their consumption of mobile data services
result in increasing capacity requirements for the mobile
packet core network. The expected growth of data traffic is to
be addressed in the research throughout the system. For this,
technical concepts for further optimization of the system will
be considered. A driver in this is the cost efficiency in
operational (OPEX) and capital (CAPEX) expenditures for the
case when the operator revenues are not growing in proportion
with the traffic.
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The research and innovation work in MEVICO project is
mapped into five technical Work Packages (WPs, see Figure
2). WP1 (System Architecture) deals with collecting the
system level requirements and designing the core system
architecture for the next generation mobile systems. WP2
(Mobility and Routing) is responsible for the mobility related
researches in LTE/LTE-A, where the main challenges are
coming from the novel radio technologies and network
topologies. WP3 (Packet Transport) focuses on new strategies
and concepts in LTE backhauling, which arise e.g., from the
strong needs for increased capacity and better QoS. WP4
(Traffic Management) first collects functional, architectural
and operational requirements for the traffic management
subsystem, and then designs and evaluates an advanced and
integrated traffic management framework for the future
broadband wireless telecommunication networks. WPS
(Network Management and Engineering) identifies the key
issues and proposes self organizing solutions to them in the
area of network management and engineering of the next
generation networks. WP6 (Techno-economics and Migration)
deals with the techno-economical evaluation of the different
aspects of the MEVICO architecture, and also outlines the
potential migration path towards that future scheme. In order
to better synchronize the work between different Work
Packages, vertical cross-WP themes have been established for
Architecture, Standardization, and Validation topics.
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Fig. 2. Structure of Work Packages in MEVICO

Within the above framework of MEVICO, the Traffic
Management work package identified the following general
challenges to be tackled by the components of an advanced
TM system in future mobile architecture:

— Satisfy user experience with minimum of infrastructure
resources and still be flexible to handle the possible large
variation of traffic patterns over time.

— Initiate handovers of sessions and/or flows not only
based on signal degradation, costs, etc. but also based on
a possible threat of congestion or any other threat on the
QoS/QoE conditions.

— Provide QoS differentiation based on both applications
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and user profiles and ensure an appropriate scheme of
user and application prioritization and differentiation
which is not limited to forwarding behavior but may
consider access control as well.

— Split and manage connections (e.g., TCP sessions) over
multiple flows inside the network.

— Optimize P2P and massive multimedia transmissions
over the network.

— Solve the problems of existing combinations of link layer
ARQ and TCP.Unnecessary TCP retransmission causes
unwanted traffic through the network and reduces
application throughput and response times.

— Optimal design and efficient management of Content
Delivery Networks in an operator’s infrastructure (e.g.,
identify suitable locations for caching, select suitable
locations for content, detect unfavorable resource usage,
redirect requesting node to alternative resource, etc.).

— Implement efficient offloading techniques, access
network/core network elements (re)selection schemes in
order to effectively distribute users’ data traffic through
localized wireless access points (femtocells or WLAN)
and to locate service gateways (breakout points) near to
those access points (aiming to avoid non-optimal routing
and overloading of the network elements).

— Supply switch on/off schemes of networking equipments
with traffic management aware decision algorithms.

— Anticipate applying an intelligent planning process for
extending the available resources (i.e., design optimal or
near-optimal capacity extension procedures which are
able to cope with the enormous traffic volume
evolution).

— Enable fast re-active mechanisms based on detection of
application and network layer events to accomplish rate
adaptation for multimedia streaming application and
synchronization with resource management in EPS
networks.

A Traffic Management framework handling the above
challenges requires a very wide scale of different techniques,
mechanisms and protocols. The MEVICO project does not try
to fully cover all the above problems but to show how
solutions for certain questions can be integrated in an efficient
and comprehensive way into the overall MEVICO system
architecture.

III. TRAFFIC MANAGEMENT BUILDING BLOCKS

Modern traffic management possesses a very rich and
diverse toolset including methods and schemes for e.g.,
dimensioning, admission control, service and user
differentiation, failure resilience, etc., but lacks a generic
model for common understanding and prevailing basis of
developments. This section describes the traffic management
building blocks we derived in MEVICO to cover the identified
challenges and to provide a universal scheme and a
comprehensive overview of the potential mechanisms to
improve user’s QoS/QoE and to enable efficient usage of
infrastructure and IT resources. For the latter there is a benefit
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for other stake holders in the (mobile) communication
business, such as communication service providers and mobile
network operators (MNO), content providers and content
distribution network (CDN) providers. We have identified six
different categories, which can be used to assign the various
techniques and aspects of an advanced traffic management
system. Figure 3 displays these principal building blocks with
some relevant examples. The idea behind the division into
these building blocks is on one hand the time dimension. The
first four blocks act in real-time on flows, whereas the last
two, namely Steering User Behavior and Deployment of New
Network Resources are done much less frequently and they
are more of strategic decisions. Other than that, the
mechanisms are also divided into blocks in the sense of
whether they affect a single flow or they are more global in
terms of better utilization of network resources. Moreover,
there are three blocks, which may be correlated with each
other (like lower layer functions providing services to higher
layer functions in a communication stack), namely,
microscopic traffic management (MicTM), macroscopic
traffic management (MacTM) and improved resource
selection and caching (IRSC).
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Fig. 3. Traffic management building blocks

MicTM is associated with all mechanisms with the primary
objective to improve performance of individual flows based
on application type, user profile and other policy related
information. MacTM includes all mechanisms with the
primary objective to improve efficient usage of network
resources. Parameters for optimization in the latter case
describe traffic patterns without detailed knowledge of
individual flow attributes. Sample mechanisms for MacTM
are (re)selection of core network elements and IP Flow
Mobility (IFOM). Some mechanisms for MicTM are support
of multipath flows (e.g., Multipath TCP, MPTCP), real-time
and QoS differentiation based on applications and offline
traffic analysis techniques which try to classify network traffic
into applications in a larger grade and non real-time so that the
operator can get to see big picture and use it to configure and
fine-tune Deep Packet Inspection (DPI) tools. The
mechanisms associated to IRSC address the selection of
resources in distributed data management systems (P2P, CDN,
caching). This building block may rely on services of both,
microscopic and macroscopic traffic management. A resource
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in this context is associated with specific (multi-media)
content, which is requested by users. Application Layer
Traffic Optimization (ALTO) is also a good example here: this
IETF protocol provides guidance to content delivery
applications in networks such as P2P or CDN. All the above
mentioned categories are associated with mechanisms that
may require support from lower layers (below application).
The remaining three building blocks may require only little
or no support at all, from the MicTM, MacTM and IRSC. On
one hand there is application supported traffic management.
There are many applications based on CDN, MSO
(Multimedia Streaming Optimization) techniques, and P2P
and even P4P (Proactive Network Provider Participation for
P2P), which try to optimize performance from end user
perspective without getting support from network elements.
Another identified building block, called traffic steering usage
model, is more relevant from business perspective without
bearing many technical aspects. Mainly network operators, but
possibly also other stake holders, may influence user behavior
by defining certain constraints for usage of networks/services
and certain incentives to comply with the usage constraints.
Finally, the last identified building block deals with capacity
extension in case the available network is regularly in high
load conditions. It is a challenge to apply an intelligent
planning process for extending the available resources. In
contrast to the other building blocks mentioned previously,
capacity extension is a process which will become effective in
the network after longer time periods, possibly up to several
months. In addition to the building blocks there are some
common functions like policy control and traffic monitoring.
In the following sections we detail all the derived traffic
management building blocks by introducing certain advanced
TM solutions as components for integrated traffic
management studied inside the scope of MEVICO.

IV. MICROSCOPIC TRAFFIC MANAGEMENT

A. QoS differentiation based on applications and user
profiles

The new advanced radio technologies providing real mobile
broadband packet data services comparable to the fixed
internet and the penetration of smart phones combined
together with the flat rate pricing used by the operators have
been contributing to the tremendous growth of the mobile data
traffic. This makes identification of the type or class of
applications essential in traffic management in order to
prioritize different application traffic in the network.

There are different techniques for application classification:
(1) payload based classification that is based on the inspection
of the packet content, and, (2) statistical based classification
that consists of analyzing the behavioral and statistical
characteristics of the traffic (jitter, session time, inter-arrival
time, UL/DL distribution, packet size, etc.). It is a challenging
task to classify applications accurately. None of the mentioned
methods can provide satisfactory classification of all
applications and therefore using together different techniques
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is typical in modern application classification modules
(usually part of DPI systems).

In LTE, policy control is mandatory, meaning that policy
enforcement is an essential requirement. This will require DPI
functionalities, including application classification. Although,
3GPP standards specified a sophisticated QoS and bearer
management model for LTE, it is expected that most Internet
traffic will be assigned to the default bearer. In this case,
application identification and classification will likely be
needed to differentiate and manage internet traffic within the
default bearer.

Differentiation of traffic flows for certain applications is
increasingly requested and needs to be targeted on a flow or
flow class model. This requires the above mentioned
classification and detection efforts as well as several means for
microscopic traffic management. Commercial and Linux
based routers are in general capable of such traffic
manipulation, i.e. traffic shaping, dropping, delay management
and bit manipulation. In MEVICO it is envisioned to develop
a microscopic traffic management framework, which derives
the required traffic management actions from application QoS
profiles associated with specific application behavior
(Skype/YouTube) models. Starting with the application flow
detection, it will be possible to lookup the essential QoS
parameters thresholds for satisfying QoE levels and to apply
the required actions in a distributed fashion.

B. Cross Layer Interference Detection

Interference between adjacent cells is one of the challenging
problems in wireless communication. Interference will corrupt
packet flows resulting in traffic overhead in the wireless and
as well in the wired network [7]. Especially a combination of
Automatic Repeat-reQuest (ARQ) based link layer protocols
and TCP will suffer from packet losses caused by interference.
The link layer tries to hide losses to TCP, not taking into
account TCPs retransmission behavior. Every unnecessary
TCP retransmission will add unwanted traffic to the network
and will reduce application throughput and response times.
Similar examples can be found for real time traffic.

Traditional interference situations are detected by mobile
end-systems by means of signal strength indicators. End-
systems will signal interference situations to the access point
the end-system is associated to. The access points can
normally not recognize interference, due to the fact that access
points will in most cases not interfere with other access points.
As commonly known, signal strength indicators depend on the
sensitivity of the hardware equipment of the end systems.

In this scenario access points or network devices in the core
network, which are located near to the wireless border, will be
made capable to identify interference by means of cross layer
traffic monitoring. Such devices will stochastically probe
specific TCP flows and correlate them by itself and with
parameters of lower layer protocols with the aim to identify
characteristics of interference. Such methods [8],[9] open the
possibility to dynamically reconfigure radio cells to mitigate
disturbing interference.
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C. Support of multipath flows

A common method to support high bandwidth applications
in future mobile architectures is to split a single flow into
multiple flows and carry each flow over uncongested regions
of the core network. This splitting mechanism can be also used
to distribute multiple flows over overlapping radio cells of
different radio access networks. This means that the splitting
must be done at the end-system. If the flow is carried over a
single radio technology, splitting functions can also be placed
within the core network. Also a combination of both, end-
system and core network splitting support is possible.

Several proposals have been devised aiming to split TCP
connections over multiple flows (e.g., [10],[11],[12]), but
despite the benefits several issues concerning multipath
transport of TCP still remain to be addressed before it can be
successfully deployed. MPTCP [13] tries to handle all the
open questions: this protocol is considered as the most
promising modification of the TCP protocol that supports the
simultaneous use of multiple paths between endpoints without
any centralized anchor nodes. As a consequence of the
multipath the traffic is balanced on the available paths.
Fairness is ensured on each path to avoid any starvation on
one link. The throughput of the connection is then improved as
transmitted data is sent simultaneously on several links. The
reliability of the connection is increased as even if one radio
link fails, the other links can cope with the data transmission.

But MPTCP still possesses some limitations in the areas of
(1) reducing the impact of out-of-order delivery, and (2)
relaxing the requirement of support from the end-hosts [14]. In
MEVICO we further extend the MPTCP scheme by aiming to
address both of the mentioned shortcomings allowing
therefore an agnostic TCP over multiple paths solution. We
aim to design and implement a transparent proxy solution to
increase TCP performance over multiple paths (with different
RTTs).

D. Bulk analysis of traffic data

With the introduction of LTE and smart phones, network
management for data traffic is becoming a harder problem
every day. Data traffic is increasing day by day, it is not easy
to keep up with such fast change and the network operator
cannot increase the capacity so fast. It is more important than
ever before to observe the network and take necessary actions
in terms of QoS per applications, hence optimize the network
usage for improved customer satisfaction and still remain
profitable. Deep packet inspection (DPI) mechanisms are
being deployed at the operators, however the amount of
investment required inspecting all the traffic in detail is huge.
Usually only the traffic which may be important for the
operator's business is detected and the rest is not identified.

This shows that some kind of bulk data analysis may prove
to be very useful to classify the total data into applications so
that the network operator can get to see the big picture. This
does not need to be done in real time and not the whole traffic
needs to be analyzed, but some time periods can be selected to
reflect to the whole week.
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One way of doing this is configuring an offline DPI tool
and running the bulk samples over this, however this would
require very frequent configurations for (1) new sources of
existing applications or (2) new application types. Moreover
the DPI may not be ready to handle all these changes.
Therefore a method is required where traffic is classified into
application types (e.g., VoIP, VideoStreaming, P2P, Instant
Messaging, Gaming, Web Surfing, etc.) by utilizing traffic
characteristics which are common within the classes. In
MEVICO the special networking entity called Bulk Analysis
Tool (BAT) is proposed to carry this functionality.

V. MACROSCOPIC TRAFFIC MANAGEMENT

A. Core network element selection and reselection

EPS supports resilience (through network element
redundancy), optimized routing, balancing of data plane and
control plane traffic load in the elements, and sharing of
entities among mobile operators. In general the selection
process of the core network elements is based on the domain
name system (DNS) [15]. The selection entity makes a DNS
request to a DNS server to obtain a list of possible network
elements. This list is sorted with respect to various criteria
(defined in [15], [16]), and then the selection entity chooses
the first entry in the sorted list. Besides the initial selection of
the core network elements, a reselection might be necessary
during operation. Today the main reasons for reselecting
network elements are mobility events like tracking area
updates and handovers [16]. The optimum selection and
reselection of core network elements might be dependent on
the currently selected access network. Other reasons for
reselection, like load balancing, are not specified in [16] so
far, but are subjects of the investigations performed within
MEVICO. Also an integrated function which coordinates the
selection/reselection  procedures for different network
elements might improve the overall system performance. To
support traffic management also in distributed gateway
scenarios it could be beneficial to include additional criteria
into the GW selection/reselection procedures like load of the
transport and backhaul networks, mobility behavior of users
(e.g., low mobile, high mobile), access networks supported by
the GWs and the UE, etc. In a future EPS architecture core
network element selection and reselection might become more
important. This especially holds for distributed architecture
realizations where the gateway nodes are located closer to the
access network: for highly mobile subscribers the user traffic
path via the originally selected gateway entities soon becomes
inefficient and a reselection would be favourable.

B. Traffic engineered handovers and network-based IP Flow
Mobility (NB-IFOM)

Traffic Engineered Handover (TEHO) techniques focus on
decision mechanisms to be involved in RAT changes with a
goal not restricted to cope with degradation of signal
conditions but also to cover the improvement of traffic
conditions in the [P Connectivity Access Network (IP-CAN)
together with the improvement and maintenance of the user
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QoS/QoE. The two main offloading techniques which support
TEHO in reaching the above goals are the IP Flow Mobility
(IFOM) [17], [18] and Multi-Access PDN Connectivity
(MAPCON) [19]. MAPCON refers to the capability of
simultaneously using two or more APNs and enables use cases
such as using LTE for QoS demanding applications and WiFi
for best effort traffic. [IFOM refers to the capability of using
the same APN across two wireless access networks (e.g., LTE
and WiFi) and enables seamless roaming of applications
across different RAT solutions. Currently the key tool to strive
IP traffic over a non-3GPP technology is the IEEE 802.21
Media Independent Handover (MIH) standard [20] which
provides information and handover assistance services to
3GPP access technologies. Another tool is the Access
Network Discovery and Selection Function (ANDSF)
specified in [17], [21] for EPS. The ANDSF transfers to the
UE the mobile network operator policy rules to connect
through non 3GPP access technologies and thus enables a
traffic steering that adapts to the QoS and traffic of the
controlled LTE network.

The currently standardized IFOM (IP Flow Mobility)
solution in 3GPP is strictly UE centric as the operator must
firstly deliver the flow routing policies to the UE, and then the
UE must provide these policies to the PDN Gateway. Also the
ANDSF has no interface to the Policy and Charging Control
(PCC) system, therefore it requires other ways to get informed
about the updated flow routing policy for a particular UE. In
MEVICO we study NB-IFOM (Network-based IP Flow
Mobility) solutions in order to eliminate the above limitations
and create an operator centric flow management framework.
NB-IFOM enables operators to enforce IP flow routing
policies without involving the UE first, by letting the PCRF
(the central policy control entity) decide on the flow routing
policy based on e.g., the available resources in the network,
before signaling the policies to the UE. The network-based
solution is more efficient than the ones that rely on the UE to
perform policy acquisition and enforcement: in the current,
UE centric standard it is possible that the network context and
resource availability may have changed by the time the UE
provides the routing policies to the network; therefore the
PCRF will not be able to authorize the new flow policies
anymore. Such situations can be avoided if NB-IFOM is
applied in the architecture.

C. Multi-Criteria Cell Selection (MCCS)

In next generation networks the architectures are evolving
to include cells of different coverage to increase the end user
data rate. Mainly, there are two types of cells deployed in
hierarchical manner. The first type is a wide area cell (macro
cell) that provides moderate date rates for users with above
average mobility, and the second type is a local area cell
(micro/femto/small cell) that covers a limited area for limited
mobility or nomadic users. In case of such deployments end
users can access more than one cellular coverage with
different load levels, and they have the opportunity to select
not only the local cell but also the wide area cells. Previous
UE initiated signal-to-noise ratio (SNR) based techniques
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(e.g., [22], [23]) cannot provide optimal cell selection since
those techniques do not consider utilization of the candidate
cells. However, this local selection decreases the system
capacity since the users only consider the channel quality
while selecting their serving cells and ignores the system load
information.

Using small cells in the network increases the end-user
throughput but it brings extra handoff. Each handoff requires
extra signaling and may cause connections failures. Many
metrics such as signal strength, distance, SNR, bit error rate
(BER), traffic load, quality indicator and some combination of
these indicators can be used in order to make handoff
decisions in a network-wide and more global manner [24],
[25], [26]. Therefore, proper design of cell selection criteria
naturally interworking with related 3GPP-specified Self
Optimizing Networks (SON) functions such as mobility load
balancing (MLB) and mobility robustness optimization
(MRO) is a must to achieve efficient load balancing and
minimize the number of handoffs in next generation networks.

In MEVICO we investigate various cell selection
algorithms based on different criteria for heterogeneous
networks and evaluate their suitability for the future mobile
communication networks considering the effect on core
network.

D. Cell on/off switching, cell site reconfiguration

The increasing amount of traffic is not uniformly distributed
in time and spatial dimension [27]. In addition significant
amount of power is used for redundant resources. The ratio of
this can exceed 20 percent of the original necessary power or
can be even higher (according to the given situation) [28]. For
energy saving purposes but also for traffic management
solutions, the equipment on/off switching meets the
requirement of improving efficient usage of network
resources. The on/off switching includes not only the
switching of the radiated power but it also affects the
consumption of other elements of the equipment or in a given
segment/area. Current researches on equipment on/off
switching apply this power consumption approach and they
are rather device oriented [29], [30]. A future objective is to
consider, in the decision of cell on/off switching, the impact
on the core network, i.e., backhaul utilization, load of
distributed S-GWs.

Cell diameter in a given service area is basically designed
with fixed parameters assuming a given number of
subscribers. However, the increasing number of subscribers,
increasing demand on the overall cell capacity and other
dynamic effects motivate the application of varying cell
ranges, or cell-breathing. The varying cell sizes cause traffic
redirections between neighboring cells with effects spreading
even towards the S-GW [31]. Despite the fact that the effects
of cell breathing on the backhaul and core network segments
are also important, research efforts are mainly focused on the
radio access network [32], [33]. A future objective is to
elaborate RAN TEHO decision strategies which also consider
the impact of cell reconfiguration on the core network.
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VI. IMPROVED RESOURCE SELECTION AND CACHING

A. Caching improvements and content distribution

A commonly used mechanism to enhance the performance
of content delivery networks is caching. Caches have been
deployed on the Internet for more than a decade in order to
shorten transport paths by making a subset of the most popular
web content available near users [34][35][36]. Caches in user
equipment can save about 20% of transfer volume [37]. They
are most welcome on air interfaces in mobile networks and
wherever bandwidth on the last mile is limited and expensive.
In addition to shortened round trip time for requested content
and load balancing support in the network, the MNO can save
interconnect cost due to the reduced amount of data volume
received from other network domains. Caching mechanisms
can be applied in a way that is transparent or even non-
transparent for an application. Also in-line and out-of-band
caching can be distinguished: in-line caching means that the
entity responsible for caching content is located within the
data path, while out-of-band caching implies that a cache is
located on a node which is out of the original path.

In addition to “off the shelf” and state of the art caching
solutions, it is necessary to analyze optimal deployment
strategies for LTE, based on modeling and simulation of
network, caching and content popularity parameters. Further
optimization of caching can be achieved by considering chunk
based storage, content diversity aspects and intelligent cache
placement/replacement strategies for e.g., mobility scenarios
where the point of convergence between old and new mobility
anchor points is further upstream than the cache engine.

Popular content on the Internet is mainly delivered via
global CDNs (e.g., Akamai [38], [39]), which shorten the
transport paths through distributed server architectures, and
via P2P networks. Alternative ways of optimizing traffic
paths on CDN and P2P overlays with support from location
servers, caches or traffic engineering have been addressed,
based on delay measurement. The broadly confirmed
relevance of Zipf laws in access patterns is favorable for
caching popular content close to users [40]. Avoiding
unnecessary traffic load and minimizing delays is a decisive
factor for remaining competitive for an upcoming wave of
broadband video and IP-TV streaming on the Internet, where
hybrid CDN-P2P solutions (like [41]) are the most promising
approach for maximizing throughput and exploiting the
bandwidth provided in data centers as well as in the broadband
access.

B. Resource selection and redirection

Resource selection and redirection is one of the key
functional mechanisms to select best suitable resources in P2P
and CDN networks [42]. Requested or selected content could
be located on/in (1) operator CDN/cache, (2) other localized
resource, either end user system or 3rd party provider hosted
locally, or (3) external network (content from external CDN,
other content provider, end system). Main objectives of

resource selection / redirection (i.e., advantages of
prioritization between alternative resources and related
techniques):
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— React dynamically to changed conditions by detecting
unfavorable resource usages

— Enable configuration of selection policy

— Re-direction to preferred location

— Constrain load on network resources

— Constrain load on content resources

— Consider impact of events related to user hosted content

— Consider impact of requesting nodes changing point of
attachment (access or network)

— Influence selection in external networks

Most re-direction mechanisms used in current CDNs
(server-client delivery) are applying DNS and HTTP protocols
but there are other schemes like routing, Network Address
Translation (NAT), Session Initiation Protocol (SIP), Real
Time Streaming Protocol (RTSP), TCP or Application Layer
Traffic Optimization (ALTO) based  techniques
[43][44][45][46].

The envisioned technology in MEVICO aims to facilitate
usage of common data sets over different re-direction
mechanisms, influence of selection beyond the local MNO
domain and detection of unfavorable resource usage.

C. Application Layer Traffic Optimization (ALTO)

The IETF ALTO protocol [46] provides application layer
guidance to content delivery applications in networks such as
P2P or CDNs, which have to select one or several hosts or
endpoints from a set of candidates that are able to provide a
desired data resource. This guidance shall be based on
parameters that affect performance and efficiency of the data
transmission between the hosts, e.g., the topological distance.
The ultimate goal is to improve QoS/QoE of the application
while reducing resource consumption in the underlying
network infrastructure.

While flow movements within the EPS can have an impact
on the E2E path and its performance, there is no current way
for decision elements within an EPS to anticipate it. Therefore
it is necessary to find a way to integrate decision functions in
the EPS with knowledge at the E2E scope [47]. To improve its
QoE for applications such as video download or streaming, the
UE may use the ALTO protocol to jointly optimize the user
QoE and the usage of EPS resources by providing the UE with
information helping it to choose the best possible location
from which to download the whole or piece of content while
considering path changes within the EPS.

VII. APPLICATION SUPPORTED TRAFFIC MANAGEMENT

A. P2P optimization techniques: Proactive Network Provider
Participation for P2P (P4P)

P4P aims at reducing the load on the network caused by
regular P2P traffic. In the regular P2P transmission peers are
selected randomly regardless of their location or the link costs.
When using P4P, the network provider shares the network
topology and corresponding cost map with the P2P application
server [48]. With this approach optimal routing (in the view of
network provider) and lower end-to-end delay is obtained.
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Mobile P4P (mP4P) is the next step in P4P research where
the mobile end users share content in a LTE cellular network.
LTE mobile environment causes further constraints to P4P
such as existence of heterogeneous access networks, frequent
joins and leaves of nodes, expectation of efficient signaling
and lower complexity algorithms. mP4P will address these
issues for optimal routing of content sharing within the
LTE/EPC.

Reducing the backbone traffic and lowering the network
operation costs are the two main rationales for deploying
mobile P4P in LTE/EPC. The P4P iTracker can be easily
deployed in the operator’s PDN without any hardware
modifications in the EPC. The required network map is
tracked and stored by the iTracker which shares this
information upon the request of the P2P application server.

B. Multimedia streaming optimization (MSO) techniques

Video multimedia has experienced massive growth as a
distinct technology from mobile communication, but the
globalization and convergence in the mobile communications
sector create a merging between mobile communication and
video technologies. Therefore an important challenge is the
transport of streaming applications in 3GPP mobile networks.
In addition to the large amount of traffic generated, streaming
applications may show a significantly varying video bitrate
over playtime. A significant amount of research has been done
in this area (e.g., [49][50]), but they usually lack the
evaluation of real-life deployment issues and 3GPP
applicability. In MEVCO we propose new elements called
MASE (Media Aware Serving Entity) and STME (Steering
Traffic Management Entity) to enable the coordination of
streaming application requirements and conditions with the
bearer resource management in EPS. In addition bottleneck
situation in the network can be communicated with the
application higher in order to enable adaptation of the video
playback to the changed conditions. The introduced
components can contribute to a sustained QoE for the user and
efficient management of network resources at the same time.

VIIL.

Functions and techniques related to this traffic management
building block deal with business related mechanisms, which
can be used by the network operator as a business-driven
toolset in order to influence behavior of masses of mobile
users. More precisely the traffic usage of users should meet
certain pre-defined conditions. On one hand there are
conditions for targeted network usage. On the other hand there
are incentives in order to influence user behavior to comply
with certain rules. The following usage conditions are
envisioned:

STEERING USER BEHAVIOR

— (not) to connect to network or specific access points at a
certain time

— subscriber stays within a certain traffic volume

— user restricted to certain applications
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— user restricts to certain devices
— user restricts to certain usage modes and scenarios

Some of the restrictions are already used today in a rather
inflexible way. These conditions may apply in a general way
for the user subscription or are bound to a fixed time interval,
e.g., on monthly base. This leads to inefficient resource usage.
The following incentives could be envisioned:

— reduced charging

— increased traffic priority

— additional services to be used

— different kind of allowances and discounts

A major concern of the used approach is that the notion of
‘network neutrality’ is violated, which postulates fair
treatment of communication services regardless of users, used
applications, devices, type of access, etc. A basic challenge for
this approach is to make user behavior transparent in order to
enable users to react in a proposed way. Usually traffic
patterns are influenced by applications, which is non
transparent for the user.

[X. DEPLOYMENT OF NEW NETWORKS RESOURCES

Traffic-driven upgrades are a dominant cost factor on fixed
and mobile Internet access platforms. As a consequence of
traffic growth factors on the wired and wireless broadband
Internet, bandwidth provisioning has to be steadily adapted to
increasing demands where scalability of technological
solutions is desirable to avoid too many shifts to next
generation platforms in shortening lifecycle periods. The
OPEX and CAPEX expenditures depend on the lifecycle
duration of technology generations and on the demand for
capacity upgrades, which also refers to implementation
expenditures (IMPEX) that are often included in CAPEX. In
pure IP networks, link upgrades are usually triggered when a
load threshold is exceeded. In order to avoid utilization gaps
after upgrades, traffic engineering has to react by redirecting
transport paths from links in the surrounding to an upgraded
link, such that newly installed bandwidth is instantly exploited
to smooth down higher load on other links. Multiprotocol
label switching (MPLS) [51] has been developed as a
networking sub-layer providing advanced traffic engineering
support in meshed IP networks covering a basic set of required
functions.

The deployment of new resources (e.g., new or upgraded
base stations) can improve coverage up to its capacity limits,
while other congested cells in the neighborhood may be able
to concentrate on a smaller area to reduce their load. Load
balanced paths direct a portion of traffic not on the shortest
path and thus may increase the total load when traffic
traverses more than the minimum number of links. But the
optimization goal of minimizing the maximum load over all
links allows only a small amount of deviations to unload
congested links and on the other hand allows for a maximum
throughput in terms of a linear scaling factor of the traffic
matrix.
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The optimization tools have to be integrated in a complete
traffic engineering cycle for monitoring of the current
topology and traffic demand matrix, via re-optimization after
relevant shift are observed until reconfiguration of the new
adapted path design into the routers [52].

X. OUTLOOK ON THE INTEGRATED TRAFFIC MANAGEMENT
ARCHITECTURE IN MEVICO

To achieve resource utilization efficiency for every possible
scenario, network operators are on the verge of deploying an
integrated traffic management framework aiming to cover all
the traffic management building blocks and to organically
integrate them into the architecture. In MEVICO the main
goal of the traffic management working group is to define the
main elements of this framework and to investigate the
possible schemes for their efficient interoperation. The
analysis of the cooperation of different traffic management
solutions and schemes is of particular importance as in some
scenarios they might react counteractively. MEVICO’s WP4
has already started to investigate these aspects. In the
following sections we provide the first insights regarding the
potential co-existence of several traffic management
techniques.

A. Interactions between MicTM and MacTM

This section provides a first insight about how the traffic
management building blocks, MicTM and MacTM, could
interact in a layered fashion, as described in Figure 3.

One general service that MicTM mechanisms could offer to
MacTM mechanisms is that it passes the traffic measurements,
conducted for their own operation. The MacTM mechanisms
could aggregate these measurements from many MicTM
mechanisms to a coarser resolution and use this as an input
parameter. This has the advantage, that fewer measurement
functions are needed within the network.

A more specific use case would be, if the MicTM
mechanism “Cross Layer Interference Detection” could
periodically signal to the MacTM mechanisms “Traffic
engineered handovers and network-based IP Flow Mobility”
and “Multi-Criteria Cell Selection” the interference situation.
These MacTM mechanisms could use this information as an
input parameter for their own operation.

B. ALTO and Resource Selection Service

Even though the original purpose of ALTO was to provide
relevant information to P2P applications, the framework might
be applicable to other contexts as well, such as CDN networks
based on a client-server delivery concept. Preference for a
specific location and the associated cost can be queried from
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an ALTO server by an ALTO client. That way the network
view can be reflected within the selection process. The
resource selection framework followed within the MEVICO
project also addresses the problem of un-favorable selection of
network resources. Hence the ALTO approach can represent a
specific solution but the resource selection framework takes
other aspects into consideration as well. Extending the concept
of resource query to existing re-direction mechanisms, these
have to support an ALTO client implementation.
Understanding the impacts of specific extensions for well-
known protocols, e.g., ALTO client support integrated into
DNS server implementations need further analysis. On the
other hand not all re-direction mechanisms follow the query
model, which is suggested by ALTO. For instance anycast
routers advertise information about preferred routes. Thus
ALTO can be considered as a specific solution for the overall
problem space of resource selection.

C. Possible conflicts of caching with other traffic
management schemes in LTE

Another possible issue is related to the candidate locations
of caching servers inside the MNO domain and is strongly
connected to the problem space of different MEVICO
architecture proposals (i.e., Centralized, Distributed and Flat
mobile architectures). The most apparent location of caching
nodes is beyond the GTP tunnel endpoint at the SGi interface
(e.g., co-located with PDN-GW) or at the S5 interface. The
problem here is that placing cache servers there could result in
loss of connectivity to the cached material after handovers
between 3GPP and non 3GPP accesses. Applying cache nodes
at the S1 interface (e.g., co-located with eNodeB) might also
be considered, but the benefit of accessing content closer to
the users comes along with potential security issues (operators
commonly use IPSec) or other limitations (e.g., deployment
costs, problems of outdoor deployment). The above
motivations make co-location of cache nodes within gateways
to be also a promising option.

Besides the possible architectural impacts, the co-location
of caching and gateway nodes may also affect gateway re-
selection based traffic engineering and/or mobility
management mechanisms: if a cache server can be accessed
only via a specific gateway node, gateway re-selection and/or
mobility management would break the connectivity to the
serving cache. Solving this problem would require a complex
and presumably costly cache node session transfer protocol.
Therefore these mechanisms can co-exist and work
simultaneously, if gateway re-selection and mobility
management does not force cache server re-selection of a
running session.

DECEMBER 2011 « voLuME |l « NUMBER 4




INFOCOMMUNICATIONS JOURNAL

Access Point Local POP' Regional POP

Components for Integrated Traffic Management:
The MEVICO Approach

National POP

]

HSS | Traffic management coordination function |

= | with Traffic Management Information Gallery

S6a T . (NB-IFOM decisions, STME and M5O server i
|| GW Selection

x2(()(eNB/HeNB

| selection

1 5-GW

S1-U | core network element

PCRF Caching Intelligence, etc.)

Mw
P-GW ———+—
MSO serving entity

S-CSCF

7155/58]

LTE-Uu | Cache server (opt1)

| Caching Controller
i MPTCP-Proxy (opt1)

ANDSF
MIIS

selection
| NB-IFOM (HA)
| BAT

| Core network element

| MPTCP-Proxy (opt2) |

SGl Operator’s PDN

P4P iTracker

{ ALTO (server)

| Cache server (opt2)
i Resource Redirector

514

| MPTCP (UE)
! NB-IFOM (UE)
ALTO (client)

L

. Performance monitoring observation points

O Control monitoring observation points

S2b

S2a

Fig. 4. Outlook on the integrated Traffic Management architecture to be evaluated in MEVICO

Microscopic traffic management schemes and techniques
(such as support of multipath communication based on [IFOM
and/or MPTCP) address operator-centric handling of
individual flows. Even though content accessed from a cache
node normally doesn’t have strict real-time requirements (in
terms of latency) there still might be certain quality of
experience requirements for the traffic flow associated with
the requested cached content. It is therefore a challenge to
synchronize the access to the cached content with EPS bearer
management and possibly consider additional aspects such as
user device characteristics, radio access conditions and other
network parameters. Therefore a tighter co-operation might be
required between caching and microscopic traffic management
solutions at least for some type of cached content.

D. Considerations of a preliminary TM architecture

Traffic management functions tackling the above challenges
usually require access to higher layer user plane data, i.e. IP
packets, TCP segments and application layer protocols.
Placement of such functions at SGi interface or S5 interface
are possible options, since GTP tunneling is terminated at
these locations. In the following, a brief analysis is done on
possible impacts. Positioning of TM functions at S-GW
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implies that all user plane data can be managed by the
considered function unless there is handover between 3GPP
and non 3GPP access network. In such case user plane traffic
could not be processed or handled by the same node, hosting
the TM function. If this can't be avoided, possibly different
instances of the TM function have to coordinate in order to
ensure continuous TM operation, in case such feature is
supported by the TM function in consideration. Positioning the
TM function at SGi interface — e.g. co-located with PDN-GW
— may cause problems if user data is transferred using
different access point names (APN). This usually implies that
data paths stretch along different SGi interfaces. It is common
practice in currently deployed networks to allocate the same
APN to a user for all over-the-top (OTT) services. However
managed operator services may use different APNs. As a
consequence the same TM function may not be used for
connection via different APNs. This situation would increase
equipment cost (CAPEX) as well as operational cost (OPEX).
As a consequence, the suitable location of TM functions
depends on mobility aspects (whether a TM function needs to
be supported after 3GPP-non-3GPP handover) or connectivity
aspects (whether the same TM function shall be in usage for
services using different APN).

47




INFOCOMMUNICATIONS JOURNAL

Components for Integrated Traffic Management:
The MEVICO Approach

XI. CONCLUSION

As mobile and wireless communication architectures evolve
toward broadband multiplay and multimedia networks, the
demands on the infrastructure increase. Legacy voice, and
novel data, video and other applications are to be served on
the same network, in the same time. Advanced terminals (i.e.,
smart phones, tablet PCs and other mobile devices) are
spreading and consuming more and more network resources
by running their multimedia applications and services.
Consequently, the needs for available wireless bandwidth will
constantly increase in LTE/LTE-A networks. In such a fast
development it is essential that the network must be aware of
each application’s traffic type and enforce advanced traffic
management and control required for ensuring improved
Quality of Experience for every user anytime and anywhere.
Assuring that mobile and wireless communication systems are
application-aware, operators can achieve flexible adaptation to
any new application and traffic pattern as soon as they emerge
in the future. Mobile operators will be forced by the market to
install effective management tools to control every traffic
component using enhanced techniques of micro- and
macroscopic traffic management, improved resource selection
and caching, application supported traffic management, and
steering user behavior. Only integrated, advanced traffic
management comprising the introduced TM components will
ensure that operators can provide cost-effective data transfer
with real-time multimedia information over heterogeneous
access architectures of future networking schemes.
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