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Multicast Routing in WDM Networks
without Splitters

Dinh Danh Le, Mikl6s Molndr and Jérome Palaysi

Abstract—Multicasting in WDM core networks is an efficient
way to economize network resources for several multimedia
applications. Due to their complexity and cost, multicast capable
switches are rare in the proposed architectures. The paper
investigates the multicast routing without splitters in directed
(asymmetric) graphs. The objective is to minimize the number
of used wavelengths and if there are several solutions, choose the
lowest cost one. We show that the optimal solution is a set of
light-trails. An efficient heuristic is proposed to minimize conflicts
between the light-trails, and so to minimize the number of used
wavelengths. The performance is compared to existing light-trail
based heuristics. Our algorithm provides a good solution with a
few wavelengths required and a low cost.

Keywords: WDM network, multicast routing, light-trail, wave-
length minimization, heuristic

I. INTRODUCTION

All-optical networks are serious candidates to become high
speed backbone networks with huge capacity. In optical rout-
ing, the messages are transmitted by light signal without elec-
tronic processing. Routes should satisfy the physical (optical)
constraints in static connection based networks and also in the
case of burst and packet switching.

Multicast communications are present in networks to ef-
ficiently perform data transmission from a source to several
destinations. Usually, without physical constraints, multicast
routes corresponds to trees in the topology graph. To perform
multicast, there should be multicast capable nodes (splitters)
at all the branching nodes of the tree. However, one of the
most hard constraints for optical multicasting is the constraint
on the availability of light splitters in the switches. In fact,
splitters are expensive and the light power can be decreased
considerably by splitting (inversely proportional with the num-
ber of outgoing ports [2]). This constraint prevents all-optical
multicasting from employing splitters.

In our paper, we investigate an interesting question: how to
perform multicast without splitters? Trivially, a set of light-
paths from the source to the destinations can be used as a
solution, but this solution is expensive in term of wavelengths.
Our objective is to perform multicasting without splitters and
minimizing the number of used wavelengths. Solutions in
bidirectional networks (where a wavelength is available in both
directions between the connected switches) are known, but we
investigate the arbitrarily directed case which is very practical.
Even if the network is designed to be bidirectional, when
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some demands hold some of the resources of the network, the
resulting network graph is now arbitrarily directed, therefore
the routing for subsequent demands will be calculated on a
digraph.

Due to its interest, WDM multicast routing has been investi-
gated intensively in the literature and several propositions exist
to adapt multicast routing algorithms to the optical constraints
(cf. [9] for some basic algorithms and [11] for a survey).
The minimization of the number of used wavelengths was
investigated at first in [5] where the wavelengths are supposed
to be unevenly distributed in the networks. The considered net-
work is assumed to be equipped with splitters and wavelength
converters. The multicasting is based on a tree: the objective
is to construct a tree T' meeting optical constraints such that
the number of wavelengths used to cover T' is minimized. The
NP-hardness of the problem is proved, and an approximation
algorithm has been proposed. An improved approximation can
be found in [8].

The case of switching without splitters in symmetric net-
works has been discussed in [1]. The problem is to find
a Multiple-Destination Minimum Cost Trail (MDMCT) that
starts from a source and spans all the destinations with
minimizing the total cost of the edges traversed. To ensure a
feasible solution, a low-cost cross-connect architecture called
Tap-and-Continue (TaC) has been proposed to replace splitters.
TaC cross-connects can tap a signal with small power at
the local station and forward it to one of its output ports.
Moreover, every link is assumed to be equipped with at least
two fibers in order to support bidirectional transmission on the
same link.

The authors proved that the MDMCT problem is NP-
hard and then developed a heuristic (called MDT) that finds
a feasible trail in polynomial time. The algorithm has two
steps. The first step is computing an approximated Steiner
tree for a multicast request using the Minimum Cost Path
Heuristic proposed in [7]. A trail is then computed based on
the backtracking method following the tree.

The advantage of MDT heuristic is that it uses only one
wavelength (and one transmitter) for each multicast request
(and thus, the wavelength is minimized). However, because
of multitude of round-trip traversing, a large number of links
is required in both directions, hence the total cost and the
diameter of the light-trail is always very high. To improve the
total cost, it is necessary to reduce the round-trip traversing.
Moreover, it is worth noting that, the source can inject the light
signal by multiple transmitters independently. By taking this
feature into account, one can considerably reduce the reversal
arcs (that backtrack to the source), then the total cost and
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the diameter can also be reduced. This is the idea to make a
modified version of MDT, called MMDT that is detailed in
Section V.

In [3], Der-Rong Din posed the Minimal Cost Routing
Problem which minimizes the cost under WDM symmetric
networks using only TaC cross-connects. Unlike the approach
of [1] that based on light-trail, the approach of Der-Rong Din
is based on light-forest (a set of the light-trees [11]), rooted
at the source and covering all the destinations. Besides, the
source can inject the signal by multiple transmitters so that
each light-tree can use a single wavelength. Furthermore, to
produce a trade-off between the total cost of the light-forest
and the number of wavelengths used, the author developed
an objective function which combines the actual total cost
of the light-forest and the cost for using wavelengths: f =
cost(F) + o * numW L, in which F is the resultant light-
forest, numW L is the number of wavelengths used, and « is
a specific coefficient.

The author proposed two heuristic algorithms, namely
Farthest-Greedy (FG) and Nearest-Greedy (NG). The two
algorithms are based on the shortest path tree (SPT). The idea
of these algorithms is: first construct the SPT from the source
to the destinations, then keep one path for each subtree of
the source, and finally reroute the other destinations that have
not been reached (unreached destinations). The difference
between the two algorithms is: FG keeps the farthest (in term
of cost) destination routed by the computed shortest path, and
chooses the farthest destination in the unreached set to reroute,
whereas NDF keeps the nearest (minimal cost) destination and
chooses the nearest destination in unreached set to reroute in
the rerouting phase. The rerouting phase is performed by the
shortest paths from the source or from the leaves of computed
trees to each unreached destination, that do not share any nodes
and edges with all the computed trees (each tree is computed in
a different wavelength graph that is initialized by the original
graph). When there is no possible path in the computed trees
or the path exists but with larger cost than the path found in the
new wavelength graph, the unreached destination is routed by
the shortest path found in the new tree with a new wavelength.
The author also gave the comparison between FG, NG and
MDT by simulations, and the results show that FG is better
than NG and MDT.

Most of the solutions proposed in the literature (excluding
MDT) are based on simple routes in which cycles are not
allowed. However, one can operate multicasting by non-simple
routes which permit nodes to be visited several times, as long
as the routes using the same wavelength are arc-disjoint. MDT
in [1] gives a special structure which allow cycles, but with
special cycles which are 2-cycles'. In fact, one can construct
structures that allow not only 2-cycles but also arbitrary cycles.
These structures correspond to a hierarchy that was proposed
in [6]. For multicast routing in WDM networks, the light-
hierarchy concept has been proposed in [10]. A light-hierarchy
is a hierarchy using a single wavelength.

In the paper, we show that the optimal route minimizing the
number of wavelengths is a set of (non-simple) light-trails. The

TAn n-cycle is a cycle with n. vertices.

computation of the optimum in directed graphs is NP-hard. So,
we propose some heuristic algorithms, which try to minimize
the number of wavelengths, taking into account the availability
of fibers in the network, with a low cost. We compare the
performance of them with two previously proposed multicast
routing algorithms.

The structure of the paper is the following. Section II
formulates the problem. Several useful concepts and properties
are given in Section III. Our heuristics are described in
Section IV followed by the experimental results in Section V.

II. PROBLEM FORMULATION

Let us suppose that nodes are equipped by TaC option and
can be traversed by the same wavelength several times having
different incoming and outgoing ports for each pass. So, light-
trails from the source to the destinations can perform the
multicast (cf. [1]). There is no splitter in the nodes. Moreover,
the topology graph G' = (V, A) is an arbitrary directed graph
in which each arc represents a fiber between the pair of nodes.
Each arc e € A is associated with the a value cost(e) > 0.
Let s € V the source and D C V' \ {s} the set of destinations.
We suppose that the multicast is feasible, i.e., there is at
least one directed path from the source to each destination.
Different objectives for the multicast routing can be formulated
as follows.

Routing using a minimum number of wavelengths (FP;):
A multicast route colorable with the least number of wave-
lengths is required.

Minimum cost routing (/%): The least cost multicast route
1s required.

In both cases (with the given constraints), the optimal
solution is a set of light-trails routed at the source and covering
all of the destinations. Notice that this set corresponds to a
hierarchy obtained from a star (cf. [6] for the definition of a
hierarchy). The solution of Problem P; can be composed from
very long trails. The optimum of Problem I can use a high
number of wavelengths. Trade-off can be interesting.

Minimum cost multicast routing using a given number of
wavelengths (Ps): A minimum cost multicast route colorable
with the given number of wavelengths is required.

Length limited multicast route using a minimum num-
ber of wavelengths (F,): A multicast route in which the
longest trail is smaller than a given limit and colorable with
the minimum number of wavelengths is required.

The solutions of the last two problems are also sets of light-
trails.

The mentioned routing problems are hard optimization
problems. Problem I°; corresponds to finding the solution with
minimal set of colors. Problem P, is equivalent the Degree
Constrained Directed Minimum Spanning Tree Problem in the
distance graph of the problem.

In our study, we focus on the first problem but some results
can be useful to solve Problem F; and Problem F,. For the
limited space, the reader is recommended to refer our research
paper [4] for the proof of NP-hardness of P.

JUNE 2013 * VOLUME V * NUMBER 2
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ITI. USEFUL DEFINITIONS AND PROPERTIES

In order to describe our algorithm, some concepts should
be given in the following.

« Directed shortest path tree (DSPT): A directed tree
rooted at the multicast source covering all the destinations
by shortest paths, in which each path is (one of) the
shortest path(s) from the source to a destination. To com-
pute DSPT, any shortest path algorithms, e.g., Dijkstra
algorithm, can be employed.

» Conflict graph: A graph used to represent the con-
flicts among the trails. Formally, in our study, a conflict
graph is G = (T, E), in which T is a set of nodes
corresponding to the trails and E is a set of edges such
that ¢ = {t,p} € E if and only if there is a conflict
between trail ¢ and trail p, i.e., two trails share a common
arc. In this study, we just consider conflicts such that
shared arcs form the prefix of the concerned trails and
this property is preserved during the algorithm. For this
condition, each of connected components in the conflict
graph corresponds to a subtree of the DSPT (Figure 1).
Property I: Each connected component in the conflict
graph composes a (conflict) clique?.

Trivially, if the shared arcs of conflicting trails are the
prefix of the trails, then conflicts are transitive (if there
is a conflict between 73 and T, and between 75 and T3,
then there is a conflict between Ty and T3). Indeed, all
the trails in the same connected component share the first
arc from the source. So the Property 1 follows.
Property 2: The number of colors needed to color all the
nodes of a clique is equal to the number of nodes of that
clique.

Obviously, there is a (conflict) edge between every pair
of nodes in each clique. To avoid the conflict, the nodes
must be colored with different colors. So the Property 2
follows.

Property 3: The number of wavelengths needed to per-
form the routing respecting the distinct wavelength con-
straint® in network fibers is equal to the number of nodes
(the size) of the maximal clique in the conflict graph in
our study case.

In deed, each clique corresponds to a subtree of
the DSPT. These subtrees are arc-disjoint, so the
corresponding trails in each clique do not share any arcs
with the corresponding trails in the other ones. Thus, the
minimal number of colors needed to color all the nodes
in the conflict graph is equal to the size of the maximal
clique, because we can use some colors that have been
used in the maximal clique to re-color the other nodes
in the other cliques. Moreover, to guarantee the distinct
wavelength constraint, the number of colors needed
in each clique is equal to the number of wavelengths
needed to assign the corresponding trails in that clique.
So this property holds.

?A cligue of a graph is a complete subgraph of that graph
3 Distinct wavelength constraint: Different light-paths or light-trees sharing
the common link must be allocated distinct wavelengths [11].
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Thus, the problem of minimizing the number of used
wavelengths reduces to the problem of minimizing the
number of nodes (trails) of the maximal clique in the
conflict graph.

Light—trails

Fig. 1: Example of a DSPT and its conflict graph

Figure 1 illustrates a set of paths (trails) composing a
DSPT for the multicast request r = (s, {di,dz,d3}) and
the corresponding conflict graph. In Figure 1, there are two
cliques corresponding to two subtrees of the DSPT. The
maximal clique is composed from the paths 7T, T5, Ty starting
from the source to the destinations di, da, d3, respectively. It
needs three wavelengths to color the three trails. The other
clique composed from only the path T); that can re-use one
wavelength that were assigned for the maximal clique.

IV. PROPOSED HEURISTICS
A. Algorithm Framework

The idea of the algorithm is to diminish the number of
nodes (trails) in the maximal clique of the conflict graph
until it cannot be reduced. Informally, the algorithm starts
from a set of directed trails (at first, simple trails or paths in
the DSPT). Then it tries to iteratively diminish the number
of trails in the maximal clique, say C,,.. At each step, it
chooses one trail from the maximal clique, say 7p, that can be
replaced by another one. Some mechanism can be employed
to select this trail. When the trail is selected, the algorithm
looks for all the other trails and choose the one, say 1}, such
that the terminal of it has the arc-disjoint shortest path to the
first destination of the trail 7. Then 1§ is replaced by the
corresponding trail T3, and the cardinality of the Cf,,, is
reduced by 1. The algorithm iterates until the maximal clique
cannot be reduced.

The framework of the algorithm consists of four main steps
that can be described as follows:

THE ALGORITHM FRAMEWORK

Step 1: Compute a directed shortest path tree (DSPT) from
the source s covering all destinations. If there is no
branching node in the DSPT, then DONE. Otherwise,
do Step 2.
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Step 2: Compute the conflict graph from the DSPT. Each
conflict clique corresponds to a sub-tree rooted at the
source of the DSPT.

Step 3: Repeat Step (3.1) to Step (3.4) in the following until
the cardinality of the maximal clique C',,, cannot
be reduced (is equal to 1 for the best case).

Step 3.1: Find the maximal clique C,a.*.

Step 3.2: Choose a trail Ty in Cy, 4, with some mechanism
that is mentioned below. Calculate the terminal
Iy of Ty and the first destination fy° of Tp. For
example, in Figure 1 a), ()4, is composed by
the paths 77,75, T3; the selected trail Ty is T3,
lo is node ds and f; is also ds.

For every terminal [; of the remaining trails T;
in the set of trails (except Tp), compute the
trail Ty, such that the path (Ix, fo) is arc-disjoint
with all the current trails, and it is the shortest
path among the paths (I;, fo). Tf there is an arc-
disjoint path from the source s to fy, then take
the shorter one between (I, fo) and (s, f5). In
Figure 1 a), T}, is T4, and [ is node dy.

Graft the path (I, fo) and the path (fy, o) to the
trail Ty, set Iy as the terminal of the new trail
T}, remove the trail Tp, reduce the cardinality of
clique Cyuay by 1. If the path (s, fp) exists and
is selected, create a new trail (s,ly) and remove
the trail Tj.

Step 4: Record the set of trails, the cardinality of clique
Craz as the minimum number of wavelengths
required. Employ the trail-wavelength-assignment
(TWA) algorithm (described below) to assign wave-
lengths for the set of final trails.

Step 3.3:

Step 3.4:

B. Trail-wavelength-assignment (TWA) algorithm

The TWA algorithm mentioned in Step 4 works as follows.
Let & be the minimum number of wavelengths returned by
the routing algorithm above, and wy, wa,..,w; be the k
wavelengths reserved for the multicast request. With each
wavelength w;, ¢ = 1,.., k, assign w; for every clique in the
set of the remaining cliques, one trail for each clique. Repeat
that until there is no trail in the set of remaining cliques.

C. Two greedy heuristics

Our algorithm can be developed to result in two heuristics.
In step 3.2, two greedy mechanisms to select the first trail Ty
in the maximal clique C,,4,, resulting in two heuristics of our
algorithm, namely Farthest First (FF) if 7} is the longest trail
in term of cost among all the other trails in ()4, i.€., the
terminal [y of Tj is the farthest terminal [ among the others

4To accelerate this step, C; is organized in a priority queue in which the
priority value is the size of C';, and only cliques C’; with the size larger than
1 are pushed into the queue

3 fo is the first destination on the path from the nearest branching node of
Ip to lg

in C,,q.; and Nearest First (NF) if [; is the nearest terminal
in Cpyqz- The detail descriptions of the two heuristics and the
complexity of them are given in our research paper [4].

D. [lustration of the algorithm

In order to demonstrate the algorithm, we use a network
in Figure 2 in which the source is s, the destination set is
D = {2.6,7,8,10,11, 12, 13}. Moreover, due to the limited
space, and because FF and NF have the same principle, we
just illustrate the heuristic FF in the Figure 3 below.

After the Step 1 and Step 2, the DSPT and the initial conflict
graph are shown in Figure 3 (a). The maximal clique comprises
three paths T)g, T2, T13, in which T)2 is the farthest one, so
it is selected first. The first destination f, of Ti5 is node 8,
the shortest arc-disjoint path computed is the path passing the
nodes {10, 5, 8}. Thus 712 is replaced by T'g, the new trail
is T, (Figure 3 (b)). Similarly, T}, is then replaced by 77,
in the next run (Figure 3 (c)). The final set of trails are shown
in Figure 3 (d).

(a) The DSPT and the initial conflict graph

V. EXPERIMENTAL RESULTS

In this section, we show the performance of our algorithm
and compare with the algorithms proposed in [1] (MDT)
and [3] (Farthest Greedy and Nearest Greedy). In order to
fairly compare with MDT in [1], the modified version of it is
developed, namely Modified-MDT (MMDT for short) which
is mentioned in the following.

JUNE 2013 * VOLUME V * NUMBER 2
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Fig. 3: Illustration of the Farthest First heuristic
A. MDT and MMDT

As mentioned in Section II, the MDT algorithm has two
steps. The first step is to compute an approximated Steiner
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tree (AST) for a multicast request using the Minimum Cost
Path Heuristic (MCPH) proposed in [7]. In the second step, a
trail is computed based on the backtracking method following
the AST. The backtracking phase starts from the root of
the tree, and recursively repeats at each non-leaf node in
the tree, say, the current node. In the downstream direction,
the algorithm tries to include all the downstream links
between the current node and all its children destinations.
Backtracking is required when a leaf node is reached and
there are still some destination nodes not yet visited.

However, the total cost and the diameter of the MDT
trail are high because of multitude of round-trip traversing.
Moreover, it is worth noting that, the source can inject the light
signal by multiple transmitters on the same wavelength inde-
pendently. By taking advantage of this feature, we developed
the algorithm MMDT by modifying MDT in the backtracking
phase, in such a way that it can eliminate the round-trip
traversing the source while using only one wavelength.

The MMDT works as follows. First, it generates an AST
using the MCPH just like the way of MDT. Then the back-
tracking method to each subtree of the AST (the nodes 1, 2 and
3 in Figure 4) is evoked, with a greedy sequence such that the
trails growing to the nearest branch first (in term of cost of the
branch). Consequently, there is no reversal arcs needed in the
farthest branch for each sub-tree. Accordingly, the result is the
set of trails rooted at the source, covering all the destinations
with only one wavelength, but with multiple transmitters, one
transmitter for each trail. Obviously, the diameter and the total
cost of the resultant trials are less than those resulted by MDT.

To demonstrate MDT and MMDT, we use the same topol-
ogy as the one shown in Figure 2 with a few changes: all
the links are now bidirectional and the destination set is
D' ={2,5,6,7,8,9,10,11,12, 13}. Figure 4 (a) demonstrates
the computation of the multiple-destination trail according to
the MDT algorithm and Figure 4 (b) demonstrates the MMDT
for the same request r = (s, D’). As we can see, MMDT can
reduce seven arcs compared with MDT, while both use only
one wavelength.

B. Two simulation settings and the performance metrics

Our algorithms can work in arbitrary directed graphs, mean-
ing that unidirectional arcs and edges corresponding to two
arcs on opposite directions can coexist in the graph, and the
costs for the arcs can be given differently, even with arcs on
opposite directions. However, the algorithms proposed in [1]
and [3] supposed to work with bidirected graph, in which all
the links are all bidirectional. Thus, for a fair comparison, we
divided the simulations into two settings. In the first setting, all
the algorithms are run on bidirected graphs, and in the second
one, they are run on arbitrary directed ones.

Three performance metrics are taken into account in the
simulations: the number of wavelengths required, the total
cost and the diameter of the resultant routes (light-trails
or light-forests). The diameter is defined as the number of
maximal hop counts from the source to all the destinations.
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The reason for evaluation of this metric is that it can be
represented for the end-to-end maximal delay. In fact, the
delay can be combined by switching, queueing, transmission
and propagation components. In all-optical networks, because
of the high light speed, the propagation delay can be assumed
to be the same on different links, and it is much less than the
other components at the hops. Thus, the number of hops that
the light signal has to pass by is usually used to represent for
the delay.

C. Experimental results with bidirected graphs

In this setting, the considered algorithms have been run on
several random bidirected graphs with different number of
nodes N = {100,200, 300}, the costs of arcs are randomly
selected from the set of integer {1,2...,20}, and the set of
destinations /) are also randomly selected with different size
|D| = {10,20,..,N/2}. To be sure that there is a feasible
solution for all the algorithms, the selected graph must be
connected and there is at least one directed path from the
source to each destination for every simulation. Moreover,
in order to guarantee a good confidence interval, for each
size |D|, we run 100 simulations with different source and
destination set. That means, each point in the resultant figures
below is calculated on average of 100 (successful) simulations.

Besides, to respect the effect of the coefficient o on the
performance of the proposed algorithms in [3] (FG and NG),
we also set the coefficient v in {50, 100, 150}. The simulations
showed that, in the cases of @ = {50,100} only FG and

NG give slightly different results, in which the number of
wavelengths is slightly higher and the total cost is slightly
lower than those in the case of «v = 150. Thus we just show
the results for the case of o = 150. Likewise, we just show
the results for the case of N = {200,300} (Figures 5 and
6). In the case of N = 100, the results are quantitatively the
same.

In Figures 5(a) and 6(a), FG and NG result in large number
of wavelengths, ranging from 1 to 5 in 200 node-networks,
and from 1 to 9 in 300 node-networks when the group size
varies from 10 to N/2, while MDT and MMDT and the two
heuristics of our algorithm draw a horizontal line with just one
wavelength.

In Figures 5(b) and 6(b), the two heuristics proposed in [1]
appear with the highest cost, then the two heuristics proposed
in [3], the two heuristics of our algorithm have the lowest cost
with a small difference between them.

In Figures 5(c) and 6(c), about the diameter, unsurprisingly,
the two heuristics proposed in [1] appear with highest diame-
ter, the two heuristics proposed in [3] achieve a constant low
diameter, and the two heuristics of our algorithm are in the
middle with lower diameter of NF.

Generally, in bidirectional graphs, our algorithms result in
the light-trail(s) in which the number of required wavelengths
is close to one, low cost but quite high diameter compared
with the other algorithms.

D. Experimental results with directed graphs

The configurations of this setting are similar as the ones in
the first setting, except that the graphs we work with are all
arbitrary directed graphs. Similarly, we just show the figures
for the case of N = {200,300}, a = 150 (Figures 7 and 8).
In the other cases (N = 100, oz = {50, 100}) the results are
quantitatively the same.

At first, in these configurations, MDT and MMDT almost
have no solution so we do not show their results.

In Figures 7(a) and 8(a), all the algorithms result in the
increasing number of wavelengths when the group size in-
creases. FG and NG result in larger number of wavelengths
with the highest of NG, while FF and NF slowly increase,
with the lowest of FF. In short, FF and NF provide a lowest
number of wavelengths with a slight difference between them.

In Figures 7(b) and 8(b), all the algorithms appear with the
same cost but FF being a slightly better.

In Figures 7(c) and 8(c), again, FG and NG achieve a
constant low diameter with a slight difference between them
(lower than 25% of the number of nodes). Between the two
our heuristics, NF results in lower diameter (lower than 35%
of the number of nodes). Especially, it gets closer to the FG
and NG, and almost the same when the group size gets closer
to 50%. In contrast, FF results in high diameter (around 50%
of the number of nodes).

In short, in arbitrary directed graphs, our algorithms produce
the light-trails with low number of required wavelengths, a
low cost but quite high diameter compared with the other
algorithms. Between the two heuristics, NF provides a good
trade-off among the performance metrics.
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E. Experimental result analysis

MDT versus MMDT

MDT and MMDT are just suitable in symmetric networks
in which they always result in optimal wavelengths but
high cost and diameter. By taking advantage of multiple
transmitters, MMDT also needs just one wavelength (Figures
5(a) and 6(a)) and is even better than MDT in term of cost
(Figures 5(b) and 6(b)) and diameter (Figures 3(c) and 6(c)).
However, both have very poor performances in arbitrary
directed graphs, even have no solution in most of the cases.
This is because only one arc missing on the computing trail
can make MDT and MMDT fail to get a solution.

Light-hierarchy based solutions versus light-tree based
solutions

As seen in the experimental results above, our light-
hierarchy based solutions (FF and NF) outperform light-tree
based solutions (FG and NG) in term of the number of
wavelengths and also the total cost, especially in bidirectional
networks, with the expense of the diameter. This can be
explained as follows.

The two approaches start with the same DSPT tree. In the
rerouting phase, FG and NG try to extend the tree but always
keep the tree structure which does not allow multiple visits
at nodes. Moreover, the nodes used for the tree extension
are always restricted by the source or the leaves which are
either the farthest (FG) or nearest (NG) destinations in each
subtree of the computed trees. These two properties limit the
number of destinations to be covered in one tree, inducing
larger number of wavelengths needed and higher cost. Besides,
when the destinations cannot be routed in the current tree, they
are routed in a new tree by the shortest paths, so the diameter
is short.

In contrast, our approach is more flexible. After the first
step, the route structure is no longer a tree, but a set of trails
(composing a hierarchy) which allows to return some vertices
more than once without conflicts. Hence, more arcs can be
used for the trail extension. In addition, since all the terminals
of the existing trails (and the source) can be considered,
more nodes can be used for the trail extension. In short,
more nodes and arcs can be used for the trail extension. This
property helps to increase the number of destinations that
can be covered in one trail, resulting in a fewer number of
wavelengths required, but, of course, with a longer diameter.
Besides, because more nodes are considered for the lowest
cost, a lower total cost of the final trails can be achieved.

Farthest First versus Nearest First

As shown in the experimental results above, FF results in
higher diameter but a slightly fewer wavelengths and a quasi-
similar cost compared with NF. This can be explained as
follows.

First, the diameter is the number of hops (the length) of
the longest trail. When the selected trail (the routed trail) is
replaced by an other one (the routing trail), the new routing
trail must be longer (in term of cost) than the routed trail.
Thus, the longer the routed trail is, the longer the new length
can be. FF chooses the longest trail in the maximal clique,
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hence it makes the new trail longer than NF does. Furthermore,
because the new trail is usually longer than routed trail in the
old maximal clique, and it will probably become the farthest
one in the new maximal clique and will be first considered
next time. Hence it becomes longer and longer, and finally it
can correspond to the diameter of the final trails. That is the
reason for the fact that FF results in a longer diameter than
NF.

Similarly, since FF tends to include more destinations in a
long trail, the probability that the number of wavelengths that
can be reduced by FF is higher than by NF. So FF results in
a fewer wavelengths than NF does.

Finally, when the routed trail is replaced, the reduced cost
is calculated by the cost of the routed trail minus the cost of
the extended path of the routing trail (or the total cost of the
routing trail if the source is selected). Thus, the longer the
selected trail is, probably that the more the reduced cost can
be. Since FF chooses the longest trail and NF chooses the
shortest one in the maximal clique to diminish first, FF can
reduce more cost than NF.

V1. CONCLUSION

In this paper we address the multicasting problem in all-
optical networks without splitters. The problem is to find a
set of light-trails which minimizes the number of required
wavelengths with a low cost. The problem is proved to be
NP-hard, and two heuristics based on Shortest Path Tree
are proposed to make a feasible solution, Farthest First and
Nearest First. The idea of our algorithm is to diminish the
conflict between the light-trails until it cannot be reduced.
Especially, unlike the common approaches which assume to
work on networks with bidirectional links, our algorithm can
work well in arbitrary networks.

The two heuristics of our algorithm are compared with
the proposed algorithms in the literature, and the simulation
results showed that our algorithm achieves low number of used
wavelengths, low cost but quite high diameter. Between the
two, although the Farthest First can result in smaller number
of wavelengths and lower cost, the Nearest First provides a
better trade-off among the three performance metrics.
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The effect of RF unit breakdowns 1n sensor
communication networks

Tamas Bérczes, Béla Almasi, Janos Sztrik, Attila Kuki

Abstract—In this paper the wireless transmission problem in
sensor networks is investigated. The server (RF unit) is assumed
to be subject to random breakdowns both in busy and idle
states. The sensors of the networks are grouped in two classes.
The first one is the "Emergency” class, which performs the
notification of special emergency situations (eg. fire alarms).
The second one is the ”Normal” class, which measures and
transmits environmental data (eg. temperature). The novelty of
investigations is the inclusion of the non-reliability of the server.
Our main interest is to give the main steady-state performance
measures of the system computed by the help of the MOSEL tool.
Several Figures illustrate the effect of the failure and repair rates
of the server on the mean queue lengths and on the probability
of server’s breakdowns,

I. INTRODUCTION

Wireless sensor networks are widely used to implement low
cost non-attend monitoring of different environments. Baronti
et al. [1] showed that the technology limits are far beyond
the current usage. Chiany [2] represented the wireless sensor
networks as a system containing three main components see
Figure 1. Buchmann [3] showed that the operation mechanisms
depending on the vendor implementations can be totally dif-
ferent, but also common features are observable. For example,
power saving is a standard requirement to achieve long time
operation of the wireless nodes. Similarly, a common feature
that the wireless data transmission can appear as a bottleneck
in the operation.

Retrial queues have been widely investigated and used to
model many problems arising in telephone switching systems,
telecommunication networks, computer networks, optical net-
works and most recently sensor networks, etc. The main
characteristic of a retrial queue is that a customer who finds
the service facility busy upon arrival is obliged to leave the
service area, but some time later he comes back to re-initiate
his demand. Between trials a customer is said to be in orbit.
The literature on retrial queueing systems is very extensive.
For a recent account, readers may refer to the recent books of
Falin and Templeton [4], Artalejo and Gomez-Corral [5] that
summarize the main models and methods. For some recent
results on retrial queues with applications the interested reader
is referred to, for example see papers of Tien Van Do [6] and
references therein.
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Wireless sensor network.

Using wireless sensor networks, see [7], [8] one of the
biggest problem is the lifetime of the sensor. Most of the
time it is very hard to change or repair the RF Unit of the
sensors. Because these facts, the reliability of the RF Unit
is very important. The lifetime of the sensor determine the
lifetime of the network too.

In this paper we introduce a finite-source retrial queueing
model to investigate the performance characteristics of the
wireless transmission problem in the sensor networks. We
divide the sensors into two classes. The first one is the
“Emergency” class, which performs the notification of special
emergency situations (eg. fire alarms). The second one is the
”Normal” class, which measures and transmits environmental
data (eg. temperature).

The emergency class has priority over the normal class in
the operation. For the performance evaluation of the wire-
less transmission we study and compare two cases: In the
first model the RF transmission possibility will be available
randomly for the sensor nodes (Non-Controlled case). In the
second model the RF transmission requests coming from the
emergency class will access the wireless channel immediately
(Controlled case).

The main purpose of the present paper is to generalize the
sensor network model (see. Bérczes et al. [9], [10]) using a
more realistic case when the RF unit is subject to breakdowns
during its operations. Our aim is to illustrate graphically the
effect of the non-reliability of the RF unit on the steady-state
system measures.

Because of the fact, that the state space of the describing
Markov chain is very large, it is rather difficult to calculate
the system measures in the traditional way of writing down
and solving the underlying steady-state equations. To simplify
this procedure we used the software tool MOSEL (Modeling,
Specification and Evaluation Language), see Begail et al.
[11], to formulate the model and to obtain the performance
measures.

The rest of this paper is organized as follows. In Section
2 we present the corresponding queueing model. Numerical
results and their discussion are provided in Section 3. Finally,
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Section 4 concludes the paper.

II. SYSTEM MODEL

Let us consider a single server queue with two classes of finite-
sources which represent the sensors. The first class of sensors
correspond to the emergency case (eg. fire alarms), the second
class refers to the normal case (eg. temperature, humidity
measurement). The number of sensors of the first class is
denoted by N, and the number of sensors of the second class
is denoted by K. Each sensor generates a new service request
(ie. to send the measured value through the radio interface),
according to an exponentially distributed time with parameter
A1 for the emergency sensors and with parameter Ay for the
normal class, respectively.

The server, which refers to the radio transmission in the
model, can be in three states:

o available(idie) state: Tf the server is available it can start

serving the arriving requests.

« sleeping state: The server can be in sleeping state (for

power saving purposes).

« failed state: If the server is in failed state, it can not start

serving any arriving requests until it is repaired.

The server is busy, when the server is in available state and
at least one requests are in the service area. The server is idle,
when the server is in available state and there is no requests
in the service area.

The server can fail during the interval (¢,% + dt) with
probability ddt + o(dt) if it is in idle or in busy state. If the
server is in sleeping state it can not be failed. Tf the server fails
in a busy state, the interrupted request returns to the sources.
The repair time is assumed to be exponentially distributed with
a finite mean 1/7. If the server is failed, two different cases can
be treated. The first one is blocked sources case when all the
operations are stopped, that is no new calls are generated. The
second one is the unblocked sources case, when only service
is interrupted but all the other operations are continued. In this
paper we investigate only the unblocked sources case.

The server starts with a listening period. The time of this
listening period is assumed to be exponentially distributed
with parameter «. If no customer arrives during this period,
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the server will enter into the sleeping state. The time of the
sleeping period is supposed to exponentially distributed with
parameter 3.

When the sleeping period is terminated, then the server
wakes up. If there are emergency requests waiting in the queue
the server begins to serve them. In the opposite case, when
there is no emergency request waiting in the queue, the server
remains in the available state, it will start a listening period.

Until the listening period finished, the requests arriving to
the server can access to its service. If the listening period
expires without any arrivals the server will enter into the
sleeping mode.

A request of the emergency class goes directly to a FIFO
queue waiting to be served (ie. transmitted through the radio
interface).

It an emergency request arrives to the server we consider
four operation possibilities:

« If the server is available, it starts the service of the
emergency request.

« If the server is busy, the emergency request goes to the
FIFO queue, waiting to be served.

« If the server is in sleeping state the request wakes up the
server, which will start the service after an exponentially
distributed initialization time with parameter -.

« If the server is failed, the emergency request goes to the
FIFO queue.

If a request from the second class finds the server busy or
in sleeping state or the server is failed then the requests goes
to the orbit. These requests waiting in the orbit retry to find
the server idle according to a Poisson flow with retrial rate
v. We assume that emergency requests have non-preemptive
priority over normal requests.

The service times for each request coming from both classes
are assumed to be exponentially distributed with parameter .

The operational dynamics of the system can be seen in the
corresponding queueing model, see Fig. 2.

We introduce the following notations (see the summary of
the model parameters in Table I):

o ki(t) is the number of active sensors in the emergency
source at time t,

e k2(t) is the number of active sensors in the normal source
at time ¢,

e ¢(t) denotes the number of emergency requests in the
queue at time t,

« oft) is the number of jobs in the orbit at time ¢.

o y(t) = 0 if there is no job in the server and the server
is available, y(t) = 1 if the server is busy with a job
coming from the emergency class, y({) = 2 when the
server is busy with a job coming from the normal sensor
class, y(t) = 3 if the server is in sleeping state at time ¢
and y(t) = 4 if the server is failed at time ¢

e ¢(t) = 1 when the server is in sleeping state at time ¢
and one emergency request has started the initialization
procedure, ¢(t) = 0 in the other cases.
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It is ease to see that:

K+ N = g(t) - oft), y(t) = 0,4
ki(®) ko) = § K+ N —q(t) — o)~ 1,  y(t) =1,2
K+ N —q(t)—oft) —c(t), y(t)=3
TABLE 1
OVERVIEW OF MODEL PARAMETERS

Parameter Maximum Value at ¢

Active imergency sensors N (population size) k1 ()

Active normal sensors K (population size) ka(t)

Emergency generation rate A1

Normal generation rate A2

Total gen. rate MN + K Avker (t) + Azk2(t)

Requests in queue N q(t)

Service rate

Busy servers 1 (number of servers) ¢(t)

Cust. in service area N+1 c(t)+q(t)

Requests in Orbit K (orbit size) o(t)

Relrial rate v

Server’s failure rate )

Server’s repair rate T

To maintain theoretical manageability, the distributions of
inter-event times (i.e., request generation time, service time,
retrial time, available state time, sleeping state time, failed
state time) presented in the network are by assumption ex-
ponential and totally independent. The state of the network
at a time ¢ corresponds to a Continuous Time Markov Chain
(CTMC) with 4 dimensions:

(y(£):e(t); q(t); o(l))

The steady-state distributions are denoted by

X(t) =

P(y,c,q,0) = lim P(y(t) = y,e(t) = ¢,q(t) = q,0(t) = 0)
t—o0

Note, that the state space of this Continuous Time Marko-
vian Chain is finite, so the steady-state probabilities surely
exist. For computing the steady-state probabilities and the
system characteristics, we use the MOSEL software tool in this
paper. These computations are described in papers of Bolch
and Wiichner et al. [12], [13].

As soon as we have calculated the distributions defined
above, the most important steady-state system characteristics
can be obtained in the following way:

o Utilization of the server

o Availability of the server

AS—ZZZP@ 0,4,0)

y=0g=0 o=0
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o Average generation rate of normal sensors:
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I1I. NUMERICAL RESULTS

In this section, we present some numerical results in order
to illustrate graphically the effect of the server’s breakdown
on some of the most important measures in sensor networks.
The corresponding parameters are summarized in Table II.
numerous interactions of parameters were investigated. The
most interesting results are displayed in the following figures.
In each Figure the blue lines (dotted with circles) represent the
case when A = 0.5 and the red lines (dotted with triangles)
represent the case when A = 2.5,

In Figure 3 one can see the effect of the server’s failure rate
on the mean queue length of emergency request in the FIFO.
The length is increasing in both cases, but at higher generation
rate this increase is faster.
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Figure 4 shows how orbit fills up at different failure rates
and request generation rates. It can be seen, that at high value
of the generation rates the server’s failure rate has almost no
effect on the orbit size. At lower generation rate the orbit size
significantly increases when the failure rate has large values.

Figure 5 illustrates the probability of the idle state of the
server. In natural way, this idle state probability is much higher
at large generation rates than at low ones. If we investigate the
effect of the failure rate of the radio unit, a decrease of this
probability can be observed. The speed of this decrease is
much faster at the low generation rates.

In Figure 6 the probability of the failed state of the server
is calculated, where the server initially was in idle state. Tt
means, that there is no loss of requests here. Requests arriving
during this failed period will be forwarded to queue or to orbit,
depending on their priorities.

At low request generation rates the idle periods are longer
than at higher rates, so the failed periods are more likely. With
higher failure rates the probability of down periods increases,
faster at low load and lower at high load of requests.

Figure 7 shows the same probability, but in this case the
server breakdown occurs in busy state, ie. there was a request
under servicing. The service terminates and the request is
transmitted to the source. In the physical environment it means,
that the signal of the sensor has been lost. Important result,
because at relatively high failure rate the probability of lost
request is significantly high, and it hardly depends on the
generation rate.

It should be underlined that because the terminated requests
under servicing return to the source without service, there is
no sense to investigate response and waiting times.

Figure 8 illustrates the probability that the server fails in
an idle state as a function of repair rates. It means, that there
is no loss of requests in this case. As one can see increasing
the repair rate, the probability of the failure decreases. For
all repair rates we get smaller probabilities by using higher
generation rate.

Figure 9 shows the probability that the server’s breakdown
occurs in busy state, ie. there is a request under servicing.
The service terminates and the request returns to the source
without service. In this case using higher generation rate we
get higher probabilities because the server’s busy periods last
longer than using smaller generation rate.

IV. CONCLUSION

In this paper we have investigated a finite-source retrial
queueing model with non-preemptive priorities and repeated
vacations with non-reliable server. The MOSEL tool was used
to formulate and solve the problem, and the main perfor-
mance and reliability measures were derived and illustrated
graphically. The main goal of the evaluation of the proposed
system was to show how the of server’s failure rate influences
the performance of the system. To the best knowledge of the
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rate, lailure rate = 0.005

TABLE 1T
NUMERICAL VALUES OF MODEL PARAMETERS

Parameter Symbol Value
Overall generation rate A 0.5.2.5
Emergency generation rate A= i) [0.05,0.25]
Normal generation rate Az = %/\ [0.45,2.25]
Number of Emergency sensors N 50
Number of Normal sensors K 50

Retrial rate v 2

Service rate I 20
Server’s failure rate J [0.001..0.01]
Server’s repair rate T [0.01..0.21]
Initialization ratc ¥ 10

Mean time of sleeping period é 2.5

Mean time of listening period 1 1.5

authors, this is the first proposal for the use of the theory of
retrial queues to model sensor networks with priority finite-
source with orbit, state dependent vacation times and a non-
reliable server. In the future work we would like to investigate
more complex sensor models by using finite-source queueing
models.
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Amritakar Mandal, Rajesh Mishra

Abstrac— Now-a-days Radar Signal Processing system is
gaining a great deal of attention for realization of on-chip
programmable signal processor for its real time applications.
Application specific systems are being implemented using wide
spectrum of Digital Signal Processing (DSP) algorithms. Such is
the case for CQOordinate Rotation Dlgital Computer (CORDIC)
algorithm which is turned out to be widely researched topic in
the field of vector rotated DSP applications. In this paper we
have designed an application specific pipelined CORDIC
architecture for digital demodulation in low power, high
performance FMCW Radar. A complex Digital Phase Locked
Loop (DPLL) has been used for digital demodulation. The FPGA
implementation of CORDIC based design is suitable because of
its inherent high system throughput due to its pipelined
architecture where latency is reduced in each of the pipelined
stage. Substantial amount of resource utilization has been
reduced in proposed design. For better loop performance of first
order complex DPLL during demodulation, the convergence of
the CORDIC architecture is also optimized. Hardware
synthesized result using Cadence design tools are presented.

Index Terms— FMCW Radar, CORDIC, FPGA, DSP, DPLL,
Loop performance.

1. INTRODUCTION

HASE DETECTION is a widely researched topic in radar

demodulation, especially in low power Doppler radar
where accurate detection is needed [1]. In general, radar
system uses coherent oscillator as a reference frequency for
Doppler detection. In analog demodulation, Voltage Control
oscillator (VCO) is used. But perfect demodulation is not
possible with the use of VCO as it suffers to maintain linearity
over the desired frequency range [2]. In present decade, digital
or mixed signal design based demodulator is widely used for
superior performance., To ensure linearity over the range of
frequency, numerically controlled oscillator is being used.
Phase detection in communication receiver is very much
sensitive to quantization noise. This kind of distortion is
basically due to bit resolution. Efforts have been made to
design a quantization error free pipelined CORDIC
architecture based digital demodulator on FPGA platform. We
have proposed a first order complex Digital Phase Locked
Loop (DPLL) for efficient demodulation of radar signals.

Manuscript received March 31, 2013; revised May 22, 2013,

Amritakar Mandal and Rajesh Mishra are with the School of Information
and Communication Technology, Gautam Buddha University, Greater Noida,
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The iterative formulation of CORDIC algorithm was first
developed by Jack E. Volder in 1959 [3] for the
multiplication, division and computation of trigonometric
functions like sine, cosine, magnitude and phase with great
precision. The key concept of CORDIC algorithm is simply
shift and adds. Although the same functions can be
implemented using multipliers, variable shift registers or
Multiply Accumulator (MAC) units, but CORDIC can
implement these functions efficiently while saving enough
silicon area which is considered to be a primary design criteria
in application specific on chip implementation where high
performance and low cost hardware solutions for DSP are
required [4]. This kind of demodulator can be used in wide
variety of receivers where real time signal processing is
important [5].

This paper designs first order complex DPLL for I/Q
channel Radar demodulator using pipelined CORDIC
architecture. In digital PLL, an adjustable local sine wave
generator and phase detector is required. The CORDIC offers
the opportunity to calculate the desired trigonometric
computation in a simple and efficient way. Due to the
simplicity of the involved operations, the CORDIC
realization of complex DPLL is very well suited for on-chip
hardware design and its implementation. The analysis of
various error sources is necessary for optimal design of system
using the CORDIC processor. In DSP systems, signals are
required to be quantized and represented in fixed word-length.
A limited word-length results in the round-off noise and
degradation of Signal-to-Quantization Noise Ratio (SQNR)
performance [6,7]. In general, larger the dynamic range of the
signals, more severe is the round-off noise. To reduce the
computation error, a processor designer might simply increase
the number of iterations and that will be a huge wastage of
processing time and power. Therefore, exact computation of
word-length is necessary for designing an architecture for
CORDIC. Tf word-length is larger, the computational speed of
CORDIC reduces significantly [8,9]. On the other hand, if we
implement with smaller word-length, the design will suffer
from danger of overflow. To design an optimal application
specific CORDIC processor for a high performance signal
processing, the choice of word-length and number of iterations
in error analysis are needed to be taken into consideration. In
this paper, both the problems of overflow and quantization
noise have been addressed adequately for the design process.

The remainder of this paper proceeds as follows. In section
1L, the conventional CORDIC algorithm is briefly reviewed.
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Design of pipelined CORDIC and design related issues have
been discussed in section III. Evaluation and analysis of
computational error has been discussed in section TV. In
section V and VI, complex signal processing through
CORDIC has been explained for demodulation purpose. In
section VII, Hardware synthesis result has been discussed and
conclusion may be found in section VIIL.

II. REVIEW OF CORDIC ALGORITHM

The theory of CORDIC computation is to decompose the
desired rotation angle into the weighted sum of a set of
predefined elementary rotation angles. Each of them can be
accomplished with simple shift-add operation for a desired
rotational angle 0. It can be represented for M iterations of an
input vector (x,y)" setting initial conditions: x,=x, y,=y, and

M-l M-l
zg=6 as z,=0- Y d,a; . Ifz=0holds, then 8 = ¥ 4,q,,

=0 i=0
ie. the total accumulated rotation angle is equal to &. d;
0<i<M—1, denote a sequence of +1s that determine the
direction of each elementary rotation. When M is the total
number of elementary rotation angles, i-th angle a; is given by:

2—5(0,!')

i = %tanﬂ[ﬁfﬂ”"”] =ltan 12750 (1
" tanh 1251

where m=0, 1 and —1 correspond to the rotation operation in
linear, circular, and hyperbolic coordinate system respectively.
For a given value of 6, the CORDIC iteration is given by:

[xm}: 1 -2 [xi} @
Yial 827 1 |

and z,,; =z, —d,q,

where o, =tan™' 277 . To bring a unit vector to desired angle

0, the CORDIC algorithm gives known recursive rotations to
the vector. The known rotational values are shown in Table. I
as a Pre-Computed angle. Once the vector is at desired angle,
the outcome of'the X and Y coordinates of the vector are equal
to Cosf and Sinf respectively. Let a unit vector in iteration ‘i*
is rotated by some angle 6; , then the recursively updated
equations are generated in the following form:

X;41 = X; C0Sd;0; — ; Sind;o;
yi+| :yi COS@,-(II- +xi Sinéiai (3)
The above equation can be simplified and written as

xf+l = COS(S,:(]I'(X;E - tan (5fai)

Vi =C0SA:0,(y; +X; tan d;a; ) ©))
i

Here, tan o, is restricted to +2 ', So nultiplication is

converted in an arithmetic right shift. Since cosine is an even
function, therefore cos(a)=cos(—a). The iterative equation can
be reduced to-
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X =Ko - 36,270
Yin =Kiy; +xf5f2_i) (5)
Where K;= cos(arctan 2_i) = \!(l 4272 ) is known as gain

factor for each iteration. If M iterations are performed, then
scale factor, K, is defined as the multiplication of every K ; .

K:ﬂ_fff]K,. :‘%ﬁ'd(ﬁf”). (6)

The elementary functions sine and cosine can be computed
using the rotation mode of the CORDIC algorithm if the initial

vector starts at (|K ,0) with unit length. The final outputs of
the CORDIC for the given input values xj=1,yp =0and z;=¢
are as follows:

xp=Kecos@ , yy=Ksing and z; =0.

Since the scale factor is constant for a given number of
rotations, xq =1/K can be set to get purely sing and cos# values.

TableI
Pre-Computed Angles for Pipelined CORDIC

—i
i 27 = tang; a; =arctan€ ) a; in radian
0 1 45° (0.7854
1 0.5 26.565" 0.4636
2 0.25 14.063° 0.2450
3 0.125 7.125° 0.1244
4 0.0625 3.576° 0.0624
5 003125 1.7876° 0.0312
6 0.015625 0.8938° 0.0156
7 0.0078125 0.4469° 0.0078

I1I. CORDIC ARCIHITECTURE

In this CORDIC architecture, a number of identical
rotational modules have been incorporated and each module is
responsible for one elementary rotation. Because of identical
CORDIC iterations, it is convenient to map them into
pipelined architecture [9]. The purpose of pipelined
implementation is to device a minimum critical path.
Therefore, this kind of architecture provides better throughput
and lesser latency compared to other designs. Tt is associated
with a number of stages of CORDIC Units where each of the
pipelined stages consists of a basic CORDIC engine. The
CORDIC engines are cascaded through intermediate latches as
shown in Fig. 1. The shift operations are hardwired using
permanent oblique bus connections to perform multiplications

by 2 ' reducing a large silicon area as required by barrel
shifters. The critical-path of the pipelined CORDIC is the time
required by the Add/Substract operations in each of the stages.
Every stage contributes critical path delay amounts to
Tpatr=Tada + Taux + Tacwhere T agg, Tmux and Toc are the time
required for addition , 2:1 Multiplexing and 2’s Complement
operations, respectively. The pre-computed angles (Table 1)
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of i -th iteration angle «, required at each CORDIC engine

can be stored at a ROM memory location, are known.
Therefore, the need of multiplexing and sign detection is
avoided to reduce critical path. The latency of computation is
thus depends primarily on the adder used. Since no sign
detection is needed to force zy =0, the carry save adders are

well suited in this architecture. The use of these adders
reduces the stage delay significantly. The delay can be
adjusted by using proper bit-length in the shift register. With
the pipelining architecture, the propagation delay of the
multiplier is the total delay of a single adder. So ultimately the
throughput of the architecture is increased to a many fold as
the throughput is given by: “l/delay due to a single adder”. It
implies that speed up factor becomes more than M and latency
of the design 1s M times of the delay of a single adder. It is
obvious that if we increase the number of iterations then the
latency of the design also will increase significantly. If an
iterative implementation of the CORDIC were used, the
processor would take several clock cycles to give output for a
given input. But in the pipelined architecture, it converts
iterations into pipeline phases. Therefore, an output is

= e

OmHCcTYZzOoOO

nwmeE oz >

3
L

Fig. 1. Pipelined CORDIC Architecture
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Fig. 2. Simulation Result of CORDIC

obtained at every clock cycle after pipeline stage propagation.
Each pipeline stage takes exactly one clock cycle to pass one
output (Simulated output shown in Fig. 2).

The most recurrent problems for a CORDIC
implementation are overflow. Since the first tangent value is

291, then rotation range will be[—g,%] The difference in

binary representation between these two angles is one bit.
Overflow arises when a rotational angle crosses a positive
right angle to a negative one. To avoid overflow, an overflow
control is added. Tt checks for the sign of the operands involve
in addition or subtraction and the result of the operation. If
overflow is produced, the result keeps its last sign without
affecting the final result. In the overflow control, the sign of
z;determines whether addition or subtraction is to be

performed.

IV. NUMERICAL ERROR ANALYSIS

Theoretically, CORDIC realization has infinite number of
iterations and that leads to accurate result. But practically
CORDIC realization uses finite number of iterations resulting
in approximation error. This kind of error arises due to
approximations in angle as well as finite word length [8]. To
get total approximation error, the error due to the angle
approximation process will be derived and followed by the
error due to the truncation of word length will be derived. The
total error is taken as the summation of the two.

In the angle approximation process the angle ¢ is
approximated as the algebraic sum of predefined elementary

angles.
M-1

912"';%*'5 N
=0

Jd = Angle yet to be rotated after completion of the CORDIC
iterations.

Due to convergence relationship of the CORDIC algorithm
Spax = tan~ 27 M1 (8)

Let v* be the ideal result obtained by the rotation of the
vector v(0)=|x(0) »(0) by an angle ofg. Let v(M)be the
output of the CORDIC block after scaling operation and
assuming that there is infinite precision in the CORDIC
operation module. Then,

V*:|:c05(5 —sin (S].%’('M) (9)

sind  cosd
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sind  cosd

Let pe |:cosé' —sin é}

The error in the output due to the process of angle
approximation is v* (A1)

=" —F(M)=[D—-IT*3(M) (10)
It can be easily shown that
| D=1 |=+(cos & —1)? + (sin §)°

= 2*sin|5/2|
| D—1] = 2%sin|5/2| < 2¢|5/2|=|4| (1n
From equation 9,

I <15 —1lp-(M-1) 1

ID-11S 18] < @@ ) <V, (12)

we can get a consolidated truncation error due to finite
wordlength using scale factor K and number of finite
iterations (M).

M-1 M-1 :
k=y2=2as Y ([ [Va+22)

j=0 i=j (13)

The scaling operation also introduces some error which

amounts to maximum of 27” . So the final expression for the
total quantization error is addition of all previously mentioned
errors.

[Total error| <
M-1M-1

ZAM—l *|V* ‘+K*‘/5*2—-’J(1+ZH ﬂ(1+2—21))+2—b
j=0i=j

(14)
Let the output of the CORDIC block has 12 bits in its
fractional part. Therefore, the upper limit of the total

quantization error can be taken as 2712 .

[Total error|
| M=1M-1 5
)y % [9 xy—b — <zl -b
< Syt 1K J2#2 (1+;E[\}(1+2 )+2 <
2712 (15)

The above inequality is simulated in MATLAB to find out
fractional bits of the internal word length of the CORDIC.

174

| When Error Upper Limit 2712 |

17.2f,

Number of Bits
~

16.2 —

. L
14 15 16 17 18 19 20
Number of lterations

Fig. 3. The required Bits Vs. Iterations for CORDIC Internal Design
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V. BASICS OF I/QQ DEMODULATION

As per the Tuler’s theorem, vector sum of cosine
component is completely real whereas the spectrum of sine
component is totally imaginary. If the cosine and sine
components are combined, the resultant spectrum becomes
one sided with direction of rotation (positive or negative
frequency) and with known real (cosine) and imaginary (sine)
components [11].
cos w t + jsinw,t = e’ (16)

The process of recovering both real and imaginary signal
component is known as 7/Q demodulation. 7 stand for in-phase
channel which processes cosine (real) components. O stands
for in-quadrature channel which processes sine (imaginary)
component. The input of [/Q channel is Intermediate
Frequency (IF) as shown in Fig. 4. If the carrier frequency of
1F is f. with a time varying amplitude a(f)and time varying
phase (1), then input s(1) will be:
S(t) = a(r) cos[(2af 1 + §(1)] . (17)

In I channel, the TF signal is multiplied by reference carrier
frequency produced by crystal oscillator at zero phase
reference. The output of the / channel mixer is, /(?) , given by :

() = a(t) cos[(2f, 1 + $(1)].cos(27.,1)
= a(t)cos[@(t)] +alt) cos[4af .t + ()]

signal

(18)

The first term is the average value (DC) of the product and
represents cosine of the signal phase and amplitude. The
second term with high frequency component is suppressed by
Low Pass Filter (LPF). So the output of the / channel is

(1) = a(t) cos[@(1)].

Similarly, the O channel output can be derived. The LPF
output at Q channel is:

Q1) = a(?)sin[¢(1)] .

Thus, / and O channel together provide the amplitude and
phase modulation.

(19)

(20)

VI. PHASE DETECTION TECHNIQUE IN FMCW RADAR

The down converted and filtered baseband signal has two
components: real and imaginary parts. Therefore, the baseband
signal can hold both the amplitude and phase of the sinusoidal
signal at the same time. It does not hold any image frequency.
So only loop filter is sufficient for the digital demodulation
using Digital PLL [10]. Using the vector rotation operator

[x,y]" 26, the complex first-order DPLL demodulator
equations for a given input signal can be stated as:
a). The real part of the output in phase comparator
equation: g, =R{v(n)L—-6,}
b). The loop filter equation: ¢, = 22K;&, ,where K, is the
loop filter coefficient. The loop filter coefficient K,
depends on the sampling frequency and number of
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iterations of CORDIC algorithm. For M number of
iterations, the loop filter coefficient X, can be given by:

LY

Kcoroie = Y — (21)
I Vi+27%
i
¢). The phase accumulator equation:
6, =6, +2K,s, + ®,)mod2r7 , (22)

where @, =27f, is the center frequency.

The CORDIC based DPLL (as shown in Fig. 5) tries to
adjust the continuous phase rotation in such a way that the
complex component of the rotated vector will always be zero.

The post detection filter after the DPLL can be a Boxcar
filter instead of low-pass filter. It rejects the unwanted noise
Low-pass filter averages the signal and produces an output
from the demodulated signal efficiently. BOXCAR filter has
added advantage over the LPF as far as information recovery
from narrow samples with little energy signal is concerned.

JUNE 2013 ¢ VOLUME V * NUMBER 2

Low-pass filter averages the signal and produces an output
with weak amplitude signals. To avoid this problem, the
samples can be stretched for entire inter sample period by
increasing their sample amplitude at the filter output. The
VLSI implementation of Boxcar generator is very easy as it
performs only addition operation.

The simulation study has been carried out in MATLAB
simulator. The down converted IF (with Doppler shift) is
taken as input signal for the demodulator. The coherent
oscillator frequency has been taken as a reference frequency
to the demodulator. Any phase and amplitude variation (as
shown in equations 18 and 19) in radar echo can be retrieved
in the phase detector stage. Initial phase shift of 30° is
infroduced for the simulation. Simulated radar detected signal
with reference to coherent reference signal and the final phase-
amplitude variation at the demodulator output have been
shown in Fig. 6, Fig. 7 and Fig. 8 respectively.

21




INFOCOMMUNICATIONS JOURNAL

FPGA Implementation of Pipelined CORDIC
for Digital Demodulation in FMCW Radar

I Channel Signal Processing

|-Channel Signal Processing

15 T T T T T T T T T 1.5 T T T T T T T T T
Radar Echo Radar Echo
Reference Signal Inphase Reference Signal
1 . 1 .
= =
w o
o o
= =
& o0s | g 0 \
@ @
£ s
= ] s
< Of i £ 0 1
A \ ! .
3 o
=2 I ‘ =
@ ‘ | i T
o i 05 \ 1
= 1 i L L 1 L L 1 1 = 1 Il L \ 1 1
o 20 40 BO 80 100 120 140 160 180 200 o 20 40 60 80 100 120 140 160 180 200
lteratinn lterations
Fig. 6. Phase variation in In-phase Channel Radar Receiver
T Q-Channel Processing @-Channel Signal Processing
T T T T T T T T T 15 T T T T T T T T T
Radar Echo Radar Echo
Reference Signal Quadrature Reference Signal
1 ' " 4 o
= - 5
& | | I ‘ l g /
= ' i =
= L =
S 0spll ' | | 5 U8
© l =
E I E
k] i il =
: O A .
> ‘ \ I | | g
@
& ( | I i §
A= ‘ | { | =
o 1atp | | T
s | IR _ | 05¢
| | ‘ ‘ ‘ i
| |
‘ | i ! |
4 1 I 1 i 5 1 L I 1 I x| . ! =
o 20 40 B0 80 100 120 140 160 180 200 ] 20 40 60 80 100 120 140 160 180 200
lterations lteration
Fig. 7. Phase variation in Quadrature Channel Radar receiver
1
|I
oaH | |h| g
0.8 ’ | | E
[
0. 4
] A
3 0.2 | | | II -
5 ‘ | ll \ N\ A~
' 0 £ Pt B R S
z BEETAY i
g ol ’ [ | "_fl 4
= |
[+ | | |
-0al ' l | ll 5
V
-0 l I -
s || |
||L.l
_T‘} Z20 <0 &0 a0 100 120 140 160 180 200
teratons

22

Fig. 8. Phase Detected Output at Radar Receiver
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VII. HARDWARE SYNTIIESIS RESULT

The main part of VLSI design is optimization of design in
terms of speed, power, resource utilization and delay etc. The
proposed architecture design was synthesized on Spartan-3
based xc3s550pq208-5 FPGA device using XILINX ISE 10.1
and simulated on ModelSim. The area utilization of proposed
design is implemented on above said FPGA kit in terms of
Register, LUT and 10s. The area consumed by register, LUTs
and 10s are 3%, 2% and 35% respectively of available
resources as shown in Fig. 9.The result of power measurement
for proposed architecture also has been measured using
Cadence custom IC design tool and shown in Table II.

Table IL
Power Measurement
Cells Leakage Dynamic Total
Power Power Power
(nW) (nW) (nW)
95 112.132 112.64 112.752

VIII. CONCLUSION

The paper presents the demodulation technique in a high speed
FMCW Radar receiver using complex Digital Phase Locked
Loop. To maintain high degree of accuracy during radar signal
processing, quantization error is needed to be minimized in
design level itself. For that purpose, numerical error analysis
has been done to minimize angle approximation as well as
truncation errors. With using reduced number of micro-
rotation and adequate optimized convergence property of
CORDIC design, implementation of this kind of demodulator
becomes easier. Inherent issue of overflow is quite
appropriately resolved in the proposed design. Numbers of
micro-rotations have been adjusted so as to achieve better loop
performance and speed of operation while minimizing
quantization error. The phase and amplitude variations in the
received echo signal are aptly demodulated. The BOXCAR
filter gives additional facility in reconstructing output signal
efficiently.
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Movement modeling in cellular networks - Markov
Movement Model Creator Framework (MMCF)

Péter Fiilop, Dr. Sandor Szabo

Abstract- Nowadays, in the wireless networks the number of users
and the transferred packet switched data speed are increasing
dramatically. Due to the demands and the market competition the
services are becoming more and more complex.
The efficient network dimensioning and configuration highly
depends on the underlying mathematical model of user
distribution and expected data transfer level. In this paper we
propose a Markov Movement-Model Creator Framework
(MMCF) for setting up a model based on the network parameters
and requirements with optimal number of states.
Firstly we describe a method that yields an abstract model of the
mobile network and the node, and we introduce a simple
classifying method that defines the necessary parameters of the
exact Markov movement model. The mathematical solutions for
determining these parameters are also presented in the paper.
Finally we analyze the accuracy, complexity and usability of the
proposed MMCF and an analytical comparison is made with
other mobility models, the comparison is proved by simulations.
The movement model created with the framework helps the
network operators in setting up an effective authorization, fraud
detection system or solving self-configuration issues.

Index Terms-Movement model; Framework; Markov; Accuracy;
Complexity; User movements;

1. INTRODUCTION

The number of users and the amount of transferred data is
increasing dynamically and substantially in the mobile
networks. There are also more and more new technologies,
standards (for example HSXPA-High Speed Packet Data, LTE-
Long Term Evolution [1]), and future solutions [2][11] to
support efficient mobility. Hence the network providers and
operators face more and more complex management systems
and operation tasks. Wireless multimedia and other services
have many requirements and the resources in the network are
often expensive and limited. Nowadays the operation tasks
have some critical parts, i.e. guaranteeing the security of user-
related information and data, providing QoS (Quality of
Service), location management and maintaining the service
levels in the network.'

In recent years people increasingly rely on wireless devices
in their daily life for very sensitive tasks such as shopping and
bank transactions. Although many authentication protocols are
used in wireless, mobile networks, it is still a challenging task
to design a fully secure mobile environment because of the
open radio transmission environment and the vulnerability of
mobile devices. Anomaly-based detection as part of the
detection-based techniques creates normal profiles of system
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states or user behaviours, stores and periodically compares
them with the current activities. If significant deviation is
detected, the network system raises an alarm. A user profile is
very difficult to build up, but it could largely increase the
security of a wireless system [4][5]. Movement mobility
models and location prediction take significant parts in creating
user profiles as well.

The previously mentioned fast evolution of network
applications and services require skilled individuals to install,
configure and maintain these systems. Other possibility is to
introduce mechanisms and procedures, which enable a system
to reconfigure, heal or install itself [6]. These systems shall be
capable of modifying their own behaviour and adapting
environmental changes based on performance measures. A well
developed movement mobility model can be used as a proper
trigger to rebuild a cell boundary in 4G LTE (Long Term
Evolution) network, recognize radio interface problem of
mobile access points [1].

Ditferent areas have been introduced above, where mobility
models should be used, but the scope of this research area is far
more wider nowadays. The discussion of individual or group
mobility modelling have been addressed in many papers in the
literature [5][7][8][9][10][12][23]. Beside other approaches a
few propositions are using Markov model as a sophisticated
mathematical solution [8][9][10][13]

As highlighted above an efficient mobility movement
model is necessary for network providers nowadays. In this
paper our aim is to give general design guidelines to create
Markov movement mobility models with optimal number of
states and proper accuracy according to the network and user
movement parameters.

The structure of the paper is the following. In Section II we
give a brief on the mobility models. The model for the network
and the mobile node with its mobility parameters are
introduced in Section III. This is followed with the definitions
of classifying system for Markov movement models. In Section
V the Markov Movement model Creator Frameworks is
introduced and analysed, while Markov model examples are
derived in Section VI. Finally simulation and numerical results
are given in Section VII.

II. RELATED WORK

Different mobility models have been proposed in the
literature to cope with user mobility in different wireless and
mobile networks (e.g. cellular networks, ad hoc networks etc.).
In this section we give a short overview of mobility models.

In the traditional Random Walk Mobility Model the node
moves from its current location to a new contiguous location
by randomly choosing a direction and a speed. The Random
Walk Model defines user movement from one position to the
next with randomly selected speed and direction. Many
derivatives of the Random Walk mobility model have been
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developed including one, two, three - and d-dimensional walks
[20].

A flexible mobility framework for hybrid motion patterns is
the Mobility Vector model [7]. A mobility vector expresses the
mobility of a node as the sum of two sub-vectors: the Base

Vector (BV) B=(bx,.by,) and the Deviation Vector (DV)

¥ =(vx,,y,). The BV defines the major direction and velocity
of the node while the DV stores the mobility deviation from the
base vector. The mobility vector M is expressed as

M =B+aV where « is an acceleration factor.

The location history of a mobile user is exploited in High-
Order Markov Model that is described in [5][8]. The model
focuses on the identification of a group of especially harmful
internal attackers. The order-o Markov predictor assumes that
the location can be predicted from the current context, which is
the sequence of the previous o most recent characters in the
location history.

F. Lassabe et al. [9] present a mobility model adapted to the
logging of mobile positioning or to the tracking of mobiles.
This model is based on the All-Kth Markov Model. They
present two predictive models from the AKMM: the K-to-1
past Model and its improvement, the K-to-1 past®* Model. The
model defines a Markov state-space constructed of the possible
user trajectories. Each state describes a trajectory section of 1
to K previous locations. The model predicts future locations
based on the possibilities of each transition between states. A
threshold value is used to select a group of locations which are
likely to be visited in the next step, so a handoff procedure can
be prepared for each one.

Shiang-Chun Liou et al present a mobility model with two-
tier cell structure in [14]. The user trajectory is defined based
on the logical function of velocity, direction, acceleration and
position. This logical function is converted to a model that uses
three preceding geographical locations to estimate the fourth
parameter. The location prediction with this estimation enables
the network operator to make preparations for a future handoff
in the group of cells that are likely to be crossed. Two-tier cell
structure is used to decrease the waste of bandwidth due to
reserved resources of a future handoft. The two tiers can be
described in a mobile cell as a function of distance from the
base station (first tier). While the mobile node is close to the
base station, it is unlikely that even with a sudden trajectory
modification the mobile node steps into another cell. On the
other hand, if the mobile node is more close to the cell
boundary (second tier), the possibility of a handoff is
increasing.

A ring-based mobility prediction and resource reservation
algorithm is proposed in [10]. A cell cluster is divided into
three cell groups, where the first group is equivalent to the
central cell of the cluster, the second and third groups consist
of the cells that are located in the first and second cell ring
around the central cell, respectively. The pre-handoff resource
reservation is derived from the possibilities of the event that the
mobile node steps from the central cell into a cell of the second
or third cell-group. This approach can be considered as the
generalization of the two-tier cell structure described in [14] to
an inter-cell level.

W. Ma et al propose a user mobility pattern (UMP) based
model (Mobility Pattern-Based Scheme — MPBS) in [16]. The
MPBS is a general method to follow users in the network
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without expensive paging operations if the user meets some
requirements. The model defines a personal mobility pattern
list which consists of a sequence of register arcas (RA, i.c.
mobile cells), and a time-sequence of the trajectory on the RA
sequence. The time-sequence is built up by the timestamps of
handoffs between RAs, and the dwell times for each RA. Based
on the time- and RA-sequence, an exact timeline can be
defined which is followed by the user. The operator does not
need to page the user in different RAs because the timeline
shows which RA is the user located in at the actual timestamp.
Naturally, the ideal user who always follows the timeline does
not exist, but the time-sequence and RA-sequence provide
information even if the actual timeline differs from the pre-
recorded one. A categorization is presented with four
categories where the first category is the ideal user with a
timeline-compatible trajectory. The second category involves
users who are following the RA-sequence but with time delays
or hurries, that is the network operator can find the user in the
remaining RA set after the last paging or location update. Users
who are located in the appropriate RA set, but are not
following the sequence are in the third category. The fourth
category is for the users who are located out of their UMPs,
that is their actual trajectories are not close the pre-recorded
ones.

III. MODELLING THE NETWORK

In this section we collect the most significant properties and
parameters of the mobile network that can describe an abstract
network model.

A. Basic notations and descriptions

We define the basic notations that we use is the article. The
basic model will resemble to the abstract one in our previous
work [16][17].

- The specific network with all its parameters is denoted
with N.

- The Mobile Nodes (MN, alias mobiles, moving entities,
users) are the mobile equipments that want to
communicate with other mobile nodes or fixed partners
and move between the radio access points. The number
of users (number of MNs) in the model is denoted by
.

- There are Mobility Access Points (MAP, alias cells),
these are the only entities that are capable of
communicating with the mobile nodes via radio
interface. All mobility access points have their own
geographical areas. While the MN moves in an area, it
is always connected to the owner of the area. The
number of mobility access points in the model is
denoted by n,,.

- The user can connect to MAPs with handovers from
the neighbouring MAPs, each user is connected to only
one MAP at a time. The neighbour MAPs could use
even different access technologies than the current
MAP and they could be located in the very same
geographical place as well, the model does not require
single access technology in the whole network. The
number of neighbour MAPs of MAP; is denoted by 1’y

- There are other network elements which provide the
communication in the core network behind the MAPs.
We denote these as Network Elements (NE).
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- Network trace is an abstraction of the network
operation log, it contains 4-tuples of a timestamp, user
ID, MAP ID and network event. A trace entry could
mean for example that the selected user connected with
handover to the MAP at the given timestamp. The
network trace contains all information of the mobility
of the users in the network.

B. Deriving parameters of a given network

A way to describe a network is to observe the network trace.
We introduce a method to process the network traces to
calculate typical parameters of the mobility. The trace entry
describes the events in a cellular network. An event might be a
state change of the given user (e.g. mobile node is in idle status,
voice call or data transfer is set up, cell boundary crossing).
The logical location of the event is determined by the MAP ID
where the user is located at the timestamp of the event. (Table
1). The events are recorded in the network management
system’s logs, thus the information can be extracted from the
management system of cellular mobile networks.

TABLE 1. AN EXAMPLE OF WIRELESS NETWORK MANAGEMENT SYSTEM’S LOG

Timestamp User 1D MAP id State or Event
09:21:43:12 41 4951 Idle
09:21:43:12 41 4957 Idle
09:21:43:12 41 4957 Voice call
09:21:43:12 19 5341 Data Call/Traffic class2
09:21:43:12 84 7120 Idle
09:21:43:12 19 5348 Data Call/Traftic class2
09:21:43:12 19 5348 Idle

The aim is to derive the parameters of the user mobility,
therefore we should pick the relevant entries from the network
trace. In our work we focused on location changes of users,
handovers, and initializing or receiving calls. These cvents are
observed during a time interval that is considered to be the
reference interval for deriving model parameters.

We assumed that the user distribution in the network is
given at the first moment of the reference interval. We created
a discrete sample series where samples are taken at Af time
intervals, that is a location state is assigned to every users per
At time. At is defined system-wide as the minimum of the time
intervals elapsed between two events registered to the same
user. That is the sample frequency is set to the “fastest” user in
the network. This ensures that every user event and all state
reports are processed. With this sampling a MAP ID and a state
can be determined to every user in every timeslot. The
sampling results a n, X rr sized P matrix, where #y denotes the
number of timeslots, and n, the number of users in the model.
P matrix stores the MAP IDs and state of each user in each
timeslot.

The relative frequency of any state can be determined based
on P matrix, for instance the relative frequency of receiving
voice call in a MAP, or even the handover rate between two
different MAPs. We defined the S set, which contains all
possible states and events appearing in the logs. The important
ones are the following:

-receiving voice call
-receiving data call
-initialling voice call

-initialling data call
-fall back into idle status
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Depending on the detail ol the logs and on the requirements
more or different states, events could be investigated as well.
For example if more data traffic classes are determined based
on the logs, then they could also be differentiated. But for us
the above mentioned states are sufficient in the model.

To determine the relative frequencies of states in a MAP,
the state must occur frequently enough, otherwise it is
neglected. Let us define the n, x n,, C=[c";;| matrix, where ¢’; ,
S€8 is the occurrence of s state with user i, in MAP J from
the P matrix. The average occurrence of s state in the network

) ZZCLJ’

Yi Y
S Vi Y
c =

(1)

nlﬁ . ”m

The parameter ¢, can be used as a main requirement in
order to create a valid model based on the network description.
So the network must be monitored for sufficient time before we
create a model from it.

Parameter ¢, denotes the minimal occurrence of a state for
acceptance, if the occurrence is smaller than &, the rate will be
0. Based on this the relative frequency matrix of a state can be
determined as the following:

0, c'iy<e.
D? :[a”r',j]: C"f,j

=Y iy SES (2)
CNj wi

In fact &;; is the probability of getting into the state s
happens to user i in MAP j.

We determine the rate of receiving a call with g It can be
determined for every MN in every MAP from the D“=[y;,], but
the average value is also calculable in similar manner described

above:
z Z l’“[i'.j

p=
nl{ ) nlﬂ

3)

Let us have the corresponding network graph given with its
weighted adjacency matrix: 4.

Let us assume that the aggregated behaviour of the Mobile
Nodes can be modelled with a finite state continuous Markov
chain (the handover or call arrival rate is a Poisson process
with various intensity parameters as in many works, e.g. [18]).
The chain is given by a rate matrix By = [b;]. In this matrix, all
the possible MAP-s are listed so the matrix will be a #n,, x n,
matrix where each element b; denotes how frequent the
movement of the mobile is from MAP; — MAP; . If an MA is
not a MAP then there are 0 values in its row and column (i.c.
we treat it the same way that the MN cannot or never attaches
to it). From the rate matrix the transition matrix By can be
determined easily. We assume that the matrix By, without the
non-MAP nodes, is practically irreducible and aperiodic that
implies that the chain is stable and there exists a stationary
distribution. This will be denoted by a density vector b. Other
B matrices can be determined for a single user, user group or
all the users as well and they can be assigned to a state in the
network also. According these assumptions, for example B is
the transition probability matrix of user i, when it is in state s.
Another network describing parameter, which is useful during
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the modeling, is the number of visited MAPs by the user or
users. That is calculated as follows:
nvm = 1' Sig”(Bl'l '1) (4)
A general network describing parameter, the weighted
average of visited MAPs is:

ZQ-Sign(B'n -1)

7 E—

v

n

u

The other parameter is the average number of neighbouring
MAs that can be accessed via a wire from a given node: wy,,. It
should be also weighted with the probability density of the MN.

o (ErsignB) L o

n

a

When talking about an existing network, the parameters
described in this section can be calculated easily, producing the
base of the model.

IV. CLASSIFYING MARKOV MOVEMENT MODELS

In this section, a simple classification of motion models is
presented. The aim is to compare different models easily and to
analyse them in different network environments. The purpose
is to determine the attributes of the individual models, the level,
the depth and the resolution and hence the models can be rated
in a general marking system.

We used a discrete-time, finite-state and infinite-state
Markov-chain to model the mobile movement.

The classification system handles simple, general Markov-
chain based mobility models, in that a user or users can be
located in different Markov states. MAP or group of MAPs (or
merged MAPs based on a special relationship) is mapped to a
state or more states of the Markov-chain model. Let us define
X(t) as a random variable, which represents the movement
state of a mobile terminal during timeslot t. The transition
probabilities of the Markov model can be determined from the
describing parameters of the network. Let us assume that the
Markov chain is always irreducible and aperiodic, so the
stationary user distribution is determinable.

Two main types of these Markov mobility models are
distinguished, the User-Centralized and the Access Point
Centralized model. The latter one is further separated into two
subtypes. Figure 1 depicts this main classification.

| Markov mobility models |

-

User-centralized ‘

| Access Point-centralizedl

High-order Markov
All-Kth model
K-to-1 past model
K-to-1 past* model

Structured

Unstructured

M3 Mn
Ring mode/

Fig. 1 The general classifying of the Markov mobility models

In the next subsection these groups of models are explained.
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A.  User-centralized Markov models (UCM)

A user or a group of users from the network is selected for
observation in user-centralized Markov models. The users’
movement behaviour is modelled with a Markov model. Only
the MAPs which are visited by the selected user(s) are taken
into account, other MAPs and other users do not affect the
structure of the movement model.

qs

Fig. 2 The creation of user-centralized models

Figure 2 shows how to represent a user centralized model.
The chosen user in the example visits only the MAPs between
ID 1 and TD 5. Each MAP is mapped into one standalone
Markov state. This is a very simple model, where the stationary
distribution of the Markov chain is equal to density vector b as
the stationary distribution of B transition matrix.

This usage of this model is reasonable, if the behaviour of
the user is to be investigated, or a user profile is needed for
example for fraud detection.

Most of the Markov mobility models in the literature
belong to this class, for example [5], [9].

B.  Access Point Centralized Markov models (ACM)

The access point-centralized Markov models can be used
when the user distribution in a selected MAP or group of
MAPs must be determined. Instead of modelling the behaviour
of an individual user, a MAP and its environment is to be
observed. In these cases a MAP or more MAPs and their
defined neighbours are selected according to a requirement.
The users who stepped into the area of the observed MAPs are
investigated and their distribution is used to build a model for
prediction.

Two guidelines exist:

-In the structured model, for a predefined reason
certain MAPs are grouped together, this creating a regular
structure in the model.

-a MAP or MAPs are simply mapped into a state of
Markov model. This method is called unstructured model.

Details and examples are presented in the next sub-sections.

Structured Markov Models (ACSM)

In the structured Markov model groups of MAPs are defined.
The grouping can be derived from user behaviour,
geographical specialty or cven from network requirements.
Figure 3 shows examples for structured solutions, the Ring
Model (RM) [10] and the M3 model [13].
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In the RM (Figure 3.b) the ring consists of cells surrounding
a central cell. The concept is to simplify the calculations, if we
are mterested only in the number ol users arriving o a given
ring, or leaving a given ring during a time period. Internal
movements are disregarded [10].

The M3 model handles users in four different Markov states,
the right-area, left-area, stay and outside state. More details
about the M3 model are given in Section VLA [13].

- ,-(K‘a}

o

Fig. 3.a The representation of access point-centralized/structured models,
M3 model [13]

Fig. 3.b The representation ol access point-centralized/structured models,
Ring model [10]

Let us introduce the theoretical error Er, which is the sum
of error percentages per MAP in prediction. In detail during the
prediction, if we want to determine the number of users in the
MAPs of the group (for example the right-area state in M3, or
the first ring in RM), then the predicted number of the users for
the group is distributed uniformly between the MAPs in the
group. Obviously this step brings a theoretical error (£7) into
the prediction process. For example in the left area state of the
M3 model there are MAP;, MAP, handled together as a group.
We know that in the left area state 100 users move. For lack of
further information 50-50 users are predicted in MAP;, MAP,.
Actually there is 25 users in MAP, and 75 in MAP,. In this
case the E;is 50% in MAP,, MAP; as well.

Unstructured Markov Models (ACSM)

If we try to predict the user’s distribution in a city having
irregular, dense road system, or in a big park where people are
able to move around then, the handover intensities could differ
thus the calculations above could produce errors. From this
point of view the best way is if we represent all of neighbour
MAPs as a separated Markov state, so this results the
Unstructured Markov Model. The results from determined
stationary distribution are easy to map back, into the MAPs.
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Fig. 4 Access point-centralized/Unstructured/M7 model [13]

Figure 4 depicts the methodology of unstructured model
representation. The Markov chain in Figure 4 is similar to M3
model. In this M7 model all of neighbour MAPs are mapped
into Markov-chain states. The M7 and generalized Mr model
described later, in "Markov model examples’ section.

C. Attributes

The example models introduced above are the simplest
ones in their class. In this section we determine attributes to the
classifying system which describe important parameters of the
Markov models. Supported by these attributes, more complex,
more sophisticated models could be classified or constructed
for solving more difficult problems.

The examples mentioned in the introduction of this section
used present only one attribute at a time to keep the simplicity
and distinetmess. Of course the attributes could be used together
in any number and combination.

Level of the model

As mentioned in Section III.B, Bj could be determined
from the P matrix for every state as well. There are two main
reasons to handle the states differently:

-the users behave differently in certain states,

-the users in distinct states must be modelled in a
different way (for example different CAC is used for the users
in voice call, than the users downloading data from the
internet).

In these cases the B must be calculated for different states.
This diversity in the model is represented by 'levels' or
'dimension’ (Figure 5). The transition rates between the levels
show the intensity state changes in the current MAPs. This
model is similar to the one described in [19].
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Fig. 5 Attributes in Markov mobility model classifying: Example for meaning
of ‘level’
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The number of levels in the model is determined with ny. A
level is denoted with L, the levels in the model are marked with
L vector, where [ =[L,,...,L, ]- A specific L is based on its By
matrix. '

[arees

Resolution of the model

There is a possibility to merge adjacent MAPs together, if
those MAPs are not needed to be handled separately. If
outgoing predictions of users in two adjacent MAPs match
within a certain limit, the two adjacent MAPs could be merged
together and handled henceforward as a new major MAP. By
this the complexity of the model can be decreased. Figure 6
shows an example, in which the 6 neighbour MAPs of an
access point-centralized, unstructured model, are merged into 3
new major MAPs,

Fig. 6 Attributes in Markov mobility model classifying: Example for meaning
of ‘resolution’

‘Grouping’ explained in Section IV.B.1 (structured models)
is not equal to ‘merging’ mentioned here. As the result of
‘merging’ new, major MAPs are created instead of the initial
ones. A ‘grouping’ organizes the MAPs into a structure.

Every level could have its own resolution. The resolution is
denoted with R, R = {G,....G, } where G is a set of merged

MAPs, and n,, the number of new MADPs after merging. The R
is described with a general rate, n,:my. The vector
R=[R,,..R, | contains the resolution rules to every level.

Memory of the model

The application of the recent user locations has a crucial
importance in a variable, directional user motion. Neglecting
the preceding transition series of a user in the MAP results that
the estimation could work with a theoretical error (Er, like in
M3 and RM model) [13].

It is very important that the usage of this type of ‘memory’
does not violate the Markovian property, the memorylessness
is still true for the Markov model created by the MMCEF.

We present a simple example which shows the effect
of depth or memory in the model in our previous work [13]. If
we consider the two roads shown is Figure 7.b, the accuracy of
the transition probability estimations is higher when the model
knows where the users come from than an estimation which
cannot distinguish the users on the two roads (Figure 7.a.).
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Fig. 7 User prediction methods
a. model without using memory, unknown where is the users come from
b. model with memory, the previous steps of the users taken in account

The results show that our proposition of using memory in a
mobility model significantly increases the accuracy of the
model in cases when the ID distribution in an arbitrary cell has
high variance, or has periodicity without stationary distribution.

Therefore, an o-depth could be determined for our Markov
models similar like in [5]. In our model, sequence of MAP IDs
can be assigned to every MAP not to a user; /Dy, ID,, . . .,
ID;, . . ., where ID; denotes the identity of the MAP visited by
the mobile before it stepped into the current MAP. The last
element of the sequence is always the current MAP. The future
locations of the mobile in most of the cases are correlated with
its movement history. The probability that the user moves to a
particular MAP depends on the location of the current cell and
a list of cells recently visited. If only the current cell is taken
into account, like in previous examples, the depth is 1.

For every MAP different depth could be assigned, which
determines the length of the recently visited MAP ID list
before the current MAP. Since a MAP could be reached on
difTerent paths by the users, therefore a more specific MAP ID
list could belong to a MAP, and for this reason more Markov
state assigned to a MAP, see Figure 9.

Fig. 9 Example for meaning 'memory’', 2™ model |9]

Thus 0 =J[o,....,0, ] matrix denotes the depth of the model

for a level, where o; is the applied sequence length of previous
visited MAPs to MAP;. Generally the n, x »n, O matrix
(Q =[0,...,0, 1) belongs to a Markov model.

The weighted average depth for a model is the following;:

Yo
=

n,

()

Wo
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Complexity
The complexity of the model could be denoted by the

number of states. Following the determining of attributes the
number of states is:

!
/ / ! wao
R ares = 2 0w/ 0 s Woam
Wiel

(8)

D. Performance analysis

In this section we present a simple performance analysis
between the Markov models introduced in the previous
sections. The models are examined in different network
environments. In every scenario the analysis is performed on a
cluster of 7 hexagonal radio cells (Figure 10). In our
interpretation the performance of the mentioned Markov
models depends on the theoretical error (£7) and the number of
states  (Myqe), in this case a special theoretical cost
Cuni=fHgiessEr). The lower this cost is, the better the
performance. The computational capacity increases, hence the
steady state probabilities determination of Markov models with
more states are less difficult. But the theoretical error in
prediction is more important. For these reasons we calculate
the theoretical cost this way:

Cype = logng,, (1+ £, )2 9)

Where Ay 18 the number of states and E7 is the theoretical

error. In previous sections, in case of RM, M3 and o-th models

the Er was introduced, which is the sum of error percentages
per MAP in prediction.

The following models were examined in the performance
analysis:

-RM: The model introduced in Section IV.B.1 (Figure 3.b)
with the difference that only one ring is around the central
MAP, so only states S, R/, and O exist. The predicted number
of the users in R/ state is distributed uniformly between the
MAP,-MAP;.

-M3: Also introduced in Section IV.B.1 (Figure 3.a.).
MAP,, MAP; and MAP; belong to the left-area state (L). The
right-area state (R) includes MAP,;, MAPs, and MAP;.

-M7: The model presented in Section IV.B.2 (Figure 4).

-2nd: The extension of model M7, the memory is increased
to 2. It is similar to 2" model in Figure 9.

-3D: This is a two-level model resulted by duplicating the
Markov chains of the M7 model. The first level represents the
users who establish data connections, while the second level
represents the mobile users initiating and receiving voice calls,

We investigated special network environments (scenarios)
to highlight the advantages and disadvantages of each model.
The different network scenarios are shown in Figure 10. These
are the following cases:

- Scenario a.: 'A park, uniform user distribution’
- Scenario b.: 'Simple road’

- Scenario c¢.: 'Highway to city'

- Scenario d.: 'Directional motion'

- Scenario ¢.: 'Differentiated users'

30

City
8:00 am

Fig. 10 The network scenarios for performance analysis

TABLE 2. THE RESULT OF PERFORMANCE ANALYSIS

Cun a. b. ¢ d. e.

RM 0,47 2,53 1,52 2,55 2,35
(nuurm_j‘)

M3 0,6 3,2 0.6 3,2 3,2
(T?»mrm*@

M7 0,9 0,9 0,9 3,6 3.6
(f’hmmi(‘;)

2™ 1,69 1,69 1,69 1,69 6,76
(nwufm_z‘f r))

D 1.2 1.2 12 4,8 1,2
(Mstares—16)

Table 2 shows the result of the analysis. Cyus was
calculated in every scenarios for every model. The highlighted
values are the best, the boldfaced the worst results for the
current scenario.

Scenario a. represents a simple park, where the
distribution of the users is uniform so thus the Er is 0 in each
model. In this case the best performance belongs to RM,
because it has the minimum number of states.

In scenario b. a road crosses the examined area. The
users are distributed uniformly on the road. In the left state of
the M3 model, the predicted distribution of the users in 33,3%
in each MAP group (MAP,, MAP ,, MAP ;), while all of them
stay in M7. Therefore the model has 133,3% theoretical error.
The theoretical error of the RM model can be determined the
same way. M7, 2nd and 3D make no error. The optimal choice
is M7 in this situation.

The scenario c. presents a morning, rush-hour traffic
situation towards the city. On the road the users are distributed
uniformly. The road to the city located fully in the left-area
state of the M3, and the road from the city is in the right-area
state. Because these states are handled separately there is no
theoretical error. However the RM based prediction distribute
the users uniformly between the 6 neighbor MAPs.

Scenario d. is very similar to the example presented in
Section 1V.B.3.3. The users from MAP, move to MAP, via
MAP,. The other path is MAP;-MAP-MAP;. 50% of users
step out from MAP; to MAP,, the other 50% to MAPs, In the
measured time-slot all of the users are in MAP,, on the road
below, so the next step is MAPs. Because only the 2nd model
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takes into account the previous step, all other model have the
theoretical error.

Scenario e. is a special case. The mobile users in the
office generate data traffic, in the park there are rather voice
calls. At current ¢ timeslot in MAP, the park is empty, users
moves only in the building. In this case 3D model makes no
error as opposed to other models.

One can see that each model performs best in specific
situations, accordingly it is important to choose the proper
model in every network scenario.

V. MARKOV MOVEMENT-MODEL CREATOR FRAMEWORK -
MMCF
In the previous section we showed that every model works
well in a given network environment. Therefore the optimal
model has to be chosen, or constructed for a specific network
environment.

If every MAP is handled separately and all previous steps,
user groups are taken into account then the modelling Markov
chain will contain a high number of states. Therefore a minimal
error rate should be allowed and the appropriate Markov
motion model with the minimal number of states should be
found.

In this section we give guidelines to construct Markov
movement mobility model for a network, and we present the
determination of the classification system attributes.

We proposed a general Markov Movement model Creator
System (MMCS). For every N<4,D,B> network, where A is the
adjacent matrix of the network, D is the occurrence matrix and
By, is the handover matrix and for e error vector, an optimal
number of states M</[,R,O> Markov model can be determined,
where L is the level-, R is the resolution-, and O is the depth of
the model.

A, Error vector

The error vector is an input for the MMCEF. The elements of
the vector are as follows:

- &4 the limit of mean difference between the transition
matrixes for different user states.

- &4 the acceptable error rate of outgoing prediction
probability, when MAPs are merging together.

- &,, the limit of the difference of the outgoing probabilities
of the sequences from current MAP.

- &,, the limit of fluctuation of the number of users arriving
from a certain sequence directions is investigated .

More details about the error rates are presented in V.C, V.D
and V.E Sections.

B.  Main type of the model

The proper main type of the model is determined by the
goals and requirements, not by mathematical computation.
Beside the mentioned examples there are some guidelines for
selecting the best model type according terms and conditions:
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- User- Centralized
- Modelling from user point of view
- User profile creation
- Fraud detection
- Access Point-Centralized
- Modelling from cell point of view
- CAC in a MAP
- Movement modelling of a geographical area

C. Determining the level

A new level should be applied in the model, if the mean
difference between transition matrices for different user states
is greater than a predefined limit. Of course if there is a
requirement to use levels, then it must applied independently
from the calculation.

Let us define g, as the limit of the mean difference between
the By and transition matrix for different s user states (57).
The average weighted deviation can be calculated by the
following form:

b-abs(B, —B'n)-1
W == abst Nz m):l ses (10)

n

u

If W'y > gy is true for a state s, then a new level must be
introduced into the model for state s. This inequality must be

analysed for all s €S,

The number of levels can be calculated as follows:

n, = Zsign(v"'d;- +abs(v'a)),

sel

Vi =Wa — &, (11)

D. Determining the resolution

As we explained earlier if outgoing predictions of users in
more adjacent MAPs match within a certain limit, then the
MAPs could be merged together to create a new, major MAP.
With this step the complexity of the model is decreasing.

We present a simple algorithm to determine the resolution.
The input parameters of the algorithms are:
- &u, the acceptable error rate of outgoing prediction
probability, when MAPs are merging together,
- transition matrix, By, as it was defined earlier,
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where S, the set of MAPs in the model,
neighbouring MAPs of MAP, , row(4,a) the a-th row of matrix
A, col(4,a) the a-th column of matrix 4. This results in a
smaller transition matrix, B,,* which leads to a simpler model.

E. Determining the memory

The future movement of the users is highly influenced by
the path they have taken in the past to reach the investigated
point. Leaving this out of consideration would introduce large
errors into the mobility model. However it is not always useful
to look back into each direction or to look back in equal depth
into each direction from every MAP.
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8 the set of

The determination of memory or depth needs proper
precaution. The depth exponentially increases the number of
states in the model. This can be seen in Figure 9, where the
depth is generally 2, for all MAPs (0 =[2,2,2,2]).

The main idea is to analyse each MAP sequence, visited by
the users and decide its importance for consideration. The
analysis starts with a sequence of length 2 (length 1 means that
only the current MAP is observed) and it is increased one by
one. If a sequence of length i belongs to a MAP that is not
important, then it will decreased, and /-1 depth will denoted for
the MAP. The importance of & depth is decided based on the
following basic criteria:

- Take the MAP ID sequences for k length, which differ
in the first MAP ID and belong to a current MAP. The
difference of the outgoing probabilities of the
sequences from current MAP must be investigated. Let
us define g, as a limit for this difference. The
difference for a MAP; and k-depth is determined the

following way:
Z ‘bq(a),f - bq(b).i‘
IVNB,

i
1 nm

(12)

(W)

where (O is the set of existing k£ length sequences from
MAP;, NB; is the set of neighbour MAP IDs of MAP; and ¢
denotes a sequence from the set.

The first criterion of importance is: Dff op],;k>sup.

- Take the MAP ID sequences for m length, which differ
in the first MAP ID and belong to a current MAP. The
fluctuation of the number of users arriving from a
certain sequence directions is investigated. Let us
define &, as a limit for this variance. The variance of
number of incoming users from a sequence into MAP;;

ve =g | A I A D
f’itrz nﬁu n'y

where #™, is the number of users in MAP; arrived from a
sequence (path), #', is the number of users in MAP;.

(13)

This must be examined for all of the incoming sequences:

Z @

(14)

The second criterion of importance is: Dffuvy, Ko

This two criteria, Dffop/;">eop and Dffuv];">¢,, must be
applied for all MAP in order to determine Q.

VI. MARKOV MODEL EXAMPLES
In this section we describe some of the previous introduced,
classified models.
A The M3 model

In the M3, Markov-chain based model: a user can be
located in four different states during each time slot, the stay
state (S), the left-area state (L), the right-area state (R) and
outside-area (Q) (Figure 3.a).
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The grouping can be derived from the user behaviour. If the
users in right-hand side cells behave similarly from the current
cell’s point of view, the neighbouring cells will be merged into
a common cell group, which represents a state in the Markov
model (R state). Other grouping methods can be used as well,
i.e. a standalone cell can constitutes a group also. In this
example model each of the two groups (R and L) contains three
cells. The state O represents the outside area, where users can
come in to the L, and R state from, and where users can go
from the L, and R state to [13].

This model performs well when the user’s distribution in
the left- or right-area state is uniform.

The M3 model could be determined as an MMCF model,
with the following parameters:

m=1, O=[1,1,1], R=[1,{2,3,4},{5,6,7}].

> &

B.  Generalized Mn model

We have enhanced the access point-centralized Markov
model, M3 to generalized n+2 state Markov model (Mn).

If we try to predict the user’s distribution in a city having
irregular, dense road system, or in a big park where people are
able to move around then the handover intensities could ditfer
thus the M3 model could produce errors. From this point of
view the best way is if we represent all of the neighbour cells
as a separated Markov state.

As we described above, in the unstructured models a MAP
is simply mapped into a Markov-chain state, so 8 states are
created, because 7 elements are assumed in a theoretical cluster
(direction dimension is 6) and another one to the outside world.
This results the M7 model [13].

It is to be taken into account that in the real networks a cell
does not always have six neighbours depending on the
coverage. This model has to be generalized for a common case
when a cell has n neighbour cells. We expanded our previously
mentioned model to n-neighbour case (Figure 11), when all the
n neighbours are represented with a Markov state:

= slationary state (5)
* neighbour 1...n state (My;... My,)

* outside area state (0)

do
B L] ’ T
1-3p, PP e e o P 0
el
l_% _"'Lz _"'l,n _Vw 1) v 0 1'\,;1 vl,l)
I[=
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Fig. 11 State diagram and IT matrix of n+2-state Markov model (Mn)
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The steady state probabilities (Ps, Pyj...Pyn Pyo) can be
calculated.

Using the result the distribution of the mobile users is
determinable in the steady state. The predicted number of users
in the next time slot is given in Eq. 15.

NN - pai)

+ Z Nf{ : (l - q_; ([) - v_,-'.j+\||mdn(i) - v,-'._,l—llmdrr ([) - v;,(? (I)) (ﬂ)

; i
AP €5,

as;
rl i ; t B -
N =N"q(D+N; - p(D+ ZN;'Vf,k(f)+

. ki
JoMAP (S VS )

+ Nn! Vo () ke Siq, (D)

Because all of neighbour MAPs is represented as separated
states, the prediction based Mn model is more accurate than the
M3 model, or at least as accurate as model M3.

The inaccuracy of prediction N,™' from MAP; is the

following:
l_ﬂ Nj('b-- (16)
3 N "

where N is the number of users in the group (lefi-area or
right-area in M3 model) where MAP; belongs.

This is calculated for all MAP and weighted with the
number of users in the group:

L (v
K:ZL;R N;l
Let us determine the inaccuracy in a different way. The

difference between the two predictions, M3 and Mn, weighted
with the real number of users:

i+1 i+l
N N! Mn

i M;V-IH (18)
Instead of transition probabilities p, g, v the elements of the
rate matrix By = [b;] are used. The Eq. 19 shows the proof,
which follows the same result as in Eq. 17:

Ni"’w} (17)

z ZN’-[)N - ZN_t’-bhf =

K-=L,R ;i
FiSudi(ky

1 N,
Z (BJVJJN" .bj.i =

K=LR| ;¢i
i‘Suuf;‘ k

ool
S8y

To generalize the equation, instead of b;; the average
handover rate, A is used:

K=L.R NK
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In the M3 model the neighbouring MAPs are grouped into
two areas. But it is possible any other grouping as well. For this
case equation 20 transformed into fully general form:

e il

K¥G NK
where G is the set of areas, and n, is the number of areas in
the model.

21
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In this section we compare the accuracy of our Markov
movement models to other models found in the literature. The
estimation procedure was validated by a simulation
environment of a cell cluster shown in Figure 12.a.

SIMULATION RESULTS

Fig. 12.a The logical cell-cluster in the simulation environment

The simulation was written in the open source OMNet++
using C++ language. The simulation environment consisted of
a cluster with 61 named cells and it also included geographical
data that is interpreted as streets and a park on the cluster area.
The drift of the movement is heading to the streets from neutral
areas.

The simulation used 610 mobile terminals (10 for each cell),
in the initial state uniformly distributed in the cluster. The
average motion velocity of the users is parameterized with a
simple phase-type (PH) cell dwell time simulator (reciprocal of
exponentially distributed values). In the simulation time
mobile terminals appear and disappear, in order to simulate
the active and inactive states.

The simulation consists of two parts. The trace simulation is
the series of cell-transitions that the mobiles have initiated. It
produces a time-trace that contains the actual location data for
cach mobile terminal in the network (reference interval). We
have used this trace simulation as if it was a provider’s rcal
network trace.

The second part is the estimation procedure that uses the
past and the current reference simulation results to estimate
future number of users in each cell. The estimation error is
interpreted as the measure of accuracy of each mobility model
in this paper.

The prediction starts 100 timeslots after the reference
simulation initiation. During the warm-up process the reference
simulation produces enough sample data for the correct
estimation, which uses the previous reference results as an
input to estimate the future user distribution. Each user-
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transition in the 100-timeslot reference period is used to derive
transition probabilities, motion speed and patterns in the
simulation cell-space. These patterns serve as an input for the
simulation threads of each mobility model. The models have
the same input throughout the simulation process so that the
results are comparable.

A widely used modified Random Walk estimation, M3 and
M7 models were used in the simulation as references.

We used the MMCF parameter calculation algorithms,
introduced above in Section V for the simulation environment.
The smaller examined arca contains the cells in the bold circle
(cell 1-7, cell 16-18) in Figure 13. In MMCF generated optimal
Markov movement model estimation compared to the fix M3,
M7 models. The input parameters of MMCEF for this simulation
environment are:

S={handover during voice call}, £¢=5, £,=0.4, £,,=0.2,

We examined only the handover event, so the D matrix is
empty and because of the limits of this paper the C and By
matrices are not presented. Structured, access point centralized

model with one level was chosen. The result of the algorithms
is:

0=[[2,1,L.1,2,1,1,2.,1]] - which means for MAPs 1,6,17 the
depth is 2, for the others itis I,
R=[{1,2,3,{4,5},6,7,16,17,18}] - which means that MAP
4 and 5 is merged together.

The Markov-chain is (for clear interpretation not all of the
edges depicted):

Fig. 13 The TAEV values in RW, Ex(RW, M3 and M7 models with
direction=(1,4)

The following plots (Figure 14.) show the average error of the
estimations in every t timeslot. Random Walk model
performed worst, it cannot follow the patterns in user
fluctuation as it was expected. The M3 and M7 models work
with significantly lower error rate, but in #=105,t=120 and
t=135 timeslots the average error rate increased suddenly. This
is caused by the change of distribution of the directional
moving users (suddenly increased the number of active mobile
users), what the simple Markov models cannot follow. The
MMCF generated Markov approach holds the average crror
rate, it followed the changes in user motion appropriately, and
it is able to learn the directional motion patterns and the
fluctuation of user distribution, which proves the strength of
the Markov Model Creator Framework.
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summarized

Time-dependent Average Error (TAEV) of the models
error (L=50,uniform motion pattern)
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Fig. 14 The TAEV values in RW, M3, M7 and optimal MMCF model

CONCLUSIONS
In this paper we selected some significant parameters of

mobility and proposed a method to model the mobile node and
the network independently of the technology used. We
proposed a simple classification for Markov mobility models,
and we have shown examples for the most important types. We
showed the attributes of a general Markov model, and we
prepared processes for definition. Obviously these algorithms
could be further refined.

By using the MMCF it is not necessary to create a new

Markov model, only the description of the network, parameters
and the requirement of the accuracy must be given and a
Markov movement model is generated with minimal number of
states. The network operator may use this Markov model to
make predictions on the future distribution and location of
users among radio cells. It is able to support self-configuring
system in 4G mobile networks as well.
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Applying Opportunistic Spectrum Access
in Mobile Cellular Networks

Applying Opportunistic Spectrum Access in Mobile
Cellular Networks

Addm Horvith

Abstract—Nowadays, mobile service providers (SPs) have the
exclusive access of certain spectrum for the mobile telecommuni-
cation services. This approach may lead to the inefficient use of
the spectrum, which can be alleviated by opportunistic spectrum
access.

In this paper, we propose a cooperation scheme for mobile SPs,
in which the SPs can use each other’s unutilized frequency bands,
when their own speech channels are occupied. Our simulation
results show that significant gain in the blocking ratio and in the
utilization can be achieved with the proposed cooperation scheme.
Moreover, we calculate the average profit rate, and show that our
scheme is beneficial for both cooperating party.

Index Terms—opportunistic spectrum access, mobile cellular
networks, spectrum sharing policy;

I. INTRODUCTION

RESENTLY, mobile network operators have exclusive

right for the use of given frequency bands, which were
assigned to them by the governments on spectrum auctions.
Each mobile operator is restricted to its dedicated channels
when allocating an incoming call, and the requests for speech
channels will be rejected if the dedicated speech channels are
occupied. However, the exclusive frequency usage may lead
to an inefficient use of the spectrum [1], [2], [3].

To handle the inefficiency, several researchers proposed
spectrum sharing techniques such as spectrum renting or op-
portunistic spectrum access (OSA). Bernal-Mor et al. analyzed
three different models for renting individual speech channels
[4]. Many papers dealt with the technical aspects of OSA
[11, [21, [5], [6] and some proposed spectrum auctions for
achieving the dynamic spectrum access [7], [8]. Nevertheless,
only few made an attempt to really model the operation of a
network assuming cooperation between service providers [9],
[10], [3].

Moreover, the authors in [9] and [10] tried to model the
spectrum renting. However, they ignored that the current
specification of mobile cellular networks does not allow the
renting of a single speech channel [3]. Therefore, these models
are not realistic in the current technical environment. In [3], the
authors proposed a Markovian model for modeling spectrum
renting and investigated some renting policies. They showed
that their model using exponentially distributed holding times
is a good approximation of the operation of a mobile cellular
network, where the holding times follow the log-normal dis-
tribution [11]. In their model [3], only one service provider
is present and the environment is modeled as a stochastic
process, which makes their model mathematically tractable.

_ Manuscript submitted March 28, 2013, revised May 14, 2013.
A. Horvith is with the University of West Hungary, Institute of Informatics
and Economics, Sopron, H-9400, Hungary (email: horvath@inf.nyme.hu)
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In this paper, we re-positioned the model of [3] as follows.
First, we assume that two competing SPs are present, by which
we can investigate the effects of the cooperation at both SPs at
the same time. Second, we propose a new cooperation scheme
using a spectrum sharing policy for mobile SPs, in which the
SPs minimize the renting time by the opportunistic use of
external frequency bands. Our simulation results show that
the high level of cooperation (OSA) results a significant gain
for the SPs. Namely, the blocking ratio decreases extremely
and the utilization is higher. We also show that achieving a
significant gain in the blocking ratio does not need the frequent
use of external frequency bands. Moreover, we calculate the
average profit rate (APR) to demonstrate that our cooperation
scheme is financially advantageous for both SPs. Since this
work focuses on the operation of the model, we do not deal
with the technical details like signaling between the SPs.

The rest of the paper is organized as follows. In Section 1II,
we describe a cooperation policy between the SPs in detail.
In Section I1I, we describe the proposed operational practice,
while we present some simulation results in Section TV. We
conclude the paper in Section V.

II. THE PROPOSED SPECTRUM SHARING POLICY

At present, there are competitive service providers deliv-
ering mobile communication service in each country. The
frequency bands which they use to serve their clients are
owned by the local government. The mobile communication
companies compete for the license of the frequency usage
on spectrum auctions. On each frequency band, the SPs can
allocate 8 full-rate or 16 half-rate speech channels, on which
they can allocate the incoming calls.

Each service provider divides its network into disjoint cells
and tries to cover the whole area of the given country. In
most cases, the mobile cells of the different providers cover
each other, so more than one SPs are available on a given
geographical place. Presently, if all speech channels of one
service provider are occupied new incoming calls are blocked
while there may be available channels at another operator.

However, if two arbitrary SPs (P4 and SPg) would
cooperate according to the scheme presented below, more
clients could be served. To facilitate it, we propose the
following cooperation scheme. The SPs continuously monitor
each other’s spectrum to obtain which frequency bands are
unused (a frequency band is unused, if there is no allocated
call on it). If all speech channels of SP4 are occupied,
S P4 may opportunistically allocate the new incoming calls
on SPp’s unused frequency band f. Due to the current
technical constraints, the SPs cannot share a frequency band
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for simultaneous use [3]. Therefore, while SP4 is using f,
S Py cannot use it, even if only one speech channel is occupied
on f.

In our model, a SP allows to use its unused frequency
bands if the other SP needs it (of course, a renting fee must
be paid for the frequency renting). Moreover, SFPgr uses as
few frequency bands as possible to increase the probability
of successful frequency renting for SP,4. To achieve this,
SPp consolidates its network every time when an ongoing
call is terminated, i.e. re-allocates the rest of ongoing calls.
If SP4 is already using at least one frequency band of 5Fp,
the consolidation aims to vacate the rented frequency bands
first in order to minimize the renting fee. The consolidation
process ensures that a SP uses always the “required number”
of frequency bands simultaneously, i.e., at most one used
frequency band exists in a given moment on which there is
at least one free channel. Formally, if the number of channels
per frequency band is ¢, the number of ongoing calls is n, the
number of used frequency bands can be computed as [%].

If SPp;’s speech channels are also occupied, and needs the
channels which are currently used by SFP4., SP4 must vacate
the rented frequency band and terminate the ongoing calls
allocated on that frequency band. These ongoing calls suffer
the forced termination, since the consolidation rule ensures that
all speech channels in S P4’s network are occupied. Therefore,
there are two ways of blocking in OSA: the normal blocking
(N B), when the home network is saturated and there is no
other available frequency band; and the forced blocking (£'B),
when an ongoing call is broken due to frequency withdrawal.
In case of forced blocking, a user has got the service for a
given time, however, it is annoying for him to suffer the break
of the connection.

From SPg’s point of view, the frequency renting results
financial benefits for him, since the renting fee must be
paid for it. When SPp; needs the rented frequency band, it
can be withdrawn without any disadvantageous consequence.
The only disadvantage for SPg is that the frequency renting
helps the concurrent provider, too. From S P, s viewpoint, the
frequency renting is an additional option to avoid the blocking
of the incoming calls. Without renting, the incoming calls
would be blocked, however, the forced termination problem
still holds. The break of the connection is annoying for the
users, but it is still possible that most users are served without
forced termination and without knowing that their call was
allocated on an external frequency band.

In our investigations, we assume that two SPs (SP4 and
SPpg) are present, and we compare the cases when both SPs
use OSA or they do not cooperate.

III. SYSTEM MODEL

In this section, we describe our system model, in which SPs
use OSA and follow the policy that was detailed in Section II.

A. Notations

Henceforth, we use some notations that we collected in
Table 1.
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TABLE |
NOTATIONS
Notation  Description
Nz The number of speech channels of SFPy,z € A, B
Ny The number of frequency bands of SPy,z € A, B
¢ The number of channels per frequency band
(Ny=nz-c)xc A DB
b The number of occupied channels at S,z € A, B
(including the occupied rented channels)
fz The number of own frequency bands used at SPy, 2 € A, B
g The number of rented frequency bands by SPy,x € A, B

B. The operation of the model

Using the variables of Table I, we can unambiguously
determine whether an incoming call at a given SP can be
served or will be blocked. Moreover, we can determine if an
incoming call at a given SP causes forced blocking at the other
SP.

In our model, the system is controlled by two main events:
a call arrival (CA), when a SP should serve an incoming
call, and a channel release (CR), when a call is terminated
by the user. The following flowcharts present how our model
operates when these events occur (Fig. 1 and Fig. 2).
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Fig. 1. System operation when a CA event occurs at SP4
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Fig. 2. System operation when a CR event occurs al SPy4
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Fig. 1 represents the CA event. If an incoming call arrives
e.g. at S Py, there are three possible ways of serving it. First,
if SP4 has got more own channels than the number of calls
under service (even if SP, must withdraw a channel from
SPg). Then, if the home network is saturated, but SP4 is
currently using a frequency of SPpg and there is at least one
free channel on that frequency band (namely, by % ¢ > 0).
Finally, if the previous two conditions are not met, SP, can
use another frequency band of S Pg, if at least one of them is
free. If none of the above mentioned conditions are fulfilled,
the incoming call will be blocked. Note that without OSA,
SP4 must have blocked the incoming call after the first
condition is unsatisfied.

If SP4 can serve the incoming call, a channel must be
allocated for it, so it must be checked which condition of the
above mentioned ones is met. First, if SI°4 already uses at
least one frequency band of SPp (g4 > 0), and there is no
need to use another frequency band of SPp (by % ¢ > 0),
S P, serves the call on a frequency band of SPp that SPy
has already been using (ba++). If the first condition is not
satisfied, SP4 checks whether the number of users under
service is greater or equal to the number of its own channels
(ba = Na).If so, SP, must use another free frequency band
of SPp and serve the incoming call on that frequency band.
If neither of the first two conditions are satisfied, SP4 will
serve the incoming call on its own frequency band, on which
there is no ongoing call of its own customers. However, S P4
must check if it must withdraw an own frequency band from
SPp to serve the incoming call (f4 + gp = N). If so,
S P4 will withdraw its own frequency band from S Pp (forced
blocking at SPg), else SPP4 will use its own free frequency
band.

Fig. 2 represents the CR event. If an ongoing call is
terminated by the user e.g. in SP,’s system, SP4’s network
must be consolidated to ensure that S P4 always uses only the
minimum number of frequency bands on which its customers
can be served. If one frequency band will be free after the
consolidation (by % ¢ = 0), SP4 must check if that
frequency band is SPp’s band (g4 > 0). If so, SP, stops
using S Pp’s frequency band.

1V. SIMULATION RESULTS

In this section, we present some numerical results obtained
with the use of SimPack [12] that was proved as an effective
event-driven simulation tool in many performance evaluation
studies [3], [13], [14], [15].

A. Definitions

In the following scenarios, we present our results as a
function of the normalized load load,,,;m. Which can be
computed as follows.

Ag 1
Napa’

where 1/A 4 is the average time interval between the arrivals
at SP4, 1/u4 is the average holding time, and N4 is the
number of $1°4’s speech channels.

0y

andnorm =

38

It we really want to demonstrate the financial benefits of
our cooperation scheme, we must explicitly present financial
parameters like APR, which can be computed as follows.

APR=ax8-3x(R-1L), (2)

where «v and S are cost coefficients measured in cost units
per time unit for the calls and the renting, respectively [3];
S is the total duration of the calls, R is the total duration
of the renting, and L is the duration when the other SP was
using the current SP’s frequency bands. When we determine
the renting fee, we must take into account that a SP will have
¢ additional channels when renting a frequency band. In our
model, we assume that at least one ongoing call is using the
rented frequency band. On the other hand, the rented channel
is usually not fully utilized, since there are expectedly less
than 8 ongoing calls on it. Therefore, the renting fee should
be less than the total income from a fully utilized frequency
band (i.e. v x ¢). So, we define a discount factor and calculate
the renting fee as follows.
B=ax " 3
B=ax_, (3)
where ¢ > d > 1 is the discount factor (note that d = 1
means no discount).

B. Simulation settings

In the case study, the channel holding times are log-normally
distributed with the mean of 4.0 seconds and the standard
deviation of 1.17 seconds. These values are taken from [11]
and derived from observing real data traffic. This means that
the expected channel holding time is 108.25 seconds in our
model.

Moreover, Pattavina and Parini showed that the interarrival
time distribution also follows the log-normal distribution [16].
Based on the parameter settings of [16], the mean interarrival
time runs from 7.83 to 7.21 seconds to achieve a blocking ratio
of 1-2% when the SPs did not cooperate. In the simulations,
each SP has got 3 frequency bands in the investigated mobile
cell, which means 24 full-rate speech channels for each SP if
they do not cooperate.

Besides, we applied a policy, according to which the SPs
do not pay any renting fee to each other in the cases when
the given frequency band was withdrawn. This rule can be a
compensation for breaking the ongoing connections (of course,
R will be not increased with the time interval of the broken
renting when computing the APR).

We investigated some properties at a given SP assuming
the use of OSA, then without cooperation, as well. These
properties are the blocking ratio; the average number of
occupied channels; the ratio of external frequency bands used
(ga/(fa+ga) or gg/(fp + gg)); and the APR.

The simulation results are obtained with the confidence level
of 99.9% and the relative precision (i.e. the ratio of the half-
width of the confidence interval and the mean of collected
observations) of 0.8%.
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C. Scenario 1

In the first scenario, the normalized load is increasing at
both SPs. Fig. 3 and Fig. 4 show the simulation results.

The left graph in Fig. 3 represents the blocking ratio of S P4
as a function of the normalized load. As Fig. 3 illustrates,
the blocking ratio by using OSA is significantly lower than
if the SPs would not cooperate (note that we use logarithmic
scale when depicting the blocking ratio). In the left graph of
Fig. 3, we also represent the blocking ratio assuming a full
cooperation, which is equivalent with the fusion of the two SPs
ensuring double capacity and double customer number. We
also would get the full cooperation case if the SPs could rent
single speech channels from each other. This graph also shows
the forced blocking when using OSA, which is significantly
lower than the normal blocking. Moreover, we represented the
sum of the normal blocking and the forced blocking when we
used OSA.

In the right graph of Fig. 3, the average number of occupied
channels is shown. Using OSA, the average number of occu-
pied channels is around 14.9 when the load is 0.625, while this
value is only 14.7 without cooperation. Therefore, beside the
decrease of the blocking ratio, the utilization increases using
OSA.

The left graph of Fig. 4 depicts the ratio of external
frequency bands used to the total number of frequency bands
used by SP4 when OSA was applied. Even when the load
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is 0.625, this value is below 0.45%, which means that SP4
could serve its customers on its own frequency bands in most
cases. When not, S P, had the possibility of frequency renting,
which resulted a notable gain in the blocking ratio, as we can
see in the left graph of Fig. 3.

In the left graph of 4, the APR value is illustrated. When
the SPs cooperate according to our scheme, a significant gain
can be achieved in the APR. We investigated the APR with
different values of d, however, the results show that there was
no impact of d on the APR in this case. The explanation of this
is that when the traffic is equal and equally changes at both
SPs, the probability that they will use each other’s channel is
also equal. Henceforth, we will demonstrate the impact of d
in Section I'V-D.

D. Scenario 2

In the second scenario, we investigated the APR when the
load of S P, is increasing as in Scenario 1, while S Pg’s load
is constant with around 1% expected blocking ratio.

The graphs of 5 represent the APR values of SP, (left
side) and S Pp (right side). As the traffic increases, the APR
of SP4 increases, as well. Of course, the higher the discount
factor is, the higher APR can be realized for the renter.
Even if the discount factor is one, the APR is higher than
without cooperation, which can be explained as follows. First,
SP4 also has income from the renting fee, since SPp also
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Fig. 5. Scenario 2 — the average profit rate of SP4 and SPp

uses SP4’s frequency bands when necessary. Second, the
compensation rule allows SFP4 not to pay any renting fee if
the given frequency band was withdrawn. On the other hand,
S Pp can increase its profit only due to the increase of SP4’s
traffic, when the SPs cooperate. Even if S Pp offers a discount
of d =2 or d =4, the gain is significant.

V. CONCLUSIONS

In this paper, we presented a realistic model for investigating
the effects of opportunistic spectrum access in mobile cellular
networks. In our simulations, two competing SPs cooperate
and allow each other to opportunistically use their spectrum.
The results showed that both SPs have significant gain in
the main system parameters like the blocking ratio and the
utilization, while the forced blocking was marginal in each
investigated case. Besides, our investigations showed that both
SPs can increase their average profit rate when they cooperate:
one from the renting fee, the other due to the increased
capacity. Since our model involves a new signaling method,
developing the signaling algorithm would be an interesting
future work. Moreover, a work on a mathematical model is
under progress.
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Abstract—Information Centric Networking (ICN) is an emerg-
ing communication paradigm in which information is stored and
retrieved based on its “name”. It can be seen as moving away
from a host-based to a content-based communication model. The
CONVERGENCE project has developed a comprehensive ICN
solution integrating network and middleware, glued together by
a unified, interoperable container called Versatile Digital Item
(VDI). The paper describes the implementation called Video
Centric Networking — Publish/Subscribe (VCN-PS) and shows
that ICN can be realistically implemented and made accessible to
applications in popular devices, and can thus be considered as a
viable medium-term alternative to other multimedia delivery
technologies. The paper also checks the ability of VCN-PS to
support business models for video streaming services.

Index Terms—Dynamic Adaptive Streaming Information Cen-
tric Networking, Internet Protocol, Middleware, Publish/Sub-
scribe

I. INTRODUCTION

ONSIDERING the premises — a network born for connec-
ting computers and later to transport hypertext infor-
mation using the HTTP protocol — Internet has been quite suc-
cessful in responding to the expanding needs of its users, as
demonstrated by the wide range of different formats used
today in an ever growing number of multimedia data. Video
data, e.g. MPEG standards like AVC [13] and, shortly, HEVC
[28] take an increasingly lion’s share of the global traffic and
the amount of streamed bits is growing by the day. Among the
different protocols used to transport data formats, of particular
interest for the short term is Dynamic Adaptive Streaming
over HTTP (DASH) [29] that uses HTTP to transport on dem-
and segments of audio and video at different levels of quality
— and hence of bitrate — to cope with unpredictable bandwidth
variations from source to destination.
Additionally, content replication at appropriate network loc-
ations is an effective strategy to cope with the unpredictable
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mismatch between source and destination in terms of
bandwidth availability over long distances. The relevant logic
is currently implemented in such overlay networks as Peer-to-
Peer (P2P) Networks [1] and Content Distribution Networks
(CDN) [2]: P2P leverages self-organised, adaptive, and fault-
tolerant distribution among peers by retrieving fragments of
information from selected available peers, while CDNs
redirect requests for web resources to appropriately located
caches using mechanisms such as DNS-based redirection.

The paradigm shift represented by both solutions is to move
away from a host-based to a content-based communication
model: URIs and DNS names are interpreted in a way that
allows accessing cached copies of information units in the
network.

Information Centric Networking (ICN) is an emerging
communication paradigm in which information is stored and
retrieved based on its “name™ or identifier, without relying on
point-to-point (client-server) communication primitives. It can
be seen as a move towards incorporation of the above issues
into the network layer, with the promise to overcome some of
their existing shortcomings. In ICN each information unit,
when stored, is individually identified at an appropriate
granularity level so that it can be retrieved by simply using the
identifier, as opposed to retrieving from a logical location
whose physical addresses are provided by the Domain Name
System (DNS). In other words ICN does not require an
additional level of indirection, from identifiers to logical or
physical content locations, being able to directly “route-by-
name” requests to the “closest” copy of the content.

Since the Xerox PARC CCN [3] and the NSF funded
Named Data Networking (NDN) [4] projects, ICN has benefit-
ted from European Commission funded Framework Program 7
R&D investments in different projects such as 4WARD [5],
PSIRP/PURSUIT [6], SAIL [7], and COMET [8].

Section 2 lists the main requirements for generic ICN Pub-
lish/Subscribe. Section 3 details the main technology choices
adopted by CONVERGENCE, an FP7-funded TCN project [9].
Section 4 describes the peculiarities of video pub/sub in ICN
based on the comprehensive ICN solution based on the comb-
ination of CCN for the network part and a range of technol-
ogies specified by such MPEG standards as MPEG-7, MPEG-
21 and MPEG-M for the middleware part. The middleware is
glued together by a unified, interoperable container named
Versatile Digital Item (VDI), a specialisation of the MPEG-21
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Digital Item [16]. This paper also provides novel contributions
toward a user-friendly publish/subscribe of audio-visual con-
tent streamed using the DASH format natively embedded in
the CONVERGENCE ICN, implemented as a running plat-
form accessible from the web called Video Centric Networ-
king — Publish/Subscribe (VCN-PS). VCN-PS proves that ICN
features can be realistically implemented and made accessible
to applications in such popular devices as the Mac PC, and can
thus be considered as a viable medium-term alternative to
CDNs for the delivery of multimedia content. Section 5 anal-
yses business models for video services in ICN using the oper-
ational video platform WimTV [10] mapped to VCN-PS.
Section 6 draws conclusions and identifies future work areas.

II. REQUIREMENTS FOR GENERIC INFORMATION-CENTRIC
PUBLISH/SUBSCRIBE

In this section we will make an analysis of requirements
that a generic (content-agnostic) ICN PS system shall support,
by using results published in the literature.

A. Network Layer Requirements

* Caching is the functionality whereby the ICN knows
where to find the information element that has been
requested. As a subscriber’s request can be satisfied with
data coming from any source holding a copy of the object,
ICN requires that publisher- and subscriber-neutral
caching be natively part of ICN. Objects can be
replicated, distributed without owner control.
* Security and privacy is the functionality whereby the
source may sign and protect an information element so
that other entities, e.g. network elements and consumer
devices, can verify its signature and hence its integrity
and authenticity, because publishers and subscribers are
decoupled in space and time, and the source can control
access to it, because the network has visibility of the
information elements.
* Information transport is the functionality providing
reliable, and congestion- and flow-controlled transport of
information elements from one or more sources to a
receiver, including support for caching, multi-path and
disruption tolerance.
* Routing is the functionality of
o Name-based forwarding: forward on names, using a
specific routing protocol;

oName resolution: resolve names to data objects,
leveraging underlying forwarding and routing
infrastructure;

o Congestion control and QoS.

B. Middleware Layer Requirements

Publish/Subscribe is the functionality, dealing with

descriptions (Publish) and queries (Subscribe) of information

elements, whereby an ICN user can

* Request content that satisfies certain criteria. In a
publication the following data should be provided: the
issuer, the descriptions, the names of those to be notified
when a match occurs etc.
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* Make known that content with certain features has been
stored on the ICN. In a subscription the following data
should be provided: the issuer, the query, the names of
those to be notitied when a match occurs ete.

Please note that both subscribe-first/publish-later and
publish-first/subscribe-later models have to be supported.

C. Joint Requirements

Content ldentification is the functionality whereby each
information element, down to the appropriate granularity
level, must be identified uniquely and unambiguously. This
involves two main sub-requirements:

* Information elements should be
application level;

* The syntax of the information element identifier should
support scalability since ICN should be able to cope with
an extremely large number of information objects.

Therefore the naming/addressing architecture should be
designed to allow an information element identification that is
global, provides efficient lookup, is scalable to objects
possibly numbering quadrillions, and 1s able to deal with node
and information object mobility.

identified at the

D. Meta-Requirements

The following requirements are of general “trans-layer”
interest:

* The availability of metrics that make it possible to
evaluate implementations in a consistent manner;

* The existence of business, legal and regulatory
frameworks, including incentives and novel business
models to engage relevant stakeholders;

*  The ability to deploy ICN incrementally, e.g. to gradually
migrate  without  obliterating  existing  IPv4/vo
infrastructure.

To fully satisfy the above (and broader) requirements, the
CONVERGENCE project ended-up developing a reference
layered ICN architecture where layers are operated
independently and glued by the notion of VDI and its
identification scheme. The outline is provided by Figure 1
where three different kinds of ICN device, namely CoNet, a
network node, CoSec, a security node, and Peer, or user dev-
ice, are required.

— T
=
Apps
‘-—______—_______/
CoMid
‘—______—______/
Computing Platform

CoNet CoSec

CoSec node

CoNet node Peer

Figure 1: CONVERGENCE devices

CoNet node is a device running the ICN stack of
functionalities only, including caching, routing-by-name and
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securing of network data objects, while CoSec is a device

responsible for handling the majority of cryptographic

protocols and security related tasks.

Peer is a layered device whose layers are:

1. Computing Platform that includes computing resources
and operating system interfaces able to run concurrently
CoNet and CoSec implementations;

2. CoMid a middleware with API
underlying ICN functionalities;

3. Apps that includes applications offering VCN-PS to
humans or higher-level machine users.

Figure 2 depicts the architecture from a distributed point-
of-view. The functionalities at the computing platform level of
each device are collectively distributed across an
Infrastructure level. Special devices that only run CoNet (core
network routers) or only run CoSec (specialised security ser-
vers) are referred to as nodes. Devices that additionally run the
CoMid are referred to as peers. The middleware is distributed
across all peers: however, some of them can be more
specialised in providing certain services, some of them (typic-
ally devices for end-user but also for service providers) will
additionally run CONVERGENCE-compliant applications.

interfaces to the

Middleware Services
Providers

User devices

Applications
+
Middleware level

peer

Infrastructure level

CoSec node

protocol

Figure 2: Distributed view of the CONVERGENCE
architecture

CoMid peers exchange messages with peer entities of a
semantic overlay. CoNet nodes are connected via physical or
traditional TP links and communicate over the ICN. CoSec
nodes talk using distributed, specialised security protocols.

ITT. TECHNOLOGIES AT THE HEART OF CONVERGENCE

A priori there is no obligation to rely on standards but the
specification of a complete information-centric system is such
a huge undertaking that it is preferable to be able to tick out
some problem elements by relying on the technical consensus
achieved by standards groups in selected technology areas,
particularly when these are tightly connected with the special
information type called media.

A suite of International Standards developed by MPEG,
namely the Multimedia Service Platform Technologies
(MPEG-M), provides technology support to CONVER-
GENCE architecture.
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The CONVERGENCE extension of the
architecture [23] represented in Figure 3 includes:
*  An intermediate Tool layer between the MXM Layer and

the Application Layer. Tools include reusable code for

MPEG-M

applications;
* New southward APIs for ICN (CoNet) and Security
(CoSec).
’ App1 | App2 | | Appi ‘ |Appm|
Application
Tool1 Tool2 | Tooli ‘ Tooln
CoMid
API
Middleware | Prot Prot | Prot | Prot
Eng1 Eng2 Engi En Aggregation
CoMid £ E . ggangd
API .
Tech Tech Tech Tech Orchestration
Eng1 Eng2 Engi Enga
CoNet CoSec Resource
API API API
Computing
Platform CoNet CoSec

Figure 3: MPEG-M based CONVERGENCE ICN
Architecture

When an Application calls the APl defined in part 2 of
MPEG-M [24], to access the MPEG Extensible Middleware
(MXM), different possibilities exist:

1. The App calls just one local Technology Engines (TE). A
TE is a module providing defined functionalities, such as
a Media Framework to play a video. Part 2 of MPEG-M
defines some high level APIs and provides placeholders
to define new ones. Part 3 of MPEG-M [25] provides
software implementations of a range of TEs released with
a Berkeley Software Distribution (BSD) licence;

2. The App calls a chain of local TEs. This TE serialization
is called “Technology Orchestration™;

3. The App calls just one Protocol Engine (PE). A PE is an
implementation of an Elementary Service (ES) such as
Create Licence which in turn calls just one or a sequence
of local or remote TEs. Part 4 of MPEG-M [26] defines a
set of ESs and the corresponding PEs;

4. The App calls a chain of PEs. Part 5 of MPEG-M [27]
defines a machine-readable representation of the PE
workflow that represents the “Service Aggregation”
implied by the sequence of PEs.

Figure 4 shows an Application calling the PEa—PEb—PEc
Aggregated Service and where PEa calls just one TE, PEb
calls 3 Orchestrated TEs and PEc calls 2 Orchestrated TEs.
Typically a special TE called Orchestrator drives the sequence
of TEs to accomplish the goal.

A. Resource Identification

In the following the term Resource indicates information
primarily intended for human-consumption. Versatile Digital
Ttem (VDI) is the CONVERGENCE-defined data structure
that includes;
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* VDI Identifier

*  Resource Identifier

*  Metadata describing Resources or query on Resources

* Licence expressing what rights are given to a User to act
on Resources on what conditions

* Event Report Requests (ERR) to instruct a Peer to issue
an Event Report (ER) to specific users/peers in the event
certain actions (e.g. play or store) are performed on a
resource elc.

Application
v
PEa > PEb > PEc
TEa1 TEba (= TEbz [{ TEb3 TEc1 [ TEc2

Figure 4: MPEG-M Aggregation and Orchestration

'ONVERGENCE has further defined 3 types of VDI

1. R-VDI (Resource VDI) carrying resource (e.g. a video)
identifier and other data

2. S-VDI (Subscription VDI) carrying the query and other
data

3. P-VDI (Publication VDI)
description and other data.

A VDI created by the CONVERGENCE Middleware
receives a unique and persistent Identifier. Please note that it is
useful to be able to place a semantic link between a VDI and
one or more than one VDI, e.g. in case a VDI is “superseded”
by a new version of it or a new independent VDI appears that
has some connection with the existing VDI. CONVER-
GENCE Ontology Services lets users establish such links.

carrying the resource

B. Resource Classification

The CONVERGENCE Core Ontology (CCO) allows for a
semantic organisation of peers in a virtual overlay network of
“topics” built on the basis of users’ interests in the different
types of published content [11]. Note that
1. Figure 5, an example of fractal organisation of topics,
shows that a peer typically belongs to more than one
topic, depending on which resources users are interested
in;

2. All P-VDIs and S-VDIs related to a certain Metadata are
stored in some Peers of that fractal;

3. In general more than one peer populates a topic, to ac-
commodate the fact that some peers may be off when
access to them is needed.

C. Resource Publication and Subscription

Peers are endowed with the embedded ability to
*  Perform matches between P-VDIs and S-VDIs that are
stored on them;
¢  Communicate any match found to the specified
users/peers depending on licences and ERRs;
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* Remove S-VDIs and P-VDIs whose validity date has

expired from the tables from the topic.

Resource

Digital Resource Service

Photo Document | Video Sensor

ResearchPaper RestaurantFinder

Figure 5: Topics

Figure 6 depicts how Publish/Subscribe works in
CONVERGENCE.

6 Peer1
e

Subscribe Request
S-VDI R-VDI

1

7

Publish
P-VDI

Peer2

Figure 6: Publish/Subscribe in CONVERGENCE ICN

This is the sequence of steps:

1. Whenever a user (on Peerl) subscribes to receive a

Resource with particular features, a description of its
interest will be created as an S-VDI and will be injected
in the Overlay (step 1);

2. When another user (on Peer2) wants inform a particular

class of Users that a Resource has been created, an R-VDI
will be created that includes Resource description and will
be Stored on CoNet (step 2);

3. A description of the features of the media will be created

as a P-VDI and injected in the same Overlay topic (step
3);

4. Behind the scene, a Peer dedicated to the particular class

of Resource will eventually match the publication with
the subscriptions previously injected (step 4);

5. TIf a match is detected, Peer2 and the Peerl are notified

back about the match (steps 5 and 6);

6. Peerl User can now retrieve the R-VDI that includes the

Resource previously stored on CoNet (step 7).

With reference to Figure 6 this is the complete walkthrough:

1. Peerl

a. Creates S-VDI
b. Subscribes S-VDI
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2. Peer2
a. Creates R-VDI
b. Stores R-VDI
c. Stores Resource
d. Creates P-VDI
e. Publishes P-VDI
3. PeerN (the peer hosting the relevant topic)
a. Finds Maltch between Peerl’s S-VDI and Peer2’s
P-vDI
b. Notifies Peerl and Peer2
4. Peerl
a. Retrieves R-VDI
b. Retrieves Resource

IV. PECULIARITIES OF VIDEO PUB/SUB IN ICN

This section focuses on the peculiarities of the Middleware
and Application layers for video streaming in a DASH-based
environment. The focus is on a complete implementation of a
specialised ICN for handling and distributing video content in
a consumer-friendly manner. The last section will discuss the
described VCN-PS can be used to support the WimTV video
service.
The VCN-PS solution has been designed to enable a user of
an [CN application to perform the functions listed in Table 1,
which represent a subset of the functionality requirements cap-
turing the fundamental need of a Publish/Subscribe ICN ap-
plication.
Please note that in the following
1. Words beginning with a capital letter will refer to terms
with defined semantics;

2. The term data structure will refer to the specifically
defined XML structure conveying information related to a
Resource.

Table 1: VCN-PS requirements

1 | Create a data structure containing

1.a | Identifier of the data structure

1.b| Identifier of the Multimedia Resource it refers to

1.c | Metadata describing the Multimedia Resource it refers to
1.d| Rights available to a User and conditions to be satisfied
for using the Multimedia Resource

1.e | Requests to report Resource-related Events

2 | Encrypt parts of the data structure

3 | Sign the data structure

4 | Verily the authenticity of a data structure or Multimedia
Resource

5 | Establish links of a data structure with other data
structures (e.g. a previous version)

6 | Optionally make a package of the data structure and the
Multimedia Resource it refers to

7 | Subscribe to a set of Multimedia Resource attributes by
providing a query and a request to report to identified
Users any match of the Subscription with a Publication
8 | Publish information about a Resource Stored on the ICN
by providing appropriate Metadata and a request to
report to identified Users any match of the Publication
with a Subscription

9 | Interface to Store (put) and Retrieve (get) data from ICN
indicating the data Identifier
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These requirements are largely met by two suites of Internat-
ional Standards developed by MPEG group and listed in Table
2, namely: Multimedia Content Description Interface (MPEG-
7) and Multimedia Framework (MPEG-21).

Table 2: MPEG-7 and MPEG-21 standards for VCN-PS

Req. Title Std | Acronym | Ref.
1 Digital Item Declaration 21 | DID [16]
l.a | Digital Ttem Identification | 21 | DII [17]
I.b | Digital Item Identification | 21 | DII [17]
l.c | Simple Metadata Profile 7 SMP [14]
1.d | Rights Expression Language| 21 | REL [20]
l.e | Event Report 21 | ER [22]
2 Intellectual Property 21 | IPMP [19]

Management and Protection

Components
5 Related identifier types 21 | DI [18]
6 MPEG-21 File Format 21 | MP21FF | [21]
7 MPEG Query Format 7 MPQF [15]

A.  Implementation

The scenario in Figure 6 has been implemented as depicted
in Figure 7.

SEGMENTER CREATOR | CONSUMER
PEER PEER
DASH Segmenter

MXM MxM  [icwme
| GST pluging

CONET | QOVERLAY OVERLAY | CONET

CoNet repository

Figure 7: An implementation of VCN-PS

In Figure 7 two Peers are depicted:

I. A Peer with the Creator and Consumer functionalities.
Both share CoMid with 3 Engines highlighted because of
their relevance to this paper: CoNet TE to Store/Retrieve
data from ICN, Overlay TE to subscribe S-VDIs and
publish P-VDIs and VideoLAN (VLC) [30] based Media
Framework TE to play DASH-streamed videos from
CoNet;

2. A Peer with the functionality of DASH segmenter. This
has a CoMid instance that does not include the Media
Framework TE and has additionally an internal engine
(DASH Segmenter) that chops a video into DASH
segments.

The walkthrough described in this section covers the same
scenario presented above, adding more details about the video
streaming capabilities of the system. Resource retrieval the is
achieved using a similar approach as in [12]. Since video is
delivered in DASH format, it is simply identified by an HTTP
URI inserted in the R-VDI (Figure 8). The DASH segments
and Media Presentation Descrip-tion (MPD) are stored in
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CoNet. The HTTP URI contains a dummy common prefix
followed by the real name of the video to enable the consumer
to forward the HTTP request to Conet (Figure 9).

<mpegm-didl:DIDL>

<mpegm-didl:Component>
<mpegm-didl:Resource mimeType="video/mp4"
ref="http://www.ict-
convergence.eu: 9080/convergence/FerraraBalloonFestiv
al 1350451738512 .mpd"/>
</mpegm-didl :Component>

</mpegm-didl:DIDL>

Figure 8: R-VDI fragment with MPD URI

<MFD
xmlns:xsi="htip://www.w3.org/2001/XMLSchema™
xmlns="urn:mpeg:DASH:schema:MED:2011"
xsi:schemalocation="urn:mpeg:DASH:schema:MPD:2011"
profiles="urn:mpeg:dash:profile:isoff-main:2011"
type="static"”
minBufferTime="PT3.038">

<BaseURL>http://www.ict-
convergence.eu: 9080/convergence/</BascURL>
<Period start="PT0OS">
<AdaptationSet bitstreamSwitching="true">
<Representation codecs="avcl"

mimeType="video/mp4"
width="1024" height="576" startWithSApP="1"
bandwidth="438272" minBufferTime="3000">

<SegmentBase>
<Initialization
sourceURL="FerraraBalloonFestival_ 1350451738512 4382
72.mp4d" />
</SegmentBase>

<SegmentList duration="3">

</MPD>
Figure 9: MPD fragment containing the dummy common
prefix

The DASH segmentation related operations are covered by
an ad-hoc remote service invoked by Creator to chop the video
in DASH segments and to store the segments and its MPD in
CoNet. As soon as this set of operations is concluded, Creator
proceeds as usual: store the R-VDI (with the MPD URI inside)
on CoNet and inject P-VDI in Overlay.

As highlighted above, whenever a match occurs, the con-
sumer peer receives an ER that includes the R-VDI identifier.
Consumer can now retrieve that R-VDI from CoNet using the
Resource URT inside the ER. Therefore the MF engine can use
the MPD URI to render the video, with the help of an HTTP
proxy that forwards the HTTP request to ICN get operation.
When the MPD and/or its segments are retrieved, they are for-
warded back to the MF engine that presents the information.

This is the detailed walkthrough:

1. Consumer

a. Creates S-VDI
b. Subscribes S-VDI to Overlay
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2. Creator sends video to Segmenter Service
3. Segmenter Service
a. Segments video
b. Stores video segments and MPD to CoNet
4. Creator
a. Polls Segmenter until it is notified that video
segments and MPD have been stored to CoNet

b. Creates R-VDI
¢. Stores R-VDI
d. Creates P-VDI

e. Publishes P-VDI
5. PeerN (hosting the relevant topic)
a. Detects match between S-VDI and P-VDI
b. Notifies Consumer
6. Consumer
a. Retrieves R-VDI
b. Extracts the MPD URI
c. Via MXM MF VLC Engine, request the MPD
d. HTTP PROXY intercepts the request and
forwards it to ICN
e. The MPD is returned to MXM MF VLC Engine,
which starts to request DASH segments
f. HTTP PROXY intercepts the requests and
forwards them to ICN
Currently VCN-PS includes the MXM engines listed in the
following Table 3.

Table 3: MXM engines in VCN-PS

Engine name Function Engine
type
convergence-conetTE CoNet TE
convergence-eventReportTE | Event Report TE
convergence-matchTE Match TE
convergence-metadataTE Metadata TE
convergence-overlayTE Overlay TE
convergence-vdiTE VDI TE
mxm-digitalitemTE Digital Item TE
mxm-mediaframeworkTE Mediaframework | TE
mxm-metadataTE Metadata TE
mxm-createcontentPE Create Content PE
mxm-identifycontentPE Identify Content | PE

V. BUSINESS MODELS FOR VIDEO SERVICES IN ICN

In this section we explore the suitability of ICN to support
the video streaming business by taking as WimTV, a platform
supporting the activity of a plurality of interacting businesses,
a case study, The platform is conceptually represented in
Figure 10.

In WimTV a User can

Import Resources and relevant Metadata (including

Rights and payment terms) to his digital locker
(MyMedia)
2. Export Resources out of MyMedia (if export rights are

available)
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3. Post videos to his WebTV (MyStreams) for End Users to
stream

4. Post videos to the marketplace (MyShop) for Buyers to
assess and possibly acquire

5. TIssue calls where User declares his availability to acquire
specific content at specific conditions (MyCalls) that he
can then, depending on Licence terms, post on MyShop or
MyStreams, or export

6. Upload content with the specific value of “advertisement”

7. Get rights to content from another User’s MyShop and
post it on his Web TV.

Respondents Advertisers
sBalels
B IO IOTO) M

2

- ¢
“ﬂ
End
Users
[
User

Figure 10: The WimTV model

All videos are stored on the WimTV server and can be ref-
erenced (e.g. streamed). Every time a User gets rights to a
content item this is recorded by the WimTV server
application.

In today’s internet, video services are regularly based on a
large servers managed by service providers. End users access
the server, make their selection and the selected video is
streamed to them.

VCN-PS offers new ways to look at networked video
services but their precise mapping is a matter for discussion.
How this can be done in ICN is the purpose of an analysis that
is based on the following assumptions:

1. Videos are stored in ICN as clear-text or encrypted form;

2. R-VDIs are stored in ICN along with video Identifier,
Metadata, Licence describing the rights granted to the
principal (i.e. the licensee) and ERRs containing the
names of the entities to be notified when video is played;

3. P-VDIs are posted on the overlay with search-friendly
Metadata, Licence describing the match rights granted to
the overlay and ERRs containing the names of the entities
to be notified when match is found;

4. R-VDIs are injected on the overlay with Queries, Licence
describing the match rights granted to the overlay and
ERRs containing the names of the entities to be notified
when match is found.

Table 4 shows how an operation (of the Function column)
of a WimTV User (in the User type column) can be mapped to
TCN steps (the Action column).
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Function User Action
type
Import to MyMedia GU | Create and Store R-VDI
Export from MyMedia | GU | Create and Store R-VDI
Post to MyStreams SP Create and Store P-VDI
Search MyStream GU | Create and Store S-VDI
View MyStream GU | Get R-VDI
Post to MyShop CP | Create and Store P-VDI
Search MyShop SP Create and Store S-VDI
Get Resource SP Get R-VDI
Post to MyCall SP Create and Store S-VDI
Respond to MyCall Ccp Create and Store P-VDI
Provide Ads AD | Create and Store P-VDI
Look for Ads SP Create and Store S-VDI
Get Ad SP Get R-VDI

Table 4: MPEG-7 and MPEG-21 standards for ICN
Legend: GU=Generic User CP=Content Provider
SP=Service Provider = AD=Advertiser
NBI “Create and Store R-VDI” may be executed separately
on the VDI and the Resource or on a file that includes
both VDI and the Resource. Obviously P-VDI and S-
VDI do not involve Resources.
The Middleware provides support to a wide range of
business relationships, e.g.
1. Metadata to describe videos
2. Licence to describe the rights to videos, but also
what the Overlay can actually do

3. Event Report Requests to notify which Users
The VDI can be extended to convey additional
information regarding payments, a key enabler of
WimTYV value chains.

NB2

NB3

It is clear that a blind use of ICN features would probably
make business differentiation rather difficult. Fortunately
some options exist to achieve differentiation, e.g.

1. Use of two-layered Metadata. The first is common to all
businesses and the second is proprietary. This would
make matching between P-VDI and S-VDI work well
only for a particular Service Provider

2. TUse of Licences to provide clear benefits to only to
subscribers to a particular Service Provider. Of course this
requires that Peers have a sufficiently high level of
security

3. Use of proprietary ontologies. A Service Provider bases
its offer on proprietary ontologies that allow effective
tagging and searches

4. Use of VDI creation services. A service provider offers a
VDI creation service. The structure of the VDIs is such
that R-VDI licences allow video retrieval only by
principals recognised by the SP.

5. Use of private overlay. The Service Provider manages a
private overlay that performs matches between Publishers
and Subscribers in case Peers do not offer sufficiently
high security.
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VI. CONCLUSIONS AND FUTURE WORK

Introduction of ICN offers clear benefits to network
operators because they are able to recover certain functions
(P2P and CDN) that are currently implemented as overlay by
other operators. The current competitive environment and the
abundance of network infrastructure may also offer P2P and
CDN operators the opportunity to become ICN operators
themselves.

This paper has presented the standards-based CONVER-
GENCE Middleware that provides a rich set of functionalities
for application developers and a complete implementation of
the key video-oriented ICN Publish/Subscribe functionality
called VCN-PS. The MXM Middleware is available as BSD
0SS from http://mxm.wgl 1.sc29.org/download/check-out-the-
source-code/java/.

A summary analysis of how VCN-PS can be applied to the
existing WimTV video platform has shown that exploitation
of VCN-PS is possible and that there is ample room to specific
optimisations for the provisioning of meaningful personal-
isation of video service business.

The next steps in this research will include 1) making VCN-
PS robust, 2) adding new functionalities, 3) deploying an ex-
perimental ICN, 4) implementing parts of the WimTV plat-
form for actual operation on ICN and 5) furthering the bus-
iness model analysis.
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S : Tomohiko Taniguchi, Fujitsu Labs, JP Mulfimedia Applicafion Symposium
John S. Thompson, University of Edinburgh, UK Lingyang Song, Beijing Univesity, CN Abdelhamid Mellouk, University of Paris 12, FR

Cloud Computing Track ; o Rose Qingyang Hu, Utah State University, USA Lingfen Sun, University of Plymouth, UK
Yonggang Wen, Nanyang Technical University, SG

Access Networks and Systems Track Optical Networks and Systems Communicatfion and Informatfion
Tarek S. EI-Bawab, Jackson State University, USA Symposium Systems Security Symposium

Arun Somani, lowa State University, USA Peter Mueller, IBM Zurich Research, CH
Nalmsqale, oL L angl an?nfnm LSk AL Philippe Perrier, Xtera Communications, USA Shui Yu, Deakin University, AU
Tadashi Nakano, Osaka University, JP et b S
) ) Nathan Gomes, University of Kent, UK Thorsten Strufe, Technische Universitit Darmstadt, DE
Saocial Networking Track

Neeli Prasad, Aalborg University, DK Next-Generation Networking Cognitive Radio and Networks
Symposium Symposium
Mohammed Atiquzzaman, University of Oklahoma, Jacques Palicot, Supelec, FR

SA Jaime L Mauri, Polytechnic University of Valencia, ES
Konstantinos Samdanis, NEC Europe, DE Lin Cai, Huawei Technologies, USA
Antonio Pescape, University of Napoli
Federico II, IT

Wireless Communications Symposium
Yahong Rosa Zheng, Missouri University of S&T, USA
Yiging Zhou, Chinese Academy of Sciences, CN
Cheng Li, Memorial University of Newfound, CA
Peter M. R. Rost, NEC Labs Europe, DE

Jinhong Yuan, University of NSW, AU

TUTORIALS: Proposals should provide a focused lecture on new and )
emerging topics within the scope of communications. Accepted and presented technical and workshop

. . . papers will be published in the IEEE ICC 2014
WORKSHOPS: Proposals should emphasize current topics of particular Conference Proceedings and in IEEE Xplore®. See

interest, and should include a mix of regular papers, invited presentations the website for requirements of accepted authors.
and panels that encourage the participation of attendees in active discussion.

IMPORTANT Paper Submission  Acceptance Notification ~ Camera-Ready ~ Tutorial Proposal ~ Workshop Proposal
DATES 15 September 2013 12 January 2014 13 February 2014 31 October 2013 31 March 2013

General Chair: Technical Program Chair: Symposia Chair: Tutorials Co-Chairs:
Farzad Safai, University of Abbas Jamalipour, University of Sydney, AU Nei Kato, Tohoku University, JP Sherman Shen, University

Wollongong, AU Technical Program Vice Co-Chairs: Workshops Co-Chairs: of Waterloo, CA

Vice General Chair: f iversity of e ) Chun Tung Chou, University
Leith Campbell, Ovum, AU g?)my\x/r;?ésu%ersny pEbES Eﬁ?g UH[:/E\/:eSSr;teyn,TI:I/stlonal eIy of New South Wales, AU

Grenville Armitage, Swinburne Jean Armstrong, Monash
University of Technology, AU University, AU

Full details of submission procedures are available at
www.ieee-icc.org/2014
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Who we are

Founded in 1949, the Scientific Association for Info-
communications (formerly known as Scientific Society
for Telecommunications) is a voluntary and autono-
mous professional society of engineers and econo-
mists, researchers and businessmen, managers and
educational, regulatory and other professionals work-
ing in the fields of telecommunications, broadcast-
ing, electronics, information and media technologies
in Hungary.

Besides its more than 1300 individual members, the
Scientific Association for InNfocommunications (in Hun-
garian: HiRKOzLEsI Es INFORMATIKAI TUDOMANYOS EGYESULET,
HTE) has more than 60 corporate members as well.
Among them there are large companies and small-and-
medium enterprises with industrial, trade, service-pro-
viding, research and development activities, as well as
educational institutions and research centers.

HTE is a Sister Society of the Institute of Electrical and
Electronics Engineers, Inc. (IEEE) and the IEEE Communi-
cations Society. HTE is corporate member of Interna-
tional Telecommunications Society (ITS).

What we do

HTE has a broad range of activities that aim to pro-
mote the convergence of information and communi-
cation technologies and the deployment of synergic
applications and services, to broaden the knowledge
and skills of our members, to facilitate the exchange

of ideas and experiences, as well as to integrate and
harmonize the professional opinions and standpoints
derived from various group interests and market dy-
namics.

To achieve these goals, we...

e contribute to the analysis of technical, economic,
and social questions related to our field of compe-
tence, and forward the synthesized opinion of our
experts to scientific, legislative, industrial and edu-
cational organizations and institutions;

¢ follow the national and international trends and
results related to our field of competence, foster
the professional and business relations between for-
eign and Hungarian companies and institutes;

e organize an extensive range of lectures, seminars,
debates, conferences, exhibitions, company pre-
sentations, and club events in order to transfer and
deploy scientific, technical and economic knowledge
and skills;

e promote professional secondary and higher educa-
tion and take active part in the development of pro-
fessional education, teaching and training;

e establish and maintain relations with other domes-
tic and foreign fellow associations, IEEE sister socie-
ties;

e award prizes for outstanding scientific, education-
al, managerial, commercial and/or societal activi-
ties and achievements in the fields of infocom-
munication.

Contact information
President: DR. GABOR HUSZTY e ghuszty@entel.hu
Secretary-General: DR. ISTVAN BARTOLITS e bartolits@nmhh.hu
Managing Director, Deputy Secretary-General: PETER NAGY ¢ nagy.peter@hte.hu
International Affairs: ROLLAND VIDA, PhD e vida@tmit.bme.hu

Addresses

Office: H-1055 Budapest, V. Kossuth Lajos square 6-8, Room: 422.
Mail Address: 1372 Budapest, Pf. 451., Hungary
Phone: +36 1 353 1027, Fax: +36 1 353 0451
E-mail: info@hte.hu, Web: www.hte.hu




