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Abstract  The purpose of this study is to provide an overview of the science and 
development of atmospheric energetics, its so far matured parts to date, and the direction 
of the researches. However, we restrict ourselves to the discussion of the very basic 
results of the researches to reveal the parts the introduction of which can be suggested 
into the compulsory education of the future meteorologist. This became feasible 
especially due to the rapid development of the personal computer that makes possible the 
calculation of the atmospheric energies for students by using their own laptops, so this 
field of meteorology now can be a tactile reality for them. The founder of atmospheric 
energetics was Lorenz, who formulated for a global, dry atmosphere the concept of 
available potential energy, which is the difference between the current energy state of the 
atmosphere and a reference state with minimum energy. His basic results concerning the 
global description of atmospheric energetics have already become part of the university 
curriculum. It is important to be able to describe the energy balance of the atmosphere 
both locally as well as globally, for which the introduction of enthalpy and exergy seemed 
appropriate. The advantage of examining the dry atmosphere is that significant 
simplifications can be applied, but the atmosphere is finally moist, so research has also 
started in this direction, first with a global and then with a local approach. The key is to 
find the reference state, which is a complex, computationally demanding task. In this 
paper, we focus on the most important steps of this process and concentrate on the 
thermodynamic basis of the new concepts.  

 
Key-words: atmospheric energetics, available potential energy, moist available potential 
energy, enthalpy, exergy, thermodynamics, education 
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1. Introduction 

At the end of the 19th century, Hertz (who is famous for his long-wavelength 
electromagnetic waves discovery) delivered a lecture, which has been almost 
forgotten, about the energy budget of the earth and gave quite precise 
estimations of the energy balance of the Earth (Mulligan and Hertz, 1997). In 
atmospheric energetics, the concept of available kinetic energy was introduced 
by Margules (1906). The maximum possible kinetic energy was identified in an 
isolated part of the air, which can be achieved through adiabatic changes starting 
from rest. The real development of atmospheric energetics launched with 
Edward Lorenz's pioneering paper (Lorenz, 1955) introducing the concept of 
available energy. 

After Lorenz, many excellent researchers have worked on the field, and the 
literature on it became very rich. It can be quoted some excellent reviews and 
books on it (Dutton, 1973; Van Mieghem, 1973; Marquet, 19911; Wiin-Nielsen 
and Chen, 1993; Tailleux, 2013). However, basic textbooks on dynamic 
meteorology generally have satisfied with the discussion of Lorenz's work and, 
except for Dutton, do not step toward more recent results (Dutton, 1976; 
Panchev, 1985; Zdunkowski and Bott, 2003; Holton, 2004; Mak, 2011; Hoskins 
and James, 2014). In this paper, the basics of atmospheric energetics, 
particularly its thermodynamic, will be reviewed background. Now, atmospheric 
energetics developed into a field of meteorology which supports highly the 
complex thinking on the explanation of the global circulation and on the local 
atmospheric motion. In light of this, dynamic meteorology textbooks devote an 
undeservedly short chapter to the topic. Maybe, it could be justified on the 
grounds that the field is still undeveloped and its knowledge is constantly 
changing, but since Lorenz's work, there have been a number of achievements 
that have been clarified and can rightly become materials of the textbooks. 
Therefore, we intentionally focus only on the basic issues and are not dealing 
with those details that are still in doubt. We emphasize those parts that are worth 
discussing in the standard educational materials. 

The basics of the energetics are also processed in the book of Dési and 
Rákóczi (1970) as well as in Götz and Rákóczi (1981). The first book is based on 
the work of Margules, while the second uses Lorenz’s energy conversion ideas. 
In the work of Práger (1982), the available potential energy ( ) concept of 
Lorenz is detailed. Makainé (1971, 1972, 1974) analyzed in some publications 
the relevancy of the APE in synoptic problems in Hungarian. Czelnai et al. 
(1991) discusses shortly the energy conversions of the atmosphere among the 
other basic transport processes. Major et al. (2002) studied the climatic 
energetics of Hungary. 

                                                 
1 A new (2014) version of the original paper is available on the webpage of the author with valuable new 
comments. http://www.umr-cnrm.fr/spip.php?article833&lang=en 
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We overview the question of the availability and its thermodynamic base 
for atmospheric energetics. The possibility of the use of the concept of available 
potential energy for global and local processes of the atmosphere will be 
discussed, and relevant definitions for dry and moist atmospheres will be also 
investigated. Special attention will be paid to the problem of the reference state. 
From the literature, some are emphasized in Table 1 which provides the 
structure of the topic and which papers, in our opinion, can be regarded as the 
milestones of the development of atmospheric energetics. 

 
 
 

Table 1. Different cases and approaches which are in focus. (The study of Tailleux (2013) 
contains global view as well.) 

 Dry case Moist case 

Global view Lorenz, 1955 
Dutton, 1973 

Lorenz, 1978 

Local view Marquet, 1991 
Tailleux, 2013 

Harris and Tailleux, 2018 

 

2. Conversions of the energies in the atmosphere 

There are various forms of energy in the atmosphere, the almost only source of 
which is the Sun. The study of atmospheric energetics belongs to the field of 
dynamic meteorology; its general target is to describe the energy generation, 
transportation, and dissipation (Wiin-Nielsen and Chen, 1993; Götz and Rákóczi, 
1981).  

The energy of the atmosphere consists of the internal, potential, and kinetic 
energy. The specific energies are the before mentioned forms of the energy per 
unit mass (in the same order): 

 =  , 1  
 
where  is the specific heat of air at constant volume and  is the temperature,  
 = , 2  
 
where  denotes the gravitational acceleration,  is the altitude,  
 =  2 , 3  
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where  is the three-dimensional velocity vector relative to the Earth. The 
previous quantities Eqs. (1) – (3) have to be integrated over the total mass of the 
atmosphere to get the total amounts of energy of the atmosphere  
( = d , where  can be ,  or , and  is the volume of the 
atmosphere).  

Table 2 below shows the annual mean values of the energy forms for the 
Northern Hemisphere. It has to be pointed out, that the kinetic energy is a few 
orders of magnitude smaller, than the internal or the potential energy. Kinetic 
energy provides the energy for the midlatitude’s cyclones. It decreases in 
summer partly due to the changes in the meridional temperature gradient 
(Gertler and O’Gorman, 2019). 
 
 
 

Table 2. The annual mean values of the various energy forms for the Norther Hemisphere 
(1000–75 hPa) expressed in energy per unit area or per unit mass (Oort, 1971).  

Energy [kJ/m2] 

Internal 1674.8×106 
Potential 567.5×106 
Kinetic 1153.4×103 

 
 
 

The atmosphere is not an equilibrium thermodynamic system, but it is 
approximately in radiation balance, which means that the incident radiation 
energy equals the emitted radiation. The processes of the atmosphere, among 
them the general circulation, are governed by kinetic energy, so to understand 
these processes, we need to study the generation and dissipation of the kinetic 
energy and also its conversion from other types of energies.  

The posed questions of the atmospheric energetics in the early years of the 
twentieth century were related to the energetics of the cyclones, whether where 
the energy of the middle-latitude depressions comes from (Margules, 1910). 
According to the observations, there is not enough energy from the work against 
the pressure gradient. It turned out, that although the atmosphere contains a large 
amount of potential and internal energy, only a small part of them can be 
transformed into kinetic energy. It can be understood using a simple example 
created by Wiin-Nielsen and Chen (1993) following Margules (1910). Imagine a 
vessel filled with two fluids of different densities. The two fluids are separated 
by a vertical wall, so the fluids situate beside each other. When the wall is 
removed, the denser fluid goes to the bottom of the vessel and the less dense 
stratifies above it (the fluids do not mix). The potential energy of the fluids is 
decreasing and reaches its minimum value. Although the potential energy of the 
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fluids might be very high, its available part is only the difference between that of 
the initial and final state. This available part may be very low due to this 
process.  

The details of the following equations can be found in the work of Wiin-
Nielsen and Chen (1993) and in Hungarian in Götz and Rákóczi (1981). One of 
the most general laws of nature, the law of energy conservation also applies to 
the atmosphere. Applying the law of energy conservation to thermodynamic 
processes, we get the first law of thermodynamics. If we look for the derivatives 
of the global energy forms, the derivatives of the internal energy can be obtained 
from the integral of the internal energy density which can be expressed from the 
differential form of the first law = , where the continuity 
equation was used for getting the second term at right-hand side of the above 
mentioned equation: 

 dd = d d , 4  

 
Where  and  are the heat absorbed by the unit mass and the heat current to 
unit mass, respectively, =  is the density of the air,  is the specific volume 
of the air,  is the pressure, and  is the velocity vector of the wind. In Eq. (4), 
the first term is the internal energy generation ( ) and the second one is the 
conversion from internal energy to kinetic energy ( ( , )). There are two 
processes, which influence the internal energy: (1) internal energy increases if 
the atmosphere is heated, where the density is high or it is cooled, where the 
density is low, (2) internal energy decreases in divergent areas, where the 
average pressure is high or in convergent areas, where the pressure is low. 

The global form of the change of potential energy is the following: 
 dd = d , (5) 

 
where  is the vertical wind component. Eq. (5) is the conversion from potential 
energy to kinetic energy with a minus sign ( ( , )). And finally, the form of 
the change of global kinetic energy is: 
 dd = d d + d , (6) 

 
where  is the frictional force and the other notations have been already defined. 
The first term of Eq. (6) is known from Eq. (4), which is ( , ), the second 
term is the conversion from potential energy to kinetic energy ( ( , )), and the 
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last term is the dissipation of kinetic energy ( ( )). So, Eqs. (4)–(6) can be 
written as: dd = ( ) ( , ), (7) 

 dd = ( , ), (8) 

 dd = ( , ) + ( , ) ( ). (9) 

 
In the case of long-time average, a steady-state can be considered, which 

means that there are no changes in the form of energies, which results that the 
time derivatives of the energy forms are zero, so we get (Götz and Rákóczi, 
1981; Wiin-Nielsen and Chen, 1993): 

 ( ) = ( , ) = ( ), (10) 
 ( , ) = 0. (11) 
 

Finally, it is worth mentioning, that the gravitational potential and internal 
energy in an ideal gas of hydrostatic state are proportional to each other, and 
since the atmosphere can be regarded as an ideal gas, the sum of its specific 
potential and specific internal energy can be expressed with its specific enthalpy. 
Lorenz called the sum of the internal and gravitational potential energy simply 
as potential energy, but enthalpy is a more exact name that helps to avoid 
misunderstandings originating from the mixing of the terminology. Using this, 
Lorenz got simpler equations for the cycle of the energy transformations: 

 dd = ( ) ( , ), (12) 

 dd = ( , ) ( ), (13) 

 
where = + . However, the numerical value of these conversion factors can 
only be realistic if the moisture of the air is also taken into account. Fig. 1 shows 
the scheme of the energy cycle.  
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Fig. 1. The scheme of the energy cycle. 
 
 
 

3. The equilibrium state of the atmosphere 

As we have expounded, the atmosphere is not in a thermodynamic equilibrium 
state, but it is in approximate dynamic equilibrium, because of the balance of the 
incoming and outgoing radiation. In contrast to outgoing radiation, incident 
radiation is not evenly distributed on the surface of the Earth, and due to this, 
general circulation which continuously transfers the energy from the equator 
toward the poles is developing. 

According to thermodynamics, the equilibrium state of a system can be 
found in two equivalent ways. If the system is adiabatically (entropically) 
closed, then its equilibrium state is where its energy is minimum. On the other 
hand, if the system is energetically closed, then its equilibrium state belongs to 
its minimum energy one (Callen, 1960). 

The specific entropy can be obtained by the integration of the differential 
form of the thermodynamic law = +  and with the use of the gas 
law: 

 = ln + ln   , (14) 

 
where  is the specific entropy,  and  are an arbitrary reference temperature 
and specific volume, respectively.  

Obviously, the state of a real atmosphere is neither entropically nor 
energetically closed. However, an equilibrium state can be assigned to either the 
current state of the atmosphere or some average state if one closes fictitiously 
the atmosphere and determines the extremum of the energy or the entropy. 
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Lorenz and Dutton carried out this procedure, Lorenz applied the energy 
minimum principle, while Dutton used entropy maximum for searching 
equilibrium state of the dry atmosphere (see Fig. 2).  

 
 

 

 
Fig. 2. The state of thermodynamic equilibrium based on the two principles: the approach 
of Lorenz (up) and Dutton (down). E and S denotes the global energy and entropy of the 
atmosphere, respectively.   

 
 
 

Despite that the numerical results concerning dry atmosphere do not reflect 
in every respect the real properties of the atmosphere, they can point to many 
interesting facts. They can be used in cases when the correlations between 
processes and not the exact numerical values are in focus. Several atmospheric 
energy issues are related to the storage and movement of energy that takes place 
between the components of the climate system (atmosphere, ocean, land, and 
cryosphere). As an example, we show the correlation between sea ice cover and 
energies (Table 2 and Fig 3). The details of the calculations can be seen in 
Appendix A.  

 
 
 

Table 2. Pearson correlation between the sea ice cover, the total entropy, and the total 
energy of the atmosphere (1979–2019). ERA5 database was used for the calculations (see 
Appendix A).  

 Sea ice cover Entropy 

Energy -0.81 0.99 
Entropy -0.82  
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Unsurprisingly, there is a very strong correlation between the energy and 
the entropy, and negative correlation between the energy and the sea ice cover, 
and slightly different between the entropy and the sea ice cover, this is 
illustrated by Fig. 3.  

 
 
 

 
Fig. 3. The average energy and entropy per m2 cell of a given latitude and the sea ice for 
the Northern Hemisphere. ERA5 database was used for the calculations (Appendix A).  

 
 
 
 

In most cases, the relationship between sea ice and oceanic energy is 
examined (Su and Ingersoll, 2016), but researches have also shown that there is 
also a relationship between the global energy on the top of the atmosphere and 
the ocean heat content (Trenberth et al., 2014) or between atmospheric APE and 
sea ice cover (Novak and Tailleux, 2018). Particular attention was paid to sea ice 
around Greenland and the Ross Sea (Shepherd and Wingham, 2007; Jacobs et al., 
2011). 

Fig. 4 shows the annual averages of the entropy, energy, and sea ice for the 
Northern Hemisphere. There is an increasing trend in the ocean heat content 
from 1993 (Trenberth et al., 2014), this can be seen as the decreasing trend in 
the sea ice cover in Fig. 4. 
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4. Fig. The annual averages of the sea ice, entropy, and energy per m2 for the Northern 
Hemisphere. ERA5 database was used for the calculations (see Appendix A).  

 
 
 

4. The available enthalpy 

The question of availability was addressed by Edward Lorenz in 1955 when he 
introduced the concept of available potential energy (Lorenz, 1955). His aim, 
analyzing the global circulation in the twentieth century, was to find the energy 
sources and sinks of atmospheric motions, as well as the forms of energy 
transformations that allow atmospheric motions to persist despite frictional 
dissipation.  

The available potential energy of Lorenz ( ) was defined to be the 
maximum part of the sum of the internal and potential energy (in hydrostatic 
case, it is the enthalpy) of the atmosphere that can be converted to kinetic energy 
under ideal conditions during isentropic processes. In the following, the term 
enthalpy will be used instead of the potential energy used by Lorenz. (The 
approximations, which Lorenz used, clearly show that Lorenz regarded the 
actual state of the atmosphere to be hydrostatic.) It follows, that there is some 
part of enthalpy that cannot be converted into kinetic energy, thus a state of 
minimum enthalpy in the atmosphere should be defined as a reference state. 
APE was defined by Lorenz as the difference between the enthalpy of the 
atmosphere’s real (actual) and reference states. To find the state of minimal 
enthalpy, he rearranged adiabatically the actual state of the atmosphere to a 
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statically completely stable and vertically stratified one, and using this state he 
calculated the . Lorenz also determined an approximate formula for the 
practical calculation of . The total enthalpy in a hydrostatic atmosphere is 
the following: 

 = d = d d , (15) 

 
where  is the surface of the Earth. To execute the integration in a pressure 
coordinate system (p-system), we use the hydrostatic approximation:  d = 1g  d . (16) 

 
Entering Eq. (16) in Eq. (15) we get:  
 = d d . (17) 

 
Applying potential temperature as vertical coordinate: 
 = = 2 ( + 1) d ( ) ( ) d

2 d ( ) d , (18) 

 
where the total enthalpy (TH) is expressed as: = + = d d + d d = d d =

d d =  1+ 1 d d . (19) 

 
In the equations,  and  are the specific heat under constant pressure and 
constant volume, respectively,  is the specific gas constant for dry air,  is the 
ratio of  to ,  is the gravitational constant,  is the pressure,  is the 
pressure at the surface, which can be regarded to 1 atm,  is the potential 
temperature,  is the temperature,  is the density,  is the height, d  is the 
surface element of the isentropic surfaces, and = . 
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It shows that the APE is proportional to the pressure variance on isentrops to the 
leading order. Returning to p as vertical coordinate:  

 

2 d ( ) d = 12 d d . (20) 

 
Wiin-Nielsen used the  approximation, while Lorenz applied . The 
Lorenz approximation leads to a result depending on the temperature variance 
on isobaric surfaces: 
 = d 1 d , (21) 

 
 
where γ  and Γ  are the actual and the adiabatic lapse rate, respectively. Wiin-
Nielsen and Chen (1993) derived a formula depending on the variance of the 
specific volume  and the static stability parameter : 
 = dd  . (22) 

 
Eq. (22) is a definition equation, where  is considered constant, and this 
constant is taken as the average value of it ( ). 
 = d 12 d . (23) 

 
It can be shown that ( , ) and ( ) equal to ( , ) and  ( ). 

5. Dutton’s entropic energy 

Dutton (Dutton and Johnson, 1967; Dutton, 1976) approached the problem of 
the equilibrium state of the atmosphere through the determination of the 
maximum entropy. He determined the maximum entropy state of the 
energetically closed atmosphere with the use of the calculus of variations. 
According to Dutton's point of view, atmospheric movements are induced by 
thermal driving forces, so at a given moment he fictitiously insulated the 
atmosphere from the external energy sources keeping the total energy constant 
and sought what end state the equalization of internal inhomogeneities leads to.  
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In a closed atmosphere, due to differences in temperature and pressure, 
various processes take place that increases entropy. When the processes stop, the 
entropy will be maximum. This is the state where the atmosphere would 
converge, if it was cut off from all the energy sources. Dutton called this 
maximum entropy state an associated state to the actual one. Dutton's calculation 
based on the calculus of variations led to a final state of the atmosphere, which 
is isotherm and hydrostatic. This result can be easily predicted also an intuitive 
way. The maximum entropy state of the atmosphere is a so-called dead state, in 
which only random thermal motion can occur, and macroscopic processes are 
perfectly impossible due to the balanced intensive state variables. In this state 
the temperature is constant, all wind velocity is zero, there is no convection, and 
consequently, the pressure is hydrostatic. 

Let the total energy and the mass at the initial state of the atmosphere be E 
and M, respectively, and let the atmosphere be an ideal gas. Then the properties 
of the associated maximum entropy state are the following. Its temperature is 

 = , (24) 

 
it is motionless and the pressure obeys the barometric height law: 
 ( ) = exp( ),  = 4  , (25) 

 
where  is the radius of the Earth. It should be mentioned that the energy  
( = ) in the actual state and in the associated state equal with each other, and 
while in the actual state the energy consists of internal, potential (gravitational) 
and kinetic energies ( = = + + ), in the associated state there are only 
internal and potential energies ( = + = ). Since the atmosphere is an 
ideal gas, and in the associated state it is hydrostatic, the energy equals to the 
enthalpy. 

Dutton determined the difference of the entropy of the associated and 
actual state of the atmosphere and introduced the concept of entropic energy N 
as = ( ), where  and  are the entropy of the associated and actual 
state, respectively. Dutton proved, that 

 = ( ) = + , (26) 
 

where  is the static entropic energy. To obtain this equation Dutton expresses 
 as a sum of the leading terms of its Taylor series and a remainder term. 

The remainder term Σ  can be expressed as an integral of the positive definite 
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homogeneous second order form of the temperature and specific volume, which 
proves that it is positive. 

= 2 1 + ( ) + 1 + ( ) dV , (27) 

 
where  and  are constants, which satisfies 0 , 1. ,  show the 
position where the remaining term should be calculated in the ( , ) and 
( , ) interval.   

The entropic energy determines a kind of „distance” from the equilibrium 
state, and in a really closed system, it would decrease monotonously when the 
system tends to its equilibrium state. It would mean that in the atmosphere the 
general circulation ought to cease. Clearly, the atmosphere is not an isolated 
system, and therefore, the net heating provides the entropy destruction that 
permits  to avoid the monotonic evolution. 

6. Comparison of the two theories 

Both theories are unrealistic, because besides the arbitrary closing of the 
atmosphere, they concern a dry atmosphere. The neglecting of the moisture 
leads by all means unrealistic results. Nevertheless, both theories have 
significantly contributed to the theoretical clarification and better understanding 
of the role of changes in the atmospheric energies in the processes of the 
atmosphere. A further problem is that both theories treat globally the 
atmospheric energies, so they are not suitable for the description of the local 
processes which can be important for example in cyclones. 

However, contrary to Lorenz's theory, where processes would no longer 
take place in the atmosphere under the constancy of entropy, this associate end 
state (under appropriate conditions) could really be reached by the atmosphere. 
Using thermodynamic argumentation only, the concept of entropy promises a 
prediction about the direction a thermodynamic process must take. Although 
this maximum entropy state is also fictitious, it is more realistic than the 
minimum energy state applied by Lorenz. Despite of this, recently Lorenz’ point 
of view dominates the energy description of the atmosphere. In our opinion, 
Dutton’s approach should be also involved in the standard curriculum, since the 
entropic approach of the atmospheric processes is at least as important as the 
energetic one. 
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7. The local definition by Marquet and Tailleux 

Marquet in his excellent paper (Marquet, 1991) re-examined the concept of  
and defined a locally practicable version of it. He placed in a historical 
perspective the development and various definitions of the concept of available 
energy and, albeit with doubts, identified it with the exergy. However, the main 
novelty of his paper is the local definition of the specific available potential 
energy as the generalization of the Lorenz’ global available potential energy and 
the entropic energy of Dutton. As the topic is very diverse and burdened by 
terminological inconsistencies, we recommend turning for details to the 
excellent papers of Keenan (1951), Haywood (1974a,b), and Marquet (1991), 
and to navigate between different technical terms. Especially the application of 
the various versions of the  theory was developed by many researchers. 

The algebraic expression of the  density would allow the study of 
energy conversions in open domains (e.g., cyclones, baroclinic waves), where 
boundary fluxes are also considered. Furthermore, by focusing on the energies at 
various distinct pressure levels, the tropospheric-stratospheric energy exchange 
processes could be interpreted.  

The approach of Marquet shows that the hydrodynamic application of 
available enthalpy allows the generalization of available energy concepts 
previously introduced by Lorenz and Dutton to global meteorological processes. 
Marquet defines the specific available enthalpy as: 

 ( ) ( ) = ( ) ( ), (28) 
 

which can be expressed as  ( , ) =  ( )  ln + ln , (29)  
where  denotes the enthalpy and  and  are the reference temperature and 
reference pressure, respectively. (The exact definitions of  and  will be 
given by (43–44), and the physical interpretation of them will be discussed 
later.) An interesting property of available enthalpy in an ideal gas is that it can 
be separated into temperature- and pressure-dependent terms: 
 ( , ) ( ) + ( ), (30) 
 
where the temperature ( ) and pressure ( ) dependent terms of the specific 
enthalpy are: 
 = ( )  ln  , (31) 
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 = ln . (32) 

 
Marquet has derived a local energy cycle with the set of energy 

components: the specific gravitational potential ( ) and the kinetic energy ( ), 
furthermore, with the  and  ,which are the temperature ( ) and the pressure 
( ) dependent term of the specific enthalpy, respectively. The capital letters with 
 subscript denote the conversions, generation, and dissipation of the specific 

quantities. The subscripts distinguish them from those which are in Lorenz’s 
formulas without indices and which concern global quantities (the lower indices 
denote of the type of the quantities).  

 dd = ( , ) dd = + ( , ) + ( , ) ( ) dd = + ( , ) ( , ) + ( ) dd = ( , ) . (33) 

 
The ( , ) conversion factors give the increase of type th energy at the 
expense of the type th.  

Knowing Marquet’s results, Dutton proved them on a much simpler 
intuitive “ad hoc” way, which is briefly recalled below (Dutton, 1992). 
Multiplying the equation of motion ( = + + ( )) by  
we got the equation: 

 dd = + ( , ) + ( ), (34) 

 
where the  energy component is the following: 
 dd = dd = ( , ), (35) 

 
and  is the specific rate of work of all the forces except the gravitation and 
gradient ones. From the first law of thermodynamics it can be obtained that 
 dd = dd + = + +  , (36) 
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where  is the heating rate. Comparing the thermodynamic and kinetic energy 
equations it can be concluded that 
 = ( , ). (37) 
 
The specific heating rate can be written in the following form: 
 = + 1 . (38) 

 
The first term in the right side of Eq. (38) can be expressed with the specific 
entropy, Eq. (37):  = + = ln ln  , (39) 

 = dd = d lnd d lnd . (40) 

 
Introducing 
 ( , ) = d lnd =  , (41) 

 
where =  is the conversion from  to , as well as the generation ( ) of 

, is = + 1  furthermore using available enthalpy components 
defined above, we can get with simple algebra the equations of the local cycle 
Marquet has found. The first term in  can be interpreted as the work due to 
adiabatic expansion, while the second is the heat reduced by the Carnot factor 1 . The local cycle gives the energy balance of a motion of an atmospheric 
parcel. Having added the four equations of the cycle, we got the equation: 
 dd ( + + ) = . (42) 

 
The right hand side of Eq. (42)  vanishes in a frictionless and isentropic steady 
flow, and then the hydrodynamic derivative equals zero, therefore, + += , = constant along any particular streamline, but it may be different on 
different streamlines. This equation is a form of the Bernoulli equation. 

The definition of the reference temperature and reference pressure is an 
intricate one. Marquet proposed and applied the following formulas: 



 

384 

1 = 1 1 d  , (43) 

 ln( ) = 1 ln( ) d , (44) 

 
where d  notes the small domains of the air we sum up as d = d d =d d d , where = 4  is the surface of the Earth, the other notations 
are the same as before. We reproduced the calculations made by Marquet with the 
ERA5 database (see Appendix A). The available enthalpy temperature- and 
pressure-dependent terms (Fig. 5) and their summation ( ) are presented in this 
paper. As the latitude increases, the value of  decreases, and along the N30° it 
decreases below 2 kJ/kg.  loses its zonal picture around 300 hPa, where it begins 
to increase again. In fact, the value of  decreases with the pressure. Fig. 6 shows 

, the sum of  and . As expected,  is similar to  due to it weights 
heavier on it ( ). We see a minimal ratio of a curve close to the Equator, 
which is affected by , where it has the highest values. 

 
Fig. 5. The available enthalpy temperature- (left) and pressure-dependent (right) terms for 
the Northern Hemisphere, made by 41 years average.  

 

 
Fig. 6. The available enthalpy for the Northern Hemisphere, made by 41 years average. 
The calculated enthalpy values are visible on the axis and on the legend.  
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8. The exergy concept in atmospheric energetics 

Marquet’s available enthalpy concept can be connected to the concept of the 
exergy of steady-state open systems. The general description and the embedding 
of exergy concepts into thermodynamics can be found, e.g., in Harmatha, 
(1982), Bejan (2006), and Dincer and Rosen (2007). However, these studies 
have summarized the thermodynamic basis focusing on engineering concern of 
the exergy theory. The atmospheric application of the concept was discussed 
earlier by Karlsson (1990) and Kucharski (1997), and the latter author cited a lot 
of further references concerning the topic. However, we think that it is worth 
rigorously looking through the basics and origin of this concept and 
investigating thoroughly its possible connections with atmospheric energetics, 
particularly with the role of the reference state. 

If a system is not in equilibrium with its environment, then spontaneous 
processes start to equalize the intensive state variables of the system and the 
environment. Due to these processes, after some time the system will be 
balanced with the environment. Up till the equilibrium befalls, energy and mass 
flow through the boundary of the system. The energy transport can be taken 
place by heat and work. We would like to control the transport processes to 
make maximum use of its internal energy be maximally exploit as work. The 
adiabatic process seems to be proper to achieve this goal. However, the 
processes with finite velocity are always irreversible which means that some 
part of the work is transformed (for example by friction) into heat and 
transferred back to internal energy. Because of this, we can conclude that the 
most efficient processes should be quasistatic, so reversible. It means that the 
maximum available work belongs to an ideal limiting case. The second law of 
thermodynamics prevents all internal energy from being transferred from the 
system as work. Naturally, the available part of the internal energy is the 
function both the state of the system and the environment. 

To determine the maximally extracted work, imagine a system that is 
insulated from its environment and search the boundary conditions under which 
the maximum work can be extracted. Let us allow the quasistatic adiabatic 
processes between the system and the environment. Then the energy can be 
changed between them by performing work. Achieving the equilibrium state, the 
internal energy ( ) of the system becomes a minimum = .  

Connecting the system to a heat reservoir with constant temperature, the 
work performed during the setting of the balance between the system and the 
environment can be done isothermally, so the maximally extracted work equals 
the change of the free energy = . (  is the free energy of the 
system.) Similarly, if the system is connected to a work reservoir, the maximum 
work is = , and in the case of both heat and work reservoirs, it is = . (   and  denote the enthalpy and free enthalpy or Gibbs 
potential of the system, respectively.) 
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In the case of a system, which is not in equilibrium with its environment, 
the balanced state can be achieved by the combination of an isothermal and an 
adiabatic path. So, first the system is brought adiabatically to the temperature of 
the environment and after isothermally to the state of the environment. Adding 
the work performed through the two ways we get the maximum work available. 
Obviously, the maximum extractable work depends on the structure of the 
system. According to this, we can obtain two results depending on that the 
system is closed or it is a stationary open system, where proper reservoirs ensure 
the constancy of the temperature or the pressure.  

 
 

 
Fig. 7. A sequence of adiabatic and isothermal paths (0 is the state of the environment).  

 
 
 
Fig. 7 shows in a T–S diagram the sequence of adiabatic and isothermal 

paths from state 1 to state 0 (which is the state of the environment). First, the 
system goes adiabatically from state 1 to state 2, where the temperature equals to 
that of state 0, after it goes isothermally to state 0. Following the thermodynamic 
path given in Fig. 7, the possible maximum of the extracted work can be 
determined. In the first adiabatic part of the path, the work performed by the 
system is , = , and on the second (isothermal) part it is , =

. Consequently, 
  = + =  + ( ) ( ) . (45) 

 
Taking into account that, as Fig. 6 shows, =  and = : 
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 = ( ) ( ) = ( ). (46) 
 
In a steady state open system, where the constancy of pressure is ensured by a 
pressure reservoir, the extractable work, during the adiabatic change of state, is , = , while during the isothermal path, where the system is even 
connected to a heat reservoir, the work is , = . Adding these two 
contributions 
 = + = + ( ) ( ) . (47) 
 
Taking into account again that =  and = : 
 = ( ) ( ) = ( ). (48) 
 

Strictly speaking, the maximum work extractable from a system is called 
exergy, and the calculations above show, that it depends on the state variables 
both the system and the environment. In a broader sense, the maximum work 
available from a steady state system is called exergy, too. These expressions are 
very similar to those giving the change of the free energy of the system and the 
change of the free enthalpy of the system. The only difference is that the free 
energy and the free enthalpy are state variables of the system and depend on the 
temperature of it, while the exergy depends on the temperature of the 
environment too. 

The mathematical expressions of the exergy are formally very similar to 
those that defined for available potential energies (enthalpies) in atmospheric 
physics and introduced with various names. For example, Dutton’s entropic 
energy: 

 = ( ), (49)  
 
and Marquet’s available enthalpy: 
 ( ) ( ) = ( ) ( ) (50) 
 
are exergies. In expressions concerning atmospheric availability, reference states 
appear everywhere which can be corresponded in exergetics to properties of 
reservoirs or the surroundings. However, while in technical thermodynamics 
regarding engines, turbines, solar cells, and so on, there are well defined 
environment or physical systems which can be identified with reservoirs, in 
atmospheric physics, there are no such possibilities, the reference states have to 
be chosen arbitrarily. In the case of atmospheric flows, temperature and pressure 
reservoirs cannot be found, so the customary definitions cannot be used. It 
means that the concept of exergy is worth using in atmospheric energetics only 
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as an aid which helps through analogies. Naturally, physical state variables 
defined using arbitrarily chosen reference state can be expressed well the local 
atmospheric properties, which are suitable in the description of the local 
energetics of the atmosphere. This is expressed by Marquet in the following 
way: „The available enthalpy in this sense is a general thermodynamic local 
state function which has proved to be significant in order to be described as the 
part of (thermodynamic) energy that can be transformed into any other form of 
energy. But this exergy approach was not so easy to introduce in atmospheric 
energetics, since the temperature of the thermostat (which is the central concern 
of the exergy theories) must be replaced by the definition of a mere numerical 
value.” (Marquet, 19912)  

9. The available energy of Tailleux 

Novak and Tailleux (2018) studied the available energy density for dry air, 
hydrostatic atmosphere, while Tailleux (2018) examined the local available 
energy of compressible stratified multicomponent fluids. Relying on the work of 
Andrews (1981) and Holliday and McIntyre (1981), they have defined the 
available potential energy by using simple physical principles, essentially the 
Archimedes’ law. The available potential energy can be identified with the work 
which is necessary to bring an air parcel with fixed density from the reference 
state where it is in equilibrium to a state corresponding to the actual state of the 
atmosphere, against the buoyancy forces. This motion can be described with the 
equation: dd = ( )  , (51) 

 
where  and  are the density of the parcel and the density of the environmental 
atmosphere, respectively. The specific buoyancy force is 
 =  , (52)  
 
and the work performed against it is 
 = d = 1 1 d = ( )d . (53) 

 
The crucial point of this definition is the choice of the reference state as well.  

 
                                                 
2 A new (2014) version of the original paper is available on the webpage of the author with valuable new 
comments. http://www.umr-cnrm.fr/spip.php?article833&lang=en 
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Tailleux (2018) studied the local version of  which includes diabatic 
sinks and sources. For simple compressible fluids, the total potential energy of 
the air portion is the sum of the available elastic energy and the . These 
energies represent the adiabatic shrinkage or expansion work required to move 
from the reference pressure to the actual pressure. Tailleux writes the  
formula using primitive equations of motion, which is simpler and more clearly 
visible than the previously published formulas for the relationship between the 

 (density given by the Boussinesq approximation) and the basic equation of 
hydrostatics. The key step was to introduce a hybrid function of  depending on 
thermodynamic coordinates and altitude, which reminds the non-kinetic energy 
in the Bernoulli equation, which is actually the sum of the classical potential 
energy and a   term3. According to the definition of Tailleux,  concerns the 
actual state, while r is for the reference state, and it can be expressed in the 
following forms: 

 ( , , , ) = ( ) + ( , , ) + ( )( , , ) , (54) 

 ( , , , ) = ( ) + ( , , ) + ( )( , , ) , (55) 

 
where  is the specific internal (thermal) energy,  denotes the components of 
the fluid, the meaning of the other quantities are usual, and the variables with 
indices r stand for variables of the reference state. Tailleux proved that =  
quantity is positive definite and gives the potential energy density. 

In this context, it clarifies the relationship between the Boussinesq 
approximation and the energetics of stratified fluids and shows the physical 
background underlying the choice of reference state in the local  theory. 

10. The approach of the moist atmosphere 

Cyclones of the midlatitudes strongly influence the climate. In today’s climate 
change, it is important to understand the relationship between the climate and 
the energies which drive the atmospheric processes. Besides the (vertical and 
meridional) temperature gradients, the moisture influences the . Gertler and 
O’Gorman (2019) found that increasing surface temperature causes increasing 

 and decreasing meridional surface temperature gradient causes decreasing 
. The extratropical summer cyclones on the Northern Hemisphere are 

                                                 
3 Batchelor calls the  term as fictitious potential energy associated with the pressure field in his famous book: 
An Introduction to Fluid dynamics (2009 p 158). 
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weakening with the increasing temperature and moisture, however, despite the 
weakening, the convection intensifies. 

The atmosphere at a given moment is determined by its mass and the field 
of velocity. This means that it depends on the distribution of , , , and the 
phases of water, along with the wind components (Lorenz, 1979). Consequently, 
to use atmospheric energetics in the explanation of the real processes, the role of 
the moisture must be taken into account. The decisive step toward this was also 
taken by Lorenz (Lorenz, 1978; 1982). First, he elaborated a graphic procedure 
for determining the available energy of the moist atmosphere, and after it, he 
gave an algorithm for using this method in numerical calculations. The core 
problem is the determination of the reference state of the moist atmosphere, that 
cannot be determined as easily as in the dry case, by an analytical method 
according to entropy or humidity distribution, considered as state-of-the-art. 
However, finding the reference state is an analytical assignment problem, but it 
is computationally intensive. It is based on discretizing the atmosphere with 
equal mass domains and redistribute them by pressure. An additional difficulty 
is that with the addition of moisture, several minimal states could be created, 
consequently, it affects . 

If the atmosphere is divided into parcels of equal mass, the changes in the 
atmosphere can be identified if the redistribution of these parcels is detected. 
The goal is to find the permutation of the parcels of the atmosphere with the 
least enthalpy (Harris and Tailleux, 2018). To be able to form parcels with equal 
mass, an  coordinate (following Lorenz) was created that covers different areas 
starting from the pole, but the mass belonging to them is equal. Parcels are 
characterized by the temperature T and by an indicator for the moisture, which 
can be, e.g., the specific humidity q or relative humidity , these were zonally 
averaged over pressure levels. The Lorenz coordinate can be obtained: 

 = 2 d d = 2 =   = , (56)  
 = 1  , (57) 

 
where  is the radius of the Earth. The sum of the potential and internal energy 
equals the enthalpy, and it is the function of the thermodynamic variables, while 
the reference state is the minimum enthalpy one. While in the case of a dry 
atmosphere the enthalpy of the atmosphere is proportional to the sensitive heat, 
in the wet atmosphere the latent heat is added to the sensitive heat due to the 
phase transitions (Lorenz, 1979). 

The calculation of moist available potential energy ( ) is based on 
Lorenz's numerical procedure, which relies on a graphical method elaborated 
also by Lorenz. The graphical method replaces the equation of a reversible 
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adiabatic process with the plotted state curve. The essence of this procedure is, 
as it was already mentioned, to divide the atmosphere into parcels by equal mass 
and to rearrange these parcels. In the wet atmosphere, the dynamics of the 
parcels are determined by three variables: the pressure, the temperature, and a 
measure of the humidity, which is, in this case, the relative humidity , but it 
could be the specific humidity as well (Lorenz, 1978). 

In the procedure, the atmosphere is divided into  equal masses, each  
parcel has its , T, and . All the parcels together completely cover the whole 
atmosphere between  and , it is assumed that the part of the atmosphere 
above  has such a small  that it is negligible. The space between  and 

 is divided vertically into  parts, while horizontally into  parts, so: = . = +  , (58) 
 
where:   , 0 < , and 0 < . The pressure of  parcel is chosen 
to be: = +  , (59) 
 
where =  and =  . The pressure of the reference state is , 
…, , but the order is different, so the permutation of the actual state is needed 
(Lorenz, 1978).  

The permutation can be obtained by finding the best algorithm, which sorts 
the parcels fast and accurately enough. This is the question of our time 
concerning MAPE. 

Stansifer et al. (2017) calculated the exact minimum enthalpy of the 
atmosphere for three cases. Five parcel-sorting algorithms were applied: 
Munkres algorithm or so-called Hungarian method (Kuhn, 1955), divide-and-
conquer algorithm, greedy algorithm, Lorenz’s algorithm, and the Randall and 
Wang’s (1992) algorithm. They lighted upon that the Munkres algorithm is the 
most accurate, but if the computational speed is preferred, then the divide-and-
conquer algorithm should be used. 

Harris and Tailleux (2018) re-examined the result of Stansifer et al. (2017) 
and extended the list of the analyzed algorithms, these are the  
top-down-, bottom-up-, and Emanuel algorithm. They tested these algorithms 
for more than 3700 soundings, and they found that best solution of the 
calculation of the exact  is the Munkres algorithm, however, it has long 
runtime. When the approximation of the  is enough Harris and Tailleux 
(2018) suggest the use of the divide-and-conquer method. 

There are cases, when some algorithms give negative  values, which 
means that the reference state has higher energy than the actual state. The 
divide-and-conquer algorithm sometimes gives back negative values, but rarer 
than the top-down or Lorenz’ algorithms (Harris and Tailleux, 2018). 
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Peng et al. (2015) have chosen a reference state based on a model 
atmosphere, so it is independent from both the actual and the average state of the 
atmosphere. It shows that relying on the exergy theory, an arbitrary state can be 
defined as reference one. 

It can be seen that in this area of atmospheric energetics, numerous open 
questions can be found, so it is not enough mature to be involved in the 
university curricula. 

11. Summary 

The atmospheric energetics was reviewed with particular attention to 
educational aspects. The decisive step of the development of atmospheric 
energetics was the introduction of the availability concepts. Having made this by 
Lorenz, in the development of the field, the global and local description of the 
energy cycle of the dry atmosphere was made, and recently the global and local 
description of the moist atmosphere is intensively investigated. The crucial 
question of these investigations is the definition and finding of the reference 
state. The deviation of the actual energy from it gives the available energy. 
Reference state should be chosen on physical considerations, so that it should be 
an equilibrium state of the atmosphere. However, applying the exergy concept 
makes it possible to choose a referential state arbitrarily. In our opinion, 
exergetics is a useful tool for the treatment of nonequilibrium thermodynamics, 
but for the atmosphere as a whole, it should be used only through analogies. We 
think that in the current state the basic results of atmospheric energetics are ripe 
to be involved in the university curricula. This is also supported by the 
development of computer technology, which enables the reproduction of 
numerical calculations on desktop computers based on the new databases. 
Equally important would be to incorporate the foundations of exergetic methods 
into atmospheric thermodynamics curricula. 
 
Acknowledgement: Supported by the ÚNKP-20-3 New National Excellence Program of the Ministry 
for Innovation and Technology from the source of the National Research, Development and 
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Appendix A. Entropy and energy calculation 

The appendix summarizes the numerical procedures, databases, and 
software, which were applied in the calculations, the results of which are 
presented in Figs. 3–6 and in Table 2. 

The target area was the Northern Hemisphere on 1°×1° spatial resolution, 
vertically 19 pressure levels were used (1000–100 hPa by 50 hPa). The 
examined time period was 1979–2019. The meteorological dataset used in this 
study was the product of the European Centre for Medium-Range Weather 
Forecasts (ECMWF), the ERA5. The ERA5 database is the fifth generation of 
the ECMWF reanalysis, available from 1979 with relatively small delay. ERA5 
provides in atmospheric, terrestrial, and oceanic data hourly approximation. It 
combines large amount of historical observations (satellite and in-situ) with 
global modeling with advanced modeling and data assimilation systems. 
ECMWF data is available in NetCDF (network common data form) form, which 
is advantageous, because such format is suitable for storing array information 
(Copernicus Climate Change Service, 2017).  

Monthly averages were calculated by using a free software called CDO 
(Climate Data Operators) developed by the Max Planck Institute (Schulzweida, 
2019). 

The obtained data were processed with the R program (R Core Team, 
2017). With the help of this software, calculations and representations were also 
made. 

 was calculated numerically from Eq. (43): 
 = d =  ( )  , ( 1)  

 
where  is a characteristic value of the terrestrial atmosphere, which remains 
close to 250 K under current climatic conditions.  

Entropy was calculated by using Eq. (39), where the second (pressure 
dependent) term diminishes after the integration, because: 

 ln d = d d ln d =  
= ln 4 d = 4  ln ( )d + ln ( )d =

= 4  ( ln( ) + ln( )) = 0 . ( 2) 

 
Total energy of the atmosphere was calculated as follows: 
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= + 12 . ( 3) 

 
If we integrate over the atmosphere, we get the energy and the entropy for the 
atmosphere: 
 = 1 d d d , ( 4) 

 = 1 d d d , ( 5) 

 
where  = 9.81 , the gravitational constant,  (= 6370 km) is the radius of the 
Earth,  is the longitude, and  is the latitude, so d d  = 1°×1° due to the 
resolution. 

 is available from Eq. (29),  is calculated by Eq. (32), and  is 
reached after simplifying Eq. (31): 

  ( )2 . ( 6) 
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studies, ECMWF  
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1. Introduction 

On July 1, 1994, the cooperation agreement between Hungary and ECMWF 
entered into force. Since then, it has proved very beneficial for a wide range of 
activities, including the contributions the Hungarian Meteorological Service 
(OMSZ) has made to several developments at ECMWF (Ihász and Modigliani, 
2019). In the summer of 2018, OMSZ was invited to take part in the validation 
of the ecPoint Rainfall project lead by the European Centre for Medium-Range 
Weather Forecasts (ECMWF). 

In the framework of the ecPoint Rainfall project, ECMWF has developed a 
probabilistic point-rainfall product which could support the prediction of flash 
floods across the globe (Pillosu and Hewson, 2017). The product, which is based 
on an innovative post-processing method, aims to bridge the gap between the 
relatively coarse resolution of today’s global forecasting models and the higher-
resolution limited-area models needed to describe localized heavy rainfall. The 
methodology is based on physically relevant statistical relationships between the 
larger-scale weather features well represented by ECMWF forecasts and local 
realizations represented by point observations. These relationships make it 
possible to compute statistically based (rather than raw-ensemble-based (Mátrai 
and Ihász, 2017; Ihász et al., 2018)) probabilities for point rainfall. This includes 
extremes, which can be used to infer the likelihood of flash floods for use on 
platforms such as the European and Global Flood Awareness Systems (Hewson 
et al., 2019).  

This new post-processing method blends together information from 
different locations whenever they experience similar rainfall generation 
mechanisms, assuming that these physical mechanisms are universal and 
dependent on key atmospheric and geographic properties (Hewson and Pillosu, 
2020). This means that:  

• one year of global rainfall observations is adequate, because it can equate 
to hundreds of years used in locally-calibrated techniques, and  

• extremes can be successfully predicted, even when they do not exist in a 
local record.  

Moreover, the reliance on physics means that forecasts can be confidently 
produced for anywhere in the world, even places without observations. The 
post-processing system has been fully automated and requires minimal 
computing resources to run compared to high-resolution numerical models 
(Hewson and Pillosu, 2021). 

One of the most important benefits of this innovation is that it does not 
need long timeseries as most of the post-processing technics required in the last 
several decades. During post-processing which required long timeseries, 
reforecast dataset was needed due to regular model developments, but in the 
other hand the lack of the continuous high quality observation is a typical and 
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unsolved problem. Post processing technics based on ECMWF model using 
reforecasts could not be a problem as 20 years of reforecasts are operationally 
available, but comprehensive observation precipitation datasets can be a serious 
problem in Europe, including Hungary too, because extreme precipitation is 
typically concentrated on a very small region. 

2. Former developments aiming to improve precipitation forecasts 

2.1.  Using numerical model products at the eighties  

Necessity of the study of meteorological and hydrological circumstances of 
floods on two main rivers (Danube and Tisza) got a special emphasize after a 
severe flood event on Tisza, which caused extreme damages in spring 1970 
(Bonta and Újváry, 2011). In the middle of the 1970s, several projects were 
realized to study the weather scenarios causing heavy floods. As model forecasts 
from large European meteorological services were available only in the 
beginning of the 1980s, a statistical method was constructed to estimate the 
precipitation amount (Bodolainé, 1983). 

Since the ‘70s, at the largest meteorological services global models have 
been operationally running, and relatively few countries were able to run 
regional models providing downscaled weather forecasts. In the ’80s, due to the 
rapid development of limited area regional models, significant benefits could be 
provided especially in surface weather parameters, like precipitation, 10m wind, 
and 2m temperature compared to global forecasts. Consequently, the Hungarian 
Meteorological Service (OMSZ) considered to implement a state-of-the-art 
model in the second part of the 1980s, 

2.2. Using limited area models since early nighties 

At the end of the 1980s, the use of limited-area models (LAMs) became a key 
element in operational weather forecasting in some European countries. At the 
time, the Swedish grid point LAM was one of the best, specially precipitation 
forecasts were quite good comparing to other models. OMSZ acquired it in 
1988. Dezs  Dévényi headed a small new team focusing on this activity. Having 
solved several problems, in July 1991, a version of the model with a horizontal 
resolution of 0.9°x0.9°covering Europe and 12 levels in the vertical became 
operational at OMSZ (Ihász, 1992). At that time, it was not possible to obtain 
adequate lateral boundary conditions from the Global Telecommunication 
System (GTS). There was an obvious solution to this problem: to use ECMWF 
data as lateral boundary conditions.  
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Among one of his first activities, Iván Mersich, the new president of 
OMSZ, sent an application by the Hungarian Meteorological Service to join 
ECMWF as a member (Woods, 2005). In the event, a cooperation agreement 
between ECMWF and Hungary was signed in the spring of 1994 (Kaba, 1994). 
Lateral boundary conditions then became available and were used operationally 
in the LAM model. This development led to significantly improved forecast 
quality for the rest of the life of this LAM, until 1998 (Ihász, 2014). 

Hungary was one of the first countries to participate in the ALADIN 
project led by Météo-France since 1991 (Horányi et al., 1996; Horányi et al., 
2006). In 1998, the ALADIN/HU model became operational at OMSZ, on a new 
high-performance computing facility. In the first ten years of operations, the 
model was coupled to the global ARPEGE model. It was then coupled to 
ECMWF’s deterministic global model, resulting in significant improvements in 
the quality of the forecasts provided by OMSZ (Bölöni et al., 2009). 

Since 2009, OMSZ has been running the ALADIN model with 11 
ensemble members (Horányi et al., 2011). In 2016, ECMWF started to provide 
ensemble lateral boundary conditions in the framework of the Boundary 
Condition (BC) Optional Programme. OMSZ has been using them ever since, 
thus improving the quality of its probabilistic forecasts (Sz cs et al., 2016). 

In the first decade of this century, the AROME non-hydrostatic model was 
developed in the framework of international cooperation. In 2010, the AROME 
model was made operational at OMSZ (Mile et al., 2015; Szintai et al., 2015). 
This non-hydrostatic model provides very useful information, especially on 
extreme precipitation events in summer. 

2.3. Ensemble product development 

Over the last 25 years, OMSZ has worked in various areas of product 
development. They include many pioneering activities in the use of ensemble 
forecasts, a special attention was paid to improve quality of the precipitation 
forecasts. Since 2003, ensemble clustering focusing on Central European 
meteorological patterns has been run operationally using resources provided by 
ECMWF’s ecgate computing cluster (Ihász, 2004). This system makes available 
the representative ensemble member and the ensemble mean for each cluster to 
the General Directorate of Water Management. OMSZ has also been able to 
significantly improve the quality of the ensemble forecasts by means of 
calibration for variables such as 2-meter temperature, 10-meter wind speed, and 
precipitation (Ihász et al., 2010; Mátrai and Ihász, 2017; Ihász et al., 2018). 

Since 2011, OMSZ has developed ensemble vertical profiles (Ihász and 
Tajti, 2011). These can support decision-making for precipitation type in winter 
and for the intensity of convective events in summer. In 2018, ECMWF 
developed a similar method for the ecCharts visualization system. 
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The version of ECMWF’s Integrated Forecasting System introduced 
operationally in May 2015 (IFS Cycle 41r1) contained precipitation type as a 
new experimental product (Forbes et al., 2015). At OMSZ, an ensemble 
precipitation type diagram was developed in autumn 2015 supporting the 
forecasters’ decision making during the winter season. A similar ECMWF 
product was created in the framework of the EU-funded ANYWHERE project 
inspired by the bar chart product from OMSZ, exploiting the probabilistic 
information provided by ECMWF ensemble forecasts (Gascon et al,, 2018). 

3. Study of the subgrid scale ensemble precipitation forecast based on the 
ecPoint Rainfall project 

Forecasts of the precipitation amount and intensity are the most important 
challenges for the meteorologists; furthermore, the correct estimates are not 
negligible from the perspective of the society. Nowadays, when extreme storms 
are becoming common, one of the most relevant tasks is the most accurate 
prediction of convective rainfall. To make such predictions, forecasters use 
numerical model outputs, which often over- or underpredict the real 
measurements. Naturally, the resolution of the models significantly contribute to 
these inaccuracies, so the high resolution non-hydrostatic models, which 
describe the vertical upflow in an explicit way, give assistance to the convective 
predictions. Taking into account this information, there are excessive 
expectations of the local, extreme precipitation forecast, mostly in areas with 
complex orography, because the subgrid variability is difficult to represent. 

The problem is exacerbated by the appearance of extreme weather 
conditions, which occur in significant numbers annually in Hungary. In such 
extreme situations, over a short period of time, huge precipitation is registered 
locally, which often results in flash flood events. A number of stations do not 
prepare for such suddenly forthcoming disasters, hence vast damages can 
happen in a few hours. Currently, the forecasters alarm for these situations by 
using the output of the high-resolution nonhydrostatic limited-area model and 
radar nowcasting on ultra-short range. This solution also holds some difficulties; 
for example, the warning lead time is reduced to only a few hours. At OMSZ, 
forecasters make warning up to four days. These warnings are based typically on 
ECMWF’s high resolution and ensemble models. 

To eliminate these problems, ECMWF developed a new post-processing 
method within the framework of the project ecPoint Rainfall (Hewson and 
Pillosu, 2020) between 2015 and 2018, that could support the more accurate 
prediction of extreme local precipitation across the globe. The new post-
processed rainfall forecast is also called ecPoint Rainfall, which is a 
probabilistic product based on the ensemble forecasts. 
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3.1. The ecPoint Rainfall project lead by ECMWF 

The new post-processing method developed by ECMWF usually warns 
about heavy rainfall earlier and more precisely than previous forecast systems. 
This ability plays a particularly important role in the estimation of flash flood 
events, which are one of the most devastating hazards, especially in 
mountainous areas. As ecPoint Rainfall is a global product, for the research it 
was worth to select partner countries from different climatic areas to see if the 
method performed similarly well in different locations. Only four countries 
joined the project, thus it was an outstanding honor that beside Costa Rica, 
Ecuador, and Peru, the Hungarian Meteorological Service could participate in 
the ecPoint Rainfall research as well, representing the areas of continental 
climate. With the accession, OMSZ gained a number of advantages – as opposed 
to non-participating countries –, including the GRIB files have been received 
from ECMWF and have been archived, which allowed this study to be 
completed. 

The aim of ecPoint Rainfall is to offer some information on the 
probability of precipitation in the sub-grid area, because most users would 
like to know the expected weather at a specific location instead of an average 
value per gridbox (Owens and Hewson, 2018). The calibration of ensemble 
forecasts are taken as a basis in the method, which uses 5 different 
meteorological parameters (convective fraction, total precipitation, 700 hPa 
wind, convective available potential energy (CAPE) index, and 24 hour 
incident clear sky solar radiation) with appropriate emphasis to produce the 
99 members of ecPoint Rainfall data set. In summary, with the new 
methodology we can estimate the range of total precipitation in the grid box 
and derive the probability value of different points within the grid using 
different statistical methods. During the one-year-long calibration, the short-
term 12 hours rainfall forecasts were compared with synoptic observation 
data, and a forecasts error ratio (FER) was computed for each forecast. Since 
then, with proper use of FER, they have been improving the original 
ensemble predictions for anywhere on Earth based on an algorithm that learns 
the past. 

3.2. Studies based on ecPoint Rainfall forecasts 

In this study, first we examined the reliability of ecPoint Rainfall, for which 
Talagrand diagrams were made. Days were separately analyzed with extreme 
rainfall in 2018, and then they were evaluated the success of the new product 
using a verification algorithm. After the verifications, the new ensemble 
meteogram was reviewed. Last but not least, through a case study we described 
the benefits of the new ecPoint Rainfall product. 
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3.3. Verification 

In case of every new product, including the ecPoint Rainfall project, it is vital to 
gain understanding of the reliability of the results. In order for all the new 
information to be applied in the most appropriate way in operational activities, it 
is necessary to review the main advantages and sources of error of ecPoint. For 
this purpose, first, a verification was made of the 2018 summer period (Tóth, 
2020). 

In the course of this research, we took into account those synoptic 
observation stations in Hungary, where a 12-hour precipitation amount can be 
derived. Thus, we were able to work with the verified data of a total of 310 
stations that the Unit of Informatics Applications of the Hungarian 
Meteorological Service provided for us. To display the scattered observation 
stations on a map, the MAGICS software was chosen (Fig. 1). The map 
represents an inhomogeneous distribution, which is justified by the topography 
of Hungary. To separate the lowland stations from the hilly stations, we used 
various symbols and colors. The lowest measuring points were indicated with 
green, while those located higher than 600 meters with black. 

 
 

 

Fig. 1. Network of precipitation measurements in Hungary. 
 

 

 

In addition to observation data, the 12 hours ecPoint Rainfall forecasts and 
ensemble forecasts have been used for verifications as well. All examinations 
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were made for the summer of 2018. First, the Talagrand diagrams were based on 
the +12 hours forecasts, then the diagram pairs were extended to a higher time 
step, so the verification of the +12, +36, +60, +84 and +108 hours forecasts were 
also completed. 

The values of the horizontal axis of the Talagrand diagram are determined 
by the values of the sorted probability predictions. For the 99-member ecPoint 
Rainfall, the x values are specified by nearly 2 forecast values. Thus, on the x-
axis - corresponding with the professional literature – the number of the 
ensemble member is displayed. The columns show the relative frequency of 
cases where the measured values fall between two adjacent ensemble members. 
A probabilistic prediction is applicable if all values can occur with nearly equal 
probability. As a result, if the Talagrand diagram shows a smooth, flat shape, the 
forecast is considered reliable. If outliers appear on either of the edges of the 
chart, i.e., the figure becomes L or J shaped, then the possibility of a systematic 
underestimation or overestimation should be taken into consideration. If this 
problem exists on both sides, then the measured values are mostly outside the 
range of probability predictions, and it becomes practical to extend the range of 
the ensemble. 

Not all of the completed diagrams are presented as almost the same 
structure appeared in the figures, so for the sake of illustration, we only analyze 
the Talagrand diagrams made from the +12 hours (Fig. 2) and +108 hours 
(Fig. 3) forecasts.  

 

 

 

 

Fig 2. Talagrand diagrams of 12 hours forecast for ecPoint Rainfall (left) and ensemble 
foreast (right). The investigated time interval is June 1, 2018 –August 31, 2018. 
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Fig. 3. Talagrand diagrams of 108 hours forecast for ecPoint Rainfall (left) and ensemble 
forecast (right). The investigated time interval is June 1, 2018 –August31, 2018.  

 

 

 

 
Summarizing the verification diagrams, it was demonstrated that the 

ecPoint Rainfall forecasts proved to be much more reliable in the period we 
examined than the ensemble forecasts for both low and high ensemble serial 
numbers. In the Talagrand diagram, each value occurred with a relative 
frequency of 2–4%, suggesting low systematic failures of ecPoint Rainfall. 
Meanwhile, on the ensemble Talagrand diagrams an L-shape stands out, 
alluding to a systematic overestimation. If we compare the chart made from the 
+12 hours forecasts with the +108 hours forecast, significant differences can not 
be determined; however, a less wavering form is outlined. As the ECMWF 
ensemble model targeting to provide good quality in medium range (2–10 days) 
ensemble precipitation forecasts have typically less wide ensemble-spread than 
it is needed in ultra-short range or short range scales. 

After that, we have started to examine days of extreme rainfall in Hungary. 
We selected those days when the observed precipitations exceeded the 
20 mm/12 hours limit from the 92 days of the summer of 2018 at any of the 310 
stations examined in our research. If the precipitation anywhere in the country 
exceeded the predefined limit, it was already included in the extreme days. 
Firstly, we studied the interval from midnight to noon and we found 24 days of 
extreme rainfall. Then we used the same algorithm searching for extremes in the 
ecPoint database as well.  

The ecPoint Rainfall is a post-process ensemble output that consists of 
99 members, so we were looking for days in excess of 20 mm precipitation for 
different percentiles. Based on our research, we determined that the use of the 
85th percentile level is one of the most optimal values, because in this case the 
ecPoint Rainfall warns of almost all extreme events, meaning its predictions do 
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not significantly differ from reality. So when we used the 99th percentile level, 
we found more extreme events than in the observed database, and towards the 
smaller percentile levels we found fewer. (The study of extreme rainfall days 
was also performed for several precipitation limits.)  

After filtering out the days of extreme rainfall, we displayed them on both 
the observation and the ecPoint Rainfall database and made subjective 
verifications. From the 24 extreme rainy days, we analyzed an event occurred on 
June 9, because several consecutive thunderstorm systems arrived in Hungary 
on this day. The morning thunderstorms arriving from the south concentrated 
between the Danube and the Tisza, where 60 mm/12 hours rainfall was 
measured (Fig. 4). At the same time, there was cloudless, sunny weather in the 
eastern, northeastern regions of the country. 

 
 
 

 
Fig 4. Observed 12h amount of precipitation at 12 UTC, June 9, 2018. 

 
 
 

If we examine the short-term +12 hours forecasts of one of the most 
optimal percentiles, i.e., the 85th ecPoint Rainfall member, we can see that an 
intense rainfall covering a large area was expected in the central and western 
parts of Hungary. On the map made from ecPoint Rainfall data (Fig. 5), the 
rainy areas are nicely outlined, similarly to the map containing the measured 
values. Naturally, the model forecast designates a somewhat wider zone than 
was affected in reality, but in terms of its structure, it assigned the rainy and dry 
areas precisely. 
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Fig. 5. 12h amount of precipitation provided by the 85th member of ecPoint Rainfall at 
12 UTC, June 9, 2018. 

 
 
 
 
 

Analyzing the 24 cases, the results showed that the position error is 
typically smaller over mountainous areas than over flat areas; however, ecPoint 
Rainfall provides more precise forecasts for frontal systems and squall lines. 
This can be explained by the fact that in the lowland, the orographic force does 
not play a significant role in the formation of thunderstorms, thus the locations 
of extreme precipitation become random. Even in the case of locally occurring 
thunderstorms, the new product provided excellent estimates of precipitation at 
the regional level, and its various percentiles also adequately warned of the 
likelihood of more extreme precipitation. 

Following the visual analysis of the maps, we invented a new kind of 
scoring technique for the verifications, which can also illuminate the spatial 
accuracy of the ecPoint Rainfall. Before we started the verification study, we 
interpolated the observation values to a grid of ecPoint Rainfall with a spatial 
resolution of 0.16 × 0.16. During the interpolation, we fitted each measured 
value to the closest grid point, as long as it did not exceed a distance of 25 km. 
With this solution, we tried to avoid substituting missing data areas with false 
values. After the interpolation, the data were available on the same grid, so the 
spatial accuracy had become verifiable.  

The success of the forecasts had been assessed with a point system within 
the predefined threshold index of precipitation. If the value of the measured and 
the ecPoint member remained below the threshold index, we gave 0 point, if it 
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exceeded it, we gave 1 point. If the two data differed in their estimation in either 
direction, we gave -1 point. Upon the summation of these points, we displayed 
them on a map using the MAGICS program. The ecPoint Rainfall performed 
well in areas where the figures were dominated by positive values; however, 
where the negative values prevailed, the forecasts were less accurate. We 
obtained an almost homogeneous map with a value of around 0 point. This was 
the first attempt to compare forecasts to observed values. The deviation between 
one observed grid point and one forecasted grid point was examined. 

Since a forecast can be accepted even if it predicts extreme precipitation 
amounts a few grid points away, it has become expedient to further develop the 
new verification method. In the following, we did not examine a specific grid 
point, but a specific area. Firstly, we compared one forecasted gridpoint to 5 
surrounding grid points in each direction (i.e., 11*11 grid points). The area used 
in the examination of the success of the forecast became an area with a diameter 
of almost 200 km. On the maps made this way, we drew only values above 0 in 
order to provide a better illustration. As a result, we achieved much more 
encouraging results, because the areas with a positive score dominated across 
the country. Regions where ecPoint Rainfall underestimated or overestimated 
the measured values remained white. 

As the aim of the new product is to forecast the local precipitation zones as 
accurately as possible, it was worth narrowing the deviation of 5–5 grid points 
and examining the results of ecPoint Rainfall under even stricter conditions. 
Under this, we compared one forecasted grid point to 3 observed grid points in 
each direction (i.e., 7*7 grid points, approximately 50 km in each direction).  

The results thus obtained were also quite encouraging. The maps were 
prepared for several ecPoint Rainfall members for different precipitation 
thresholds as well, of which a map representing the 85th and 95th percentiles 
belonging to the 15 mm threshold index was presented. The ranges with a 
positive score were slightly narrower compared to the maps that allowed a 
deviation of 5–5 grid points (based on the maps for the 85th member) (Fig. 6); 
however, excluding the Great Plain areas, the performance of ecPoint Rainfall 
still dominated.  
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Fig. 6. Total number of events for the 85th member of ecPoint Rainfall exceeding 15 mm/h. 

 

 

Because the members of ecPoint Rainfall are sorted probability members, 
the higher percentiles belong to higher precipitation amounts. It is no accident 
that higher scores appeared on the map for member 95, as there were several 
events when the ecPoint rainfall forecast exceeded the predefined threshold 
index (Fig. 7). 

 
Fig 7. Total number of events for the 95th member of ecPoint Rainfall exceeding 15 mm/h. 
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It is worth highlighting that the higher percentile members often 
overestimate the real measurement, thereby larger areas are marked with 
positive points. These members estimate more extreme precipitations in a wider 
band. To conclude, the spread of the ecPoint Rainfall probability forecast 
informs the forecasters from the most favorable conditions to the most extreme 
events. Based on the new verification method, it can also be established that the 
85th member provides one of the most optimal forecasts. 

In the second half of the study, we began to deal with the under- and 
overestimation of ecPoint Rainfall. Using an algorithm similar to the previous 
verification, we developed a point-based verification method to determine the 
extent of under- and overestimations for extreme rainy days. If the value of the 
measured and the ecPoint member remained below or exceeded the threshold 
index, we gave 0 point for the forecast. In cases where the observation values 
were below the selected threshold index while the ecPoint Rainfall values were 
above, we gave 1 point; otherwise, we gave -1 point for the given forecast. 
During this verification examination, we allowed 3–3 grid point deviations in 
each direction from the given grid point, and then we summed the scores thus 
calculated onto each grid point. On the map, the underestimated, negative value 
areas were marked blue, while the overestimated, positive areas were marked 
orange. Areas where neither underestimation nor overestimation occurred were 
illustrated in white.  

In the course of this analysis, we also performed studies for several 
precipitation thresholds, of which we presented the maps produced from the 
85th and 95th percentiles belonging to the 15 mm threshold index. The results in 
Fig. 8 unquestionably confirm the previously described result, that the 85th 
member of the ecPoint Rainfall provides the most accurate prediction, while the 
higher percentiles often overestimate the actual measured values. A significant 
part of the country was white on the map representing the 85th percentile, as 
opposed to the map displaying the 95th percentile that reflected absolute 
overestimation with orange dominating the map (Fig. 9). 
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Fig. 8. Map produced from the 85th percentiles belonging to the 15 mm threshold index.  
 

 

 

 

Fig. 9. Map produced from the 95th percentiles belonging to the 15 mm threshold index.  
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3.4. Case study 

Finally, after the verification results, we would like to highlight the main 
benefits of the ecPoint Rainfall product, which is the most effective in the 
predictions of summer, convective situations, with a case study. This is 
important, because the number of thunderstorms with extreme rainfall is 
increasing in Hungary. Orographic factors also contribute to the phenomena of 
flash flood formed by intense storms. Extreme precipitation may be one of the 
most dangerous causes of natural disasters. To avoid any damages, it is very 
important to make an accurate forecast as soon as possible enabling preparation 
and protection. The aim of the new method is to determine the chances of heavy 
rainfall, especially in critical regions, a few days in advance. 

For a case study, we examined a flash flood event in Szilvásvárad, which 
occurred on  June 10–11, 2018 (Tóth, 2020). On this day in Bánkút, which is the 
closest meteorological station to Szilvásvárad, 174 mm/24 hours precipitation 
was registered between 06 UTC, June 10, 2018 and 06 UTC, June 11, 2018 
(OMSZ, 2018). The rainfall seemed to be a completely local problem in the 
Bükk area, because a few km away from Szilvásvárad, only 4 mm/24 hours 
precipitation was measured in Eger (OMSZ, 2018).  

Even experimental ecPoint Rainfall GRIB files, containing 12 hours 
precipitation amount were available with 6 hourly frequency for us, but due to 
archiving limitations, only 00–12 UTC and 12–00 UTC GRIB files were 
archived in OMSZ. Currently, ecPoint Rainfall GRIB files are not available 
from ECMWF’s MARS archive. ECMWF plans to provide 6 hours and 24 hours 
ecPoint Rainfall post-processed products in the future, but during our study, the 
24 hours post-processed products could not be used for the usual synoptical 
period, covering from 06 UTC to 06 UTC interval.  

In our study, we concentrated on the investigation of the capability of the 
ecPoint Rainfall products, so we made a 24 hours observed precipitation chart 
covering from 12 UTC to 12 UTC based on the high density precipitation 
observation network of the OMSZ. Even in this case we have definitely less 
observations, approximately 310 stations than the standard 06–06 UTC 
synoptical period, but we can easily see the geographical density of the 
observation network used for validation. In addition to above mention reasons, 
as major part of intensive precipitation occurred in the second part of June 10, 
2018 and first part of June 11, 2018 we made a map containing 24 hours 
precipitation covering this interval (Fig. 10). This map shows that the highest 
value, 92 mm/24 hours was measured in Bükkszentlélek and 18 mm/24 hours 
was measured in Eger. 
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Fig. 10. Observed 24 hours precipitation between 12 UTC, 10 June, 2018 and 12 UTC, 
June 11, 2018. 

 

In the north and southwest parts of Europe cyclones shaped the weather, 
while Central Europe was located in the warm sector. Over the Iberian and 
Balkan peninsulas, the high-altitude cold vortex   emerged in those days had 
unstabilized the atmosphere, thus showers and thunderstorms interrupted the 
sunlight in many places. In Hungary, the formation of unstable atmospheric 
conditions was due to the shallow cyclone in southeast Europe, which gradually 
marched over the country. As a result, there was a strong cumulus cloud 
formation in the Northern Central Mountains in the afternoon, to which the 
lifting effect of the mountains significantly contributed. Due to the slow flow 
system, the rapidly developing thunderstorm cells did not move from the area 
for hours, which led to the accumulation of extreme rainfall.  

The most intensive precipitation zone was reported from the Bükk area, 
where a total of 174 mm/24 hours of precipitation was measured. Such a large 
amount of precipitation is most characteristic of the monsoon regions, so it 
occurs rarely in Hungary, approximately every 10–20 years. It is no accident 
that predicting these types of local, extreme amounts of precipitation zones is 
one of the biggest challenges for meteorologists, even with fine resolution of 
models. To alleviate this problem, ECMWF has developed the ecPoint Rainfall 
product, which has already estimated the rainstorm in June 2018 more 
accurately.  

Figs. 11 and 12 display probability maps of ecPoint Rainfall in 
percentages: the accumulation of 10 mm/12 hours (Fig. 11) or more 
precipitation on one map and the accumulation of 30 mm / 12 hours (Fig. 12) or 
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more precipitation on the other. The forecasts were made on June 8 at 00 UTC 
for a period between +72 and +84 hours and on June 10 at 00 UTC for a period 
between +24 and +36 hours. Based on these maps, the expectation of higher 
rainfall in the Bükk is quite obvious. While precipitation was probable with 
different probability values in all of the north and northeast parts of Hungary on 
the map that uses the 10 mm threshold index, on the map of 30 mm threshold 
index the local precipitation zone is nicely outlined. Although these maps 
predict the expected extreme and local precipitations with relatively low 
possibility, this information is very important for forecasters mainly because of 
the convective season in the hilly regions. 

 
 
 

 
Fig. 11. Probability of precipitation exceeding 10 mm/12hours (left) and 20 mm/12 hours 
(right). EcPoint Rainfall forecasts were made on June 8 at 00 UTC for a period between 
+72 and 84 hours. 

 

 

 

  

Fig. 12. Probability of precipitation exceeding 10 mm/12h (left) and 20 mm/12 hours 
(right). EcPoint Rainfall forecasts were made on June 10, at 00 UTC for a period between 
+24 and 36 hours. 
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It is necessary to highlight that the new product was not available to the 
forecasters by this flash flood event. If in the summer of 2018 ecPoint Rainfall 
had been available, the forecasters could have identified the endangered areas 3 
or 4 days earlier.  

A new ensemble meteogram of ecPoint Rainfall predictors was created 
(Fig. 12) in order the forecasters get a comprehensive view of the weather 
situations and that the new product can be used properly. If synoptic 
meteorologists look at the ensemble meteogram, they will immediately see how 
the predictors used in the production of ecPoint Rainfall behave. Using the 
ensemble meteogram, they can conclude which predictors are crucial for the 
forecast of the ecPoint Rainfall; moreover, it contributes to decision-making of 
forecasters. 

Fig. 13 shows the ensemble meteogram for the case study in Szilvásvárad. 
The diagram was divided to 4 parts, which are 4 variables. At the top, there is 
the 12 hours precipitation forecast of the ecPoint Rainfall and the ensemble in 
mm. When the ecPoint Rainfall 12 hours values of that Sunday were summed, 
more than 70 mm precipitation was predicted, while the ensemble forecast 
expected much less. In the second part, there is a convective precipitation rate, 
which from Sunday afternoon gradually increased. Located under the convective 
precipitation rate is the 700 hPa wind speed in m/s. Due to slow flow, the 
previously formed storm cells stood in one place, which caused a significant 
amount of precipitation. At the bottom of the figure there is the CAPE index in 
J/kg, which has grown constantly in the investigated period, and at 18 UTC the 
CAPE index was about 1500–2000 J/kg. Analyzing the meteogram, an extreme 
precipitation event could be expected, because the high CAPE index associated 
with the orographic buoyancy further increased the probability of flash flood 
events. In conclusion, the new ecPoint Rainfall product is a promising 
innovation for forecasting these events in advance. 

In the case of June 10, 2018, the main problem was the amount of water 
flowing down from the mountains. At dawn, Szilvásvárad was flooded with 
water, which caused huge damage to the persons and to the community as well. 
The new product developed by the ECMWF may prove to be a consequential 
tool for the early detection of such natural disasters, which is completely 
supported by this study. 
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Fig. 13. Ensemble meteogram based on predictors of ecPoint Rainfall. 

4. Conclusion 

Accurate forecast of ecPoint of the precipitation amount is quite challenging 
even for modern numerical weather forecasting models. In our work, a 
comprehensive validation of a new innovative post-processing tool, the 
ECMWF’s ecPoint Rainfall products was aimed. EcPoint Rainfall products can 
successfully provide information about the probability of subgrid scale 
precipitation, so extreme events, including flash floods can be warned in time. 
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During our work, the capability of this method was studied by different 
verification methods, approximately 75 cases were selected from a very 
intensive convective period covering the summer of 2018. As a result of this 
work, ecPoint Rainfall products operationally support decision makers in the 
warning of the extreme precipitation events at OMSZ. 
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Abstract⎯ Evapotranspiration rate, ETa and vegetation composition strongly influence the 
water budget of wetland impacting available water and water resource management. One 
of the goals of this study was to estimate the areal ETa of the Kis-Balaton wetland, KBW 
(natural ecosystem) between 1997 and 2012. This time period was free of any human 
intervention. ETa was accounted for different vegetation classes through the multiplication 
of the reference evapotranspiration, ET0 by previously determined crop coefficients in each 
vegetation/open water classes. Besides common reed and cattail, five other groups were 
separated, including open water as an independent class. The evapotranspiration sums were 
strongly impacted by annual mean air temperature, Ta. One degree increment in annual 
average Ta will increase the yearly ETa sums in about 100 mm. The yearly areal ETa of 
KBW ranged from 737.08 mm to 896.63 mm with an average of 802.07 mm during the  
16-year study. 

 

1. Introduction 

Crops, including wetlands, under the impact of solar radiation are influenced by 
such variables as temperature, water transport processes, crop growth, and 
production (Burba et al., 1999). Partitioning of radiation and actual 
evapotranspiration, ETa are strongly associated with the stage of vegetation.  

Among others, Abtew and Obeysekera (1995) and Allen et al. (1998) 
discussed the methodology available for wetland’s ETa estimations. These 
wetland’s areal ETa approximations are similar to those of used in ETa calculations 
of arable crops. Two options include direct measurements (lysimeter use, energy 
balance Bowen ratio, and/or eddy covariance techniques) and modeling approach. 
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The main limitations of direct measurements are the high cost of lysimeter 
maintenance and difficulties in their operation for other crops than wetlands 
(Valiantzas, 2006; Zhou and Zhou, 2009). This method also requires an expert 
laboratory (Allen et al., 2011; Wang and Dickinson, 2012). In everyday practice, 
to get ETa, crop coefficients, Kc are multiplied by reference evapotranspiration, 
ET0. Limited generalizability of Kc exists from plant side, as types and distribution 
of crops differ greatly from place to place (Drexler et al., 2004). Parallel with this 
assumption, different kinds of microclimatological models use a large number of 
hardly accessible inputs (meteorological and canopy surface data).  

Anthropogenic interventions have modified the water level of Lake Balaton 
during the past two centuries. Two hundred years before, the establishment of the 
sluice of Sió canal and the extension of agricultural land declined the lake’s water 
level drastically, causing serious water quality issues, mainly in the Keszthely-
bay. To mitigate water quality deterioration, a new reconstruction project, the so-
called Kis-Balaton Water Protection System (KBWS) was started at the end of 
the last century. Previously, severe cyanobacterial blooms deteriorated the water 
quality of the lake, that was published by Tátrai et al., (2000). Two steps (I and 
II) were launched as the reconstruction of the Kis-Balaton wetland (KBW). The 
first step was completed in 1985, while an eutrophic pond (Hídvégi pond) was 
created by five-step flooding (Korponai et al., 2010). The Hídvégi pond retained 
the nutrient loads causing overall improvement of the Balaton’s water quality 
(Hatvani et al., 2011). Phase II (Fenéki pond) operated the water level 
management of the wetland ecosystem synchronizing different habitats to avoid 
different conflicts. Reconstruction of KBWS was finished in 2016; an area is 
partly flooded, while other regions remained “untouched” habitats. 

The geographical location of the study site, the Carpathian Basin which 
comprises Lake Balaton and the surrounding extended marshland, makes this 
region extremely vulnerable. Temperate zone formed in the basin has highly 
variable inter- and intra-annual precipitation and ETa. This region is expected to 
have severe episodic droughts and floods, creating significant hydrologic lesions 
in response to human climate modification. In addition to weather variability, the 
on-site wetland ecosystems have little seasonal variability in green leaf area 
despite large seasonal variation in ETa. A similar tendency was observed by 
Garbulsky et al. (2008) and Anderson et al. (2012) for Mediterranean wetlands. 
Due to these combined environmental specialties of temperate zone wetlands, 
attention was paid to improve the understanding of their ETa peculiarities and their 
relevant controlling factors (weather variables and crop features). Wetlands differ 
in their energy regimes and exchange processes due to extent, fluctuating water 
levels, vegetation types, and geographical positions (Kellner, 2001). Therefore, 
on-site determined ETa on daily timescale seems to be not appropriate to answer 
the many-sided questions relating to wetland’s ETa (Admiral et al., 2006). One 
part of the study was dedicated to these local ETa concerns on such a natural 
ecosystem as KBW. The reason for studying the selected period (1997–2012) was 
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the uninterrupted phase in the life of the KBW. There was no human intervention 
during this time; the ecosystem could be treated as a natural one. This 
phenomenon is not common in the history of KBW from the end of the 19th 
century. 

2. Materials and methods 

A 16-year-long areal evapotranspiration study was conducted at the KBW, and 
the Agrometeorological Research Station (ARS) of Keszthely (latitude: 46° 44  
N, longitude: 17° 14  E, elevation: 124 m above sea level), Hungary. This 
meteorological station belongs to the observational network of the Hungarian 
Meteorological Service. A QLC-50 climate station (Vaisala, Helsinki, Finland) 
with a pyranometer (Kipp & Zonen Corp., Delft, the Netherlands) is operational 
at the ARS. Combined air temperature, Ta and humidity sensors are placed at a 
standard height of 2 m above the surface level. Signals from meteorological 
sensors are collected every 2 seconds, and 10-min averages are logged. Data of 
the station were used in both ecosystem parts, including soybean. 

Kc of dominant macrophytes of KBW were measured previously (2005–
2011) in the growing chambers of Thornthwaite-Mather type compensation 
evapotranspirometers with unlimited water supply. The surface area of growing 
chambers was 4 m2, with a depth of 1 m. These containers were settled at the 
meteorological station located on the northern edge of the KBW. Daily water 
losses were expressed as a residual member of the water budget equation. Later 
on, based on these measured evapotranspirations, the Kc of different macrophytes 
was expressed. More details on this experiment were published in Anda et al. 
(2014). (The same instruments were used in the determination of soybean ETa 
between 2017 and 2018; see also Section 2.1). 

Wetland maps of the KBW were produced by the Central- and West-
Transdanubian Water Directorate. To produce digital orthophotos, triangulation 
was used to get the absolute orientation elements of the aerial photographs. A high 
resolution digital elevation model (DEM) transformed the original images into 
orthogonally projected images (Winkler, 2004) with a final pixel size of 0.5 m. 
The long-term data were analyzed by a pixel-based approach in the Environment 
for Visualizing Images, ENVI version 4.7 software package (ITT, 2009). The used 
classification method was the maximum likelihood to get the main classes of the 
sample area (Fenéki pond). Training areas for the classification were selected 
from field observations. To draw the vegetation map, ArcMap version 9.3.1 
software (ESRI User Manual 2009, CA, US) was applied. See more details in 
Anda et al. (2014). 

The ETa of Fenéki pond was estimated by multiplying the ETo with the Kc of 
the related macrophyte class and by accounting the cover ratio of that class as 
follows: 
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where A is the area covered by the macrophyte and open water classes (1-6). 

 

2.1. Statistics 

The distribution of each ETa series was checked by the Shapiro-Wilks test for 
normality. Square root transformation was performed to satisfy the assumption of 
normality. Long-term annual ETa totals with a normal distribution (mm year-1) were 
analyzed by a two-tailed t-test. All tests were carried out with SPSS Statistics 
version 17.0 software (IBM Corp., New York, USA). 

3. Results and discussion 

3.1. Composition of KBW 

Based on the maps (ortophotograps) of the Hungarian Water Authority, the 
composition of the wetland was established between 1997 and 2012 (Fig. 1). Six 
classes were distinguished containing one open water and five macrophytes 
(Crundell, 1986) as follows: 
 

Class 1. Tall emergent macrophytes: weed and two cattail species. 
As there was no significant difference in ETa (including Ck) between the 
reed and cattail, they were put together in the same category. 

Class 2. Leafy emergent macrophytes: Three species of sedge included in 
the second class of macrophytes. 

Class 3. Woody shrub: willow. 
Class 4. Grassland: fescue, French ryegrass, foxtail. 
Class 5. Woody deciduous: alder, cottonwood.  
Class 6. Open water: incorporating seaweed. 

 
The ratio and composition of the classes with their spatial ranges are 

presented in Table 1. 
Due to the presence of seaweed in the water of Kis-Balaton, to derive the 

accurate evaporation, the Class A pan evaporation was modified, filling the pans 
with seaweed and littoral sediments (Anda et al., 2018). About 15–20% increase 
in the “filled” pan evaporation was measured due to the above intervention.  
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The first two categories dominated the wetland canopy (40%+30%=70%). 
Outside of these two dominant classes, there was only one (Class 5), in which the 
cover ratio of a given class exceeded 10%. The cover percentage of all other 
groups fell well below 10%. 
 
 
 
 
 
 
 

Table 1. Composition of KBW using vegetation and open water classes in the period of 
1997–2012 

Classes Type of habitat Typical species  
(Latin names) 

Common 
names 

 
Mean   
% 

Cover 
Min 
% 

 
Max 
% 

Class 1 Tall emergent 
macrophytes 

Phragmites australis,  
Typha angustifolia, Typha 
latifolia 

reed  
cattail 

40  39 42 

Class 2 Leafy emergent 
macrophytes 

Carex acutiformis, Carexe 
lata, Carex riparia 

sedge 30  27 33 

Class 3 Woody shrub Salix cinerea, Salix alba willow 5  4 6 
Class 4  Grassland Festuca rupicola,  

Arrhenatherum elatior,  
 
Alopecurus pratensis 

fescue 
French 
ryegrass 
foxtail 

8  6 9 

Class 5 Woody 
deciduous 

Salix fragilis,  
Alnus glutinosa, 
Populus tremula 

willow 
alder 
cottonwood 

11 10 11 

Class 6 Open water 
(with submerged 
crops) 

Ceratophyllum demersum, 
Ceratophyllum submersum,  
Najas marina 

seaweed 6  6 7 
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Fig. 1. Composition of macrophyte and open water classes in the KBW (Anda et al., 2015). 
(class 1: tall emergent macrophytes; class 2: leafy emergent macrophytes; class 3: woody 
shrub; class 4: grassland; class 5: woody deciduous; class 6: open water ± seaweed) 

 
 
 

3.2.  ETa of the wetland with Ta 

On the basis of daily on-site measurements in evapotranspirometer/A pan and 
calculated ET0 (Allen et al., 1998), their ratios, the Ck/pan coefficients were 
derived for class 1, class 2, and class 4 from 2005 to 2011. In the remaining two 
vegetation classes (class 3, class 5) data of Irmak et al. (2013) were adopted. The 
actual ETa equals to the multiplication of ET0 by Ck. A detailed description of the 
process and Ck results were published in Anda et al. (2014). 

Long-term daily mean ETa of six wetland classes with different covers ranged 
from 2.87 (class 5) to 4.04 (class 1) mm day-1, with the maximum of 4.45 mm day-

1 (class 1) in 2012 and minimum of 2.62 mm day-1 (class 5) in 2005 (Table 2). The 
highest ETa was always observed in reed canopy (class 1) and not in open water. 
Open water evaporation can also limited by the temperature profile over the water 
surface. When the water surface is colder than the surrounding air, and there is 
only weak wind, a cold cap can limit the evaporation processes, since in the cold 
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air, the atmospheric humidity is higher. Although the derived l6-year daily mean 
ETa of Fenéki pond (3.63 mm day-1) was closer to the open water evaporation 
(3.66 mm day-1) than that of the ETa of classes with different crop covers. It is 
worth to remark that the cover of open water in KBW ranges between 6 and 7% 
only. The lowest daily mean ETa was always observed in woody deciduous class, 
while the highest ones were in the two dominant macrophyte classes (class 1 and 
class 2). These two latter categories’ results were comparable with that of 4.4 mm 
day-1 revealed by Lenters et al. (2011) for reed and cattail dominated wetland in 
Nebraska, USA, for almost the same environmental conditions as at the KBW. 
Similar daily mean ETa results of 4.3 mm day-1 were obtained by Irmak et al. 
(2013) for a riparian plant community for Nebraska, for the same growing site as 
the previous citation of Lenters et al. (2011) mentions. 
 
 
 
 
 
 

Table 2. Daily mean evapotranspiration (mm/day) of six the wetland classes with different 
covers and areal evapotranspiration of the whole Fenéki pond between 1997 and 2012 

 Class 1 Class 2 Class 3 Class 4 Class 1 Class 6 Fenéki  
Year     [mm day-1]      pond 

1997 3.87 3.36 3.04 3.13 2.77 3.53 3.47 
1998 3.76 3.25 2.97 3.05 2.68 3.42 3.38 
1999 3.81 3.29 2.99 3.07 2.71 3.45 3.41 
2000 4.36 3.77 3.42 3.53 3.09 3.96 3.92 
2001 4.10 3.52 3.19 3.30 2.86 3.70 3.66 
2002 4.22 3.61 3.24 3.37 2.98 3.77 3.77 
2003 4.32 3.73 3.40 3.49 3.09 3.92 3.89 
2004 3.75 3.27 3.01 3.06 2.69 3.44 3.39 
2005 3.71 3.20 2.88 2.99 2.62 3.35 3.33 
2006 3.83 3.29 2.98 3.07 2.71 3.44 3.43 
2007 4.24 3.64 3.30 3.41 2.97 3.81 3.80 
2008 4.05 3.51 3.19 3.28 2.88 3.68 3.65 
2009 4.07 3.53 3.24 3.31 2.91 3.72 3.68 
2010 3.75 3.21 2.92 3.01 2.64 3.36 3.36 
2011 4.36 3.80 3.46 3.55 3.13 4.00 3.94 
2012 4.45 3.86 3.54 3.61 3.20 4.05 4.02 

Mean 4.04 3.49 3.17 3.27 2.87 3.66 3.63 
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During the observation period, the 16-year annual ETa totals of different 
classes ranged from 745.98 (class 5) to 974.81 mm (class 1) with a weighted 
average of 896.63 mm for the Fenéki-pond. The most important statistical 
characteristics are presented in Fig. 2. According to the daily mean ETa results of 
vegetation and open water classes, the highest yearly ETa sums were observed in 
reed (cattail) followed by the open water, which result was very close to spatial 
ETa sum of the whole Fenéki pond. In case of Fenéki-pond, the annual weighted 
mean ETa of warm years increased with 11.45% (p 0.001) in comparison to cool 
year’s ETa water losses, suggesting that almost 100 mm difference in wetland’s 
ETa was manifested in favor of warm periods.  

On the basis of the 16-year study, the largest water consumer in the Kis-
Balaton was the reed and cattail (class 1), occupying almost half of the wetland 
area (Fig. 3). The second in line is the sedge (class 2), contributing at about a third 
of the total water use. Annual mean water losses (ETa or evaporation) of all the 
other vegetation/open water classes contributed less than 10%.  

 
 
 
 
 
 

 
Fig. 2. Box-plot for the annual evapotranspiration totals, ETa in different vegetation and 
open water classes between 1997 and 2012. The bottom and top of the boxes represent the 
25th and 75th percentiles. The vertical lines that end in horizontal strokes above and below 
each box are from the upper and lower hinges to the upper and lower adjacent values.  
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Fig. 3. Contribution of different vegetation/open water classes to the evapotranspiration of 
the Fenéki pond.  

 
 
 
 

Yearly mean Ta of KBW was 10.8 °C between 1997 and 2012. The 1971 to 
2000 climate norm of 10.3 °C was half-degree lower than that of the annual mean 
Ta during the investigation period. Out of sixteen years studied, seven cool 
(Ta 10.8 °C: 1997, 1998, 1999, 2004, 2005, 2005, 2010) and nine warm years 
(Ta 10.8 °C: 2000, 2001, 2002, 2003, 2007, 2008, 2009, 2011, 2012) were 
distinguished, which might be decisive for the wetland’s ETa. The difference in 
annual average Ta between cool (10.1 °C) and warm years (11.3 °C) equalled to 
1.2 °C (p 0.001). It is worth to notice that all warm years were registered after 
2000. 

To evaluate the potential impact of annual mean Ta versus ETa total, linear 
regression was fitted (Fig. 4). Based on the slope, 1 °C increment in annual Ta 
significantly increased the ETa totals by 61.7 mm, with a relatively low RMSE of 
23.9 mm/year. The scatter in the data was higher at cooler years.  
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Fig.  4. Regression between annual mean air temperatures vs areal evapotranspiration totals 
at the KBW between 1997 and 2012. 

 
 
 
 

4. Conclusions 

In the KBW, the climatic norm (1971–2000) of annual precipitation sum is 
634.2 mm with the wettest and driest monthly precipitation sums of 78.5 mm in 
July and 31.1 mm in January, respectively. Comparison between long-term annual 
ETa sums and climate norm of precipitation confirmed only 70.7% of the ETa 
entering by precipitation at the KBW. Other inputs are also needed to balance the 
water budget of the wetland. The governing terms of a wetland water balance are 
the ETa and the precipitation (Soja et al., 2013), making the system vulnerable to 
the negative impacts of the climatic change through variable rainfall events. 
Monitoring these governor factors would help for water authorities to mitigate 
issues related to the water level of KBW and Lake Balaton that are embedding on 
the system due to upcoming climate change. 
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Abstract⎯ The built environment has a very complex role in cities. On the one hand, 
various urban climatological phenomena are caused and influenced by buildings (e.g., 
urban heat island effect, local wind conditions, air pollution). On the other hand, 
buildings are important contributors to energy use via heating and cooling, e.g. they 
account for about 40% of total energy consumption on average in Europe. Daily average 
outdoor temperature is taken into account to design the heating and cooling systems of 
residential, commercial, or office buildings. That is why we analyzed the available 
temperature time series of the capital of Hungary, Budapest for the period between 1901 
and 2019. The aims of this study are (i) to investigate the changes in temperature data 
series that influence building energy design parameters, (ii) to analyze the heating and 
cooling periods in the last 119 years based on different definitions, and (iii) to define a 
third (transitional) period between the heating and cooling periods. Based on the results, it 
can be concluded that the variability of warm days is smaller than that of cold days, 
consequently, the optimal design of heating systems is a greater challenge compared to 
cooling systems. Furthermore, the length of the temperature-based heating period 
decreased substantially, while the length of the cooling period increased as a consequence 
of overall regional warming. 

 
Key-words: air temperature, heating system design parameter, heating and cooling period 
definitions, frequency distribution, regional warming, warm and cold extremes 
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1. Introduction 

Nowadays, one of the most important global environmental problems is climate 
change. In addition to warming trends, other substantial changes can also be 
observed in the past few decades, for example, the increase of the frequency of 
extreme temperatures (IPCC, 2013, Meehl and Tebaldi, 2004). The changes 
draw a spatial pattern with different trends in different regions (Seneviratne et 
al., 2006). Several studies have also been conducted for the Carpathian Basin. 
For instance, Bartholy and Pongrácz (2007) and Pongrácz et al. (2009) 
examined the effect of climate change on temperature and precipitation extremes 
using station data and regional climate model simulations. Furthermore, Spinoni 
et al. (2015) analyzed the increasing trends of heat waves and the decreasing 
trends of cold waves on the basis of gridded data. Climate change has an impact 
on the urban climate as well (Masson et al., 2014, Bokwa et al., 2018) in 
addition to several special effects due to artificial surfaces and built-up areas 
(e.g., the urban heat island effect, see Oke, 1973).  

More than half of the world total population lives in cities, and the ratio is 
even greater in Europe (United Nations, 2015); therefore, it is necessary to 
analyze the climatological conditions affecting the urban areas. Buildings have 
fundamental roles in cities, because on the one hand, buildings are key factors in 
determining the urban climate, on the other hand, they substantially contribute to 
the energy use, e.g., they account for 40% of total energy consumption in the 
European Union (Directive 2010/31/EU, 2010). The energy consumption of 
buildings and the design parameters of energy systems depend on the outdoor air 
temperature. Cho et al. (2004) examined the relationship between energy 
consumption and temperature, and a regression model was built for a 
commercial building located in a South Korean city. Furthermore, Roberts 
(2008) investigated the impacts of climate change on buildings, and highlighted 
the effects of warming among the possible impacts. Further studies were carried 
out on the effects of urban heat island intensity and heat load on buildings and 
built-up areas, Short et al. (2004) focused on Great Britain, whereas Bokwa et 
al. (2019) studied five Central European cities (i.e., Bratislava, Brno, Krakow, 
Szeged, Vienna) taking into account the possible regional climatic changes. 
Since a specific temperature interval ideal for personal preferences has to be 
maintained inside buildings, neither too cold, nor too warm outdoor conditions 
are acceptable indoors, consequently, the energy demand of buildings highly 
depends on the outdoor temperature, from which the ideal conditions should be 
set. Too cold (warm) conditions can be specified by heating (cooling) demands, 
heating (cooling) degree-days, etc. Some studies aimed to analyze the heating 
and cooling degree-days, i.e., for Lithuania (Martinaitis, 1998) and Serbia 
(Jankovi  et al., 2019). Kaynakli (2008) determined the heating period for 
14 years to optimize the insulation of buildings in Bursa, Turkey. According to 
the conclusions, the length of the heating periods was between 206 and 239 days 
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in the fourth most populated city located in northwestern Turkey, moreover, the 
maximum energy demand did not occur in the case of the longest heating period. 

As it is mentioned above, the heating and cooling periods have an 
important role in building energy calculations, but their definitions are not 
uniform in different regions, they are based partly on actual temperature 
measurements and partly on calendar days. For example, Italy can be divided 
into the following six climatological zones, where heating systems start and end 
on different dates (Bottio et al., 2014):  

- Zone 1: from  December1 to  March 15, 
- Zone 2: from December 1 to March 31, 
- Zone 3: from November 15 to March 31, 
- Zone 4: from November 1 to April 15, 
- Zone 5: from October 15 to  April 15, 
- Zone 6: no heating is necessary throughout the year. 

These zones represent the substantial extension of Italy from south to north. As 
we move towards the north, the overall climate becomes colder and the heating 
period becomes longer. Another example illustrates this climatic feature from 
Central Europe, namely, the official heating period lasts from September 1 to 
May 31 in Slovakia. More precisely, the heating must be started during this 
period, when the average daily temperature remains below 13 °C for two 
consecutive days (Ministry of Economy, 2005). Unlike these two countries, there 
is no official definition in Germany, however in practice, the heating period is 
between October 1 and April 30 (heating period definition in Germany). 

The target area of our study is Budapest, the most populated city and 
capital of Hungary. Several studies have already evaluated the urban 
climatological conditions in Budapest, e.g., the extreme temperature values 
(Göndöcs et al., 2018) or the urban heat island intensity using satellite data 
(Pongrácz et al., 2010). In addition, the relationship between energy parameters 
and air temperature has also been analyzed for Hungary (Talamon et al., 2016). 
The main aim of the present paper is to investigate the heating and cooling 
periods in Budapest, however, there are several definitions for the beginning and 
end of these periods, which will be compared. According to the current official 
regulations (Government Decree 157/2005. (VIII.15.)), the heating period is 
between September 15 of the actual year and May 15 of the following year. It is 
divided into three parts by the F TÁV Zrt. (2020): pre-heating period (between 
September 15 to October 14), heating period (between October 15 to April 15) 
and post-heating period (April 16 to May 15). In addition, there are unofficial 
definitions for the heating period, which fix the beginning and end of the period 
using different temperature threshold values. The part of the year outside the 
heating period is called the cooling period (Talamon, 2014). 

We aim to address the following objectives: (1) to examine the extreme 
cold and extreme warm days, (2) to compare temperature-based and calendar-
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based cooling and heating periods, (3) to define a third, transitional period, and 
to determine the average temperature and average length of the three periods, (4) 
to investigate the relationship between the climate change and the 
heating/cooling periods using the different definitions. 

2. Data  

In general, daily average temperature values are used for the building 
energy planning (e.g., Matzarakis and Balafoutis, 2004, Christensen et al., 2006, 
Mourshed, 2016, Cheng and Li, 2018), including the heating system design 
parameters. Because of its common use, we also used daily temperature data for 
Budapest. The station data series of five Hungarian cities are publicly available 
on the website of the Hungarian Meteorological Service for the period 1901–
2019. The daily datasets include the following variables: mean temperature, 
maximum and minimum temperature, precipitation amount, precipitation type, 
sunshine duration. In this study we focus on Budapest, because this is the largest 
and most populated city of Hungary. The official measuring station of Budapest 
was relocated twice during the whole measuring period. The temperature 
measurements were performed near the Chain Bridge in the Buda side of the 
city, in F  Street (47°30’3”N, 19°2’15”E) between January 1, 1901 and  
February 2, 1910. Then, the station was relocated to the instrumental garden 
near the Meteorological Institute in Kitaibel Pál Street (47°30’46”N, 19°1’34”E) 
and continued the measurements between  March 1, 1910 and March 31, 1985. 
Since April 1, 1985, measurements have continued at Kitaibel Pál Street 1. On 
January 1, 1998, traditional thermometers were replaced with electric 
thermometers (https://www.met.hu/). 

In order to evaluate the effect of instrument relocations and replacements, 
the mean temperature time series are compared to other databases. The entire 
study period can be covered using the Climate Research Unit Time-series (CRU 
TS) dataset. The CRU TS 4.03 version contains monthly average temperature 
values between 1901 and 2018 in high-resolution (0.5 degree) grids (Harris et 
al., 2020, CRU dataset: http://www.cru.uea.ac.uk/). Moreover, the E-OBS 
v20.0e dataset (Cornes et al., 2018, E-OBS dataset: https://www.ecad.eu/) is 
available from January 1, 1950 to July 31, 2019, and CarpatClim is available 
between 1961 and 2010 (Szalai et al., 2013).  

As a first step in the data evaluation, we selected the nearest grid points for 
the different geographical coordinates of the instrument from each database. As 
a second step, the root mean square error (RMSE) and the mean absolute error 
(MAE) were calculated for 3 years before and 3 years after each relocation and 
instrument replacement. Table 1 shows the comparison with CRU TS dataset 
based on monthly data for the three above-mentioned dates occurring over the 
entire period. The largest difference in RMSE and MAE were observed at the 
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Table 1. Time series comparison with CRU TS dataset, RMSE and MAE values 3 years 
before and 3 years after the relocation and instrument change based on monthly data  

  

3 years before 3 years after difference between 
after and before 

values 
March 1, 1907 – 

February 28, 1910 
March 1, 1910 – 

February 28, 1913 
compared with 
CRU TS dataset 

RMSE (°C) 2.230 1.580 -0.649 
MAE (°C) 2.208 1.456 -0.752 

  

3 years before 3 years after difference between 
after and before 

values 
April 1, 1982 –  
March 31,1985 

April 1, 1985 –  
March 31,1988 

compared with 
CRU TS dataset 

RMSE (°C) 2.112 2.008 -0.104 
MAE (°C) 2.069 1.969 -0.100 

  

3 years before 3 years after difference between 
after and before 

values 
January 1, 1995 – 

December 31, 1997 
January 1, 1998 – 

December 31, 2000 
compared with 
CRU TS dataset 

RMSE (°C) 1.978 1.932 -0.047 
MAE (°C) 1.943 1.876 -0.068 
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Thus, for building energy planning we can use the mean temperature time series 
of the Hungarian Meteorological Service. 

 
 
 

Table 2. Time series comparison with E-OBS and CarpatClim datasets, RMSE and MAE 
values 3 years before and 3 years after the relocation and instrument change based on 
daily data 

  
3 years before 3 years after difference between 

after and before 
values 

April 1, 1982 – 
March 31, 1985 

April 1, 1985 – 
March 31, 1988 

compared with 
E-OBS dataset 

RMSE (°C) 0.201 0.216 0.016 
MAE (°C) 0.151 0.168 0.017 

compared with 
CarpatClim 

dataset 

RMSE (°C) 1.903 1.899 -0.003 

MAE (°C) 1.719 1.670 -0.049 

  
3 years before 3 years after difference between 

after and before 
values 

January 1, 1995 – 
December 31, 1997 

January 1, 1998 – 
December 31, 2000 

compared with 
E-OBS dataset 

RMSE (°C) 0.235 0.377 0.142 
MAE (°C) 0.177 0.285 0.109 

compared with 
CarpatClim 

dataset 

RMSE (°C) 1.787 1.810 0.023 

MAE (°C) 1.548 1.556 0.008 

 
 
 

3. Methodology 

3.1. Analyzing the extreme low and high temperatures 

It is important to take into account the extremes of daily average temperature in 
building energy planning, because the extremes determine the entire range of 
temperature from where the optimal indoor temperature interval should be 
maintained. Buildings must be prepared for the cold extremes during the heating 
season and for the warm extremes during the cooling season. For the purpose of 
this analysis, the coldest and warmest days were selected from each year, 
namely, altogether 10% of the whole year, i.e., 18 days for cold extremes and 
18 days for warm extremes.  

First, the cold extremes are shown in Fig. 1. These selected yearly extremes 
are represented by decadal box-whiskers diagrams. Furthermore, a linear trend is 
fitted to the 119-year-long time series of the average temperature of the 18 
coldest days of each year. These cold days form a quite wide interval within the 
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earlier decades of the entire period. The greatest difference between the 
minimum and maximum values is around 20 °C (in the 1920s and 1940s). Then, 
the whole range of the selected extremes decreased, the smallest range is only 
10 °C in the 1990s, and it remained under 13 °C during the last two decades of 
the current analysis. This detected change stems from the lack of very extreme 
cold days with a mean temperature below -12 °C, whereas the higher cold 
extremes (i.e., the 5th percentiles) within the decades remained within the 
interval of freezing temperature, i.e., (-1 °C; 1 °C). Moreover, an overall 
warming trend of 1.9 °C/100 years can be clearly detected in Budapest based on 
the fitted linear trend to the yearly average temperature of the 18 cold days. This 
warming of the coldest days should certainly be taken into account when 
designing heating systems. It is clearly shown that lower values (even lower 
than -20 °C) occurred more frequently in the first half of the entire analyzed 
time period. In contrast, the median value of decades became higher since 1970, 
namely, more than half of the coldest 5% of the days of individual years were 
over -5 °C. 

 
 

 
Fig. 1. The coldest 18 days of each year (5%) per decade on a box-whiskers diagram 
(with minimum, lower quartile, median, upper quartile, maximum) and the time series of 
the average of these 18 days per year (blue dots) with the fitted linear trend (the 
regression equation is also shown) 
 
 
The same methodology was applied for the warmest 5% of days (Fig. 2). 

Temperature values of warm days form much narrower intervals than that of 
cold days. The greatest difference between maximum and minimum values is 
only 10 °C, which is the lowest difference in case of cold days. Moreover, the 
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observed warming trend is slightly greater in warm days (2.2 °C/100 years) than 
in cold days. The decadal temperature intervals of warm extremes do not exhibit 
the decreasing width that can be detected in the cold days. This coincides with 
the increase of the intensity and frequency of heat extremes and heat waves due 
to climate change (Lakatos and Bihari, 2011; Göndöcs et al., 2018).  
 

 
Fig. 2. The warmest 18 days of each year (5%) per decade on a box-whiskers diagram 
(with minimum, lower quartile, median, upper quartile, maximum) and the time series of 
the average of these 18 days per year (red dots) with the fitted linear trend (the regression 
equation is also shown) 

 
 
 

3.2. Analysis of standard deviation and empirical density function of 
temperature time series 

We evaluate the standard deviation and empirical density function of the  
119-year-long time series in each decade as the second part of the analysis. 
Daily mean temperatures were ranked for each year from the coldest day to the 
warmest day. Then, the standard deviations for all the 365 ranked members were 
calculated for each decade. We selected two decades from the beginning (1901–
1910, 1911–1920), middle (1951–1960, 1961–1970), and end (2001–2010, 
2011–2019) of the study period, for which the results are shown in Fig. 3 
together with the average standard deviation for the whole 119-year period. This 
average standard deviation of extreme temperatures reaches 3 °C on the coldest 
days, whereas the standard deviation of the coldest days is 4 °C in the early 20th 
century. In general, the standard deviations of daily mean temperature during the 
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ranked cold days decrease fast and are close to the 119-year average, except 
during 2001–2010, when they are much lower (between 1 °C and 1.5 °C). Then, 
the standard deviations during the rest of the year (i.e., when it is not so cold, 
more specifically, above the 15th percentiles) are within the interval of 0.5–
1.5 °C. An overall slight decrease can be detected in the standard deviation, 
however, it is not monotonous and contains local maxima during the individual 
decades. There is a smaller second maximum (exceeding 1 °C) in the standard 
deviations of the warmest days of most decades as well as in the 119-year 
average standard deviations. Consequently, on the one hand, it is difficult to 
design heating systems due to the large variance in the temperatures of cold 
days. On the other hand, the smaller standard deviation values of the warmest 
days cause less challenge for the design of cooling systems. 
 

 

 

  
Fig. 3. The standard deviation of the sorted daily average temperatures from the coldest 
day to the warmest day for the beginning, middle, and end of the study period; in 
addition, the average of 119 years is also shown. 

 
 
 
 

Finally, the empirical density functions of the selected decades and the total 
average of the 119 years are compared in Fig. 4. This calculation determines the 
average annual occurrence frequency of daily mean temperature from -10 °C to 
+35 °C using 1 °C resolution for the entire range. As the diagram shows, there 
are two peaks in the density functions, around 2–3 °C and around 20 °C. These 
two maximum locations occur because of considering the daily average 
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temperatures of the entire year. The colder maximum represents the winter half-
year, whereas the warmer maximum of the empirical density function refers to 
the summer half-year. The asymmetry between the left and right tails is because 
of the fact that cold extremes show much higher variability than warm extremes 
(as it was already demonstrated in Figs. 1–3). The greatest variability between 
decades can be seen in the range of 0–22 °C. Moreover, in case of high 
temperatures, the frequency was clearly higher in the last two decades than at 
the beginning or the middle of the century. The warmest extremes after 2000 are 
about 2–4 °C higher than before. So, all these imply that temperature-related 
changes in summer appears to be more obvious and clearer than in winter, 
therefore, building energy planning is easier on the basis of warm days than cold 
days. 
 

 
Fig. 4. The average annual occurrence frequency of the daily mean temperatures for the 
beginning, middle, and end of the study period; in addition, the average for the entire 
119-year-long period is also shown. 

 
 
 

4. Results and discussion 

The previous section shows that cold and warm days changed to different 
degrees and with different variability over the past 119 years. Therefore, it is 
worth examining the cold and warm days separately. Our aim is to determine 
and analyze the heating and cooling periods based on the empirical density 
function presented in the previous section. 
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Three definitions were used to determine the heating and cooling periods: 
1. TA (Talamon, 2014) definition:  

virtual heating and cooling periods are based on outdoor daily average 
temperature (lengths vary) 

2. OA (October-April) definition:  
heating period is between October 15 and April 15 (length: 183 days), 
cooling period is between April 16 and October 14 (length: 182 days). 

3. SM (September-May) definition: 
heating period is between September 15 and May 15 (length: 243 days), 
cooling period is between May 16 and September 14 (length: 122 days). 

 
TA definition uses the properties of daily average temperature time series 

to determine the heating and cooling period (Talamon, 2014). As it was shown 
in Section 3 the standard deviation of cold days is much larger than the deviation 
of warm days. Furthermore, decadal density functions show clearer changes at 
higher temperatures. Therefore, we first determine the empirical density curve 
for the cooling season (i.e., summer) from the average density function of the 
119 years. For this purpose, a partially symmetric density function is generated 
in the warm range using the temperature value of the highest frequency and the 
maximum temperature value. To obtain the empirical density curve of the virtual 
cooling period, the values of annual density function are reflected below its 
inflection point. Then, the virtual heating period is determined as the difference 
between the annual density function and the virtual cooling curve. In the OA and 
SM definitions heating and cooling periods were simply separated on the basis 
of calendar days. The density functions of the annual average and the heating 
and cooling periods for the three definitions are shown in Fig. 5. Because of the 
asymmetry in the annual average density function, the heating period covers a 
wider range of temperature values than the cooling period. Therefore, the 
occurrence frequencies of the cooling period are higher except for the SM 
definition (when the two parts of the year include substantially different number 
of days). The virtual heating and cooling curves based on the TA definition are 
very similar to the curves of the OA definition. The intersection of the heating 
and cooling curves coincides in the case of these two definitions around 11 °C. 
As a consequence of the SM definition, the heating period according to SM is 
clearly longer than the cooling period. 
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Fig. 5. The annual average empirical density function and the curves of heating and 
cooling periods for the average 119 years based on the three definitions. 

 
 
 
 

As presented above, the whole year is divided into two parts from the 
aspects of building energy, namely, the heating and cooling period. However, 
the SM definition also includes a pre- and post-heating period representing the 
relatively fast inter-weekly temperature decrease and increase, respectively. 
Since the temperature of specific periods of the year changes from one year to 
the other, and also, an overall warming trend is identified due to global climate 
change (Lakatos and Bihari, 2011), a third period with higher inter-annual 
variability should be distinguished between the heating and cooling periods. For 
example, the autumn is becoming warmer (when cooling may be needed), while 
the typically winter low temperature values are extended to March or even April 
(with occasional heating demands). So instead of dividing the annual average 
density function into two parts, we separated the year into three different periods 
in the rest of the analysis. The common part of the heating and cooling curves is 
called the transitional period. Thereafter, the heating and cooling season does 
not include the transitional period. This procedure is applied to all the three 
definitions. Fig. 6 shows the relationship between the average temperature of a 
period and the number of days within each period for the three definitions. 
According to the SM definition, more than half of the year belongs to the 
heating period (~ 200 days), while the cooling and the transitional periods last 
about the same number of days (~ 80 days each). When using this definition, the 
average temperatures are higher than in the other definitions, by 5 °C in the 
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transitional period, and by 2 °C both in heating and cooling periods. The average 
temperatures of the different periods using the TA and OA definitions are 
similar, around 3-3.5 °C in the heating period, 20 °C in the cooling period, and 
12 °C in the transitional period. The transitional period is longer when using the 
TA definition than the OA definition. The comparison also shows that the TA 
definition, which is based on temperature, results in similar values overall to the 
OA definition (which is the most often used definition in Hungary), but it is 
more flexible and can reflect climate changes better. 
 
 

 
Fig. 6. The average temperature and the number of days in the heating, cooling, and 
transitional periods based on the TA, OA, and SM definitions. 

 
 
 
 

After comparing the different definitions, Fig. 7 shows the average 
temperature and the length of three periods using the OA and TA definitions 
(Fig. 7) for the previously selected six decades. When using the OA definition 
(Fig. 7a), the difference between the early 20th century and the early 21st 
century is about 2 °C in each period. Moreover, the length of the cooling and 
heating period decreased in the last two decades, while the yearly average total 
number of days in the transitional period increased. In contrast, when using the 
TA definition (Fig. 7b), which is based on outdoor daily average temperature, 
the cooling period was more than 20 days longer in the early 21st century than 
in the early 20th century, while the length of the heating period decreased by 
more than 40 days. 
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Fig. 7. The average temperature and the number of days in heating, cooling, and 
transitional periods for the six selected decades using the (a) OA definition and (b) TA 
definition. 

 
 
 

The average temperature difference from the 119-year average was 
calculated for each decade for heating, cooling, and transitional periods using 
the OA and TA definitions (Fig. 8). Fig. 8a shows the results for OA definition. 
These difference values were below the average until about 1980, but after that 
large increases can be detected in the differences for all the three periods due to 

(a) 

(b) 
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the regional warming trend (e.g., Lakatos and Bihari, 2011) in the last few 
decades. When using the definition of TA, no such warming trend is seen in 
average temperatures for the three periods (Fig. 8b). However, the temperature 
differences simultaneously increase or decrease in the heating, cooling and 
transitional periods from the middle of the 20th century. 

 
 
 

 
 

Fig. 8. Difference of the outdoor daily average temperature from the 119-year average for 
all the decades during 1901-2019 using (a) the OA definition and (b) the TA definition. 

 

(a) 

(b) 
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Based on these results, it is necessary to revise the parameters of building 
energy designs, especially when they depend on temperature. 

5. Conclusions 

In this study, we examined the daily average outdoor temperature of Budapest, 
the capital of Hungary, because it is an important meteorological parameter for 
building energy planning. For this purpose, the publicly available daily mean 
temperature time series of the Hungarian Meteorological Service were analyzed.  

Since indoor temperature should be maintained within a stable interval 
throughout the year, the outdoor temperature of extremely cold and warm days 
is especially important in energy planning. In the case of cold days, a warming 
trend of 1.9 °C/100 years can be observed in Budapest, while the detected 
warming trend was 2.2 °C/100 years in warm days. The average standard 
deviation of the lower temperatures is about 2 °C greater than the deviation of 
the warm days. Thus, cold and warm days, with different energy demands, can 
be well separated if the entire year is divided into heating and cooling periods 
and analyzed correspondingly. For this purpose, we used three different 
definitions for heating and cooling periods. Furthermore, a third period (i.e., 
transitional period between heating and cooling periods) was also determined in 
the case of each definition. 

Based on the analysis presented in this paper, the following main 
conclusions can be drawn. (1) The curves of heating and cooling periods using 
OA and TA definitions were quite similar for the average of 119 years. (2) The 
average temperature was 2 °C higher in the early 20th century than in the early 
21st century in each period due to the detected regional warming trend, when 
using the OA definition. (3) The length of the heating period decreased by 
around 40 days, while the length of the cooling period increased by more than 
20 days using the TA definition. (4) The use of temperature-based definitions in 
determining the building energy demand is certainly beneficial due to the overall 
warming trend. This can be especially important when developing adaptation 
strategies for the coming decades and the entire century. 
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Abstract— The paper examines changes in air temperature, precipitation, and river 
discharges on seasonal and annual scale over the Sava River watershed in Bosnia & 
Herzegovina during the period 1961–2016. Based upon data gathered from 11 
meteorological stations and 3 hydrological stations, hydroclimatic variables trends were 
established by utilizing the nonparametric Mann-Kendall test and the nonparametric Sen’s 
slope estimator. The results show significant positive seasonal and annual trends (expect 
for autumn, during which upward trends were insignificant) in air temperature, whereas 
both positive and negative insignificant seasonal and annual precipitation trends are shown 
where determined for the entire watershed. Most prominent upward trends in air 
temperature were found in summer and afterwards in winter and spring, indicating a 
pronounced warming tendency over the Sava River watershed. Trends in river discharge 
displayed a negative tendency in all seasons. Nevertheless, a majority of estimated trends 
of river discharges were weak and statistically insignificant. Throughout the year, river 
discharges showed significant positive correlation with precipitation, whilst connection 
with air temperature was mostly significant and negative. The study results suggest that 
climate is an important factor affecting river regimes, as well as that changes in river 
discharges are reflecting recent abrupt changes in climatic variables. 

 
Key-words: climate change, temperature, precipitation, river discharges, correlation, Sava 
River watershed  

 
 



450 

1. Introduction 

On a global scale, river discharge patterns have been modified by climate system 
warming and numerous human actions (Schneider et al., 2013; Su et al., 2018). In 
many cases, climate change can amplify effects of human activities. Climate is 
one of a key drivers of freshwater ecosystem processes, as river discharge and 
river thermal regimes are closely tied to climatic variations. Alteration of principal 
climate connected drivers, such as increased temperature and modified 
precipitation patterns, have substantial influence on river discharge regimes and 
are predicted to affect hydrological cycle (Kong and Pang, 2013; van Vliet et al., 
2013). Hydroclimatic intensification in the context of recent global warming can 
result in shift in distribution and magnitude of wet/dry periods (Madakumbura et 
al., 2019). The global rise in air temperature is expected to increase the portion of 
precipitation to fall as a rainfall along with the number of extreme rainfall events, 
reduce snowfall, and cause earlier spring melting of snow cover which will have 
severe impact, especially in alpine river basins which are strongly regulated by 
the accumulation of snow (Kormann et al., 2015; Rottler et al., 2020). 
Comprehension of hydrological dynamics of river discharge patterns, as response 
to recent climate variation is essential for beneficial water management as water 
resources in many regions have been affected in regard to volume and quality 
condition (Biao, 2017; Jiménez Cisneros et al., 2014). Consequently, in order to 
analyze climate change impact on water resources and to build proper water 
management approaches, it is mandatory to determine trends and connections 
between river discharges and rainfall/temperature (Gebremicael et al., 2017; 
Lorenzo-Lacruz et al., 2012). Worldwide, extensive research on river discharges 
has been conducted at different spatio-temporal scales. Recent trends in river 
discharges had been determined in North America (Déry et al., 2016; Tamaddun 
et al., 2016), South America (Pasquini and Depetris, 2007), Africa (Saraiva 
Okello et al., 2015; Sidibe et al., 2018), Asia (Souvignet, et al., 2014; Tananaev 
et al., 2016), and Australia (Zhang et al., 2016). Comparable researches were also 
undertaken in Europe. In recent pan-European studies Masseroni et al. (2020) and 
Stahl et al. (2010) both found downward river flow trends in the southern and 
eastern parts of Europe, whereas positive trends were determined in northern areas 
of the continent. Such patterns of river discharge changes have also been 
confirmed by studies on a lower scale  in Spain (Yeste et al., 2018), Italy (Billi and 
Fazzini, 2017), the United Kingdom (Hannaford and Buys, 2012), the Nordic 
Region (Wilson, et al., 2010), etc. Streamflow trends research over southeastern 
part of Europe, conducted at different spatial scales, also suggest downward 
tendencies of streamflow in this region. River discharge trends at 94 stations in 
Serbia displayed downward tendencies of annual, winter, spring, and summer 
discharges, whereas upward trends occurred in autumn (Kova evi -Majki  and 
Urošev, 2014). Observed trends were mainly insignificant (73% on annual and 
76–86% on seasonal scale). Oppositely, in a study of river discharges at 24 
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stations in the central region of Serbia Dimki  (2018) reported more often 
occurrence of significant positive/negative annual trends claiming that they 
appear as a consequence of anthropogenic water consumption. Research on 
natural streamflow in North Macedonia indicates negative annual and seasonal 
trends over the whole territory, while no significant upward trend has been noted 
(Radevski et al., 2018). Significant decline in mean annual discharges was found 
at 31% of stations, whereas most prominent decrease on seasonal level was found 
in summer at 39% of stations. A streamflow trend analysis from 44 near-natural 
river basins in Romania showed increase at 16% and decrease at 20% of total 
number of stations in mean annual river flows (Birsan et al., 2014). Significant 
downward trends were found in summer, whereas significant increasing tendency 
was observed in winter and autumn. Trends in annual streamflow at 54 stations in 
Croatia for the most part were negative and statistically insignificant ( anjevac 
and Oreši , 2015). As in previous cases, the most prominent downward trends 
were observed in summer, while upward trends were present in winter and 
autumn. The Mora a River in Montenegro, which is the largest tributary of Skadar 
Lake, shows a significant downward trend in the mean annual flow for the period 
1951–2010. However, in the period 1991–2010 there is an increasing trend of the 
mean annual flow, which is a consequence of the growth of the annual 
precipitation in the Mora a River basin (Buri  et al., 2016). Mostly insignificant 
negative streamflow trends were observed throughout the Sava River basin 
(mainly in the lower and middle sections of the basin) at 50% of stations located 
over Slovenia, Croatia, Bosnia and Herzegovina (B&H), Montenegro, and Serbia 
(Lutz et al., 2016). Relatively similar streamflow trend patterns were found for 
some Sava River sub-basins in Croatia (Oreši  et al., 2018), B&H (Hadži  and 
Dreškovi , 2014), and Serbia (Buri  et al., 2012).  

Warming of the climate system in lately years and decades has been confirmed 
on global (Fei et al., 2014; IPCC, 2014), continental [such as Europe (van der 
Schrier et al., 2013)], and regional [such as Sava River Basin (Bajat et al., 2015; 
Buri  et al., 2014; Mamara et al., 2016)] levels. In B&H, increase in mean and 
extreme air temperatures was determined over the entire territory, especially in the 
northern areas which represent the lower parts of the Sava River watershed (SRW) 
(Popov et al., 2018a; Trbi  et al., 2017). As opposed to air temperature, relatively 
distinguished precipitation patterns with insignificant trends have been reported on 
global scale (Adler et al., 2017; Gu & Adler, 2015). Precipitation patterns in B&H 
and in the Sava River basin are principally manifested in insignificant 
increase/decrease in mean and extreme values (Lukovi  et al., 2014; Popov et al., 
2018b; Gaji - ipka et al., 2015). Area of the SRW in B&H is an important area to 
investigate changes in river discharges since this area is projected to experience 
severe climate change impact in the later half of 21st century (Radusin et al., 2016). 
The objectives of this paper were to identify annual and seasonal trends in 
hydrological and climatic data series, whereas the main goal was to evaluate climate 
change connection/influence on river discharges in Sava River sub-basins in B&H. 
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In order to minimize the anthropogenic influence and to determine the influence of 
climate change on river discharges, unregulated rivers with continual long-term 
measurements were chosen for the investigation. 

2. Study area 

Approximately 40% (38,719 km2) of SRW is located on the territory of B&H, while 
the rest of the watershed is shared by Slovenia, Croatia, Serbia, Montenegro and 
Albania. The total river length is about 944 km, whereas the length of the flow 
through Bosnia and Herzegovina is 302 km. The SRW in B&H covers central 
(Dinaric) and northern (Peripannonian) regions which make a total of 75% of the 
entire country (Fig. 1). The climate of the basin changes from mountain climate in 
the upper part to continental and moderate continental climate in the mid and lower 
floodplain sections of the watershed. From the southern mountainous part of the 
watershed towards the lowland area in the north, precipitation decreases, whereas air 
temperature increase (Popov et al., 2018c; Trbi  et al., 2017). Major Sava affluents 
in B&H are the Una River (210 km), Vrbas River (250 km), Bosna River (275 km), 
and Drina River (345 km). The Sana River (146 km) is the greatest affluent of the 
Una River, while the Vrbanja River (95 km) is the major affluent of the Vrbas River. 
All major affluents of the Sava River are defined by the pluvial-nival river regimes 
(Ileši , 1948), i.e., maximum values of discharge occur in the spring, while minimum 
values of river discharges take place in the summer season. 
 

 
Fig. 1. Geographical location of the Sava River basin in Bosnia and Herzegovina with the 
meteorological and hydrological stations 
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3. Data and methods 

Annual and seasonal discharges trends over the SRW during the period 1961–
2016 were determined by using the data on mean monthly discharges from three 
hydrological stations (Prijedor, Vrbanja, and Doboj) located in the northern 
section of the watershed. The selected hydrological stations were chosen due to 
the fact they are the only three stations on unregulated streamflow in the whole 
country with continuous long-term measurements. The absence of a larger 
number of hydrological stations with long-term and undisturbed measurements 
was caused by the war events during the 1990s. As a result, the operation of a 
considerable number of stations was stopped for 10 or more years, while some 
stations stopped operating for good and some changed location.  

Analysis of climatic variables in the period 1961–2016 was done based on 
data on mean monthly air temperatures and precipitation gathered from 11 
weather stations positioned in various sections of the study area. Data on 
climatic and hydrological variables were delivered by the Republic 
Hydrometeorological Service (Republic of Srpska) and by the Federal 
Hydrometeorological Institute. 

In order to identify statistically significant monotonic downward or upward 
trends, hydroclimatic data values were exposed to the nonparametric Mann-
Kendall trend test and the nonparametric Sen’s estimator of slope. The Mann-
Kendall trend test is commonly applied to establish trends in hydroclimatic 
temporal sequences (Wang et al., 2015), while it is especially suitable for 
identifying discharge trends, since the hydrological time series data are not 
affected by distribution and missing values (Gebremicael et al., 2017). The Sen’s 
nonparametric estimator is applied to assess trend magnitude. The statistical 
significance of the estimated trend values was specified at the 99% (p  0.01) and 
95% (0.01 < p  0.05) levels. Connection among climatic variables and river 
discharges was determined by applying the Pearson correlation coefficient. 
Correlation analysis was performed for pairs of the nearest hydrological and 
meteorological stations. Correlation between river discharges and 
precipitation/air temperature can help us to reveal how climate affects river 
discharges as well as the connection between them. For instance, positive 
correlation among precipitation and river discharges suggests that changes in river 
discharges occur in consistency with changes in precipitation, while positive 
correlation among river discharges and air temperature could indicate the 
prevailing influence of snowmelt water in relation to evapotranspiration (negative 
correlation would indicate oppositely) (Cuo et al., 2014).  

All calculations were completed using the XLSTAT statistical software 
(version 2014.5.03). 
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4. Results and disscusion 

1.1. Changes in climatic variables 

Seasonal and annual averages of air temperatures and precipitation measured at 
11 meteorologicaal stations over the SRW in B&H during the period 1961–2016 
are displayed in Table 1. Mean annual temperature in the SRW increases from 
1.5 °C in the southern mountain zone to 11.0–11.5 °C in the northern lowland 
region. Summer is the warmest season with mean air temperatures in the range 
from 9.4–16.0 °C in the upper to 20.6–21.3 °C in the lower part of the basin. 
Winter is the coldest season with mean temperatures ranging from -5.9–0.0 °C in 
the south to 1.3–1.4 °C in the north. Annual precipitation ranges from 1201 mm 
at the highest-located station in the south to 743 mm in the most northeastern 
station, and decreases as we move from the western and southern areas of the 
watershed towards the northeast. Precipitation regime across the vast majority of 
the watershed is characterized by wet autumn seasons and drier winters.  
 
 

Table 1. Average values of seasonal and annual climatic variables measured at 11 
meteorologicaal stations over the Sava River watershed in Bosnia and Herzegovina in the 
period 1961–2016 

 
Staion 

Winter Spring Summer Autumn Year 
T 

(°C) 
R 

(mm) 
T 

(°C) 
R 

(mm) 
T 

(°C) 
R 

(mm) 
T 

(°C) 
R 

(mm) 
T 

(°C) 
R 

(mm) 
SM 1.0 226 10.7 264 19.6 272 10.8 281 10.6 1042 
PR 1.0 197 11.3 231 20.6 246 11.2 263 11.0 934 
BL 1.4 227 11.4 266 20.6 284 11.3 266 11.2 1040 
DB 1.3 198 11.3 232 20.3 274 11.3 228 11.1 929 
BN 1.4 159 11.8 191 21.1 221 11.7 175 11.5 743 
TZ 1.0 184 10.6 228 19.4 284 10.7 212 10.4 906 
ZE 0.9 171 10.9 197 19.8 219 10.9 219 10.6 805 
BU 0.0 186 9.4 208 18.2 206 9.8 248 9.3 846 
SO -2.6 181 6.8 209 16.0 233 7.5 239 6.9 859 
SA 0.6 226 9.8 228 18.9 234 10.5 259 10.0 943 
BJ -5.9 273 -0.4 269 9.4 297 2.8 366 1.5 1201 

 
 
 
 

Seasonal and annual linear trends of climatic variables in the period 1961–
2016 are shown in Table 2 and Fig. 2. Significant (p<0.01) positive trends in mean 
annual temperatures were established across the whole study area. Estimated 
warming trend in the SRW was in the scope of 0.2–0.5 °C/10years with the lowest 
and highest warming rate recorded at Bjelašnica (highest-located station) and at 
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Prijedor and Banja Luka, respectively. Despite the fact that positive upward trends 
were observed throughout the year, the most striking warming tendency was 
determined in summer, during which significant (p<0.01) trends were present 
over the entire watershed. Summer temperature rise was in the scope of 0.4
0.6 °C/10years. Most prominent trends were determined for the northern part of 
the SRW (Prijedor, Banja Luka, and Bijeljina). Almost the entire area has also 
faced significant positive temperature trends in winter (0.4–0.6 °C/10years) and 
spring (0.2–0.4 °C/10years), whereas mainly insignificant positive trends were 
observed in autumn (0.1–0.3 °C/10years). Significant tendency in autumn was 
only determined in Prijedor and Banja Luka.  

Unlike consistent temperature patterns, annual and seasonal precipitation were 
subjected to mainly insignificant trends of both signs. Insignificant rise in annual 
precipitation over most of the SRW was detected, whereas insignificant decrease was 
found in Prijedor, Banja Luka, and Tuzla. Estimated trend values were statistically 
insignificant at majority of the stations, apart from two mountain stations, Bjelašnica 
and Sokolac (84.3 mm/10years and 38.1 mm/10years, respectively). Most prominent 
positive seasonal trends were determined over the SRW in autumn  
(4.2–27.2 mm/10years) and spring (0.5–24.2 mm/10years). Significant upward 
trends in those seasons were registered in the southern basin area (Bjelašnica and 
Sokolac). Summer precipitation displayed trends mixed in sign with decline (-14.0–
-3.4 mm/10years) in the northern areas and increase (2.5–6.7 mm/10years) in the 
southern part (expect in Sarajevo). Mainly insignificant trends of both sings were 
found in winter, where precipitation revealed spatially incoherent patterns of change. 
 
 

Table 2. Decadal linear trends in average seasonal and annual climatic variables measured 
at 11 meteorologicaal stations over the Sava River watershed in Bosnia and Herzegovina 
in the period 1961–2016 

 
Station 

Winter Spring Summer Autumn Year 
T 

(°C) 
R 

(mm) 
T 

(°C) 
R 

(mm) 
T 

(°C) 
R 

(mm) 
T 

(°C) 
R 

(mm) 
T 

(°C) 
R 

(mm) 
SM 0.4 4.9 0.3 2.1 0.4 -14.0 0.1 11.1 0.3 4.4 
PR 0.4 0.7 0.4 0.7 0.6 -12.1 0.2 11.3 0.5 -2.0 
BL 0.5 1.4 0.4 0.5 0.6 -14.0 0.3 7.0 0.5 -7.8 
DB 0.4 0.4 0.3 8.4 0.4 -3.7 0.1 8.5 0.3 19.8 
BN 0.4 -1.1 0.4 9.4 0.6 -4.3 0.2 5.3 0.4 9.9 
TZ 0.4 -4.6 0.2 2.1 0.4 -3.4 0.1 9.3 0.3 -0.6 
ZE 0.6 1.2 0.3 2.3 0.5 6.6 0.3 5.0 0.4 8.4 
BU 0.5 -6.7 0.3 5.8 0.6 3.8 0.2 5.4 0.4 7.4 
SO 0.6 6.2 0.3 11.4 0.5 6.7 0.2 12.0 0.4 38.1 
SA 0.4 -5.8 0.2 4.2 0.5 -2.9 0.1 4.2 0.3 1.7 
BJ 0.0 28.1 0.2 24.2 0.4 2.5 0.0 27.2 0.2 84.3 

Statistical significance: p<0.01 and p<0.05 



456 

 
Fig. 2. Annual and seasonal trends in air temperature (1), precipitation (2), and river 
discharges (3). 

 
 
 

1.2. Changes in river discharges 

Decadal linear trends in mean seasonal and annual river discharges measured at 3 
hydrological stations in the SRW in B&H in the period 1961 2016 are presented 
in Table 3. Mean annual river discharges displayed statistically insignificant 
downward tendency at all analyzed hydrological stations. The observed negative 
trends were also found throughout the year at all stations. Most prominent 
decrease in river discharges were determined in summer at the Prijedor and 
Vrbanja stations (-3.9 m3/s/10years and -2.2 m3/s/10years, respectively), whereas 
only significant (p<0.01) negative trend in winter was found at the Vrbanja 
station. Observed negative trends reflect the warming tendency which has been 
found particularly in summer and winter, along with weak positive/negative 
precipitation trends. However, despite the pronounced warming and weak 
precipitation trends, statistically insignificant discharges trends indicate that 
precipitation has the greatest impact on river flow. No statistically significant 
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negative trend was recorded at the Doboj hydrological station. This probably 
stems from the fact that the Bosna River basin has the largest watershed with 
greater capacity to address adverse influence of climate warming compared to the 
other two sub-basins. The weakest downward tendency was displayed in autumn 
(i.e., at the Prijedor and Vrbanja stations the trend was almost non-existent) which 
is in concordance with the low values of air temperature and precipitation trends. 
 
 

Table 3. Decadal linear trends in average seasonal and annual river discharges (m3/s) 
measured at 3 hydrological stations over the Sava River watershed in Bosnia and 
Herzegovina in the period 1961–2016 

River 
Station 

Winter Spring Summer Autumn Year 
Q 

m3/s 
 

Trend 
m3/s-

1/10years 

Q 
m3/s 

 

Trend 
m3/s-

1/10years 

Q 
m3/s 

 

Trend 
m3/s-

1/10years 

Q 
m3/s 

 

Trend 
m3/s-

1/10years 

Q 
m3/s 

 

Trend 
m3/s-

1/10years 

Sana 
(Prijedor) 98.2 -2.1 119.7 -0.5 42.0 -3.9 59.2 -0.6 79.6 -2.6 

Vrbanja 
(Vrbanja) 19.5 -2.2 23.9 -0.2 10.5 -1.2 9.4 -0.5 15.8 -0.6 

Bosna 
(Doboj) 198.9 -11.6 246.0 -4.0 105.5 -5.5 106.4 -2.6 163.9 -6.5 

Statistical significance: p<0.01 and p<0.05 
 
 
 

1.3. Correlation among climatic variables and river discharges 

The correlation test results are given in Table 4 and Fig. 3. Considering the strong 
connection between river discharges and climatic variables we can infer that 
climate is a key factor which affects river discharges in the SRW. Climatic 
variables displayed a good correlation with river discharges at annual scale. River 
discharges were significantly and positively (p<0.01) correlated with 
precipitation, whereas negative and mainly significant correlation was established 
between temperature and river discharges. Strong positive correlation between 
precipitation and river discharges (along with negative correlation between air 
temperatures and river discharges) throughout the year suggests that precipitation 
is the primary factor controlling river discharge regimes in the SRW. Moreover, 
significant (p<0.01) link amongst precipitation and river discharges was found 
throughout the year, especially in summer and then in winter and autumn. Higher 
correlation values in the summer are results of maximum, late spring/early 
summer rainfall events, whereas values of winter correlation coefficients suggest 
that the share of precipitation that falls as rain increases due to the significant 
warming tendency in this season. Otherwise, solid precipitation would be stored 
as a snow and melted later in the spring. Statistically significant connection 
between air temperature, and river discharge was also detected throughout the 
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year, except in the smaller Vrbanja River basin, where discharges greatly depend 
on precipitation. As expected, the strongest linkage among air temperature and 
river discharge were determined for summer, when high temperatures amplify the 
evapotranspiration process. Observed warming trends in the summer across the 
SRW, along with decrease in precipitation are manifested in negative tendency at 
each selected hydrological stations. Significant correlation was also found in 
spring reflecting the upward warming tendency in this season. 
 
 
 

Table 4. Correlation among seasonal and annual climatic variables and river discharges 
over the Sava River watershed in Bosnia and Herzegovina in the period 1961–2016 

Vrbanja station Winter Spring Summer Autumn Year 
Precipitation 0.566 0.642 0.704 0.691 0.725 
Temperature -0.426 -0.323 -0.439 -0.245 -0.393 
Prijedor station Winter Spring Summer Autumn Year 
Precipitation 0.763 0.624 0.716 0.680 0.768 
Temperature -0.158 -0.418 -0.511 -0.174 -0.391 
Doboj station Winter Spring Summer Autumn Year 

Precipitation 0.719 0.614 0.776 0.628 0.671 
Temperature -0.171 -0.462 -0.457 -0.304 -0.493 

Statistical significance: p<0.01 and p<0.05 
 
 
 

Fig. 3. Correlation among river discharges and air temperature (1) / precipitation (2) 
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5. Conclusion 

The paper investigates changes in mean hydroclimatic variables over the SRW in 
B&H. We provided evidence of a prominent warming tendency along with 
negative river discharge trends across the study area. Alterations in annual and 
seasonal climatic and hydrological variables over the SRW during the period 
1961–2016 were analyzed based on data sets of average temperatures and 
precipitation from 11 meteorological stations and 3 hydrological stations. It was 
proved that climate is significant factor affecting the river discharge regime over 
the study area. Referring to the correlation analysis it was affirmed, that changes 
in river discharges are strongly influenced by changes in climatic variables over 
the entire region. The obtained results suggest that during the 1961–2016 period 
the whole SRW in B&H displayed prominent warming tendency on annual scale. 
Increasing trends in temperature were also found throughout the year, whereas 
precipitation displayed mainly insignificant trends mixed in sign. As expected, 
river discharges reflected changes in climatic variables. In a line with observed 
climatic trends, river discharges showed predominantly negative trends that were 
mainly insignificant. Given that the most prominent upward tendency was 
determined for summer and winter along with mainly decreasing precipitation, 
river discharges displayed the most notable downward tendency in these seasons. 
Significant positive correlation between precipitation and river discharges points 
out a very close connection, where changes in precipitation variability have a 
primary impact on the pattern of changes in river flow. Strongest link between air 
temperatures and river discharges found for summer indicates that significant 
climate warming in this part of the year has strong impact over the basin during 
this season. Increasing temperature and precipitation variability would probably 
magnify freshwater demand leading to water deficiency (especially in small 
watersheds) and to various negative natural and economic implications in the 
SRW. Efficient water management strategy is the key for sustainable water 
consumption. On this point, this study represents one of the first steps in an 
attempt to provide detailed hydroclimatic analysis of the SRW as a base for future 
research. Moreover, big obstacle for more efficient water management is the 
generally small number of hydrological stations, as well as the absence of long-
term measurements. One of the major efforts regarding climate and hydrological 
monitoring in the future should be orientated towards increasing hydroclimatic 
station density over the SRW, which will allow us to adopt a more improved 
adaptation strategy. 
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Abstract⎯ Drought is a natural phenomenon that causes a lot of damages annually in 
various sectors, including agriculture and natural resources. The aim of this study is to 
evaluate the influence of meteorological drought index on vegetation index. For this 
purpose, the standard precipitation index (SPI) as a meteorological drought index is 
calculated using the precipitation data of 28 meteorological stations located on the area of 
Lorestane province, Iran, during the years 1987–2017. Then, the vegetation condition index 
(VCI) is computed using normalized difference vegetation index (NDVI) images that 
obtained from MODIS images of Terra satellite during 2000–2017. Dry, normal, and wet 
years were obtained based on the SPI results for 2008, 2013, and 2016, respectively. SPI 
and VCI were correlated using Pearson's correlation method. The results of the relationship 
between VCI and SPI showed that the highest Pearson correlation coefficient related to 9-
month SPI in November was equal to 0.64. Multivariate linear regression was also 
performed between SPI and VCI, and the results showed that SPI was significantly 
correlated with VCI at 5% level over a period of 9 and 12 months. Finally, a confusion 
matrix was used to evaluate the compliance of the SPI and VCI drought classes. Results 
showed that the VCI had the highest compliance in the moderate drought class with SPI. 
 
Key-words: remote sensing, drought, standardized precipitation index, normalized 
difference vegetation index, vegetation condition index  
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1. Introduction 

Drought is one of the major natural hazards and can have significant 
environmental and economic effects. Compared to other natural hazards, such as 
floods and storms, the drought scope is generally much higher (Hagman et al., 
1984; Wilhite and Vanyarkho, 2000).Therefore, forecasting drought can be a great 
help in reducing the damages that caused by it. Four categories of drought can be 
defined as meteorological drought, hydrological drought, agricultural drought, 
and economical drought (Heim Jr, 2002; Dai et al., 2004; Bates et al., 2008; 
Zhang et al., 2017; Agana and Homaifar, 2018). Reduction of precipitation causes 
meteorological drought, and a shortage of available water for plant growth results 
agricultural drought. Hydrological drought alludes to deficiency of the surface 
and subsurface water supply (Zhang and Jia, 2013; Zhang et al., 2017). 
Agricultural drought usually occurs after meteorological drought and before 
hydrological drought. 

The first economic sector affected by drought is usually agriculture. Drought 
leads to a decrease in agricultural production, which is affected by the intensity, 
duration, and spatial extent of drought stresses (Dutta et al., 2015). Monitoring 
drought needs to be done to minimize such drought impacts. Different drought 
indices have been developed by a number of previous studies to determine the 
duration and severity of drought (Zargar et al., 2011). The standardized 
precipitation index (SPI) is a meteorological drought index that shows the level 
of drought due to rainfall deficit. The SPI introduced by McKee et al. (1993) has 
been widely used. For calculation of the SPI, the precipitation depth can be 
employed as an input variable, and it has been extensively used to define dry and 
wet conditions in many countries and regions (Guhathakurta et al., 2017; 
Hosseini et al., 2020). With the availability of different satellite data and the 
widespread use of them, it has become possible to study drought using this method 
(Dutta et al., 2015). 

Studying the drought using remote sensing data has become possible with 
the availability of different satellite data and the widespread use of them. Using 
remote sensing indicators,  the drought effects on plants and agriculture can be 
studied, and more accurate and effective results can be achieved for drought 
modeling (Heim Jr, 2002). 

So far, many studies have been done on the extraction of drought indicators 
from satellite images, most of them show uncertainty that sometimes leads to the 
inefficiency of drought forecasting models. More careful selection and processing 
of images to extract indicators can increase their quality and ultimately lead to 
greater efficiency in drought forecasting models (Rhee et al., 2010).  

Based on the studies, the relationship between the NDVI and SPI was 
investigated over three periods of 1, 3, and 6 months in Australia (Caccamo et al., 
2011). The results showed that the highest correlation coefficient between NDVI 
and SPI was obtained at the 6 months period. 
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In a similar study in the United States, among 1 to 12-month SPIs, the highest 
correlation coefficient was reported between the NDVI and 3-month SPI (Ji and 
Peters, 2003). 

There are important factors such as vegetation characteristics, the studied 
period, soil characteristics, and the distribution and intensity of rainfall that affect 
the occurrence of the highest correlation coefficient between NDVI and SPI 
(Moreira et al., 2008).The effectiveness of using the VCI in monitoring drought 
in different parts of the world has also been evaluated (Shahabfar et al., 2012). 

There is a high correlation between the VCI that obtained from Advanced 
Very High Resolution Radiometer (AVHRR) images and agricultural production 
in South America, Africa, North America, Europe and Asia, especially, in the 
critical periods of growth (Singh et al., 2003).  

Shad et al. (2017) examined the drought monitoring using vegetation 
indicators and MODIS data in Isfahan province. For this purpose they used 3-
month SPI and obtained Pearson correlation coefficients for the SPI index with 
NDVI, VCI, and TCI. The correlation coefficients showed that the NDVI and VCI 
can be good indices for monitoring drought in that region. Dutta et al. (2015) used 
long-term NDVI images to monitor agricultural drought. Comparison of SPI with 
VCI showed correlation coefficient value equal to 0.75, which supported the 
efficiency of this remote sensing index to assess agricultural drought. 

Zhang et al. (2017) concluded in their research that VCI can detect the onset 
of drought and the impact of it. The obvious advantage of VCI is the ease of 
calculation and the lack of need to view the station. 

Previous studies indicate that there is a relationship between the 
meteorological drought and agricultural drought. Both types of drought are 
basically caused by a lack of rainfall, and agricultural drought occurs with a time 
lag from meteorological drought. The relationship between the two droughts 
varies according to location, climate, and morphometry. Another point is how 
these two droughts relate to each other, and this relationship may be linear or 
nonlinear and may be different for each region. 

In this study, first the relationship between the meteorological and 
agricultural drought is investigated by using the SPI and VCI, then the time lag 
between occurrences of vegetation drought and meteorological drought in 
Lorestan province (western part of Iran) is examined, and also the rate of 
adaptation of drought classes for SPI and VCI is determined. Finally, based on the 
meteorological drought, vegetation drought is predicted. 

In this research, non-irrigated vegetation of Lorestan province is considered 
to be studied because of being the dominant vegetation in that region. The results 
of this study will help farmers find out when the crop cultivation should be done 
according to the region's precipitation, in order to get a good harvest. 
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2. The study area and data used 

Lorestan province is located in the western part of Iran on the Zagros mountain 
range. The area is highly mountainous and covers about 28559 square kilometers. 
Most of the province's areas are covered by the Zagros Mountains. Fig. 1 shows 
the position of the studied area and the rain gauge stations located in this area. 
 
 
 
 

 
Fig 1. Geographic location of the studied area along with selected rain gauge stations 

 

 
 
 
 
Lorestan is a highly elevated province with different climates, changing from 

north to south and from east to west. The maximum recorded temperature in the 
province is +47.4 °C and the minimum is -35 °C. The average annual precipitation 
is 550 mm. For this study, the monthly rainfall data of 28 rain gauge stations 
located in and around the province were used. The stations were selected based 
on the length of the statistical period, appropriate spatial coverage and statistical 
accuracy in Lorestan province, and on the reliability of their statistical data. The 
time period studied in this study was considered from 1987 to 2017. The data were 
collected from the ministry of water and power of the country. The data quality 
analysis was performed using the double mass curve method, and it was revealed 
that the database is homogeneous. The missing data gaps were filled using a 
regression method and by considering high determination coefficients with the 
nearest suitable station. Table 1 shows the specifications of the selected stations. 
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Table1. Specifications of the selected stations 

No. Station Station Latitude Longitude Elevation  
name code (degree) (degree) (m.a.s.l) 

1 Afrineh 21-177 33.31 47.89 820 
2 Aghjanbolaghi 21-111 34.85 48.05 1803 
3 Alraj 21-504 34.12 49.32 1870 
4 Astaneh 41-54 33.89 49.36 2060 
5 Aznacham 21-271 33.40 49.40 1830 
6 Chamanjir 21-175 33.44 48.25 1140 
7 Chamchit 21-281 33.56 48.98 1290 
8 Daretakht 21-275 33.58 49.38 1940 
9 Dartoot 21-157 33.74 46.65 907 

10 Dehnu 21-167 33.52 48.78 1770 
11 Emarat 41-959 33.87 49.58 2100 
12 Ghahavand 41-62 34.86 49.00 1625 
13 Ghelyan 21-968 33.05 49.38 1750 
14 Kakareza 21-169 33.72 48.25 1530 
15 Kamandan 21-273 33.31 49.43 2080 
16 Kazemabad 21-400 33.13 49.68 2000 
17 Khandab 41-33 34.40 49.18 1650 
18 Kheiabad 21-32 34.47 48.62 1763 
19 Khomein 41-13 33.64 40.07 1800 
20 Poldokhtar 21-183 33.16 47.71 650 
21 Polezal 21-189 32.81 48.08 300 
22 Sarab 21-171 33.79 48.20 1520 
23 Sazmanab 21-124 33.78 48.80 1490 
24 Sorkhab 21-289 33.14 48.63 770 
25 Talezang 21-295 32.87 48.77 440 
26 Vanayi 21-259 33.91 48.59 2000 
27 Vargach 21-161 33.57 46.82 783 
28 Zoorabad 21-455 32.06 48.57 42 

 
 

 

3. Methodology 

3.1. Standardized precipitation index (SPI) 

SPI was introduced by McKee in 1993 based on the probability of precipitation 
for each time period (McKee et al., 1993). It can be calculated for different ranges 
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(Mishra et al., 2009). SPI is computed by fitting the gamma density function on 
the distribution of rainfall frequency for a given station, and the cumulative 
distribution function is turned into the standard normal distribution (with mean 
zero and variance of unity) via equal probabilities. The classification of the SPI 
were proposed by Mckee et al. (1993) according to Table 2. 
 
 
 
 

Table 2. Drought classification based on SPI values (Mckee et al., 1993) 

SPI Value Classification 

2 Extreme wet 
(1.5) - (1.99) Very wet 
(1.0) - (1.49) Moderate wet 

(0.99) - (-0.99) Normal 
(-1.0) - (-1.49) Moderate drought 
(-1.5)- (-1.99) Severe drought 

 -2 Extreme drought 
 

 
 
 
 

3.2. Remote sensing data 

3.2.1. Normalized difference vegetation index (NDVI) 

The normalized difference vegetation index (NDVI) is an index of plant greenness 
or photosynthetic activity, and it is one of the most commonly used vegetation 
indices (Bhandari et al., 2012; Vrieling et al., 2013; Zhu et al., 2013; Choubin et 
al., 2019; Viana et al., 2019). Vegetation indices are based on the observation that 
different surfaces reflect different types of light differently. A photosynthetically 
active vegetation, in particular, absorbs most of the red light that hits it while 
reflecting much of the near infrared light. NDVI is calculated based on the 
following equation: 
 
 NDVI = (NIR R)/(NIR + R) , (1) 
 
where the NIR is the infrared band and R is the red band, and the band number is 
obtained in different satellite images. Images of the monthly MODIS-NDVI time 
series (MODIS-13) used in this study were taken from the Terra satellite for the 
years 2000 to 2017. Data from this index were used at 16-day intervals at a 
resolution of 250 meters. 
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3.2.2. Vegetation condition index (VCI) 

Vegetation condition index (VCI) was first obtained by Kogan in 1995 based on 
NDVI images to eliminate the effect of climatic and topographic differences 
(Kogan, (1995). This index is defined according to the following equation:  
 
 
 VCI= ×100 , (2) 

 
 

where NDVI  and NDVI represent maximum and minimum NDVI of each 
pixel calculated for each month and j represents the index of the current month.  

The results of VCI are better than the NDVI in terms of rainfall, especially 
in areas that are geographically heterogeneous. Using the time series data of the 
NDVI that extracted, the vegetation condition index (VCI) time series data were 
calculated based on Eq. (2). 

3.3. Non-irrigated lands extraction 

By using the Google Earth satellite imagery feature, the range of non-irrigated 
lands in Lorestan province was extracted and then about 200 points were 
determined on the areas that were extracted as non-irrigated lands. NDVI and VCI 
values for each of the 200 points were extracted using the GIS software. By using 
SPI calculated for 28 stations, SPI values were interpolated by the inverse distance 
weighting (IDW) method for the rest of the province. Thus, SPI were obtained for 
every 200 extracted points. It should be noted that these points were selected in 
such a way that at a distance of at least 500 meters, their use is completely non-
irrigated, thus VCI index cells are completely pure non-irrigated and do not 
interfere with other uses. 

3.4. The confusion matrix of meteorological drought index and vegetation 

In this study, the degree of compatibility of drought classes between the 
meteorological and agricultural drought was examined using a confusion matrix, 
and it was showed, which class of these two droughts have a higher compatibility 
with each other during drought occurrences. Therefore, in order to use this matrix, 
it is necessary to make the same classification between the SPI and VCI. For this 
purpose, drought classification for both indices was performed in five classes 
based on Table 3. 
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Table 3: Classification of the SPI and VCI values (Kogan, 2001) 

VCI Classification  SPI Class No. 

 20 <   Extreme  5/1-   1  

40-20  Moderate  0<SPI<5/1-  2  

60-40  Normal  1<SPI<0  3  

70-60  Moderate wet  5/1<SPI<1  4  

< 70   Severe wet  5/1   5  

 
 
 

 
 

4. Results and discussions 

Using monthly precipitation data from 28 rain gauge stations, the 1, 3, 6, 9, and  
12-month SPIs from 1987 to 2017 were calculated. The SPI chart against the year 
was drawn for each of the stations. SPI changes range from -2 to +2, with negative 
values indicating dry years and positive values indicating wet years. Drought 
fluctuations are greater in the short term compared to the long term.  

According to the calculated SPIs, the year, in which the SPI values were 
negative and covered the entire area of the region, and also the year before and 
after that was usually in the dry period, was considered to determine the 
representative of the dry year. Similarly, the year in which the SPI values were 
positive and covered the entire area of the region, and also the year before and 
after that was usually in the wet period, was considered to determine the 
representative of the wet year. For the normal year, the year, in which the SPI 
values were between -0.99 and 0.99, and the year before and after that was in the 
normal year period was considered as the representative of the normal year. Thus, 
2008, 2013, and 2016 were considered as dry, normal, and wet years, respectively. 
Fig. 2 shows the SPI and VCI classification maps for 2008, 2013 and 2016. 
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a) 

  

b) 

 

c) 

 

Fig. 2. SPI and VCI classification maps in Lorestan province in the years: a) 2008,  
b) 2013, and c) 2016. 
 
 
 
The Pearson correlation coefficient was used to investigate the relationship 

between SPI and VCI. For this purpose, the correlation between SPI and VCI was 

SPI (2008)

SPI (2013) 

SPI (2016)

VCI (2013) 

VCI (2008) 

VCI (2016) 
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calculated for three years (2008, 2013, and 2016). The Pearson correlation 
coefficients were calculated between SPI values for the months (January, 
February, March, April, May June, October, and December), and VCI during the 
growth period (March, April, May, and June) for 200 selected points in non-
irrigated land. Also, a multivariate linear regression was performed between SPI 
and VCI to obtain the best relationship between SPI with different time series and 
VCI by the correlation coefficient between them. 

The results of the correlation between the VCI in March and SPI showed that 
in 2008, the highest correlation coefficient was related to the 9-month SPI in 
November by a value of 0.64. Also, in the same year, the highest correlation 
coefficient of multivariate linear regression was related to the 9 and 12-month SPI 
and was equal to 0.55. It shows that the value of this correlation increases at the 
beginning of the growing season. Table 4 Correlation coefficients between VCI 
in March and SPI in 2008. 

 
 

 
Table 4. Correlation coefficients between VCI in March and SPI in 2008 

SPI Apr May Jun  Oct  Nov  Dec  Jan  Feb  Mar  Multi 
regression

SPI 1 -0.17 0.33 0.19 0.16 0.35 0.33 0.1 0.22 0.22 0.37 

SPI 3 0.15 0.25 0.25 0.29 0.36 0.37 0.32 -0.21 -0.16 0.38 

SPI 6 0.27 -0.29 0.27 0.11 0.36 0.37 0.32 0.33 0.30 0.45 

SPI 9 0.50 0.50 0.31 0.51 0.64 0.47 0.51 0.52 0.51 0.55 

SPI 12 0.50 0.51 0.51 0.53 0.52 0.29 0.34 0.39 0.43 0.55 
 

 
Also, the correlation results that obtained from the relationship between VCI 

in April, May, and June with SPI showed that the highest correlation coefficient 
for multivariate regression is related to the 9 and 12-month SPI and is equal to 
0.57, 0.62, and 0.75, respectively. 

Table 5 shows the correlation coefficients between the 9 and 12-month SPI 
and VCI in April, May, and June. 

 
 
 
Table 5. Correlation coefficients between the 9 and 12-month SPI and VCI in April, May, 
and June in 2008 

Multi regression SPI12 SPI9 VCI 

0.57 0.41 0.5 April 

0.62 0.59 0.56 May 

0.75 0.55 0.61 June 
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According to Table 5, the highest correlation coefficient between SPI and 
VCI in March, April, May, and June was observed for VCI in June. The results of 
the previous research showed that the highest correlation coefficient between SPI 
and vegetation index is related to the 9-month SPI (Liu et al., 2020). Yagci et al. 
(2015) also observed a good correlation between VCI and SPI values, and VCI 
was introduced as a suitable index for using in the product value prediction model 
along with NDVI. 

The results of the present study showed that the correlation coefficient for 
multivariate linear regression (April, May, June, October, October, November, 
and December) has higher value than that of the single-variable regression of each 
month. 

Eq. (3) presents the regression, in which the significance level of the F test 
is less than 0.05, indicating that the regression model was appropriate and the SPI 
values have been able to significantly predict changes in the VCI and to affect 
VCI. 

  
  

VCI (June) = 1.4 SPI (April) + 0.46 SPI (May) – 0.63 SPI (June) + 0.09 SPI 
(October) –0.27 SPI (November) – 1.15 SPI (December) + 0.87. (3) 

 
 

 
The results of the confusion matrix for the 9-month SPI in November and 

the VCI in June are presented in Table 6. According to this table, the highest 
compatibility between these two indices occured in moderate drought conditions. 

 
 
 
 
 
 
Table 6. Confusion matrix for 9-months SPI in November and VCI in June 

5  4  3  2      1  SPI  
VCI                   

065.0 2717.0  2422.0  2445.0  0.2613  1  

0.1203  0.339  0.3422  0.571  0.4282  2  

0.1088  0.2878  0.3761  0.3564  0.439  3  

0.1417  0.2454  0.3935  0.2726  0.2767  4  

0.2017  0.1475  0.3418  0.1886  0.0802  5  
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5. Conclusions 

In the present study, meteorological data and remote sensing data were used to 
investigate the effect of meteorological drought on agricultural drought and their 
relationship. First, the SPI index for 28 rain gauge stations of Lorestan province 
was calculated for the years from 1987 to 2017. Then, by using NDVI images that 
extracted from Terra MODIS, the VCI was calculated and finally the relationship 
between SPI and VCI was examined. 

According to the results of SPI, for Lorestan province, dry, normal, and wet 
years were selected in 2008, 2013, and 2016, respectively. 

The results obtained from the investigation of the relationship between SPI 
and VCI showed that the highest correlation coefficient of VCI was for the  
9-month SPI in November. Based on the previous studies, there was a good 
correlation between SPI and VCI (Dutta et al., 2015), which confirms the results 
of this study. 

It should be noted that in the growing season of vegetation cover, VCI 
calculation is faced with less error and the correlation between SPI and VCI is 
higher. 

Due to the different environmental and climatic conditions and vegetation, 
similar results cannot be expected in different regions and the relationship 
between each of the agricultural drought indicators that extracted from satellite 
images should be studied separately in each region. Depending on the specific 
climatic conditions and vegetation, it is necessary to select the appropriate index 
for monitoring agricultural drought for each region. 

According to the results of multivariate regression between SPI and VCI, the 
correlation coefficient between the 9 and 12-months is higher than other time 
series, which indicates that non-irrigated products in November are dependent on 
the rainfall of 9 or 12 months ago. 

According to the results, due to the fact that the growth of the crop is faster 
in the two months of May and June, if the crop faced with a lack of rainfall, the 
study of VCI in these two months is more important than in other months. 

In the equation which resulted from the regression of VCI with SPI, the 
significance level of F test was less than 0.05, which indicates that the regression 
model is appropriate and SPI variables in different months have been able to 
predict the changes of VCI variables and affect them. The results of the confusion 
matrix showed that the VCI was most compatible with SPI in the average 
moderate drought class. 
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Abstract⎯ This paper presents a spatiotemporal analysis of the dynamics of heavy and 
extreme snowfalls in the Transcarpathian region during 1990-2019. Data on snowfalls are 
obtained from the observation points of the state hydrometeorological network of the 
Transcarpathian Regional Center of Hydrometeorology. Also there are data included from 
the Pozhezhevska snow avalanche station (Ivano-Frankivsk region) as a representative 
observation point for the highland zone of the eastern part of the Transcarpathian region. 
The analysis took into account the date of snowfall, the amount of precipitation that fell 
during the snowfall,l and its duration. The recurrence of different indicators of snowfall 
distribution was calculated for each observation point separately for the specified thirty-
year period. Some results were mapped by the isolines using kriging interpolation. Spatio-
temporal heterogeneities and regularities in the distribution of heavy and extreme snowfalls 
have been revealed. 
Key-words: heavy snowfall, extreme snowfall, Transcarpathian region, recurrence, trend, 
distribution, kriging interpolation 
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1. Introduction  

Precipitation is one of the main indicators of climate. In most cases, rainfall is 
uneven, especially over mountainous areas (Barry, 1984). Natural meteorological 
phenomena associated with precipitation are characterized by significant 
variability and discreteness in space and time, which complicates their study 
(Babychenko, 1991; Lipinskyi et al., 2006; Lohvynov et al., 1972,1973; Sakaly, 
1985).  
The distribution of precipitation can be extremely uneven both during the year 
and during one season. This also applies to heavy and extreme snowfalls, of which 
there may be several cases in one year and dozens in another. At the same time, 
their intensity, duration, and area of precipitation vary greatly, which complicates 
weather forecasting and leads to disruptions of various sectors of the national 
economy and infrastructure (Acar and Gönençgil, 2019; Luki  et al., 2018; 
Balabukh, 2013; Osadchyy and Babychenko, 2012). All over the world and in 
Ukraine in particular, the frequency of extreme weather events is increasing, 
among which heavy and extreme precipitation takes the first place (Balabukh, 
2008; Lohvynov et al., 1972; Osadchyy and Babychenko, 2012; Pachaury and 
Mayer, 2014). That is why scientists raise the issue of long-term dynamics of 
precipitation, especially in conditions of climate change and increasing frequency 
of weather anomalies. The policy of governments on climate change has been 
ratified by many documents at national and international levels (Tykhomyrova, 
2018).  

Insufficient attention has always been paid to the study of heavy and extreme 
snowfalls, especially in the Ukrainian Carpathians. The main interest of scientists 
was limited to heavy and extreme rains, heavy and extreme prolonged rains, as 
well as heavy and extraordinary showers (Balabukh, 2008; Voloshyna and Knysh, 
2010; Pyasetska, 2001; Luki  et al., 2018). The risks and dangers of heavy and 
extreme snowfalls are significantly underestimated. First of all, such snowfalls 
are the causes of avalanches and traffic jams. During intensive falling sleet, it 
often sticks to various surrounding objects, breaking tree branches, breaking 
power and communication wires, disrupting constructions and utilities. Late 
snowfalls make it impossible to carry out spring agricultural work (Lipinskyy et 
al., 2006; Lohvynov et al., 1973; Sakaly, 1985).  

The purpose of this work was to analyze the long-term changes in the 
number, intensity and spatial distribution of heavy and extreme snowfalls in the 
Transcarpathian region. 
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2. Materials and methods 

2.1. Research area 

The Transcarpathian region is located in the extreme west of Ukraine. It borders 
on Lviv and Ivano-Frankivsk regions, as well as four European Union countries: 
Poland, Slovakia, Hungary, and Romania. The area of the region is 12.8 thousand 
km2 (2.1% of the territory of Ukraine). Thus, the Transcarpathian region is located 
in Central Europe, which has important cross-border significance (Rishko, 2017). 

The Transcarpathian region is a unique ecological system of western Ukraine 
with a variety of relief and climatic conditions due to the vertical clarity and 
diversity of landscapes. Its territory is protected from the north and east by the 
Ukrainian Carpathians, from the northwest by the Tatra Mountains, from the south 
by the western Romanian mountains and the Maramure  massif (Rishko, 2017; 
Sakaly, 1985; Lohvynov et al., 1973). 

About two thirds of the territory of Transcarpathia is occupied by mountains 
with the highest peak of Ukraine (Hoverla, 2061 meters above sea level). The 
region is located on the southwestern slopes of the Ukrainian Carpathians (Eastern 
Carpathians) and on the adjacent Transcarpathian lowlands, which are part of the 
Middle Danube lowlands (Herenchuk, 1981). 

The climate of Transcarpathia is temperate-continental with sufficient and 
excessive humidity, unstable spring, not very hot summer, warm autumn, and 
mild winter. The average annual wind speed in different places is 1.2–2.4 m/s. 
The maximum speed, registered in the area of the cities of Khust and Mizhhirya 
and in the mountain meadows, reaches about 40 m/s. In January, the average 
monthly long-term temperature is -7.8 °  in the mountains, while in the lowlands 
(Uzhhorod) it is only -3.1 ° , and in summer it is 11–14 °  in the highlands and 
20–21 °C in the lowlands. The amount of precipitation changes depending on the 
height of the territory. The average annual rainfall is 600–800 mm in the lowlands, 
and 1000–1500 mm in the mountains (in a year of high water content it is up to 
2500 mm) (Babychenko and Dyachuk, 2003; Sakaly, 1985).  

Fig. 1 shows a map of the research area with the geographical location of the 
observation points of the Ukrainian Hydrometeorological Center, from which data 
were collected on heavy and extreme snowfall for this work. 
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Fig. 1. Geographical location of hydrometeorological observation point involved in the 
research.  

 
 
 
 

2.2. Data and methods 

We used data only from those points that conducted continuous meteorological 
observations of precipitation during 1990–2019 to ensure temporal 
representativeness. In total, data from 10 meteorological stations, 4 meteorological 
points and 19 hydrological observation points are included in the work (Table 1).  

According to the methodological guidelines of the Central Geophysical 
Observatory named after Borys Sreznevskyi (CGO) and the Ukrainian 
Hydrometeorological Center (UkrHMC) a clear criteria is defined for heavy and 
extreme snowfall (Table 2) (Humonenko et al., 2019).  
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Table 1. Lists of points of hydrometeorological observations 

Name Latitude (north) Longitude (east) Altitude (m) 

1. MS Berehovo  48°13´02´´ 22°38´12´´ 112 
2. MS Uzhhorod 48°37´58´´ 22°15´39´´ 115 
3. MS Khust 48°11´07´´ 23°16´49´´ 166 
4. MS Velykyi Bereznyi 48°54´05´´ 22°27´19´´ 209 
5. MS Rachiv 48°03´08´´ 24°12´00´´ 438 
6. MS Mizhhiria 48°31´26´´ 23°30´23´´ 456 
7. MS Nizhni Vorota 48°46´30´´ 23°05´49´´ 500 
8. MS Nizhniy Studeny 48°42´10´´ 23°22´01´´ 615 
9. MS Play 48°39´59´´ 23°11´49´´ 1330 
10. MS Pozhezhevska 48°09´14´´ 24°32´03´´ 1439 
11. MP Zalomysko 48°37´01´´ 23°20´10´´ 785 
12. MP Lozyanske 48°32´49´´ 23°25´34´´ 572 
13. MP Pylypets 48°39´45´´ 23°19´20´´ 618 
14. MP Torun 48°40´23´´ 23°35´07´´ 827 
15. GP Velykyi Bychkiv 47°58´03´´ 24°00´22´´ 295 
16. GP Verchni Remety 48°15´44´´ 22°51´30´´ 118 
17. GP Vilok 48°05´47´´ 22°50´13´´ 114 
18. GP Dovhe 48°22´00´´ 23°17´08´´ 172 
19. GP Zhornava 48°59´22´´ 22°37´45´´ 334 
20. GP Zarichevo 48°46´13´´ 22°29´57´´ 154 
21. GP Znyatsevo 48°29´28´´ 22°31´03´´ 108 
22. GP Kolochava 48°25´26´´ 23°42´34´´ 567 
23. GP Lugi 48°03´47´´ 24°26´15´´ 632 
24. GP Maidan 48°36´50´´ 23°27´50´´ 503 
25. GP Neresnytsia 48°06´51´´ 23°46´09´´ 299 
26. GP Pidpolozzia 48°44´35´´ 23°01´15´´ 362 
27. GP Ruska Mokra 48°20´39´´ 23°54´33´´ 563 
28. GP Svalyava 48°33´11´´ 22°58´49´´ 193 
29. GP Simer 48°44´03´´ 22°30´53´´ 152 
30. GP Tyachiv 48°00´17´´ 23°34´33´´ 211 
31. GP Ust-Chorna 48°19´49´´ 23°55´39´´ 529 
32. GP Chop 48°24´56´´ 22°11´04´´ 101 
33. GP Yasinya 48°16´21´´ 24°21´31´´ 650 
Note: MS – meteorological station, MP – meteorological point, GP – hydrological point 
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Natural meteorological phenomena of the II level of danger (NMP II) are 
natural phenomena that in terms of quantitative indicators, duration, and territory 
of threat, pose a threat to the population and disrupt the functioning of the 
economic complex of the country (Humonenko et al., 2019). 

Natural meteorological phenomena of the III level of danger (NMP III) are 
natural phenomena that, according to quantitative indicators, duration, and area 
of distribution, pose a threat to human life in large areas, lead to large-scale 
damage to the country s economic complex (Humonenko et al., 2019). 

Only those cases of snowfalls were taken into account, which in quantitative 
and temporal characteristics reached the corresponding values specified in 
Table 2.  

 

 

 

Table 2. Criteria for heavy and extreme snowfalls approved by CGO and UkrHMC from 
January 1, 2019 

Phenomenon 

Criterion of the natural 
phenomenon of the II level of 

danger (NMP) Phenomenon 

Criterion of the natural 
phenomenon of the III level of 

danger (NMP) 
quantitative 

indicator duration quantitative 
indicator duration 

heavy 
snowfall 20-29 mm 12 hours extreme 

snowfall 30 mm 12 hours 

 

 
 
Data on heavy and extreme snowfalls were obtained by sampling from 

various sources of information, thus multiple verifications were performed. The 
basis of the database was the monthly «Tables of meteorological and 
agrometeorological observations», which are compiled by all meteorological 
stations. For meteorological and hydrological points, the information was 
obtained from the monthly «Tables of meteorological observations», and if they 
were not available, then from the «Books for recording hydrological 
observations». The information was also supplemented from the annual «Weather 
review and natural hydrometeorological phenomena on the territory of Ukraine», 
from the database METEOBASE developed by UkrHMC, and from «Reports on 
natural hydrometeorological phenomena» obtained directly from meteorological 
stations. The single program of meteorological observations of precipitation at 
stations and observation points made it possible to unify and combine data for 
research.  

Statistical data processing, reliability assessment of the used series of 
observations, and accuracy testing of the obtained quantity were performed using 
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the methods of mathematical statistics (Battalov, 1968; Dubrovskaya and 
Knyazev, 2011; Kobysheva and Narovlyanskyy, 1978; Shkolnyy et al., 1999). 

The calculation of arithmetic mean (perennial) values ( ) was performed by 
the formula: 

 
 =  , (1) 
 

where  are the individual values of the researched feature,  is the the number 
of years, cases or observations. 

To characterize the variability of heavy and extreme snowfalls, the standard 
deviations of individual values ( ) from the long-term average, as well as the 
coefficients of variability (variation) ( ) were calculated by the formulas: 

 

 =  , (2) 

 
 =  . (3) 

 

All mathematical calculations of indicators were performed in Microsoft 
Excel 2016. 

Mapping of data on heavy and extreme snowfalls was carried out using the 
software package for cartographic modeling Surfer 15, and the isoline method 
was used. Interpolation was performed by the kriging method, as the one that most 
accurately uses statistical parameters to find the optimal estimate in terms of 
minimum mean deviation when constructing surfaces, cubes, and maps (Abdullin 
and Shikhov, 2017; Katsalova and Shpyh, 2013; Mkrtchyan and Schuber, 2013). 
All cartographic materials are created in an equilateral cylindrical projection of 
the Mercator using a three-dimensional coordinate system WGS-84.  

3. Results 

During 1990–2019, 453 isolated cases of heavy and 125 cases of extreme snowfall 
were recorded in the research area. The long-term distribution of the number of 
heavy and extreme snowfalls is shown in Fig. 2. 
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Fig. 2. Total number of cases of heavy and extreme snowfalls  

 
 
 
 

As it can be seen from the graph (Fig. 2), the number of cases varies significantly 
from year to year. The most heavy and extreme snowfalls were recorded in 1999 
and 2017 – 54 cases, and the least number was recorded in 1991 (4 cases) and 
1997 (2 cases). In the first decade (1990–1999), 159 cases of heavy and extreme 
snowfalls were recorded, in the second (2000–2009) – 214 cases, and in the third 
(2010–2019) – 205 cases. The linear trend shows a tendency to increase the 
number of heavy and extreme snowfalls during the researched period, and 
therefore their recurrence and frequency increase. The same trends in climate 
change are observed globally (Pachaury and Mayer, 2014) and regionally 
(Balabukh, 2013). The average annual recurrence of heavy and extreme snowfalls 
happened in 19.3 cases, separately heavy snowfalls happened in 15.1 cases, 
emergency happened in 4.3 cases. 

The average amount of precipitation that falls during one snowfall is of great 
practical importance. Calculations showed that for all cases of the studied 
snowfalls, an average of 26.6 mm of snow fell. The standard deviation was 
7.7 mm, which indicates a fairly wide range of variation in precipitation during 
snowfalls. The coefficient of variation was 29%, which conditionally indicates 
the homogeneity of the sample and the rare recording of extraordinary snowfalls 
during which 50 mm of precipitation falls in 12 hours.  

To calculate the climatic characteristics, the annual course of heavy and 
extreme snowfalls is important (Fig. 3). 
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Fig. 3. Annual number of cases and their percentage of the total number of heavy and 
extreme snowfalls.  

 

Analysis of the diagram (Fig. 3) shows that heavy and extreme snowfall fell 
during all seasons, except summer. Most of them were in winter: December – 121 
(20.9%), January – 95 (16.5%), and February – 122 (21.1%) cases. A large 
number of snowfalls was recorded in March – 100 (17.3%) cases, which is due to 
the predominance of winter circulation this month. An interesting fact was that 
heavy snowfalls were observed even in May – 6 cases (1.0%) and September – 
7 cases (1.2%), and during the warm period of the year (April-October), they were 
14.5% of the total number of cases. The calculated average monthly distribution 
of cases is given in Table 3. Such distributions indicate the highest probability of 
heavy and extreme snowfalls in December and February, slightly lower in January 
and March, low in April, October, and November, and the lowest in May and 
September.  

 
Table 3. The average monthly number of cases of heavy and extreme snowfalls  

Cases 

Months 
I II III IV V VI VII VII IX X XI XII 

3.2 4.1 3.3 1.1 0.2 - - - 0.2 1.2 1.9 4.0 

 

The duration of snowfall is one of the most important characteristics. The 
process of snow accumulation and formation of snow cover height depends on it. 
During heavy snowfalls in the mountains of the Transcarpathian region, an 
increase in snow cover up to 50 cm can occur per day, which sharply increases 
the risk of avalanches (Hryshchenko et al., 2013). The temporal dynamics of the 
duration of heavy and extreme snowfalls is given in Table. 4. 
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Table 4. Distribution of cases of heavy and extreme snowfalls of different duration  

Duration 
to 1 
hour 

1-2 
hours 

2-3 
hours 

3-4 
hours 

4-5 
hours 

5-6 
hours 

6-7 
hours 

7-8 
hours 

8-9 
hours 

9-10 
hours 

10-11 
hours 

11-12 
hours 

Number of cases 

2 1 2 - 2 2 4 4 8 9 12 532 

 

The uneven distribution of the duration of heavy and extreme snowfalls 
proves that in the territory of Transcarpathia, this natural meteorological 
phenomena are practically impossible to form, in a relatively short time interval 
(1–5 hours). However, the transience and discretion of snowfalls make it 
impossible to accurately record their duration, especially at night. Therefore, this 
conclusion is, to some extent, relative.   

The spatial distribution of the researched snowfalls is of practical importance 
for the engineering design of buildings and structures, and other needs of various 
sectors of the national economy. For this purpose, the territory of Transcarpathia 
was mapped according to various indicators of distribution of heavy and extreme 
snowfalls. Fig. 4 shows the general picture of the distribution of recurrence of 
heavy and extreme snowfalls during the researched period.  

 
 
 
 

 
Fig. 4. Recurrence of heavy and constant snowfalls in Transcarpathia in the period of 
1990–2019.  
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The map clearly distinguishes two zones of maximum recurrence: the 
territory of the mountain range Chornohora (snow avalanche station 
Pozhezhevska – 121 cases in 30 years) and the mountain range Borzhava (snow 
avalanche station Play – 62 cases in 30 years). Two more, less pronounced zones 
of significant recurrence are the upper left bank of the Teresva River basin 
(hydrological points Ust-Chorna – 34 cases and Ruska Mokra – 25 cases) and the 
catchment area of the Tysa and Rika rivers (meteorological station Khust – 
31 cases).  

The lowest recurrence is observed in the Transcarpathian lowland, which is 
part of the Middle Danube lowland (Uzhhorod aviation meteorological station – 
3 cases, Beregovo meteorological station – 2 cases, and Chop hydrological point 
– 4 cases). Other zones of recurrence minima are the upper reaches of the Uzh 
River (Zhornava hydrological point – 1 case) and the estuaries of the Kosivska 
and Shopurka rivers (Velykyi Bychkiv hydrological point – 2 cases). In the rest 
of the territory, the recurrence rates, on average, vary from 10 to 20 cases over 30 
years. 

The next step was to map the quantitative indicators, i.e., the average and 
maximum values of precipitation during snowfall, recorded for each observation 
point (Fig. 5). 

From Fig. 5(b) it is clear, that during one snowfall twice as much 
precipitation may fall as it is usually the case on average. In Fig. 5 (a) the 
following zones of maximum precipitation values are distinguished: the upper 
parts of the Teresva, Terebli, and Rika river basins (Ruska Mokra hydrological 
point – 30.8 mm and meteorological points: Lozianske – 30.2 mm, Pylypets –  
30.9 mm and Torun – 32.0 mm). It can be concluded that in these areas there are 
often extraordinary snowfalls, which are classified as natural meteorological 
phenomena of the highest III level of danger (Table 2). Areas of least risk of 
emergency snowfall are the right part of the Uzh River basin, the 
Verkhnyotysianska basin and the southern part of the Transcarpathian lowland. 

Regarding the maximum amount of precipitation during snowfall (Fig. 5 (b)), 
the distribution is slightly different. There are two distinct zones of maximum 
precipitation: the Borzhava mountain range and the upper reaches of the Teresva 
River. During the researched period, a record amount of precipitation during an 
extreme snowfall was recorded at the avalanche station Play (Borzhava ridge) on 
the night of January 18–19, 2007 – 71.3 mm/7 hours 10 min. Another zone of 
maximum precipitation is the ridge of Chornohora in the eastern part of 
Transcarpathia (avalanche station Pozhezhevska – March 4–5, 2001 
54.3 mm/12 hours). Areas where extreme snowfalls have never been recorded are 
the upper right part of the Uzh River basin, the southwestern part of the 
Transcarpathian lowland, and the eastern half of the Verkhnotysianska basin. 
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Fig. 5. Average annual (a) and maximum (b) precipitation of heavy and extreme 
snowfalls in Transcarpathia in the period of 1990–2019. 
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4. Conclusions 

1. A positive trend in the number of heavy and extreme snowfalls in the 
Transcarpathian region for the period 1990–2019 has been identified. It is 
possible that in the future we should expect an increase in the number of 
cases of heavy and extreme snowfalls.  

2. The average annual recurrence of heavy and extreme snowfalls during 1990-
2019 was determined — 19.3 cases, i.e., on average, about 19 local cases of 
heavy and extreme snowfalls were observed in the Transcarpatian region a year. 

3. When compiling the review of weather-forming processes, it is 
recommended to take into account the features of the annual course of the 
formation of heavy and extreme snowfalls, which has a maximum in 
February and December. 

4. Over Transcarpathia, heavy and extreme snowfalls most often (92%) last 11-
12 hours, falling 50 mm of snow in a shorter time interval is less likely. 

5. The areas of the greatest natural load by heavy and extreme snowfalls due to 
mapping of the territory of the Transcarpathian region are selected – these 
are the territory of the Borzhava mountain range, the upper reaches of the 
Teresva River, and the Chornohora mountain range.  

6. It is established, that the greatest recurrence of heavy and extreme snowfalls 
was observed in the mountainous part of the Transcarpathian region (on 
average 15–25 cases per year). The maximum amount of precipitation in the 
mountains during snowfalls varies between 25–35 mm. Extreme snowfalls, 
during which 50 mm of precipitation falls in 12 h, are a rare natural 
meteorological phenomenon.  
For a more detailed study of heavy and extreme snowfalls as natural 

meteorological phenomena in the Transcarpathian region, it is advisable to 
conduct cluster analysis, and regression and correlation analyzes of their 
relationship with orography.  
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Abstract⎯ This study aimed to forecast temperature variations in the western and 
southwestern part of Iran using a general circulation model and artificial neural networks 
(ANN). The data included mean diurnal temperatures from synoptic stations, National 
Centers for Environmental Prediction/ National Center for Atmospheric Research 
(NCEP/NCAR) reanalysis data, and outputs of a third-generation global climate model, the 
Hadley Centre Coupled Model version 3 (HadCM3), under A2 and B2 scenarios for the 
baseline period (1961–1990). The data of the first (1961–1975) and second 15 years (1976–
1990) of the baseline period were used for model calibration and validation, respectively. 
Both models, however, produced reliable estimates at the plain stations with neither 
outperforming the other due to their negligible errors. However, the neural network results 
of mountain synoptic stations showed a lower error rate than the statistical downscaling 
model (SDSM) outputs. All in all, we can say that there was a larger amount of error in the 
outputs of the atmospheric general circulation models (AGCMs) in the mountainous 
regions. According to the outputs of the neural network and the AGCMs, temperatures at 
the studied stations were on the rise. In fact, this increase was more noticeable at the plain 
stations. This can be attributed to their proximity to the sea, to their latitude, and to the 
more intensive industrial activities (especially, extraction of petroleum and production of 
petroleum products) taking place near the plain stations.  
 
Key-words: diurnal temperature, AGCMs, SDSM, HadCM3 
 

1. Introduction 

A general circulation model (GCM) indicates whether increasing concentrations 
of greenhouse gases will have considerable climate outcomes on global and 
regional scales. It is still debatable how much increasing greenhouse gases will 
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affect meteorological processes; however, it is evident that increased 
concentrations of greenhouse gases have directly and indirectly affected climatic 
elements both spatially and temporally (Smith et al., 2010). Sea level rise and 
changes in temperature threshold and rainfall are among the outcomes of climate 
change. Changes in precipitation distribution patterns and the 1 °C change in the 
temperature of the water resources of a region are some of the other events 
resulting from climate change. Long-term forecasts of climate variables to be 
aware of the extent of variations, and hence, to take necessary actions to alleviate 
the adverse effects of climate change have attracted the specialists in climatology 
and agriculture, and even in social sciences and economics (Maraun et al, 2015). 
More frequent heat waves can be pointed out as the direct effects, while the 
increased heat island intensity and the decrease in boundary layer height as 
indirect outcomes of the climate change. Evaluation of climate change with the 
help of AGCMs has attracted in Iran and abroad in the past 10 years. Only a few 
of such evaluations are mentioned here to save space. For instance, Harpham and 
Wilby conducted a study in England by using different models such as the outputs 
of the HadCM3 model, a radial basis function network, and a multi-layer 
perceptron artificial neutral network (MLP) ANN to predict precipitation for 
different regions. The results showed that each of those methods was able to 
forecast precipitation, although they had different capabilities in different regions. 
In fact, the (MLP) ANN yielded better results (Harpham and Wilby, 2005). In 
another study, Meshkati et al. (2010) analyzed and evaluated the least-angle 
regression (LARS) model in simulating the meteorological data in Golestan 
Province. Their results indicated that the performance of LARS in modeling the 
meteorological variables of the surveyed stations was generally acceptable and 
could be employed to reconstruct the data of the stations for past periods. In the 
same relation, Ababaei et al. (2011) used downscaling the data of the AGCM to 
evaluate climate change in Iran for 2010–2039. 

GCMs can never be used directly for regional or local predictions. They 
require downscaling to improve their predictions on local scales by applying local 
behaviors. All of these operations are known as downscaling, which is a term used 
to describe the process related to data for evaluating the effects of climate change 
at temporal or spatial scales (Ashraf, 2011a, 2011b). Nevertheless, the results of 
a study conducted on GCMs show increased concentrations of greenhouse gases 
that have considerable outcomes for climate on global and regional scales at 
different temporal and spatial scales (Sahai et al, 2003). Prediction of future 
weather conditions and their outcomes for regional hydrology are very important 
in identifying appropriate strategies for reducing the effects of climate change and 
adapting to weather conditions (Kug et al., 2008). GCMs are troublesome in 
studies on the effects of climate change due to lack of accurate regional data. 
Therefore, to determine climate change in the western and southwestern parts of 
Iran, the SDSM and a neural network were employed to predict temperature 
changes.  
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Samadi et al. (2013) reviewed the statistical downscaling of river runoff in a 
semi-arid catchment. According to the SDSM and ANN projections, daily 
temperature will increase up to +0.58 °C (+3.90%) and +0.48 °C (+3.48%), and 
daily precipitation will decrease up to 0.1 mm ( 2.56%) and 0.4 mm ( 2.82%), 
respectively. The results suggest a significant reduction of stream flow in both 
downscaling projections, particularly in winter. The discussion considers the 
performance of each statistical method for downscaling future flow at catchment 
scale as well as the relationship between atmospheric processes and flow 
variability and changes. 

Dorji et al. (2017) reviewed the statistical downscaling of river runoff in a 
semi-arid catchment using a statistical downscaling model (SDSM) and a time 
delay neutral network (TDNN). The results from this study will augment other 
investigation and research for improving the prediction of rainfall. IPCC AR5 
reports gaps in understanding the climate impacts on precipitation at the 
catchment scales. Further work to downscale variability and extreme indices are 
important for impact studies. Within the stated limitations, the results of the 
reviewed study provide daily values of temperature and rainfall for applications, 
like driving a hydrology model for the Colombo area. It also provides a scientific 
guideline for impact assessment studies, framing policies and long-term 
adaptation planning. The projected annual increase for the representative 
concentration pathway (RCP) is 8.5; the average temperature is 2.83 °C (SDSM) 
and 3.03 °C (TDNN), and the rainfall is 33% (SDSM) and 63% (TDNN) for the 
2080s. 

2. Data and methodology 

This study aimed to compare and simulate temperatures of the western and 
southwestern parts of Iran by using a neural network and downscaling of AGCMs. 
The research data included mean diurnal temperatures from synoptic stations in 
plain (Ahwaz, Abadan, and Dezful) and mountainous regions (Shahr-e Kord, 
Khorramabad, and Hamadan), NCEP analysis data, and outputs of HadCM3 third-
generation global climate model under A2 and B2 scenarios for the baseline 
period (1961–1990). The temperatures for three periods (2010–2039, 2040–2069, 
and 2070–2099) were predicted and compared with those of the baseline period. 
The data of the first 15 years (1961–1975) and those of the second 15 years (1976–
1990) of the baseline period were used for model calibration and validation, 
respectively. Fig. 1 shows the distribution of the studied stations. 

GCMs can never be used directly for regional or local predictions, because 
they need downscaling to improve their predictions on local scales by applying 
local behaviors. Therefore, the data should be downscaled before they are used. 
The Hadley Coupled Atmosphere-Ocean General Circulation Model (HadCM3) 
is a coupled atmospheric-ocean general circulation model (AOGCM) designed 
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and developed at the Met Office Hadley Center for Climate Change in England. 
This model, which was described by Pope et al. (2000), consists of an atmospheric 
component named HadAM3 and an ocean component named HadOM3, which 
has a sea ice component. HadAM3 has a horizontal resolution of 
2.5° × 3.75° latitude × longitude), 96 × 73 grid points on the scalar grid on the 
entire planet Earth. Its spectral resolution is T42, which corresponds to a 
horizontal grid spacing with the dimensions of 417 km × 78 km (at the equator). 

 
 
 

 

Fig. 1. Key map of study area (left) and spatial distribution of the weather stations (right). 

 

 

 
The ocean model (HadOM3) has 20 levels with a resolution of 1.5 ×1.5 . 

The high resolution power of the ocean component is the most important 
advantage of this model (Pope et al., 2000). HadOM3 has a resolution of  
1.25 × 1.25 degrees and 20 levels. The high resolution of HadOM3 is the most 
important advantage of this model (Pope et al., 2000). Climate scenarios use the 
data from emission scenarios for future predictions. In simpler terms, climate 
scenarios are the outputs of dynamical models for climate change in future 
decades. Downscaling refers actually to the process of moving from large-scale 
predictors towards observed local scale predictions. After verification, these 
equations can be used in downscaling future predictions through employing 
emission scenarios (here, A2a and B2a scenarios). Climate scenarios use the data 
from emission scenarios to predict the future. Put more simply, climate scenarios 
are the outputs of statistical climate models for future decades. In this study, data 
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quality had to be controlled first for downscaling. The results indicated that the 
best way of using the simulation data was to use the raw data (without data 
transformation). The independent variables that were able to make a good 
estimate of the actual data were selected to estimate the temperature. Some of the 
independent variables had an average correlation but did not make an accurate 
estimate of the actual data when they were entered into the model, and hence they 
were omitted. However, as the model was an AGCM, and this kind of model is 
based on the assumption that climate change is influenced both by local and macro 
factors on the scale of the atmosphere, it was attempted to include more 
independent variables as long as the computational error was smaller than 0.05. 
Some variables, such as special humidity, zonal component, and meridian 
component sometimes had fairly good correlation, but greatly increased the 
estimation error when they were entered into the model. Therefore, such variables 
were not included in the model to evaluate temperature variations at the studied 
stations. In this stage, in addition to the mentioned items, special attention was 
paid to the degree of overlap (collinearity or variance inflation factor (VIF)) 
between the independent variables and the dependent variable (the temperature of 
interest). After the independent variables were selected at each station to estimate 
the temperature, the degree of overlap between the independent variables and the 
dependent variable was calculated for each station and taken into account to 
estimate the changes in temperature. The following method was used to calculate 
the degree of overlap between temperature and each of the predictor variables 
(Pan and Jackson, 2008): 

 
 =  , (1) 
 

where VIF is the variance inflation factor and r2 is the coefficient of determination. 
Moreover, the entire process of controlling data and evaluating variables in 

each step was performed outside the SDSM to better control the prediction 
process. Therefore, all of these steps were performed in MATLAB using 
programming possibilities before the prediction process was carried out to have 
full control over the trend in data. The entire process of controlling the data and 
evaluating the variables is an other item that must be paid attention to in statistical 
downscaling. For this purpose, the number of ensemble effects was selected by 
considering descriptive characteristics, probability distributions, and 
differentiation test and fluctuation analysis. Hence, these steps were trained by 
increasing and decreasing the ensemble effects through considering the 
independent variables, the VIF, and the bias rate under evaluation to obtain the 
best results. 

An artificial neural network (ANN) was used to study and compare the 
variations in estimates through SDSM. An ANN is a computational method that 
tries to present a mapping from the input space (the input layer) to the desired 
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space (the output layer) by identifying the intrinsic relationships between the data 
with the help of the learning process and through utilization of processors called 
neurons. The hidden layer(s) process the information received from the input layer 
and send it to the output layer. Each network is trained by receiving examples. 
Training is a process that eventually results in learning. Network learning takes 
place when communication weights between the layers change so much that there 
is an acceptable difference between the predicted and calculated values. When 
this happens, the learning process is completed. These weights express the 
network memory and knowledge. The larger the number of hidden layers is the 
more complicated the probability of network convergence will become. After 
selecting and analyzing the variables based on the A2a and B2a scenarios, 
temperatures of the southern and southwestern regions in Iran were predicted for 
up to 2099. However, most researchers believe that prediction results are reliable 
for up to one fourth of the statistical period. Therefore, this principle was taken 
into account in making predictions by using the neural network. Finally, the model 
was implemented for each of the studied stations, and a database with the 
dimension of 32040×10 was studied and analyzed for the future climate change 
for the statistical period 2011–2099. In the next stage, regression methods were 
utilized to study variations in the trend. Spectral analysis was used to study and 
analyze the fluctuations and cycles of temperature at the studied stations. 

3. Results and discussion 

The SDSM and a neural network were employed to study changes in temperature 
and to predict the future temperatures for the southern and southwestern parts of 
Iran. One of the most important steps in SDSM is the selection of dominant 
variables, because the independent variables directly influence the characteristics 
of the model and the results obtained from it (Santer, 1996). The SDSM evaluates 
the statistical relationships between the observed (or predicted) variables and the 
large-scale (or predictor) variables based on correlation and partial correlation. 
Five variables having the highest correlation (p-value = 0) with the observed data 
on temperature were selected from the 26 tested variables based on the 
coefficients of correlation between the observed data and the diurnal predictor 
variables using the SDSM software. Table 1 shows the correlation coefficients of 
the variables. According to this table, compared to the other predictor variables, 
the average temperature at the stations in southwest Iran (Ahwaz, Dezful, Abadan, 
Shahrekord, Khorramabad, and Hamadan) had very significant correlations with 
the sea level pressure, the 500 hPa geopotential level, the relative humidity (%) at 
the 850-hPa level and close to ground surface and the average temperature at the 
2 m height. Among the mentioned variables, the sea level pressure and the average 
2 m height temperature had the most common diffraction surface with the mean 
temperatures at the southwestern stations. Pressure has an undeniable role in the 
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governing atmospheric situation and conditions in a region by affecting most of 
the climate variables (Mohammadi, 2014). Some researchers believe that pressure 
abnormalities have greater effects at higher latitudes than at lower latitudes 
(Blasing, 1981). This element is so effective that it is always analyzed as the first 
element in the identification and studies of climatic conditions of a region 
(Broccoli and Harnack, 1981). Nonetheless, the sea level pressure and its 
relationships with temperature differ both temporally and spatially. For instance, 
more temperature abnormalities in distribution are observed in tropical regions 
than in extratropical ones (Whetton, 1990). 

 

 

 

 

Table 1. Results of evaluating the HadCM3 and neural network outcomes 

 General Circulation Models Neural Network 

Pl
ai

n 
st

at
io

ns
 

A
hw

az
 

Parameter orrelation Partitional  
correlation 

Mean 
square 
error 

Ensemble 
effects VIF Weight MSE 

Seal level pressure -0.837 -0.710 

0.86 25 9 0.58 0.93 

Altitude of 500 hPa 0.837 0.661 
Altitude of 850 hPa -0.573 -0.456 
Ground level  
relative humidity -0.845 -0.419 

Ground level  
average temperature 0.951 0.909 

A
ba

da
n 

Seal level pressure -0.825 -0.611 

0.91 30 8 0.61 0.58 

Altitude of  500 hPa 0.784 0.511 
Altitude of 850 hPa -0696 -0.523 
Ground level  
relative humidity -0.743 -0.341 

Ground level  
average temperature 0.896 0.832 

D
ez

fu
l 

Seal level pressure -0.850 -0.260 

1.1 20 10 0.36 0.65 

Altitude of 500 hPa 0.875 0.632 
Altitude of  850 hPa -0.814 -0.231 
Ground level  
relative humidity -0.852 -0.341 

Ground level  
average temperature 0.961 0.360 
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Continue Table 1. Results of evaluating the HadCM3 and neural network outcomes 

 General Circulation Models Neural Network 

M
ou

nt
ai

n 
st

at
io

ns
 

Sh
ah

re
ko

rd
 Sea level pressure -0.888 -0.410 

0.96 30 7 0.654 1.73 
Altitude of 500 hPa 0.875 0.456 
Altitude of 850 hPa -0.812 -0.330 
Ground level average 
temperature 0.960 0.354 

K
ho

rr
am

ab
ad

 

Seal level pressure -0.858 -0.413 

1.42 20 8 0.741 1.72 

Altitude of 500 hPa 0.872 0.411 
Altitude of 850 hPa -0.807 -0.312 
Ground level relative 
humidity -0.841 -0.461 

Ground level average 
temperature 0.948 0.623 

H
am

ad
an

 

Seal level pressure -0.789 -0.352 

2.14 35 7 0.80 0.65 

Altitude of 500 hPa 0.874 0.412 
Altitude of 850 hPa -0.707 -0.248 
Ground level relative 
humidity -0.659 -0.514 

Ground level average 
temperature 0.955 0.647 

 
 
Although results of the SDSM in estimating and predicting temperatures in 

some areas of the regions were acceptable, its accuracy was lower than that of the 
neural network in some other stations including those in Hamadan and 
Khorramabad. However, Sahai et al. (2010) obtained similar results in the 
analysis of weather variations in India. Despite these differences in SDSM results, 
in some stations such as Ahwaz, Dezful, and Abadan, both the neural network and 
HadCM3 yielded suitable results in predicting temperature. Therefore, as 
mentioned earlier, we can say that the error rates of both methods at some stations 
are not so considerable as to conclude definitely that the neural network produced 
better results. On the scale of global research, although most SDSM predictions 
exhibited lower accuracy than other methods (Ojha, 2010), it produces acceptable 
results compared to the neural network in some cases at different times and 
locations (Chen et al., 2012; Hassan et al., 2012). 

Results of the analysis showed that the VIF values for the southern stations 
were 6–9%, indicating that these stations exhibited the lowest error rate. In 
downscaling, VIF is added to or deducted from the regression model to regulate 
the variance of diurnal weather variables (Khan et al., 2006). Nevertheless, Fiseha 
et al. (2012) studied changes in extreme temperature profiles in the US using five 
predictor variables and reported VIF values ranging from 8 to 10%). However, 
some researchers believe that VIF values should take into account the trend and 
fluctuations in variables in addition to the extent of overlap with the predictor 
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variables in estimating the data for future (McGuffie et al., 1999). For most 
stations, 20–35 ensemble effects produced more acceptable results so that the 
means, variances, and minimum and maximum values exhibited the least 
differences (Figs. 2 and 3). Many of the researchers obtained similar results in the 
downscaling of temperature prediction. According to some researchers, 
increasing ensemble effects have no significant impacts on the model results for 
some climate elements having very low coefficients of changes. In addition, 
identifying the spatial and temporal distribution of data has a key role in selecting 
the number of ensemble effects. 

 
 

 
Fig. 2. Evaluation of the predicted changes in temperature based of the neural network for 
1961–1990. 
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Regarding the evaluation of climate change, estimation of increases and 
decreases has a basic role in predicting future climate change. In fact, researchers 
pay close attention to the values of the minimums and maximums in selecting the 
superior models of climate change in addition to the general trend in climatic 
norms (Chen et al., 2012). In this approach, the model is considered optimal if it 
can estimate the climatic trend well and produce acceptable results in predicting 
the fluctuations.  

 
 

 
Fig. 3. Predicted mean variations based on the output of HadCM3 during 1961–1990 
evaluating future temperature variations in the southwestern part of Iran. 

 
 
 

Since the values of the minimums and maximums are very important in 
predicting climate elements (in other words, the time series), these values as well as 
the frequency distributions were determined in this research. According to the 
results, although the stations at Ahwaz, Abadan, and Dezful measured the target 
values well, the resultant amount of error in the output of the GCM for the mentioned 
stations does not allow us to say definitely that the neural network yielded acceptable 
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results. Therefore, the amounts of error at these stations were not statistically 
significant at a 95% confidence level in evaluating climate change. The conditions 
were slightly different at the other stations. For instance, the outputs of the HadCM3 
model showed a better evaluation than the neural network in estimating temperature 
variations at the Shahrekord station. However, neural network outputs were more 
acceptable at the Shahrekord and Khorramabad stations. The reason for this 
superiority, as discussed earlier, is based on the principle that a model is more 
appropriate for predicting future change if it can express the observed temperature 
variations well. 

Table 2 shows the spatial characteristics of temperature at the stations in 
southwest Iran based on the outputs of the downscaling of HadCM3 and the neural 
network for the A2a and B2a scenarios. In the first column of each index, spatial 
characteristics of the measured data are listed for comparison with the simulated data 
for the scenarios. According to this table, there were considerable increases in the 
average temperatures at the studied stations based on the HadCM3 and neural 
network outputs for the A2a and B2a scenarios. The outputs of the HadCM3 model 
for the A2a scenario show that the average temperature increased by 2.5 degrees at 
the plain stations (Abadan, Ahwaz, and Dezful) but, based on the B2a scenario, the 
temperatures at these stations increased by 2 degrees. Therefore, the increases and 
decreases in temperature for the A2a and B2a scenarios were much higher than the 
observed increases and decreases in temperature. Differences in the central indices 
indicate the diurnal increases and decreases in temperature. This can be backed by 
the closeness of the values for the mean and the median (50th percentile) and the low 
value of the mode in all of the research periods. However, the Khorramabad station 
showed higher diurnal decreases and increases than other stations so that temperature 
prediction at this station based on the neural network exhibits a similar situation. This 
can indicate that there will be more heat and cold waves in the future based on the 
outputs of the GCMs for the A2 and B2 scenarios. Accordingly, the descriptive 
characteristics of temperature for future years based on the neural network for the 
A2a and B2a scenarios exhibited increases of 1 and 1.5 °C, respectively. 
Nevertheless, unlike the AGCMs, the neural network outputs for the central indices 
(mean, median, and mode) are more consistent with the actual data. Therefore, we 
can infer that the mean temperature in the future will exhibit increases and decreases 
and display high spatial diversity. The high coefficients of change based on both 
methods show the high changeability of temperature in the studied stations. This may 
be due to the higher concentration of highlands in west Iran because of the effects of 
temperature modifiability at high altitudes. The skewness was positive for spatial 
characteristics but negative for the different scenarios. This indicates that the number 
of areas with averages higher than total mean of the region is larger than the number 
of areas with averages lower than the total mean of the region. The value of the 
diffraction (variance) shows how the observations are dispersed around the mean. It 
had its highest value, which was another confirmation of the increases and decreases 
in diurnal temperature in the future. The values obtained from analyzing the 25th, 
50th, and 75th percentiles show that the temperature will experience larger values 
based on the A2a scenario. 
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Table 2. Spatial characteristics of temperature at the studied stations based on the A2a 
and B2a scenarios during 2015–2025 

 Scenario Abadan Ahwaz Dezful Hamadan Khorramaba
d ShahreKord 

M
ea

n 

Station 25.5 25.3 23.6 11.6 11.08 12.1 
Neural  
network 

A2 26.4 26.1 24.4 12.5 17.9 13.0 
B2 26.1 25.8 24.1 12.2 17.6 12.7 

HADCM3 A2 27.8 28.6 27.6 13.7 19.7 14.9 
B2 27.1 27.8 26.8 13.6 19.1 14.9 

M
ed

ia
n 

Station 25.4 25.3 24.0 11.7 17.2 11.9 
Neural  
network 

A2 26.2 62.2 24.8 12.5 18.1 12.8 
B2 25.9 25.9 24.5 12.2 17.8 12.5 

HADCM3 A2 27.7 28.6 27.5 13.1 19.8 15.0 
B2 26.9 27.7 26.7 13.0 19.1 15.0 

C
oe

ff
ic

ie
nt

 o
f 

 c
ha

ng
es

 Station 3.7 3.7 15.2 5.3 6.9 5.8 
Neural  
network 

A2 3.6 3.6 7.1 4.9 6.6 5.5 
B2 3.6 3.6 14.9 5.0 6.7 5.6 

HADCM3 A2 2.5 2.4 2.5 9.3 2.6 2.8 
B2 2.5 5.5 2.6 9.4 1.7 2.8 

Sk
ew

ne
ss

 Station -0.3 -0.5 -6.3 -0.3 -0.2 -0.1 
Neural  
network 

A2 -0.3 -0.5 -6.3 -0.3 -0.2 -0.1 
B2 -0.3 -0.5 -6.3 -0.3 -0.2 -0.1 

HADCM3 A2 0.0 0.0 0.0 0.5 -0.3 0.4 
B2 0.0 0.0 0.0 0.5 -0.4 0.4 

M
ax

. 

Station 28.2 27.1 26.2 13.1 19.8 13.7 
Neural  
network 

A2 29.0 27.9 27.0 13.8 20.6 14.5 
B2 28.7 27.6 26.7 13.5 20.3 14.2 

HADCM3 A2 29.0 29.8 28.8 16.0 20.7 16.1 
B2 28.2 29.0 28.0 15.9 19.7 16.1 

M
in

. 

Station 22.5 22.5 0 10.2 14.4 10.2 
Neural 
network 

A2 23.3 23.3 0.8 11.0 15.2 11.0 
B2 23.0 23.0 0.5 10.7 14.9 10.7 

HADCM3 A2 26.5 27.3 26.3 11.6 18.6 14.2 
B2 25.7 26.5 25.4 11.5 18.4 14.2 

Q
ua

rte
r1

 Station 25.0 24.8 23.6 11.2 16.3 11.7 
Neural 
 network 

A2 25.8 25.6 24.4 12.0 17.1 12.5 
B2 25.5 25.3 24.1 11.7 16.8 12.2 

HADCM3 A2 26.5 27.3 26.3 11.6 18.6 14.2 
B2 26.6 27.4 26.4 12.6 18.9 14.5 

Q
ua

rte
r2

 Station 25.4 25.4 24.0 11.7 17.3 12.0 
Neural 
network 

A2 26.2 26.2 24.8 12.5 18.1 12.8 
B2 25.9 25.9 24.5 12.2 17.8 12.5 

HADCM3 A2 27.4 28.2 27.2 12.8 19.4 14.5 
B2 26.9 27.7 26.7 13.0 19.1 15.0 

Q
ua

rte
r3

 Station 26.7 26.8 25.2 12.5 18.8 13.4 
Neural  
network 

A2 27.5 27.6 26.0 13.3 19.6 14.2 
B2 27.2 27.3 25.7 13.0 19.3 13.9 

HADCM3 A2 28.9 29.7 28.7 16.0 30.4 15.6 
28.1 28.9 27.9 15.0 19.5 15.6 
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Table 2 shows only the general characteristics of temperature variations at 
the studied stations. Therefore, Tables 3 and 4 indicate monthly temperature 
variations based on HadCM3 and neural network outputs for the A2 and B2 
scenarios. 

 
 
Table 3. Prediction of temperature variations at the studied stations based on the neural 
network for the period 2015–2025. 

A2 Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec 

Abadan 0.7 0.8 0.9 1.2 1.0 1.1 1.0 1.7 0.8 1.0 0.6 0.7 
Ahwaz 0.8 1.1 0.8 1.1 1.0 1.0 0.9 1.2 0.8 1.0 1.1 0.9 
Dezful 0.5 0.4 0.2 0.3 0.3 0.3 0.01 0.3 0.1 0.3 0.6 0.8 
Hamadan 0.5 0.8 0.7 0.7 0.6 0.8 0.8 0.8 0.7 0.9 0.4 0.6 
Khorramabad 0.3 0.4 0.2 0.6 0.3 0.5 0.4 0.5 0.3 0.4 0.1 0.4 
Shahrekord 0.5 0.6 0.3 0.3 0.1 0.0 0.2 0.1 0.1 0.2 0.2 0.5 

B2 Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec 

Abadan 0.9 1.1 1.1 1.4 1.3 1.4 1.2 1.9 1.1 1.3 0.9 1.1 
Ahwaz 1.1 1.3 1.1 1.3 1.3 1.2 1.1 1.5 1.14 1.3 1.3 1.1 
Dezful 0.9 0.6 0.5 0.6 0.5 0.5 0.3 0.6 0.35 0.61 0.91 1.2 
Hamadan 0.8 1.1 1.0 0.9 0.8 0.83 1.2 1.1 1.03 1.1 0.7 0.9 
Khorramabad 0.6 0.6 0.5 0.8 0.6 0.7 0.7 0.8 0.62 0.7 0.7 0.6 
Shahrekord 0.8 0.8 0.6 0.6 0.3 0.2 0.5 0.4 0.37 0.5 0.53 0.6 

 

 

 

Table 4. Prediction of temperature variations at the studied stations based on HadCM3 
outputs for the period 2015–2025. 

A2 Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec

Abadan 1.7 1.5 1.6 2.3 1.2 2.0 2.6 3.9 0.2 2.4 1.4 1.9
Ahwaz 3.2 3.3 3.0 1.2 1.2 2.7 2.9 3.3 1.1 3.5 3.5 3.5
Dezful 3.1 2.9 3.5 1.6 1.9 2.7 2.6 3.0 1.3 3.8 2.7 2.8
Hamadan 2.2 3.1 2.4 2.9 3.2 3.2 0.7 -0.5 0.0 -0.4 0.4 3.8
Khorramabad 3.0 4.5 3.4 2.6 3.6 1.5 -0.5 2.2 -2.2 -1.9 0.1 2.7
Shahrekord 2.2 5.0 2.8 2.9 2.7 -0.4 0.7 -0.3 -0.2 -1.2 -0.6 2.1

B2  Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec

Abadan 1.7 1.3 1.4 1.7 0.7 1.8 2.8 7.3 0.0 2.2 1.2 1.7
Ahwaz 2.8 3.1 2.8 0.6 1.1 2.5 2.7 3.1 0.9 3.3 3.3 3.3
Dezful 2.9 2.7 2.3 1.4 1.7 2.5 2.4 2.5 1.1 2.7 2.5 2.6
Hamadan 1.6 2.8 2.9 2.7 1.8 3.0 0.5 -0.7 -0.6 -0.7 -0.6 3.6
Khorramabad 2.8 2.3 2.2 3.4 3.4 1.3 -0.7 -2.2 -1.4 -1.2 -0.1 2.5
Shahrekord 3.0 2.8 2.6 2.7 2.5 -0.6 -1.5 -0.5 -0.4 -0.4 -0.8 1.9
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Evaluation of temperature variations based on neural network outputs up to 
2025 showed temperature increases in every month. As mentioned earlier, the 
neural network made better predictions than the HadCM3 model at most of the 
stations. Moreover, neural network outputs were acceptable at mountain stations, 
especially at Shahrekord, where the temperature increased by 0.1–0.3 C in all 
months based on the A2 scenario. In February, the increase was 0.6  C, which was 
the highest among the months. However, the temperature increased by nearly 
0.89  C for the B2 scenario. In April, Khorramabad station showed the same 
increase, and the temperature was the highest among the months. In plain stations, 
mostly located in Khuzestan Province, the highest increases were observed among 
all the studied stations. The hot months of the year showed much more significant 
increases than the other months of the year. 

Nevertheless, the B2 scenario outputs showed much more considerable 
increases in the hot months at plain stations. For instance, the temperature 
increased on average by up to 1.23 °C from April to October for the B2 scenario. 
The mountain stations showed smaller increases than the plain stations. The 
reason for this could be the role played by the highlands in temperature 
moderation at the mountain stations. Among the mountain stations the Hamadan 
showed a higher than 1 °C increase in temperature from June to October for the 
B2 scenario. However, the increase was lower than 1 °C at the other stations. 
According to Table 3, temperatures at the studied stations increased for both the 
A2 and the B2 scenarios based on the neural network outputs. The estimates of 
temperature variations are a little different based on the outputs of the HadCM3, 
so that these outputs showed an increasing trend in temperature in some months 
at the mountain stations (Khorramabad, Hamadan, and Shahrekord) but a 
decreasing trend in some months. Nevertheless, neural network outputs showed 
better results at these (mountain) stations. Temperature showed an increasing 
trend based on HadCM3 outputs for both the A2 and the B2 scenarios at plain 
stations (Abadan, Ahwaz, and Dezful). For instance, the temperature will 
approximately increase by 3 °C at the Abadan station during the next 90 years in 
April, whereas the neural network showed an approximately 1.2 °C increase until 
2025 (Table 5). Based on the A2 scenario outputs, the increase will be 0.3 °C in 
September at Dezful station, although the B2 scenario predicted a 0.8 °C increase 
for the same month. Conditions are more diverse at the mountain stations. 
Increased and decreased temperatures at mountain stations, as mentioned before, 
can indicate large increases and decreases in diurnal temperatures in these areas 
in the future. Nevertheless, the uncontrolled increase in temperature can affect 
cultural factors, which will have economic implications in the countries. For 
instance, some studies in the the Sahara Desert indicate that, on average, 50% of 
crops will be changed by 2100 due to the sharp decrease of the uncontrolled 
increase in temperature (Blanc et al., 2010). However, HadCM3 outputs showed 
substantial decreases in temperature from January to September at mountain 
stations for both the A2 and the B2 scenarios. 
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Table 5. Prediction of temperature variations at the studied stations based on the neural 
network and HadCM3 outputs for the period 2010–2099. 

 Neural Network HadCM3 outputs 
A2 B2 A2 B2 

Abadan 0.95 1.25 1.70 1.95 
Ahwaz 0.95 1.20 1.40 2.70 
Dezful 0.30 0.59 2.30 2.60 
Hamadan 0.71 0.98 1.40 1.67 
Khorramabad 0.42 0.66 1.00 1.57 
Shahrekord 0.25 0.55 0.90 1.20 

 

 

 

Table 6. Temperature variations at the studied stations based on HadCM3 outputs for the 
A2 scenario for the period 2010–2099. 

 2010–2039 
Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec

Abadan 0.7 0.5 0.6 1.3 0.7 1.0 1.6 2.9 -0.8 1.4 0.4 0.9 
Ahwaz 0.2 2.3 2.0 0.2 0.3 1.7 1.9 2.3 1.0 2.5 2.5 2.5 
Dezful 2.1 1.9 2.5 0.6 0.9 1.7 1.6 2.0 0.3 2.8 1.7 1.8 
Hamadan 1.2 2.1 1.4 1.9 2.0 2.2 -0.3 -1.5 -1.0 -1.5 -1.4 2.8 
Khorramabad 2.0 3.5 2.4 1.6 2.6 0.5 -1.5 1.0 -3.2 -3.0 -0.9 1.7 
Shahrekord 1.2 4.0 1.8 1.9 1.7 -1.4 -0.3 -1.3 -1.2 -3.2 -1.6 1.1 

 2040–2069 
Abadan 1.6 1.2 1.3 2.0 1.4 1.7 2.3 3.6 -0.1 2.1 1.1 1.6 
Ahwaz 2.7 3.0 2.7 0.9 1.0 2.4 3.6 3.0 0.8 3.2 3.2 3.2 
Dezful 2.8 2.6 3.2 1.3 1.6 2.4 2.3 2.7 1.0 3.5 2.4 2.5 
Hamadan 1.9 2.8 2.1 2.6 2.7 2.9 0.4 -0.8 -0.3 -0.8 -0.7 3.5 
Khorramabad 2.7 4.2 3.1 2.3 3.3 1.2 -0.8 1.7 -2.5 -2.3 -0.0 2.4 
Shahrekord 1.9 4.7 2.5 2.6 2.4 -0.7 0.4 -0.6 -0.5 -2.5 0.9 1.8 

 2070–2099 
Abadan 1.7 1.5 1.6 2.3 1.7 0.2 2.6 3.9 0.2 2.4 1.4 1.9 
Ahwaz 3.0 3.3 3.0 1.2 1.3 2.7 2.9 3.3 1.1 3.5 3.5 3.5 
Dezful 3.1 2.9 3.5 1.6 1.9 2.7 2.6 3.0 1.3 3.8 2.7 2.8 
Hamadan 2.2 3.1 2.4 2.9 3.0 3.2 0.7 -0.5 0.0 -0.5 -0.4 2.8 
Khorramabad 3.0 4.5 3.4 2.6 3.6 1.5 -0.5 2.0 -2.2 -0.2 0.1 2.7 
Shahrekord 2.2 5.0 2.8 2.9 2.7 -0.4 0.7 -0.3 -0.2 -2.2 -0.6 2.1 
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Table 7. Temperature variations at the studied stations based on HadCM3 outputs for the 
B2 scenario for the period 2010–2099. 

2010–2039 
Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec 

Abadan 1.1 0.7 0.8 1.1 0.1 1.2 2.2 3.1 -0.6 1.6 0.6 1.1 
Ahwaz 2.2 2.5 2.2 0.0 0.5 1.9 2.1 2.5 0.3 2.7 2.7 2.7 
Dezful 2.3 2.1 2.7 0.8 1.1 1.9 1.8 1.9 0.5 2.1 1.9 2.0 
Hamadan 1.3 2.2 2.3 2.1 1.2 2.4 -0.1 -1.3 -1.2 -1.3 -1.2 3.0 
Khorramabad 2.2 1.7 1.6 2.8 2.8 0.7 -1.3 -2.8 -2.0 -1.8 -0.7 1.9 
Shahrekord 2.4 2.2 2.0 2.1 1.9 -1.2 -2.1 -1.1 -1.0 -1.0 -1.4 1.3 
 2040–2069 
Abadan 1.9 1.5 1.6 1.9 0.9 2.0 3.0 3.9 02 2.4 1.4 1.9 
Ahwaz 0.3 3.3 3.0 0.8 1.3 2.7 7.9 3.3 1.1 3.5 3.5 3.5 
Dezful 3.1 2.9 3.5 1.6 1.9 2.7 2.6 2.7 1.3 2.9 2.7 2.8 
Hamadan 2.1 3.0 3.1 2.9 2.0 3.2 0.7 -0.5 -0.4 -0.5 -0.4 3.8 
Khorramabad 3.0 2.5 2.4 3.6 3.6 1.5 -0.5 -2.0 -1.2 -1.0 0.1 2.7 
Shahrekord 3.2 3.0 2.8 2.9 2.7 -0.4 -1.3 -0.3 -0.2 -0.2 -0.6 2.1 
 2069–2099 
Abadan 2.1 1.7 1.8 2.1 1/1  2.2 3.2 4.1 0.4 2.6 1.6 2.1 
Ahwaz 3.2 3.5 3.2 1.0 1.5 2.9 3.1 3.5 1.3 3.7 3.7 3.7 
Dezful 3.3 3.1 3.7 1.8 2.1 2.9 2.8 2.9 1.5 3.1 -2.9 3.0 
Hamadan 2.3 3.2 3.3 3.1 2.2 3.4 0.9 -0.3 -0.2 -0.3 -0.2 0.4 
Khorramabad 3.2 2.7 2.6 3.8 3.8 1.7 -0.3 -1.8 -1.0 -0.8 0.3 2.9 
Shahrekord 3.4 3.2 3.0 3.1 2.9 -0.2 -1.1 -0.1 0.0 0.0 -0.4 2.3 

 
 
 
 
For a more accurate analysis of temperature variations at the studied stations, 

changes in temperature for the different months were presented for three baseline 
periods. Tables 6 and 7 show the results for the A2 and B2 scenarios. As shown 
in the tables, these variations follow an annual pattern with the difference that 
temperature variations are more considerable for both the A2 and the B2 
scenarios. Other characteristics are totally observed in the tables, although the B2 
scenario shows a higher increase (Table 7). According to Tables 6 and 7, the 
temperature decreased at the mountain stations in the first period (2010–2039) 
much more than in the other periods (2040–2069 and 2070–2099). For instance, 
in the downscaling SDSM based on the outputs for the A2 and B2 scenarios at the 
mountain stations (Khorramabad, Shahrekord, and Hamadan) in October, there 
were decreases of 2.5 and 1.24 °C on average, respectively. However, the 
intensity of decrease declined towards the recent periods so that the predicted 
decreases were 1.5 and 0.36 °C, respectively, during 2070–2099. Regarding the 
studies on climate fluctuations, the temporal index is very important, because 
climate, as a system, results from a series of meteorological conditions that have 
been tangible through the data of several previous decades, and their occurrence 
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and recurrence are probable in the future decades. Therefore, the current climate, 
to which we have well been adjusted, is described by the data of several previous 
decades. Nonetheless, the neural network, which predicted up to a fourth of the 
studied period (i.e., up to 2025), predicted more tangible changes in some plain 
stations, especially Abadan and Ahwaz. This region in Iran is affected more by 
fluctuations of the Persian Gulf due to its proximity, so that studies indicate an 
increase up to 2 °C in the temperature of surface water in the Persian Gulf (Rigel, 
2002). However, mountain stations showed slight increases. AGCMs, regarded as 
some of the most reliable tools for the analysis of climate change impacts on 
different systems, and are capable of simulating climate parameters for a long 
period of time by using the scenarios confirmed by IPCC (Kilsby et al., 2007), 
predicted an increase of 1–2 °C in temperatures at these stations. 

Nevertheless, both scenarios produced similar predictions in downscaling 
considering the nature of the definitions of these scenarios. This may be due to 
the fact that greenhouse gases, which are considered by scientists to be the main 
factor causing climate change (Jahanbakhsh et al., 2010), are not measured at the 
studied stations, especially at the mountain stations. Consequently, the NCEP data 
were measured mainly based on estimates and interpolation. Therefore, most 
researchers have predicted greater increases in temperature. The results showed 
that the Hamadan Station would encounter an almost 1.2 °C of increase by 2099. 
At the same time, the outputs of two AGCMs (HadCM2, ECHAM4) and of the 
MAGICC-ECHAM4 model predicted that the temperatures of all Iranian 
provinces would experience a 2–3.6 °C increase on average by 2100 (Abbasi and 
Asmari, 2012). If the behaviors and data series predicted based on both methods 
are taken into account, we will notice that they exhibit similar behaviors and 
fluctuations in general, but the fluctuation range of the HadCM3 is wider than that 
of the neural network. As stated earlier, the temperatures at the studied stations 
increased by 0.5–1.5 °C on average. However, the IPCC estimated the average 
temperature will increase from 0.5 to 1 °C based on the HadGEM and by 3 °C based 
on the HadCM3 for the studied region, assuming that CO2 concentration will 
increase by 1% in the atmosphere. These results are almost consistent with those of 
the present research (Fig. 2). Some researchers have predicted that Iran’s 
temperature will increase by 1–3 °C (Abbasi et al., 2010). For instance, the 
temperature increased by up to 2.5 °C on average at some parts of the mountain 
stations. In addition, the temperature rise was nearly 1.5 °C at the mountain stations 
based on HadCM3 outputs for the A2a and the B2a scenarios. Nonetheless, most 
researchers have predicted a temperature raise (Ashraf et al. 2011a; Parvin, 2010). 
As mentioned earlier, the estimates of temperature increase for the A2a and B2a 
scenarios, despite the different natures of these two scenarios, were almost similar, 
because greenhouse gases were not measured. At some stations, such as Ahwaz and 
Abadan, the temperature will exhibit a 1.0 –2.5 °C increase on average by 2099. 
However, the neural network showed that changes would be negligible up to 2025. 
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Fig. 2. Mean temperature variations of the world based on (a) Had GEM and (b) 
HadCM3 (source: IPCC) 

 

 

 

4. Summary and conclusions 

Climate is considered one of the fundamental pillars of human life, and its 
protection assumes a daily increase in importance considering the global progress 
and development. Climate change is one of the most complicated problems that 
we are facing now and will confront in future. Humans are the main cause of 
climate change by neglecting the rules governing nature and lacking enough 
knowledge of environmental problems related to climate. The uncontrolled 
interventions have caused climate parameters to continuously change on temporal 
and spatial scales. These changes represent one of the natural characteristics of 
the atmospheric cycle resulting from abnormalities or fluctuations in the trends of 
meteorological parameters such as precipitation and temperature. Subjects related 
to climate change have been raised, and human activities in relation to emission 
of greenhouse gases such as CO2 and methane as well as other topics pertaining 
to climate change have been discussed at universities and research centers 
indicating that great losses will result from climate change. Nowadays, climate 
change prediction is very important in macro planning activities. In this regard, 
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GCMs are among the most powerful existing tools that are evolving for simulation 
of climate change. These models are highly reliable on global and planetary 
scales. For this purpose, temperature changes were estimated using the HadCM3 
model and a neural network in southwest Iran at plain stations (Abadan, Ahwaz, 
and Dezful) and mountain stations (Hamadan, Khorramabad, and Shahrekord). 
The research data included the diurnal average temperature of synoptic stations in 
southwest Iran, NCEP reanalysis data, and the outputs of a third-generation global 
climate model HadCM3 under the A2 and B2 scenarios for the baseline period 
(1961–1990). The following results were obtained:  

1) HadCM3 outputs at plain stations (Abadan, Ahwaz, and Dezful) yielded 
more appropriate results than at mountain stations (Hamadan, 
Khorramabad, and Shahrekord). However, the neural network showed 
better estimates at mountain stations and at plain stations. The amounts of 
error of the neural network and HadCM3 outputs were not so significantly 
different at plain stations that one of them could be preferred to the other in 
evaluating temperature variations. Nevertheless, conditions were more 
diverse at mountain stations. 

2) Evaluation of temperature variations based on the neural network and 
HadCM3 outputs suggested that, in general, plain and mountain stations 
would encounter an increasing trend in temperature. However, temperature 
rise would be more remarkable at plain stations. Regarding the monthly 
scales based on HadCM3 outputs, plain stations will show increasing trends 
in temperature mainly from January to April. 

3) Comparison of the evaluations on climate change based on the A2 and B2 
scenarios revealed that both of them predicted a rise in temperature, but the 
latter showed a greater increase in the trend of temperature rise at the studied 
stations. However, both scenarios showed nearly similar results for the 
neural network. All in all, it can be concluded that HadCM3 outputs would 
be reliable only in yielding an overall estimate for the entire region, and care 
should be exercised in using it to study fluctuations, increases, and decreases 
in temperature. On average, based on the outputs of HadCM3, temperatures 
will rise by 1.4 and 1.9 °C in the southwestern part of Iran by 2099 for the 
A2 and B2 scenarios, respectively. As mentioned earlier, temperatures at 
most stations showed increasing trends, resulting in many problems. Surface 
evaporation caused by global warming will dry out rivers and lower the 
quality of water. This problem will be much more evident in drier areas such 
as desert and semi-desert regions. In addition, increased salts in drinking 
water can decline its quality through water evaporation. At the same time, 
the available water for agricultural purposes will decrease, and drought will 
endanger food security. Drought can also make villagers migrate to cities, 
resort to marginalization, and decide to work false jobs. It can also worsen 
social abnormalities. 
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Abstract⎯ Historical rainfall data registered by siphoned rainfall recorder (SRW) devices 
have been widely used for a long time in rainfall intensity investigations. A relatively 
known counting error of the SRW devices is the siphoning error, when the registration of 
rainfall is blocked temporarily, during the drainage of measure tank. This issue causes a 
systematic underestimation in the rainfall and rainfall intensity measurement results. To 
reduce its consequences, a data correction is crucial when SRW data are used, for example 
as a reference for climate comparison studies, or for proceeding of intensity-duration-
frequency curves, etc.  In this paper, a formula is presented to fix the siphonage error of 
SRW devices for historical rainfall data. The early measures were processed in a significant 
percentage of cases, and sometimes the original measurement results (registration ribbon) 
have been lost. An essential advantage of the presented formula is that it can be applied for 
these processed data, which show only the intensity of a known length time interval. For 
this correction, the average rainfall intensity and the length of the time window are needed, 
over the physical parameters of the SRW device. The data correction can provide a fixed 
value of the rainfall intensity, which is undoubtedly closer to the real average rainfall 
intensity. The importance of this formula is in the reprocessing and validation of the 
historical rainfall intensity data, measured by siphoned rainfall recorders. 
 
Key-words: historical rainfall data, siphoned rainfall recorder, rainfall intensity, data 
correction, siphoning issue 

1. Introduction 

The rainfall intensity measurement has particular importance in several fields of 
sciences. The measurement of the rainfall intensity has a 300-year-long history 
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(Kurytka, 1953). There are several arrangements and devices which were used to 
measure and register this parameter for scientific, and mainly for engineering 
applications. One of the most widely used instruments for this aim is the siphoned 
rainfall recorder (SRW), which has been used mostly in the first two-thirds of the 
20th century, and there are several devices in use even nowadays. Some old shops 
produce these instruments, and there are new producers, as well (e.g., Dr. Alfred 
Müller MI KG, Theodor Friedrichs Atelier). Some of these kinds of devices were 
electrified, using sensors and data loggers to ensure the further use of these 
instruments in the future in a simpler way. There was a widely spread opinion 
about the excellent accuracy and reliability of these instruments; however, the 
accuracy issues during the most intensive part of showers, induced by a break 
during the siphonage were well known. Kallós investigated these errors in the 
Hungarian practice in the 1950s (Kallós, 1955), who had a proposal to fix this 
kind of error on the base of the registration ribbon. A similar proposal was given 
by Luyckx and Berlamont, on the base of a theoretical approach and laboratory 
measurements (Luyckx and Berlamont, 2002). The suggestion of Luyckx and 
Berlamont, similarly to the result of Kallós, is related to the correction of the 
registration ribbons of the SRWs. They have presented the relative error of the 
SRW devices, which has the same magnitude as the tipping bucket rainfall 
recorders. However, the method of Luyckx and Berlamont is a simple and handful 
tool for the data correction of continuously registered data, and its use is limited 
to the repair of the complete registration ribbon. 

However, rather often the registration ribbons cannot be available anymore; 
there are only the processed data of characteristic rainfall intensity values of 
unique showers. This kind of processing has resulted in the highest intensities of 
some time window, for example, the maximum intensities of the 5-10-20-30-60 
minutes long time intervals. In these cases, the previously mentioned correction 
methods cannot be used, since the instantaneous rainfall intensity is unknown, but 
it still would be necessary to correct the effect of siphonage error, at least 
approximately. The correction of this issue is important, since the relation of the 
rainfall intensities in the past in a given geographical site can be determined only 
on the base of these historical data. In this paper, a method is presented to 
approach this issue and to fix the early, processed rainfall intensity data for the 
use of the hydrologists of our age. 

2. Methods 

The method of Luyckx and Berlamont (2002) is based on the determination of the 
time of siphoning during the rainfall, and the realistic volume of rainwater can be 
calculated using the added siphoning time. As the real volume is available, the 
real rainfall intensity can be recalculated and determined. As the error is a 
systematic undercatch, the fixed intensity is always higher than those, which were 
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determined on the base of the registration ribbon. For this method, the 
instantaneous intensity is needed at the siphoning period, over the technical 
parameters of the SRW, as the siphonage rate and the catching surface of the 
funnel.  

This method can be extended to longer time windows only with the average 
rainfall intensity, without knowing the internal raw data of the time interval. In 
this paper, a correction method for time windows of any lengths is presented. The 
proposed method is an approach, which helps to get the data closer to the realistic 
rainfall intensity values. The correctness of the proposed formula will be shown. 

3. Results and discussion 

3.1. The correction method for rainfall intensities of a t time interval 

A rainfall event can be divided into various time intervals, and these intervals can 
be characterized by rainfall intensity. In a t time interval, the value of the rainfall 
intensity is it. The Vt volume of the fallen rain measured by the instrument during 
this period is  
 
 = × . (1) 
 

During these time windows, one or more siphonage can occur if the fallen 
rainfall depth reaches the width of the registration ribbon at least once. The 
number of siphonage during the t time window is the integer part of the quotient 
of the volume of the fallen rainfall expressed in depth over a unique surface. The 
recording limit of the device is expressed in rainfall depth, as well. The recording 
limit is practically the maximum depth of the rainfall which can be drawn on the 
ribbon, after which the siphonage must happen, and the drawing of the rainfall 
depths can be continued from the base edge of the paper. The recording limit value 
in practice is 10–15 mm rain depth, depending on the type of device. So, n can be 
calculated with the following formula: 

 
 = = ×  , (2) 
 

where n is the average repetition number of the siphonage during the t interval,  
is the recording limit of the SRW device. 

The duration of siphoning is an essential parameter of the instruments since, 
during its drainage, the measurement is suspended. The length of the siphonage 
period depends on the technical parameters of the device and the actual rainfall 
supply. The duration of the siphonage is a constant technical parameter of the 
device, in the magnitude of 10-30 seconds. Another key parameter is the 
siphonage rate of the device; it is in relation to the siphonage time and the volume 
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of the receiving tank of the SRW instrument. The drainage rate is a known 
technical parameter, as well. If there is no rainfall supply, a base value of the 
siphonage rate can be gained. If there is a rain replenishment, the siphonage period 
must be longer. If the rainfall intensity would be equal to the base value of the 
siphonage rate, the rainwater could flow through the gauge without being 
measured. Still, of course, the siphonage rate chosen by the producers is high 
enough to avoid this situation. During the rainfall supply, the time of siphonage 
can be calculated by the following formula, according to Luyckx and Berlamont 
(2002): 

 
 = ,  , (3) 

 
where  – the length of a unique siphonage period, ,  is the length of the 
emptying of the device, if there is no water collected during the siphoning, q is 
the rate of the rainfall, and is the rate of the siphonage. 

In a time window, more siphoning periods can occur. For the time window, 
only the  average rainfall intensity is known. The , total siphonage time 
during the t time window, supposing that the rainfall intensity, so the rate of the 
rainfall is constant and equal to its average value is 

 
 , = ×  . (4) 
 
The  rainfall volume, which falls during the siphonage and has not been 

measured can be calculated as 
 
 = , ×  . (5) 
 
The  corrected volume of the rainfall is the sum of  measured volume 

and  calculated unmeasured volume, which seems to be collected during a more 
extended period than t; but this means only that over the incompletely collected 
rainfall, there is an amount of rainwater to be added to the registered volume. So, 
the corrected volume is 

 
 = + = + ,  . (6) 
 
In reality, the volume  of rainfall falls in t time, so the ,  corrected 

rainfall intensity in the t interval is 
 
 , =  . (7) 
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The rainfall rate is the discharge of rainwater which flows down from the 
funnel of the gauge during the measurement. The rainfall rate can be written as 

 
 = × , (8) 
 

where  is the area of the catching surface of the gauge. 
The unified formula of the correction can be the following: 
 

 = × , × ×  . (9) 
 
 
 
 

3.2. Verification of accuracy 

The confirmation of the proposed method is presented with a comparison to the 
result of the series of unique corrections of the siphoning issue. This process is 
practically the core of the data fixing procedure of Luyckx and Berlamont, using 
it for a series of siphoning in a given t time interval. In the followings, this 
comparison is going to be presented. 

The core of the correction part is the time of siphonage, tcorr, when the 
measurement is suspended. In Eq. (9) is the second part of the expression between 
the brackets: 

 

 = × , ×  . (11) 

 
For the verification, the series of unique corrections must be inspected. The 

correction part of the siphonage error of a unique siphonage can be expressed as  
 

 , = , ×  , (12) 

 
where  is the instantaneous rainfall intensity at the period of a unique siphonage.  

The total siphonage error in a particular t time interval when n siphonages 
occur is 
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 , = ,× ,   . (13) 

 
The question is whether or not Eq. (11) converges to Eq. (13). The 

simplification of the Eq. (11) for the proposed method results in the following: 
 
 

 = , × × × × ~ × × . (14) 

 
 
After making a similar transformation on Eq. (13), the result is 
 
 

 , = , × × , ~ × ,  . (15) 

 
 
The value of rainfall intensity is the time average of the increment of 

caught rainfall volume in t time, meanwhile ,  are instantly measured 
intensities at the siphoning processes in the same t time window. However, the ,  intensities are unique intensities of the same rainfall; their averages are not 
similar to the , these averages can differ a lot theoretically. The occurrence 
of ,  values has a sampling character; after the first siphoning in the interval, 
the emptying – and so the sampling – happens regularly, catching a certain 
volume of rainwater. This sampling character ensures that for a long period 
and/or shorter siphoning periods, the average of unique intensities must 
approach the calculated average intensities. Of course, a unique intensity value 
during the siphoning process always differs from the average intensity of the 
correction, notwithstanding, the correction provides a good approximation for 
its value. In a hypothetical case, if there would be infinite numbers of siphoning 
during the time window, the average of the unique intensities must be equal to 
the calculated average intensity.  

In reality, as the time windows showing the highest intensities always occur 
at the supremum or local suprema of the rainfall, the peak of the intensity is 
somewhere in the middle of the interval. A significant difference between the two 
averages could occur, if there would be an incredibly high and narrow peak of 
rainfall depth in the time window between two siphoning, but, despite the high 
variability of the temporal rainfall intensities, this situation is not likely at all. On 
the basis of this consideration, the  and the average of , intensities might be 
close enough to each other, and this means that the proposed approach is a 
reasonable estimation of the reality.  
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4. Conclusion 

The presented method is a simple tool for the correction of the earlier measured 
rainfall intensity data of siphoning rainfall recorders, where the original data are 
not available, and only some intensities can be found for known time intervals. 
The method can fix the main systematic error of these devices. For the procedure 
of the correction, the hydraulic characteristics of the device are needed, as the 
catching surface of the funnel and the siphoning rate of the instrument’s 
discharging system. The accuracy of the correction was presented over some 
extreme theoretical cases, and the corrected intensity data approach the results 
efficiently based on a correction executed uniquely by the siphoning occurrences. 
This method helps to clear the historical databases to make them a better reference 
for the investigation of the climate change, relating to the rainfall intensities.  

The proposed correction does not solve the other significant source of error 
of rainfall measurements the windfield deformation, which demands a solution to 
ensure a real accuracy of the collected data. This kind of error would have 
particular importance in the future. 
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