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MASS ACTION AND CONSERVATION OF CURRENT 

ROBERT S. EISENBERG* 

Department of Molecular Biophysics and Physiology, Rush University Medical Center, Chicago IL 
60612, USA 

The law of mass action does not force a series of chemical reactions to have the same current flow everywhere. 
Interruption of far-away current does not stop current everywhere in a series of chemical reactions (analyzed 
according to the law of mass action), and so does not obey Maxwell’s equations. An additional constraint and 
equation is needed to enforce global continuity of current. The additional constraint is introduced in this paper in 
the special case that the chemical reaction describes spatial movement through narrow channels. In that case, a 
fully consistent treatment is possible using different models of charge movement. The general case must be 
dealt with by variational methods that enforce consistency of all the physical laws involved. Violations of current 
continuity arise away from equilibrium, when current flows, and the law of mass action is applied to a non-
equilibrium situation, different from the systems considered when the law was originally derived. Device design 
in the chemical world is difficult because simple laws are not obeyed in that way. Rate constants of the law of 
mass action are found experimentally to change from one set of conditions to another. The law of mass action is 
not robust in most cases and cannot serve the same role that circuit models do in our electrical technology. 
Robust models and device designs in the chemical world will not be possible until continuity of current is 
embedded in a generalization of the law of mass action using a consistent variational model of energy and 
dissipation. 

Keywords: law of mass action, current continuity, chemical device design, variational methods,  
ion channels 

1. Introduction* 

The law of mass action is used widely, nearly 
universally, in chemistry to describe chemical reactions. 
The law of mass action does not automatically conserve 
current, as is clear from the mathematics of a simple 
case, chosen to illustrate the issues involved (Fig.1). If 
current is not conserved in a theory, charges accumulate 
that cannot accumulate in the real world. In the real 
world, tiny charge accumulation - much less than one 
percent - produces forces that change predictions of the 
theory a great deal. Indeed, in the real world tiny charge 
accumulation produces forces that destroy biological 
membranes and thus living systems, forces large enough 
to ionize atoms, creating the ionized plasma of 
electrons, we call a spark, or lightning, that can destroy 
laboratory apparatus, if not the laboratory itself. 

Turning to mathematics for proof. Readers 
should distrust a claim of conflict between long 
established laws and so I turn to mathematics for proof 
to show the conflict unambiguously, hopefully without 
argument. Consider the chemical reaction  
X! Y! Z: the currents in the two reactions X! Y 
and Y! Z are not the same, IXY ≠ IYZ. Rather, the 
difference in current is shown to be IXY - IYZ = zXkxyF[X] - 
zYkyxF[Y] - zYkyzF[Y] + zZkzyF[Z]. The difference is not 
                                                             

*Correspondence: beisenbe@rush.edu  

zero in general circumstances, nor robust. The 
difference can be zero only under special circumstances 
(details are in Eqs.(6–11) below). 

The Appendix shows that the current imbalance  
IXY - IYZ between the reactions quickly produces 
enormous forces. Enormous forces are not observed and 
we conclude that the law of mass action cannot be 
generally true, although it can be useful (and true) under 
special circumstances, as also shown in the Appendix, 
and of course in the special circumstance of 
equilibrium, when current does not flow. 

Law of mass action is an incomplete truth. The 
‘law’ of mass action seems to be an example of an 
“ … incomplete truth [that] may become ingrained and 
taken as the whole truth … [thereby confusing] … what 
is only sometimes true with what is always true…” 
(slight rewording of Richard Feynman, p. 15–61 of Ref. 
[1]). The ‘laws’ of science are usually learned early in 
our careers before we have refereed grants and papers, 
before our critical skills are honed. These scientific laws 

 

Figure 1. Current flow is not the same in a series of 
classical reactions. 
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are honored because of their historical role, as much as 
their logical importance. The laws are often residues of 
revolutions that once gave us new knowledge. Old ideas 
can have a life of their own, a momentum that is hard to 
change when knowledge expands. It is easy to continue 
to use old ideas uncritically even after they have been 
overtaken by new knowledge. 

Law of conservation of current is different: it is 
universal. Conservation of current is as universal as any 
law in science. It is a law that has not aged as the law of 
mass action has. Maxwell’s equations and conservation 
of current have a present role and validity at least as 
important as their historical one. They are said to be 
exact at any single time and over any distance scale that 
can be observed, from sub-atomic, and much smaller, to 
interstellar, from times much shorter than those of 
atomic motion to the years it takes light to travel from 
stars and nearby galaxies. Their daily use in high energy 
accelerators involving inconceivably small distances 
and brief times, their use in the microwave and faster 
devices of modern technology, and their use in 
interstellar astronomy are convincing practical proofs of 
the nearly universal validity of these equations of 
electrodynamics. 

The role of Maxwell’s equations depends on the 
subtle idea of displacement current in a vacuum, 
current not carried by the movement of mass, and this 
idea is easy to lose sight of in chemical applications 
where other forms of displacement current involving the 
properties of matter (usually called ‘polarization’ in the 
chemistry literature, along with quite different 
phenomena, e.g. charge distribution in a carbonyl bond 
or peptide linkage) receive more attention. The 
displacement current needs to be incorporated into 
chemical models, in my view, if it is to satisfy both 
conservation of mass and conservation of current. Both 
material displacement current accompanying 
polarization phenomena, and vacuum displacement 
current need to be incorporated. On the time-scale of 
atomic motions, 10-16 s, both displacement currents are 
substantial, and must be incorporated if conservation of 
current is to be enforced. 

An important question is how the law of mass 
action has produced such useful chemistry, over so 
many years, if it does not conserve current flow? The 
answer is that chemistry has not been interested in non-
equilibrium systems of molecules with current flow, as 
much as it has been interested in the molecules 
themselves. Chemists make molecules, not currents, 
with the notable exception of electrochemists, and there 
the difficulties in dealing with long-range electric fields 
have long been recognized [2–4]. 

In classical biochemistry, the law of mass action 
has been used in another context, more biological, with 
less attention to the virtues of consistency and invariant 
physical parameters [5]. A senior biochemist recently 
said, “The art of biochemistry is to study enzymes under 
conditions that give insights into biological function, 
even if the rate constants do not fit results over a range 
of conditions. The art is to choose experimental 
conditions in which biochemical reactions are well 

behaved and rate constants resemble those in real 
biological systems, so results are useful in 
understanding how living systems work.” 

The law of mass action was developed to deal with 
isolated systems, originally with perfect gases [6–10], 
and allowed chemists to deal with molecular and atomic 
reactions before physicists became convinced that atoms 
existed. But isolated chemical reactions must contact the 
outside world to pass signals and interact with it, just as 
electronic systems contact the outside world and pass 
signals through inputs and outputs. Biological systems 
contact surrounding solutions and cells through ion 
channels and transporters. The law of mass action was 
not designed to contact the outside world. It was 
designed to help chemists build and understand 
individual molecules. Signals and connections with the 
outside world almost always involve electricity because 
charge flows through the contacts that connect chemical 
reactions with the outside world. The contacts are 
usually the boundary conditions of mathematical 
models. 

Engineering deals with systems that are not 
isolated. Its devices contact the world through power 
supplies and inputs and outputs. Devices have outputs 
that follow inputs according to simple rules, for 
example, the output of an amplifier follows the input 
according to the gain. The input-output rules are derived 
from Kirchhoff’s current law, i.e. continuity of current 
in one dimension, and Kirchhoff’s voltage law. Biology 
deals with systems that are not isolated. Living systems 
usually have inputs and outputs and are driven by 
concentration gradients that are power supplies. 
Biological systems interact with surrounding solutions, 
cells, and tissues. The law of mass action must be 
extended to deal with inputs and outputs and flow of 
electrical current if theories and simulations of 
nanodevices (technological or biological) are to be 
useful under more than one set of conditions. 

Ionic solutions satisfy three conservation laws, 
conservation of mass, conservation of charge, and 
conservation of current. Chemistry uses mass 
conservation almost everywhere, in the form of the law 
of mass action [11–13] (see Eqs.(6–11) below). Physics 
uses conservation of charge and current whenever it 
deals with electricity [1, 14–21]. The flow of charge is 
continuous in Maxwell’s equations, without loss in 
series circuits, 

 ∇⋅ I = 0  (1) 

The current I is simple in a vacuum and in a 
vacuum that also contains particles, e.g. electrons in a 
vacuum tube. In the latter case, the total current is what 
I call the Maxwell current IMxw because this is the 
invariant introduced by Maxwell to allow the light 
waves of his equations to propagate forever through a 
vacuum. 

 IMxw = Iparticles +ε0
∂E
∂t

  (2) 
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Current in matter is more complex than in a 
vacuum tube because it includes complex movements 
of charged particles (and charge inside particles) as 
well. The complex movement of particles must be 
described by coupled field equations because the 
movements are driven by many forces, e.g. 
mechanical, convectional, thermal, diffusional, as well 
as electrical. The issues involved are illustrated in 
Fig.2 [5] and the following extensive discussion. I 
then advocate using variational treatments of forces 
and movements because variational methods 
automatically enforce consistency with the field 
equations of all the forces. 

The material displacement current accompanying 
polarization IPol is customarily treated differently from 
the rest of the movement of particles in a tradition 
started by Faraday and reinforced by Maxwell who did 
not recognize the existence of permanent, i.e. fixed 
charge [26]. The polarization of matter is the distortion 
of the distribution of charge produced by the electric 
field (roughly analogous with the distortion of the 
oceans produced by the gravitational field of the 
moon, that produces tides on our beaches twice a day). 

Material displacement current IPol can be 
separated from the complex movements of particles in 
matter by two properties: 

(1) Material displacement current is transient. If 
an electric field is applied to matter, IPol flows 
as the spatial distribution of charge changes, 
i.e. as it polarizes, but eventually, flow ceases 
and IPol → 0, as t → ∞ even if the local 
electric field remains constant. 

(2) If an electric field is applied, and then turned 

off, the charge QPol = IPol0

∞

∫ dt  that flows 
when the field is turned on is equal to the 
charge that flows when the field is turned off, 
when measured for long enough time periods. 

The total displacement current IDis is often 
isolated and identified by these features in experiments 
involving transients. In experiments involving 
sinusoidal applied fields, IDis is usually recognized by 
its ninety degree phase shift. 

I Dis = εrε0

∂E
∂t

DisI

     TotalDisplacement
     Current
!

= ε0

∂E
∂t

  Vacuum
Displacement
     Current!

+ IPol

    

   Material 
Displacement
     Current!

; IPol

    

   Material 
Displacement
     Current!

= εr −1( )  

Susceptibility

!"# $#

ε0

∂E
∂t

 (3) 

The vacuum displacement current is a large 
fraction (say half) of the displacement current on the 
time-scale of atomic motions, less than 10-15 s. 

All current produces a magnetic field, according 
to Maxwell’s extension of Ampere’s law 

 

∇×B = µ0I = µ0 IMxw + IPol( ) = µ0 Iparticles + IDis( )

= µ0 Iparticles + ε0

∂E
∂t

Vacuum Displacement
            Current!

+ εr −1( )  

Susceptibility

!"# $#

ε0

∂E
∂t

⎛

⎝

⎜
⎜
⎜
⎜
⎜

⎞

⎠

⎟
⎟
⎟
⎟
⎟

  (4) 

The divergence operator ∇⋅ f  evaluates the 
conservation of flow in the vector field f it acts on (as 
its derivation from integral relations shows nicely [27]) 

∇⋅ ∇×B( ) =∇⋅ µ0Iparticles +µ0ε0

∂E
∂t

+ εr −1( )µ0ε0

∂E
∂t

⎛

⎝
⎜

⎞

⎠
⎟ |

= µ0 ∇⋅ IMxw +∇⋅ IPol( ) = 0   

so ∇⋅ I = 0

(5) 

where we use the vector identity that the divergence of a 
curl is always zero. B is the magnetic vector field; µ0 is 
the magnetic constant, the magnetic ‘permeability’ of a 
vacuum; and ε0 is the corresponding ‘electrostatic 
constant’, the permittivity of free space. Note that µ0 ε0 
= c-2, where c is the velocity of light. Magnetism only 
arises from current flow. It is mysterious that magnetic 
charges (monopoles) do not exist, i.e. ∇⋅B = 0 . 

Maxwell’s equations Eqs.(1) and (5) guarantee that 
current is exactly the same everywhere in a series of two 
terminal devices. If parameters or geometry are 
changed, electrical forces and potentials change 
automatically to ensure the same current flows 
everywhere (in a series system involving Maxwell’s 
equations). Interruption of current anywhere in a series 
circuit interrupts current flow everywhere, even signals 
carried by currents far away from the interruption. 

The law of mass action needs to be extended to 
deal with displacement current so it can enforce global 
continuity of current flow. If a particular chemical 
reaction is at equilibrium, and no current flows, 
conservation of charge can be enforced easily on the 
law of mass action. But current flow presents a different 
situation because the law of mass action must then be 
modified to deal with the global properties of the 
electric field. If we are dealing with technological or 
biological nanodevices, chemical reactions are 
connected to the outside world and the law of mass 
action must be extended to enforce continuity of current 
flow everywhere under all conditions. 

Biological systems involve both chemical 
reactions and charge. Biological systems are always 
embedded in ionic solutions, and nearly always involve 
chemical reactants and enzymes with electrical charge, 
even if (like water), their net charge is zero. Substrates 
of reactions catalyzed by enzymes are usually charged 
and are nearly always dissolved in complex solutions 
containing the ions Na+, K+, and Cl− and often Ca2+. 
Trace concentrations of calcium are often used by 
biological systems as controls that turn biological 
function on or off. Reactants are almost always charged 
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in biological systems. Reactants almost always flow and 
carry current in biological systems. Equilibrium and 
death are nearly synonymous in life. Biological systems 
must satisfy conservation of current along with 
conservation of matter. We face a problem when we try 
to apply both conservation laws together: The Law of 
Mass Action does not conserve current. 

‘The Law of Mass Action does not conserve 
current’ seems an unlikely statement and so 
mathematical proof is needed more than verbal 
argument. A simple sequence of chemical reactions was 
examined and the questions “Does the law of mass 
action conserve current? Is current the same everywhere 
in the series of reactions? Do the potentials change 
automatically so current is always the same everywhere 
in a series circuit?” were asked. 

The same questions can then be asked of whatever 
series of reactions are of interest. Sometimes the answer 
will be that current does not flow or does not matter and 
the law of mass action can be easily modified to 
conserve current. In some symmetrical reactions, the 
answer will be that current and mass are both conserved, 
as shown in the Appendix. More often, the answer will 
be that current and mass are not both conserved, as 
shown in more detail in the Appendix. In that case, the 
law of mass action must be extended to maintain 
continuity of current. 

Eq.(6) shows the reactions we use to illustrate the 
problem: 

 X
kxy

kyx
! ⇀!!!↽ !!!! Y

kyz

kzy
! ⇀!!!↽ !!!! Z  (6) 

The reactions of Eq.(6) were chosen to show the 
problem in the simplest case. We define ‘law of mass 
action’ for this paper as just Eqs.(6) and (9) with the 
symbols defined below. The rate constants in Eqs.(6) 
and (9) are taken as constants and thus of course are 
uncorrelated and independent of each other. If the law 
was robust, the rate constants found experimentally 
under one set of conditions would be found under 
another set of conditions. Such is sometimes the case, 
but not very often [5, 28]. 

Generalizations of rate constants are sometimes 
made but, as discussed below in the section ‘How to 
extend the law of mass action?’, generalizations in the 
literature [11, 13] deal with ‘chemical correlations’4 and 
the non-ideality of some types as opposed to current 
flow, to the best of my knowledge. They do not allow 
the law of mass action defined here by Eqs.(6) and (9) 
to globally satisfy the conservation of current Eq.(1). 
The generalizations are well designed to deal with 
systems close to equilibrium with some types of non-
ideality, but the generalizations do not discuss current 
flow, and include little3 or no4 discussion about the non-
idealities produced by the ionic atmosphere (in the 
equilibrium case [29]), and changes of shape of the 
ionic atmosphere (in the non-equilibrium case [30–37]). 

Current flow is important in most applications of 
the law of mass action. It is almost always present if the 
reaction is part of a device that communicates with the 
outside world. The global nature of the electric field 
(illustrated in Fig.1) allows remote devices and 
boundary conditions to change local atomic flows, an 
effect not necessarily present at equilibrium. In a non-
equilibrium system, electrical forces and potentials 
change everywhere - automatically as a result of the 
equations of the electric field - to ensure the same 
current flows in all places (in a series system). Indeed, 
interruption of current in a series of reactions stops 
current anywhere, even far away. 

Of course, there are special cases in which mass 
action can by itself conserve current flow exactly and 
those in fact may be the cases where it has proven most 
quantitatively useful, particularly when extended to deal 
with non-ideality [11, 13]. In addition, reactions may 
conserve current approximately. In other cases, like in 
Eq.(6), the reaction will not conserve current, even 
approximately. Each case needs to be studied 
separately. The Appendix provides more detail. 

The central fact - that applies to any chemical 
reaction, not just to Eqs.(6) and (9) - is that the global 
realities of the electric field need to be embedded in the 
atomic-scale treatment of the reaction, particularly when 
current flows. 

Proof 

The current flow in the reactions of Eq.(6) is easily 
shown to be: 

 
IXY = FzX ⋅ kxy X!"#

$
%&− FzY ⋅ kyx Y

!
"#
$
%&

IYZ = FzY ⋅ kyz Y!"#
$
%&− FzZ ⋅ kzy Z

!
"#
$
%&

 (7) 

Units for net current [38] IXY are (C/dm3)/s =  
C dm-3 s-1 and (moles/dm3)/s = moles dm-3 s-1 for 
unidirectional flux Jxy. Double brackets like [[X]] 
indicate activities, i.e. the generalization of 
concentration (number density) needed in biological 
solutions, as discussed below. Units for rate constants 
are (moles/(dm3 s))/(moles/dm3) = 1/s. The valences, 
i.e. charges on one molecule of each reactant are zX or 
zY. F is Faraday’s constant. 

In general, the conservation of current law 
illustrated in Eq.(5) is violated 

 IXY ≠ IYZ,  (8) 

for a range of concentrations, rate constants, or charges.  
The main result of Eqs.(7) and (8) and the 

Appendix is simple: the law of mass action itself 
conserves current only under special symmetric 
circumstances. The law of mass action does not 
automatically change the electrical potentials to ensure 
that the current flow in a series circuit is the same 
everywhere. 
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Details of Proof. Rate equations equivalent to 
chemical reactions involve net flux like J XY . The 
chemical reactions in Eq.(6) define the net fluxes in  
units of moles/(dm3 s), 

 
J XY = kxy X

!
"#
$
%&− kyx Y

!
"#
$
%&

JYZ = kyz Y
!
"#
$
%& − kzy Z

!
"#
$
%&

 (9) 

with the definitions of rate constant kxy, for example 

 kxy =
J xy
X!"#
$
%&
=

J xy

− d
dt

X!"#
$
%&
J yx= 0

 (10) 

Remark. Unidirectional fluxes like Jxy are 
conventionally measured by tracers - originally 
radioactive isotopes, now usually fluorescent probes - 
flowing into an acceptor solution in which the 
concentration of tracer is zero. The concentration in the 
acceptor solution of the substance is not zero in most 
cases, although the concentration of the tracer is 
(nearly) zero. Note that the activity [[X]] depends on the 
concentration of all of the other ions in a significant 
way in non-ideal solutions [5, 34, 39–65]. In non-ideal 
solutions, changes in the concentration of one substance 
[Y] change the activity of another substance [[X]] and 
also change its flow. 

The proof of Eq.(7) is completed by writing net 
fluxes like J XY  = Jxy - Jyz as the difference of 
unidirectional fluxes. Net flux is converted into net 
current like IXY using the proportionality constant Fz 
(where z is the species in question) between flux and 
current: 

 
IXY = FzX ⋅ kxy X!"#

$
%&− FzY ⋅ kyx Y

!
"#
$
%&

IYZ = FzY ⋅ kyz Y!"#
$
%&− FzZ ⋅ kzy Z

!
"#
$
%&

 (11) 

Obviously, IXY ≠ IYZ. This ends the proof. 
It seems unlikely that conservation of current and 

conservation of mass are in conflict in the law of mass 
action, so mathematics is needed to show that current is 
not conserved. I treat a simple but widely used case, 
hoping that this will be more convincing than words and 
easier to extend to other reaction schemes. The methods 
used can be applied to any series of reactions to see if 
they satisfy both conservation of current and 
conservation of mass. In general, an additional 
constraint and equation is needed to enforce the global 
continuity of current flow. The additional constraint is 
introduced in the special case where the chemical 
reaction describes spatial movement through narrow 
channels. In that case, a fully consistent treatment is 
possible using a variety of models for charge 
movement. The general case where chemical reactions 
describe covalent bond changes is not worked out in 
detail here. In my view, the general case must be dealt 
with by variational methods that enforce consistency of 
all the physical laws. Energetic variational methods 
appropriate for this purpose (in dissipative systems like 
ionic solutions) are described. 

The Appendix shows that charge imbalance 
predicted by the law of mass action would likely have 
noticeable effects. A small charge imbalance quickly 
produces potentials and forces that destroy membranes 
(~0.3 V), molecules in a liquid (~2 V, H2O, with 
Ag|AgCl electrode), molecules in a gas (~480 V for 
H2O gas), and atoms in a gas (~14 eV for N2). These 
effects would destroy experiments and are not found in 
the laboratory, which would also soon be destroyed. We 

 
Figure 2. A demonstration that current in one physical system being quite different from current in another. Charge flow 
is not simply the physical movement of particles of definite charge (and mass). Current in a vacuum capacitor, in an 
ionic solution, and in a wire are all quite different. Current is not just the movement of ions, electrons or protons. Note 
that the electric charge in different devices varies on very different scales from subatomic (in dielectrics) to atomic (in 
diodes, ionic conductors, etc.) to macroscopic. Thus, treatments of charge and current must be multi-scale (redrawn from 
Ref. [5]). 
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conclude that theories that predict charge imbalance 
because they do not conserve current flow are not 
acceptable approximations in the world of experiments 
or life. 

2. Current Flow in Complex Systems 

We now discuss current flow in some detail. As we 
discuss current flow through salt water, vacuum 
capacitors, dielectric capacitors, vacuum tube diodes, 
semiconductor diodes, resistors, wires and batteries we 
will see the bewildering number of ways in which the 
electric field changes to ensure that current flow is 
always continuous. 

Current is an abstraction that is conserved. 
Physicists teach that conservation of charge and current 
are universally true, exact from very small to very large 
scales and very small times to very large times [68]. 
What physicists often do not teach clearly is that charge 
and current are abstract ideas. Many students believe 
that current is always carried by particles and so 
conservation of mass (of charged particles) implies 
conservation of charge and current. This is not true. 
Current is carried between the plates of a vacuum 
capacitor as a displacement current that does not involve 
the movement of particles [1, 14–16]. Current flow in 
semiconductors is carried by mathematical fictions 
called quasi-particles that move according to classical 
physics [17–21], not involving solutions of 
Schrödinger’s equation. This is an important property of 
semiconductors [69–70], crucial to their use. 

An essential idea of electricity and magnetism as 
explained in textbooks [14–16] is that current is 
continuous (without loss in a series circuit) no matter 
what the physical nature of the current. Electrical 
potentials and forces change automatically to guarantee 
continuity of current flow under all conditions, in 
experiments and in the equations of electromagnetism. I 
found Saslow’s [14] treatment of continuity of current 
particularly clear and useful. 

Fig.2 tries to show this idea in a concrete way that 
is easy to build in a lab. ‘Completing the circuit’ implies 
that current in every device is the same. Continuity of 
current - the same as Kirchhoff’s current law in a one 
dimensional sequence of reactions - states that time-
varying currents are the same in any series of devices 
even if they exhibit very different physics and different 
constitutive laws, even if they involve chemical 
reactions (Fig.1 and Eq.(6)). 

Ionic Conductor. The ionic conductor in Fig.2 is 
a cylinder containing NaCl. Here, current flow (at a 
frequency say of 1 Hz in a 0.02 M solution) is almost 
entirely the physical movement of charged particles, of 
ions, say sodium and chloride ions, and follows simple 
constitutive laws (when concentrations are < 0.02 M 
and flows are not large enough and do not last long 
enough to change concentrations). These ions are hard 
spheres. The finite size of these spheres is significant in 
the ionic mixtures found everywhere in biology and in 
general at concentrations greater than say 0.02 M. The 

finite size makes constitutive equations (valid at all 
concentrations of mixtures of different types of ions) 
much more difficult than the classical constitutive 
equations for quasi-particles that are points. Finite size 
implies saturation effects - space cannot be filled more 
than once - and these imply that ‘everything interacts 
with everything else’. 

Numerical difficulties in dealing with spheres are 
substantial. Spheres must be computed in three 
dimensions because spheres do not exist in one and two 
dimensions. That is to say, objects with a single radius 
have very different surface to volume ratios in one, two 
and three dimensions and so fill space very differently. 
Phenomena in which spheres fill a significant fraction 
of three-dimensional space are not easily approximated 
in one or two dimensions. Computation of the forces 
that prevent overlap of spheres is difficult because those 
forces are strong and vary significantly in three 
dimensions. Bottom line: non-ideal solutions remain a 
challenge, as documented below. 

Vacuum capacitor. Let’s move on to a vacuum 
capacitor, in which the space between the two plates is 
completely empty of matter (as it would be in outer 
space, for example). The current flow through this 
capacitor is just as real as the movement of ions of NaCl 
in the cylinder even though no particles or spheres are 
present, and no mass moves at all. 

The displacement current between the plates of the 
vacuum capacitor is a property of the electric field itself, 
as explained in textbooks of electricity and magnetism 
[1, 14–16] and is described by the exact and simple 
constitutive equation for the vacuum idisplacement = 
C(∂V/∂t), where the displacement current idisplacement 
(amps) is strictly proportional to the capacitance C 
(farads) and the time rate of change ∂V/∂t of the voltage 
across the vacuum capacitor. Unlike other constitutive 
equations, the constitutive equation for vacuum current 
is exact, valid to some eighteen significant figures [15]. 

This displacement current induces a magnetic field 
just as current carried by ions produces a magnetic field. 
Indeed, without displacement current in a vacuum, 
Maxwell’s equations do not allow sunlight to propagate 
through the vacuum of space. With this exact expression 
for displacement current, light propagation is a solution 
of the Maxwell equations, and in fact the speed c of 
propagation of light can be computed from 
measurements of electrical and magnetic constants, 
entirely independent of measurements of light itself, by 
Maxwell’s remarkable formula c =1 µ0ε0 .  Light 
propagates according to Maxwell’s equations over 
astronomical distances, so we know that the constitutive 
equation that calculates that speed must be accurate to 
many significant figures. 

Dielectric capacitor. In the dielectric capacitor in 
Fig.2 (filled with for example the plastic 
polytetrafluoroethylene = PTFE = Teflon), current flow 
is more complex, and involves the effect of an applied 
electric field on the spatial distribution of the electric 
charge intrinsic to the atoms, molecules, and substances 
of the dielectric. (‘Intrinsic’ here means the distribution 
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of charge present when there is no applied electric 
field). Note that the electric charge in a dielectric, an 
ionic solution, a protein or nucleic acid, for that matter, 
varies significantly on all scales from subatomic to 
macroscopic. 

The properties of dielectrics cannot be described in 
detail here because they vary so much with material, 
voltage, and time. But some properties need to be 
emphasized. Intrinsic charges do not move from plate to 
plate in a real capacitor. The current that flows from 
plate to plate and within the dielectric is a dielectric 
displacement current not carried by the movement of 
mass (any substantial distance). The current in a real 
capacitor is an abstraction. It is the sum of the vacuum 
displacement current and the material displacement 
current IPol (in the dielectric) produced by the distortion 
of intrinsic charges. The material displacement current 
describes the movement of a charge on a non-linear 
time-dependent spring (with damping) that eventually 
stops moving after being perturbed by an external 
electric field for a finite time. Calculating this material 
displacement current involves solving a non-equilibrium 
time-dependent version of the Schrödinger equation, a 
difficult task, involving a macroscopic number of atoms 
and millisecond timescales in cases of biological 
interest. 

Ideal dielectrics do not approximate ionic 
solutions. Scientists have avoided the difficulties of 
solving the Schrödinger equation in a macroscopic 
system like a dielectric, or ionic solution, by using 
approximations. They discuss an ideal dielectric with 
properties independent of field strength and independent 
of time. The approximation over a wide range of electric 
field strengths is satisfactory in most materials. 

The approximation of a time-independent ideal 
dielectric is poor over a wide range of times. For 
example, most solutions of ions in water need effective 
dielectric coefficients to describe the polarization charge 
induced by permanent charges. This dielectric charge 
changes - after a step electric field is applied - from 
about 2 to about 80 as time progresses, from zero to 
10-15 sec to say 10-5 sec and the change in dielectric 
charge depends on the substance [71]. There is not a 
universal constitutive law or approximation for the time 
dependence of dielectric properties. A factor of 40 
change with time is not small. Multi-scale analysis must 
deal with this multi-scale problem because atomic 
motion has macroscopic consequences on all time-
scales. 

The time dependence of real dielectrics needs to be 
dealt with in biological applications: ideal dielectrics do 
not approximate the properties of ionic solutions in 
which biology occurs. The time dependence of 
polarization charge in proteins has been extensively 
studied [72–74] and varies over the whole time-scale 
from atomic to macroscopic. It often has slow 
components, 10-3 sec or slower. 

Biology is controlled by atomic structures that 
move significantly in 10-15 sec but have dramatic effects 
on biological functions between 10-5 sec and 10 sec 
later. The time dependence of these induced polarization 

charges appears in simulations (with atomic resolution) 
as changes in the orientation and induced polarization of 
water molecules, and in the distribution of ions, as well 
as in the distribution in proteins of permanent charges, 
permanent dipoles, and induced dipoles. 

Atomic-scale simulations must last a long time. 
Atomic-scale simulations seeking agreement with 
experimental data - available for a wide range of 
solutions [71], and proteins [72–74] - must last long 
enough to account for the discrete charge movements 
that produce an effective dielectric coefficient of 80, as 
measured experimentally. Otherwise, substantial 
changes in the electric field will not be seen in the 
simulation, even if those changes in the electric field 
have great biological significance. 

Electric fields in biology are strong. A nerve 
signal is a change in an electric field of the greatest 
biological significance. Information transfer in the 
nervous system, coordination of contraction in muscle, 
including the coordination of cardiac contraction that 
allows the heart to pump blood, are all directly 
controlled by the action potential, the biological name 
for the nerve signal. Electric fields during a biological 
action potential are slow (say 10-3 sec), and macroscopic 
in scale, transmitting 10-3 meters, propagating one meter 
(in humans), and they are remarkably multi-scale. 
Handfuls of atoms in a channel protein control the 
macroscopic propagation and the nerve signal itself is 
current carried by ions (that are single atoms) moving 
through those proteins. The electric field of the action 
potential is strong, typically some 0.1 V across a 2×10-9 
meter-thick membrane or a 3×10-10 meter-long 
selectivity filter (EEEE group in a calcium channel), 
5×107 to 3×108 V/m. These electric fields distort the 
intrinsic distribution of charge within the dielectric on 
many scales of time and distance, including electrons 
inside molecules and atoms. They reorient polar 
molecules that have an intrinsic asymmetric distribution 
of charge. Charges only move a small amount in 
dielectrics in response to the applied electric field - 
reminiscent of the sloshing of tides in an ocean and on 
beaches on earth created by the moon’s gravitational 
field - and they eventually return to their resting 
position when the field is turned off but those small 
movements of charge produce large effects because the 
electric field is so strong. 

Dielectric currents IPol share some of the properties 
of vacuum displacement currents but they do not follow 
a universal exact constitutive law, not even 
approximately. It is important not to confuse dielectric 
IPol and vacuum displacement currents ε0 ∂E/∂t. It is 
important to realize dielectric displacement currents can 
be large and produce large effects in biology, as they do 
in semiconductors. 

Non-linear components of dielectric current are 
important in biology. Non-linear components of 
dielectric displacement current have large effects 
important in biology (e.g. in muscle [75], where they 
were first discovered, and nerves [76]) where they 
control the opening and closing of the channels that 
produce the action potential [77] and some enzyme 
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functions [78], as well. These non-linear dielectric (i.e. 
displacement) currents can be recorded as ‘gating’ 
currents because of the Shockley-Ramo theorem [79], 
which is a restatement of continuity of current. The 
dielectric currents involve a tiny fraction of all the 
charges in and near to an ionic channel, far less than one 
percent (see Appendix “Size of Effects” near Eq.(28)), 
but continuity of current and the strength of the electric 
field make gating currents easily measurable in the 
hands of skilled experimentalists. 

Any electric field is extraordinarily strong 
compared to diffusion. Tiny displacement currents can 
be recorded routinely in many laboratories because the 
electric field is so strong. If it were not so strong, these 
tiny concerted movements of atoms would be lost 
amongst the Brownian thermal motion. Extraordinarily 
small changes in net charge are enough to guarantee that 
currents are the same in all elements of a series circuit 
because the capacitances (ratio of charge to potential) 
involved are often some 10-17 farads, see Appendix. 
Continuity of current flow is guaranteed by changes in 
electrical forces and potential resulting from very small 
amounts of charge. 

Concentration effects are very small. On the 
other hand, a one percent deviation in density of mass 
has a tiny effect on diffusion and chemical reactions, 
which is hardly noticeable. Diffusion forces are tiny 
perturbations in the electric force field and energies 
involved in diffusion are tiny perturbations in the total 
energy of charged systems. Electric forces and energies 
are not small parts of the total energy and it is not wise - 
to say the least - to treat them as perturbations of 
uncharged systems. Small changes in charge 
distribution produce large changes in flow because flow 
tends to be an exponential function of the spatial profile 
(even when the profile does not have a large, single, 
symmetrical peak [80] of potential energy) and the 
profile of energy is a sensitive function of permanent 
and dielectric charge, ionic conditions, etc. [81]. It is not 
wise [82] to neglect the effect of permanent charges of 
the channel protein on the shape and size of the electric 
field as is done in many continua [83–105] and rate 
models of gating and permeation of ion channels, and 
most treatments of enzyme function and catalysis. 

Current is indeed an abstraction. In each of the 
devices in Fig.2, charge follows different laws, because 
it has different physical properties, sometimes carried 
by charged particles, sometimes produced by the rate of 
change in electric field (displacement current), 
sometimes as a result of the ‘movement’ of quasi-
particles, and sometimes as a consequence of the 
‘movement’ of electrons in a macroscopically 
delocalized quantum state of a wire. 

Current always flows without loss in each 
device. This abstract property of current is always true, 
because the potentials change automatically to ensure 
continuity of current. However, the ‘laws’ describing 
current as a function(al) of time and potential (for 
example) depend on the physical nature of the charge 
and its movement. Different devices have different 
relationships between current, voltage, and time. These 

different ‘constitutive’ equations are described in 
engineering literature in great detail. 

The different constitutive equations combine with 
Kirchhoff’s current law to describe current flow from 
one place and one device to another. Together, the 
equations describe the universal fact that interrupting 
current flow in one chemical reaction (of a series of 
reactions) will interrupt current flow in every other 
reaction (in that series) even if the interruption is meters 
away from a chemical reaction being studied on the 
atomic scale (scale = 1 Å). Together the equations 
describe the experimental fact that electric fields, forces, 
and potentials automatically rearrange so that 
Kirchhoff’s current law and continuity of current flow 
are always present exactly on all scales no matter what 
is ‘carrying’ the current. Indeed, the physics of current 
flow changes to accommodate the continuity of current. 

One is reminded of the power of the electric field 
when one unplugs a computer. Interruption of a circuit 
meters away from the diodes of the computer’s power 
supply stops the flow of quasi-particles - holes and 
semi-electrons - across atomic-scale junctions of 
semiconductor diodes, often of the PN variety. The 
electric potential changes so strongly in response to the 
interruption (because the power input of the computer 
power supply stores a great deal of charge) that the 
electric field exceeds the dielectric strength of air. The 
automatic change in the electric field - needed to 
maintain continuity of current flow - is enough to 
‘change the physics’ of the system. Electrons are 
stripped off the atoms of air resulting in a plasma, a 
spark. We should be frightened of sparks and their 
electric fields. Sparks start fires, sometimes in 
upholstery or drapes. 

Vacuum tubes. We consider charge movement in 
a vacuum tube diode as the next device in Fig.2. 
Vacuum tubes control the flow of electron current by 
changes in their internal electric fields and were called 
‘valves’ in the UK for that reason. Vacuum tubes, 
semiconductors and even some open ion channels 
follow simple constitutive laws of rectifiers, as 
described in textbooks of electronic devices or ion 
channels. 

In vacuum tubes, current is indeed carried by a 
stream of isolated charged particles, electrons with a 
definite mass and charge, moving through a vacuum, 
interacting only through their electric fields. At 1 Hz, 
essentially all the current in a vacuum diode is carried 
this way. Current through a diode is not proportional to 
the voltage across the diode because the electric fields 
within the diode change shape, despite the simple 
physics of conduction. The fields change shape as the 
voltage across the diode is changed because of 
screening and shielding. The electric fields within the 
tube are different at small and large potentials. The 
different internal electric fields change current flow, 
creating rectification. The electric field creates a large 
barrier in one direction so current in that direction is 
small; the electric field creates a small barrier in the 
other direction, and current in that other direction is 
large. 
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Rectification is of historical interest because 
vacuum tubes allowed the early detection of radio 
waves in American homes in the 1920’s, as valves did 
in the UK. The demand for portable radios led to solid-
state diodes, then solid-state ‘triodes’, field effect 
transistors, integrated circuits, and our modern digital 
world [106]. Vacuum tube diodes had certain 
difficulties - they were big (10-2 m at their smallest), 
hot, greedy consumers of power, cost about $3 in the 
1950’s, and electrically unstable: they drifted 
continuously. They were quickly replaced with 
semiconductor diodes that cost less than $10-10 each, do 
not drift significantly, and can be as small as 10-8 meters 
nowadays. 

We turn now to the semiconductor diode that 
operates on a very different scale from the vacuum 
diode. The rectification of both diodes - that is their 
function - depends on essentially the same physics, 
namely the shape of the electric field and its change in 
shape with the direction of current flow. The electric 
field of charge must be respected on both the scale of 
vacuum diodes and that of semiconductor - 10-2 meters 
of vacuum tubes, 10-9 meters of semiconductor diodes - 
indeed on all scales because the electric field has such 
large effects on all scales. The immediate implication is 
that theory and simulation must calculate the electric 
field on all scales, using an explicitly multi-scale 
analysis, since it seems unlikely that any one type of 
simulation or theory can span atomic to biological to 
laboratory distances and times, let alone the interstellar 
scales on which the laws of electricity are known to be 
valid. 

Semiconductor diodes. Current in semiconductor 
diodes is carried by quasi-particles [70], called holes 
and ‘electrons’ (better named quasi-electrons, or semi-
electrons in my view). These quasi-electrons and holes 
are defined because they interact much more simply 
than the totality of real electrons and lattice of atoms in 
semiconductors [21, 70, 107–109]. They simplify 
the quantum mechanical many-body problem into the 
much simpler motion of imagined quasi-particles. 
Current is carried in semiconductors by rearrangements 
of charge in the entire lattice of atoms that make up the 
semiconductor. Fortunately in terms of our technology 
and daily life, current in germanium and silicon can be 
approximated by classical theories that deal with one 
quasi-electron or one quasi-hole at a time as they move 
in mean fields, without requiring a solution to the 
Schrödinger equation at all [17–21]. 

As a textbook puts it eloquently (p. 68 of Ref. 
[69]): “Electron is a quasi-particle consisting of a real 
electron and an exchange correlation hole … a cloud of 
effective charge of opposite sign due to exchange and 
correlation effects arising from interactions with all 
other electrons of the system. Hole is a quasi-particle, 
like the electron, but of opposite charge; it corresponds 
to the absence of an electron from a single particle state 
that lies just below the Fermi level”. The motion of 
these quasi-particles is described by mean field models, 
evaluated both by simulations [17, 21] and theories [17–
21], e.g. the Poisson drift-diffusion equations [110], 

often called PNP (for Poisson Nernst Planck) in 
biophysics and nanotechnology [56, 61, 111–117]. PNP 
is of particular importance because it is used widely, 
nearly universally, to design and understand the devices 
of our semiconductor technology, from transistors to 
computer chips. PNP is used rather widely in 
nanotechnology these days and increasingly in 
membrane biophysics, mathematical biology, and 
electrochemistry, including battery technology, as well 
as the technology of cement. 

Rectification in biological membranes. Early 
treatments of rectification in biological membranes, 
then called ionic conductances, ([83]; Appendix of 
[118]) in fact drew heavily on Mott’s (nearly) 
contemporaneous treatments of rectification in diodes 
[119], but none of these were consistent: they assumed 
the electric field, instead of computing it. The charge in 
the system did not produce the assumed electric field if 
substituted into Poisson’s equation. Goldman [83], then 
a graduate student of K.S. Cole, recognized the 
problem, but did not know how to remedy it, nor did 
these workers [83, 118] understand that electric fields in 
diodes or open channels were not constant in any sense, 
including space (numerous personal communications to 
me from K.S. Cole, 1960–1962, and A.L. Hodgkin, 
1960–1995). Mott soon realized [120] that the change in 
shape of electric fields was a crucial phenomenon in 
semiconductor diodes, updating the constant field 
assumption of his original paper [119]. Biophysicists 
were evidently not aware of the evolution of Mott’s 
understanding [121].  

Semiconductor physicists understood that 
consistent treatments produced electric fields that varied 
greatly with conditions, as the fields change to force 
continuity of current [122]. Indeed, transistor design 
would not be possible [21, 106, 123–124] if 
computational electronics had assumed constant fields 
the way some physicists did early on [119], but not for 
long [120]. In biophysics, the importance of computing 
the fields from the charges (so the fields and charges 
were consistent) was not realized (as far as I know) until 
much later [81, 111–112]. Until then, and even after, 
Nernst-Planck equations were used in biophysics 
without including the ionized acid and base groups of 
the channel protein, i.e. without including the 
permanent charge of the protein [85–105, 121]. These 
ionized groups render polymers into ion exchangers 
[125]. The equivalent doping profiles convert 
semiconductors into devices. Leaving out ionized 
groups “is like studying a galaxy without stars”, as a 
prominent physical chemist once told me. The 
distribution of permanent charge creates a baseline 
electric field. Changes in shape of the electric field with 
concentration, amino acid composition of the channel 
protein, etc. are responsible for many of the important 
properties of these systems. Unfortunately, the 
importance of changes of shape in the electric field, and 
of the fixed charges involved, were and still are often 
ignored. 

Charge carriers in semiconductors can be really 
quite strange from a physical point of view. Charge 
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carriers in silicon and germanium do not exist outside 
the lattice of the semiconductor as distinct entities. They 
do not exist in the same sense that Na+ and Cl− ions 
exist, but are mathematical representations, with 
lifetimes sometimes as short as milliseconds. Quasi-
particles are the second derivative of a Fermi surface of 
silicon and germanium semiconductors, under particular 
conditions. They are defined, as mentioned above, to 
allow easy classical analysis compared to the intractable 
quantum mechanical many-body problem of a 
macroscopic semiconductor. 

Much of the success of our semiconductor, digital, 
and video technology is due to the accuracy of the 
constitutive PNP equations describing holes and semi-
electrons. They robustly describe the characteristics of 
semiconductor devices of many different types, with 
very different input-output relations, as different as an 
exponentiator and a logarithmic convertor. PNP is so 
useful because almost all the devices of our digital 
technology work under a restricted set of conditions in 
which flows are crucial but are of the special type, well 
described by quasi-particles moving in a mean field. 
Treatment of distortions of the electric field of all the 
atoms in macroscopic devices is not needed. Almost all 
of the devices of electronics use power supplies to 
maintain different voltages at different locations far 
from the PN junctions of the device itself (and thus 
require a global treatment of the electric field). These 
voltages perturb the distribution of velocities of charged 
particles so the distribution exhibits net flow [80, 126]. 
The slight perturbation is enough to imply the PNP 
equations and those provide enough non-linearity to 
make amplifiers, switches, and the full set of logical 
circuits necessary to make a computer [21, 107–109]. In 
fact, in this case the PNP equations can be solved 
analytically and exactly to give intuitive, pleasingly 
simple formulae for current flow, once the shape of the 
electric field is known [80]. 

PNP equations describe a wide variety of 
current voltage relations and devices. The PNP 
equations are the constitutive laws used to describe 
semiconductor devices as their current voltage relations 
change drastically (with voltage, for example) from that 
of a linear amplifier, to a switch, exponentiator, 
multiplier or even logarithmic converter [21, 107–109]. 
Non-linear input-output relations, as varied as these, 
enable a rich variety of devices. 

Non-linear input-output relations as diverse as 
these are not described easily - or described at all for 
that matter - in most areas of physics and chemistry. All 
the non-linear devices in a computer are actually 
mathematical solutions of the PNP equations in a 
complex silicon structure built to have the particular 
spatial distribution of permanent charge (‘doping’) that 
produces the desired properties of the device, i.e. the 
input-output relations. 

The predictive power of PNP is very important in 
the design of robust semiconductor devices - that do not 
fail even when used many millions of times a second in 
computers that contain a trillion transistors. In fact, the 
intrinsic physical properties of semiconductors are 

adjusted by their designers so PNP remains a good 
description [127–130], even though the size of the 
device has been dramatically decreased. The 
concentrations of fixed charge dopants, geometries, and 
recently even dielectric coefficients are adjusted by 
semiconductor engineers in their successive iterations of 
Moore’s law [131–133], so PNP remained a good 
description as performance increased by factors of a 
billion or so, over 50 years.  

Evidently, reliable design is more important than 
raw performance. It seems more important for the 
designers (and marketplace) that an equation describes 
behavior robustly and accurately over a range of 
conditions than that the device be as fast or small as 
possible [127–130]. Evolutionary selection in biology 
also seems to choose robustness over efficiency in many 
cases. Devices of nanotechnology need to be similarly 
robust, I believe, before they will be used extensively. 

PNP is not enough, however, when ionic 
solutions are involved. A great deal of effort has been 
spent applying PNP equations to electrochemical 
systems [56, 61, 111–117] hoping they might serve as 
adequate robust constitutive equations, but that is not 
the case. The non-ideality of ionic solutions, arising in 
large measure from saturation effects produced by the 
finite size of ions, demands more powerful mathematics 
than the partial differential equations of PNP used in 
computational electronics. 

Resistor. The next device we discuss in Fig.2 is a 
resistor, which in some ways is the easiest to describe 
because current is proportional to voltage with a single 
proportionality constant over a wide range of voltages, 
times, and conditions. A resistor follows Ohm’s 
constitutive law with a resistance independent of 
potential over a wide range from 10-5 V to say 100 V, 
and for values of resistance from 10-1 Ω to 108 or  
109  Ω. The range of validity of Ohm’s law is an 
enormous help in circuit design. Circuit models 
involving resistors, capacitors, inductors, and 
operational amplifiers are transferrable. They behave 
as real devices behave without changes in parameters. 
Largely for that reason, designs are inexpensive and 
robust. 

Despite the simplicity of resistors, the actual 
current carrier in a carbon resistor is unclear, at least to 
me. No one cares very much I suspect because the 
device works nearly perfectly. The carrier of charge 
does not matter very much. What matters is the 
constitutive law that describes the relation between 
current, voltage, and time. The constitutive law should 
satisfy conservation of mass, charge, and current. 

It is instructive to write the constitutive law for a 
resistor Ohm’s law for only particle current, using a 
conservation of particle (mass) formulation, and then 
write it again for particle plus displacement current from 
one terminal to another. If you apply a step function of 
current (or potential for that matter) to the purely 
particle formulation, a paradox arises. The potential 
changes but the particle current flowing into the resistor 
from the left is exactly equal to the particle current 
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flowing out on the right at all times. Why does the 
potential change if there is no accumulation of charge? 

The paradox can be resolved in two (nearly) 
equivalent ways: 

(1) The constitutive equation of Ohm’s law can be 
used with the extended definition of current 
that includes the displacement current. In this 
case, there is continuity of generalized current, 
but there is NOT continuity of particle current 
at all times. The transient accumulation of 
particle current provides the charge that 
changes the potential. 

(2) Alternatively, the circuit model of the resistor 
in Fig.2 can be changed to have an explicit 
capacitor in parallel with it. In this case, the 
charge accumulates on the capacitor, and the 
resistor itself can have continuity of flux of 
particles at all times and follow Ohm’s law 
using the current/flux of particles (and not the 
displacement current). The charge 
accumulating on the capacitor creates and 
changes the electric field. 

Maxwell himself repeatedly used capacitors in this 
spirit to understand the role and significance of 
displacement current. Sections 102, 125, 199 and 
Chapter 8 are some examples in Ref. [134]. We 
(following the insight and advice of Wolfgang Nonner) 
have used capacitors as a low resolution, consistent way 
to connect permanent charges (specifically, ionized side 
chains in a channel protein away from the pore) and 
electrical potentials in the pore of a channel protein, e.g. 
the potassium channel [135]. 

Current flow in wires can also be strange. The 
current carriers in a wire are delocalized electrons in the 
simple case of a single solid conductor of metal, and 
follow the simplest constitutive law of all over long(ish) 
time-scales, say times longer than 10-5 sec. 
Nevertheless, most of the electronics in our digital 
technology operate over time-scales much shorter than 
that. 

Now we confront the importance of the time 
variable. The physical nature of current flow depends on 
time-scales, even in wires [14, 16]. The range of time-
scales in our technology is enormous, from more than 
one second to less than 10−9 sec. Over shorter time-
scales (< 10-4 s) the wires that must be used are often 
twisted pairs [136], each made itself of many very fine 
wires. Without twisting, these pairs of wires do not 
allow successful connections to the internet because 
rapidly changing signals are not carried reliably by 
single wires [137]. Over those short time-scales, 
currents flow outside wires, guided by the conductor, to 
be sure, but outside the conductor nonetheless [16, 137]. 
The twisting of wires is a necessity if they are to carry 
signals robustly and reliably so we can use them in our 
video devices and smartphones, even in old-fashioned 
hard-wired telephones [136] that only need to amplify 
audio signals heard by adult humans (< 10,000 Hz).  

The physical nature of current depends on 
time-scale. The physical nature of current in almost any 

system depends on the time-scale, and differs at 
different times as much as it differs in different devices. 
Constitutive equations depend on time. Different 
devices have different constitutive equations with 
different time dependences. Again, current is an 
abstraction, a different abstraction at different times in 
one device, as well as different in different devices. 

Charge movement in batteries. Batteries are 
present in Fig.2 both as an isolated device and as the 
Ag||AgCl interface between wires and NaCl solution in 
the conducting cylinder previously discussed. I hesitate 
to describe a constitutive equation for the flow of charge 
in batteries in general because the flow is so very 
complex, different in different devices, and important 
for the practical daily use of batteries [138–139], and its 
interaction with surface charges is also subtle and 
important [140]. It is enough to say here that current 
flow through electrochemical systems is carried by 
different electrochemical systems differ dramatically 
and change in dramatically with time, frequency, 
composition and concentration of ionic solutions, as 
well as electrical potential, and current flow. Over short 
time-scales, e.g. 10-6 sec - that are still long compared to 
the time-scales important in computers - current flow 
from the Ag wire and AgCl electrode material into the 
NaCl solution is entirely displacement current lagging 
behind voltage. However, over the longer time-scales 
characteristic of biological systems (greater than say 0.1 
sec), the current is carried by a complex combination of 
Ag+ and Cl− ions with negligible displacement current. 

We conclude that current is indeed an abstraction 
with different physical meanings in different systems 
and over different time-scales. No one can visualize and 
no one knows - at least I do not know anyone who 
knows - why or even how this abstraction can be so 
perfectly conserved under all conditions and over all 
scales, from Angstroms to meters, from femtoseconds to 
seconds. It is truly amazing to think of the changes in 
electric forces needed to accommodate and enforce 
continuity of current in salt water, vacuum capacitors, 
dielectric capacitors, vacuum tube diodes, 
semiconductor diodes, resistors, wires and batteries 
from atomic time-scale 10-16 sec and distances of 10-11 
meters to the biological scales of seconds and meters 
from inside atoms (pp. 8–9 of Ref. [1]) to 
intercontinental distances (in submarine cables) and 
interstellar space. 

3. General Remarks about Current Flow  

The discussion of Fig.2 leads to some general remarks 
about current flow. The interplay of conservation of 
matter and conservation of charge and current is 
different in each system, according to the constitutive 
law of the system. The idea of a current flow is an 
abstraction built to accommodate the physics of each 
system, while maintaining the main feature of 
electrodynamics, the exact conservation of current, at 
any one time, on any scale. Conservation of mass is 
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certainly also followed in these systems, but in a more 
relaxed way. Significant deviations are allowed for a 
time. Mass can accumulate for a time without 
catastrophic results. 

Accumulation of mass does not have dramatic 
effects. In the systems considered here, the 
accumulation of mass does not usually have dramatic 
effects. A one percent accumulation of mass has a small 
effect on chemical potentials, although of course 
exceptions can occur. There is no general law for the 
accumulation of matter. The effect depends on the 
constitutive law, and its interplay with conservation of 
matter, charge, and current. 

Accumulation of charge has dramatic effects. 
The accumulation of charge is different. A one percent 
accumulation of charge has a huge effect. As Feynman 
memorably mentions at the very beginning of his 
textbook [1], one percent excess of charge in a person 
at arm’s length produces a large enough force to lift the 
earth! 

The accumulation of charge follows an exact law: 
the displacement current is the sum of all the other 
charge flows and it changes the rate of change of the 
electric field in a precise way so total current is 
conserved precisely. Continuity of current is obeyed and 
so such enormous forces do not occur. If continuity of 
current were not obeyed exactly, enormous forces 
would soon develop (see Appendix). Such forces are of 
course incompatible with life or laboratory experiments. 
Fortunately, accumulated charge is easier to deal with in 
theory than accumulation of mass: the vacuum 
displacement current does not depend on constitutive 
laws, it simply depends on the time derivative of 
potential and so can be calculated. 

Accumulated charge is much simpler than 
accumulated mass. Accumulated charge has universal 
properties, independent of the physical nature of the 
charge. Particle and quasi-particle currents that 
accumulate at a junction change the time derivative of 
electric potential so the electrical potential carries away 
a displacement current. This displacement current is 
exactly equal to the sum of the other currents flowing 
into the junction without known error, to about one part 
in 1018. Continuity of current is exact independent of 
constitutive laws if current is re-defined to include 
displacement current. The displacement current (and 
equivalently ∂V/∂t ‘take up the slack’ so that 
Kirchhoff’s current law (using the extended definition 
of current) is exact in one dimensional systems like a 
sequence of chemical reactions. No charge accumulates 
at all beyond that defined by the integral of the 
displacement current. The electrical forces and ∂V/∂t 
change so the displacement current is exactly equal to 
the sum of the other currents, and continuity of 
generalized current is exact. 

Accumulation of charge is special because it is 
universal. The precise linkage between potential 
change, charge accumulation, and displacement current 
is a special feature of electromagnetism because it is 
universal. It is a property of a vacuum, the constitutive 
equation of a vacuum, if poetic license is allowed. In 

this sense charge is more fundamental and universal 
than mass, a fact which certainly came to me as a 
surprise [141]. Then I learned that charge is constant at 
all velocities according to the ‘Lorentz (relativistically) 
invariant’, whereas mass is not. Mass depends on 
velocity and charge does not. Special relativity seems to 
make charge a more fundamental physical property than 
mass. 

The reader may have difficulty visualizing the 
interactions that enforce conservation of the abstraction 
‘charge/current’ in all these devices with all these 
properties over the entire time-scale. I certainly do. 
However, current flow and charge are conserved on 
and between all scales under all conditions, even if we 
cannot visualize how that manages to be so. 
Experiments demonstrate that fact. Current does flow 
continuously without loss in a circuit. Consider a battery 
feeding a circuit. If a wire is cut far from the battery, 
current flow stops everywhere. The chemical reaction in 
the battery is disrupted on an atomic scale, by the (lack 
of) current flow meters away. Those of us living in 
colder climates have seen the effects of starting a car 
with another car’s battery. We have learned to be 
careful because even a twelve volt battery can produce 
dangerous sparks in air, even though air has nearly 
infinite resistance ( > 1011 Ω for dry air), and is in that 
way, nearly a vacuum. Abstract current is conserved 
‘exactly’ even if we cannot visualize how that happens. 

Science often contains mysteries that cannot be 
visualized - consider Maxwell’s attempts to visualize his 
equations as properties of an ether. Science often poses 
questions that cannot be answered. Why is there no 
magnetic charge? Why is the charge on an electron 1.6 
×10−19 C? Why is charge independent of velocity in 
special relativity when mass, distance, and even time 
are not? Why are physical laws invariant when 
locations S move at constant velocity ∂s/∂t - mass, 
distance, - or at constant acceleration ∂2s/∂t2 - general 
relativity - but not when other time derivatives of 
location are constant, like a constant third derivative 
∂3s/∂t3 or linear combinations of ∂ns/∂tn, perhaps even 
fractional derivatives? As practical people, scientists 
cannot afford to just wait while we wonder about such 
things. Scientists wonder a bit and then move on, 
hoping our successors can do better than we have. 

Biologists and engineers in particular cannot 
afford to linger on mysteries they do not understand. So 
many of those mysteries in biology have turned out to 
be caused by low resolution of our instruments, unable 
to resolve crucial structures. Think of Thomas Henry 
Huxley looking at the shortening of the striations of 
muscle [142] that were not understood until one of his 
grandsons (Andrew Huxley) studied them many years 
later working in Cambridge, UK [143]. Think of Lee de 
Forest using vacuum tubes without understanding how 
they work. Biologists and engineers cannot afford to 
wait to understand everything. They must isolate the 
mysteries and move on to study other things. Here, we 
move on to discuss devices and the theories and 
simulations used to understand them. 
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Biological implications of continuity of current. 
It is important to note that the continuity of current law 
has important biological implications in systems more 
general than a series of chemical reactions. The 
continuity of current law implies the cable equations 
(called the telegrapher’s equations in mathematics 
literature), see derivation from the three dimensional 
theory in [144–147] and pp. 218–238 of [148]. The 
cable equation [149] is the foundation of the Hodgkin-
Huxley model [150–154] of the action potential of 
nerve and muscle fibers. Kirchhoff’s current law links 
the atomic properties of ions, the molecular properties 
of ion channels, and the centimeter-scale spread of 
current and potential that create the propagating action 
potential in nerve fibers meters in length. 

In short or round(ish) cells, or in organelles like 
mitochondria, continuity of current forces coupling 
between multiple pathways of current crossing 
membranes, even if the currents are carried by different 
ions, or by electrons, through different structures 
nanometers apart in the membrane of the finite cells or 
organelles. 

The flux-coupling characteristic of active transport 
systems - including the coupled flows in chemiosmotic 
systems that perform oxidative phosphorylation or 
photosynthesis - might arise in this manner. Coupling of 
flows of charges, whether electrons or ions, is an 
unavoidable consequence of the GLOBAL conservation 
of charge and current, of Kirchhoff’s current law 
GLOBALLY enforced in three dimensions, and not a 
consequence of local chemical interactions, just as 
coupling of membrane currents with axial currents in a 
nerve fiber is an unavoidable consequence of 
Kirchhoff’s current law, not of local chemical reactions. 

It is interesting to compare the incorrect chemical 
theory of nerve propagation by Nobel Laureate A.V. 
Hill [155] with the correct electrical theory of the then 
undergraduate [156–157], later Nobel Laureate [150–
154], Alan Hodgkin. Kirchhoff’s current law in the 
form of the cable equation [149] was the key to 
Hodgkin’s understanding. The classical voltage clamp 
experiments were designed to remove difficult terms 
and isolate membrane terms in the cable equation - 
personal communication, A.L. Hodgkin, 1961 - that 
today we know describe ion channels, opening, closing 
and conducting [121, 158–159]. 

The cable equation links movement of atoms inside 
channel proteins to macroscopic current flow that 
produces nerve propagation of the macroscopic 
electrical potential, the nerve signal that spreads meters. 
Macroscopic potentials modify atomic movements 
involved in gating and conduction. Atomic movements 
create macroscopic electrical potentials. 

Equations of the electric field are true on all scales 
and so allow a unique linkage between models of 
atomic motion, protein behavior, and macroscopic 
propagation of electrical signals. I suspect linkage 
equations of this type - valid on all scales - will be 
needed to make any multi-scale analysis robust and 
transferrable, if it reaches from atoms to meters, from 

femtoseconds to minutes as models of nanodevices 
must. 

Models, devices, effective parameters, and 
transferrable theories. Parameters of models or 
devices can often be chosen so an incomplete theory or 
simulation describes a system under one set of 
conditions but not another. Experiments often show that 
rate constants must be adjusted dramatically as 
conditions change, and the adjustments can rarely be 
predicted ahead of time by theory. 

Chemistry and biology are filled with examples of 
non-transferable models. Chemical reactions follow rate 
equations, but the rates are not constant and not 
independent of one another as conditions change, even 
though traditional theory assumes they should be [5]. 
Biology describes enzymes with one set of parameters 
but finds those change when conditions change and 
attributes that, somewhat mysteriously, to ‘allosteric 
effects’ and conformation changes. 

Non-transferable theories have limited use. 
Biology and much of chemistry works under a wide 
range of conditions and so incomplete theories with 
effective parameters have limited use. Even if sensible 
or valid, theories (and simulations) with effective 
parameters like these are not accurate enough to design 
robust devices. By leaving out something important, 
those theories or simulations omit an energy term that 
almost certainly varies with conditions. The resulting 
effective parameters change in large and unpredictable 
ways. 

Incomplete theories and simulations are not very 
useful over a range of experiments and conditions. 
Incomplete theories are not likely to be transferable 
(from one set of conditions to another) in the language 
of the chemistry literature. Devices designed from 
incomplete theories or simulations are unlikely to be 
robust or work well under a range of conditions. 
Biological systems analyzed with non-transferable 
theories (or simulations) are unlikely to be realistic in 
general because biological systems usually work in a 
range of ionic concentrations different from those used 
in the laboratory. 

Simulations must deal with trace Ca2+. 
Biological systems usually work in mixtures with a 
range of Ca2+ concentrations, in which the Ca2+ 
concentration has important practical effects, often 
turning systems on or off or controlling their rate 
monotonically. Simulations and theories in biology have 
limited use until they are calibrated so we can be sure 
they actually are correct under the range of conditions 
and Ca2+ concentrations the biological systems use. 
Simulating Ca2+ activity in pure solutions is a 
challenging problem [160]. Simulating Ca2+ activity in 
biological mixtures within the 10-8 to 20 M 
concentration range that are physiological has not been 
attempted to date. 10-8 M concentrations of Ca2+ are 
found inside most cells, while 20 M concentrations of 
Ca2+ are found in and near ion channels, nucleic acids, 
and enzyme active sites, where the chemistry of life is 
catalyzed and controlled. 
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Biological and chemical sciences will benefit 
enormously if theories and simulations can be made 
transferable, using one set of parameters to describe 
systems under a range of conditions, as many physical 
and most engineering theories and simulations do. I 
believe the law of mass action must be extended to 
conserve current before theories and simulations can be 
made transferable from condition to condition and from 
physics to chemistry to biology using only mathematics. 

How to extend the law of mass action so it 
conserves current? An obvious way to extend the law 
of mass action is to include activities and electrical 
potential in the rate constant to ‘right the rates’ by 
making them (typically exponential) functions of 
potential [2–4, 11, 13]. This in fact has been done for a 
very long time in the study of reactions at the electrodes 
of electrochemical cells and recently in other ways in 
the treatment of the formation of concrete [161–163]. 
The Butler-Volmer and Tafel equations [2] include 
electrical potential in rate constants in an empirical way 
with limited [3–4] but real success. 

Success is limited I suspect because difficulties of 
embedding an electrical potential in rate constants are 
formidable if current flows. We must ‘fix the fields’ so 
they are global and depend on current flow everywhere. 
Otherwise, they cannot conserve charge flow and 
support continuity of current as required by Maxwell’s 
equations: The way to ‘right the rates’ is to fix the 
fields, everywhere. 

4. Additional Perspectives.  

Some additional general remarks may be helpful: 
(1) A thermodynamic treatment is clearly impossible 

since the goal is to calculate large fluxes and 
currents that do not occur in a thermodynamic 
system at equilibrium by definition without flows.  

(2) A rate treatment of the frictional treatment of flux 
over a large potential barrier is needed. The 
classical Brownian motion problem of Kramers 
[164–165] is a necessary step forward, even if it is 
inconsistent because it does not compute the 
potential barrier from the charges in the system. 
Kramers’ treatment need not be restricted to large 
barriers. A simple expression for rates over any 
shape barrier is available [80] and needed [166] 
because so few barriers are both symmetrical and 
large as required in classical high barrier 
approximations.  

(3) The rate constants over one barrier must depend on 
the electrical potential in distant locations. 
Otherwise, interrupting current flow in a distant 
location cannot interrupt current locally. This 
requirement implies that the electrical potential 
must be determined by a global equation like 
Poisson’s equation, including boundary conditions 
far from the individual chemical reactions and 
barriers. The barriers of Kramers’ model are 
variable and not constant as conditions change, 
including conditions far from the barrier itself. The 

fields and energy landscapes change and it is 
indeed their change that allows continuity of 
current, as illustrated in Eq.(1), to be satisfied.  

(4) The rate constants over one barrier are likely to 
depend on concentrations in other places because 
the solutions containing the reactants are not ideal. 
A general characteristic of non-ideal solutions is 
that ‘everything depends on everything else’. More 
specifically, the activity of one reactant (the free 
energy per mole) depends on the concentrations of 
other species in practice, as well as in principle. 

(5) A general theory of all non-equilibrium processes 
is not likely to be useful: a general theory has to 
describe too much. A general theory must include 
hydrodynamic behavior of considerable 
complexity, since aqueous solutions are fluids 
satisfying the Navier-Stokes equations of fluid 
mechanics. A general theory would also include 
explosions since they occur with regrettable 
frequency at electrodes of electrochemical cells, 
when H2 gas is generated (inadvertently) by an 
overvoltage. 
 Fortunately, non-equilibrium processes in biology 
and much of technology occur in ionic solutions in 
which atomic motion is heavily damped. That 
damping ensures that the distribution of velocities 
is a displaced Maxwellian [126], as it is in 
semiconductor devices [21, 167–168]. The 
displaced Maxwellian exhibits non-zero mean 
velocity and so allows flux and current through the 
system from power supplies to outputs. That flux 
and current is enough to produce the very non-
linear devices of our digital (semiconductor) 
technology [17–21], and non-linear phenomena 
like the propagating signal of the nervous system, 
the action potential [152–154]. 
Boundary conditions are needed to extend the law 

of mass action to deal with the outside world. 
Equilibrium statistical mechanics and thermodynamics 
were designed to avoid the complexities of boundary 
conditions using the ‘thermodynamic limit’ to allow 
analysis. But when current flows, interactions with the 
outside world, are unavoidable the thermodynamic limit 
is not appropriate, and boundary conditions describing 
those interactions are needed. 

It is difficult if not impossible to deal in general 
with boundary conditions for the laws of mass action, 
and chemical reactions, because of the wide variety of 
chemical interactions and physical geometries captured 
in a phase space of very high dimension. Boundary 
conditions are easier to deal with in three dimensional 
physical space, where the law of mass action is widely, 
nearly universally, used to describe ion motion through 
narrow channels [80, 121, 169–170]. 

Current in channels. Current flow through a 
‘hole in a (insulating) wall’ is a subject of great 
significance because the hole in the wall allows for 
control of the current. Holes in proteins, membranes, 
and channels in field effect transistors are all nanovalves 
providing essential functions to a large fraction of 
biology and semiconductor technology, and of great 
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interest in electrochemistry. Indeed, biological channels 
are nearly picovalves allowing a handful of atoms to 
control macroscopic flow. It is hard to imagine a 
smaller valve that could control macroscopic flow. We 
consider models of current flow through such holes and 
show how boundary conditions can be applied to 
nanovalves and systems of this type. 

We do not consider simulations here because they 
do not deal with the essential features of these systems. 
Simulations have considerable difficulties in computing 
the actual currents through systems controlled by a 
handful of atoms. The currents are macroscopic 
phenomena, occurring in the world of milliseconds to 
minutes, and spatial dimensions from say 10-9 to 1 
meter. The currents are controlled by atomic-scale 
structures in biology and near atomic-scale (10-8 meter) 
structures in semiconductors and electrochemistry. 
Changing a few atoms changes macroscopic currents as 
is shown in biophysical experiments (usually involving 
site directed mutagenesis) every day. The macroscopic 
currents are driven by chemical and electrochemical 
potentials involving large numbers (>1015) atoms in 
most cases. Simulations must then compute 
macroscopic-scale inputs and outputs while preserving 
atomic-scale spatial resolution of the controlling atoms. 
These issues must be all dealt with at once, because they 
all exist at once in the systems of interest, and they must 
be dealt with accurately, because valves typically 
depend on the balance of nearly equal forces, e.g. 
electrostatic and diffusion. Each force must be quite 
accurately calculated because it is the difference that 
controls function. It will be some time before 
simulations can surmount these problems and be used to 
make practical devices [171–173]. Meanwhile, we use 
the mesoscopic approach, which has been so fruitful in 
computational electronics [18, 21, 122] where atomic-
scale simulations are rarely if ever used. The key to the 
mesoscopic approach is the choice and treatment of 
correlations. Not all correlations can be handled (see the 
infinite series in [174] which of course has not been 
shown to converge). 

We consider the Poisson equation and use the 
treatment in Barton [175] (p. 168) to illustrate the issues 
in connecting a nanovalve to the outside three 
dimensional world. 

 ∇2φ(r) = −ρ(r)   (12) 

An integral (‘Kirchhoff’) representation of an 
equation inside the nanovalve is Kvol(r) + Ksurf(r), where 
Kvol(r) involves the usual free-space Green’s function 
Gfree (r̂ | r) =1 4π (r̂ − r).  

Kvol (r) = dV̂vol
vol
∫ ρ(r̂)Gfree (r̂ | r) 

where Gfree (r̂ | r) = 1
4π

1
r̂ − r

  (13) 

 

Ksurf (r) = dŜsurf
surf
∫ ∂nφ(r̂)Ĝ free (r̂ | r)

           − dŜsurf
surf
∫ φ(r̂)∂nĜ free (r̂ | r)

  (14) 

Here we use Barton’s notation for the normal 
derivative ∂nφ(r̂)  of the potential (for example) as a 
function of the location of the source r̂ . Inside the 
nanovalve the volume Kvol(r) and surface terms Ksurf(r) 
are combined to give the solution φ(r) of Poisson’s 
equation as shown in Eq.(12) 

Kvol (r)+ Ksurf (r) = φ(r)  r  is inside the nanovalve

Kvol (r)+ Ksurf (r) = 0       r  is outside the nanovalve
  (15) 

The free-space Green’s function Gfree (r̂ | r)  is of 
course the average of the free-space potential in atomic-
scale simulations. The special properties of nanovalves 
depend a great deal on the properties of their surfaces 
because nanovalves are so small. Structural biology 
determines the surface of the protein nanovalve and the 
amino acids forming that surface. Physics determines 
the surface Green’s function ∂nĜ free (r̂ | r)  and thus the 

surface normal derivative ∂nφ(r̂ | r)  and the surface 
charge. 

Determining these properties is the goal of analysis 
of specific nanovalves and does not concern us here. It 
is enough to mention that these properties can be 
determined from experiments analyzed by the 
mathematical solution [176] of the appropriate inverse 
problem. The spatial distribution of structure and 
permanent structure can be determined from 
measurements of current-voltage relations under a wide 
range of ionic conditions, concentrations, and voltages ± 
6 kBT/e (150 mV). The large amount of accurate data 
allows for an accurate solution of the inverse problem. 

Connection of the nanovalve to the external 
world is what concerns us here. In mathematical 
language, the problem reduces to the Kirchhoff 
representation of the end of the channel, written from 
Eq.(14) by isolating the surface of the ends from the rest 
of the structure. 

 

Kend (r) = dŜend
end
∫ ∂nφ(r̂)Ĝ free (r̂ | r)

           − dŜend
end
∫ φ(r̂)∂nĜ free (r̂ | r)

  (16) 

In general, this problem can be complex involving 
interactions of all sorts between the interior of the 
nanovalve or channel and the external world. Indeed, in 
some biological channels (calcium channels) this may 
be important (although so far little studied). In general, 
however, nanovalves are devices designed to work 
reasonably robustly and independently of the world 
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around them. Robust devices need to be transferable 
from one place to another and so the complex 
interactions are minimized by the design and evolution 
of the systems. If we oversimplify to make the point 
clearly: nanovalves are exceedingly narrow where they 
allow control but widen dramatically outside that region 
so ‘resistance’ to flow is concentrated in the narrow 
region. Control is robust, available under a wide range 
of surrounding conditions. 

In the nanovalves of semiconductor technology, 
buffer regions isolate the nanovalve and allow it to have 
robust properties. The connection to the outside world is 
through a buffer region of a semiconductor separating 
the metallic contact from the nanovalve itself. In the 
nanovalves of biology, the buffer regions are the 
antechambers of the channel and the surrounding ionic 
baths between the Ag|AgCl wire (or salt bridge) and the 
ion channel. These regions are designed (or evolved) so 
the current in the buffer region is ‘Ohmic’ independent 
of time during the function of the nanovalve. These 
regions are designed to minimize the layers of charge of 
Eq.(16) that create undesirable complex behavior not 
easily controlled by the valve itself. 

The connection of the nanosystem to the outside 
world is the current flowing in and out of the channel, 
and of the potential at the ends of the channel. The 
charges flowing in and out of the channel is not equal 
because of transient-charge storage (‘capacitive’ 
properties, famously voltage-dependent and non-linear), 
which is large and significant in semiconductor valves 
[21, 107, 177–179]. In biological channels, voltage-
dependent charge storage phenomena are present as 
well, where they are called ‘gating currents’ [75–76, 
180]. These non-linear displacement currents flowing in 
channels and associated structures are small but they are 
controllers of biological function of great importance, 
and link the motions of handfuls of atoms to 
macroscopic function. These currents are small because 
they are produced by motions of a small number of 
charges compared to the total number of charges in the 
system. They can be measured because continuity of 
current guarantees that charge movements arising in 
conformation changes must also flow in the electrodes 
and circuits connected to them [181]. 

The currents flowing in and out of the nanovalves 
are the connections to the outside world and need to be 
included in the analysis of the nanovalve itself. These 
are the currents that are continuous. The currents are the 
same everywhere in a series-connected system like 
those described in Eq.(6). The rate constants of mass 
action models of particle movement can be connected to 
the external world using a theory that accounts for 
current flow everywhere, along with diffusion, and 
perhaps migration as well. 

Rate constants for nanovalves. Analytical 
expressions for the rate constants for movement of 
charged particles in channel structures can be derived in 
quite a general way, starting with Langevin equations 
for the thermal motion of ions [80, 126, 182–184]. It is 
necessary to use the full Langevin equation (including 
second derivatives with respect to location) if the 

treatment is to allow for two boundary conditions (i.e. 
electrochemical potential on the inside and also the 
outside of the channel) and macroscopic flux. (If one 
uses only the Smoluchowski, high-friction version of 
the Langevin equation, with only first order spatial 
derivatives, the distribution of velocities of particles has 
mean zero and no net flux). Trajectories can be doubly 
conditioned, allowing separate boundary conditions for 
the two sides of the channel, and the resulting multiple 
integrals can be performed analytically, somewhat 
surprisingly, to give the expressions simulated in Ref. 
[166], derived in Ref. [126], as shown in Ref. [80]. 

     Left  
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k
b
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The rate constants are conditional probabilities 
derived using the theory of stochastic processes from 
the properties of doubly conditioned Brownian 
trajectories [126, 182–184].  
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or 
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R is the gas constant, F is Faraday’s constant, T is the 
absolute temperature, and Vtrans is the electrical potential 
across the channel not including potential drops outside 
the channel. 

The coupling to the long-range fields and flows is 
through the expressions for the electrical potential φ(x) 
because the regions outside the channel are decently 
ohmic [185–189]. First order dependence on 
concentration in the bath can be described by changes in 
the concentrations on the left Ck(L) and the right Ck(R). 
The changes in concentration can often be described 
adequately this way because they are slow and small. 
The potential is computed in all space (channel and 
surrounding baths) by a consistent theory, of one flavor 
or another. PNP [20, 56, 81, 113–114] deals with the 
motion of point charged particles; EnVarA [190] deals 
with spherical particles that can diffuse, migrate or flow 
by convection, steric-PNP [191] is an approximate 
version much easier to compute, and PNP-Fermi [192–
194] deals with finite size by enforcing a Fermi 
distribution that prevents over filling and accounts for 
saturation of space (by spheres), and no doubt there are 
many other appropriate models in the vast literature 
(which includes semiconductor applications, ionic 
solutions, ion channels, and formation of concrete). 
These models produce potential profiles that 
automatically change with conditions so rate constants 
change and produce currents that are continuous and 
satisfy Maxwell equations. 

Nanovalves are obviously a small subset of the 
applications of the law of mass action, but it is some 
comfort to see how consistent analysis can be done in 
this case so the laws of mass action and continuity of 
current can both be satisfied. The general case is much 
harder. It is difficult to grasp all the dimensions of 
chemical reactions at this stage. One can reach in that 
direction by studying specific chemical reactions, where 
simple representations (involving one-dimensional 
reaction paths) are enough to describe important 
phenomena. 

Variational methods can extend the law of mass 
action. If the goal is to build transferable systems, so 
we can build robust devices, as in electronic technology, 
we must use mathematics that allows interactions 
between charges and fields, currents and fluxes and 
flows of solvent, extending from atomic to macroscopic 
scales. Variational methods are designed to deal with 
systems with multiple forces and flows in which 
interactions are unavoidable and complex. In these 
systems, interactions must be included in all analyses. 
Otherwise, theories have more adjustable parameters 
than can be determined experimentally and still cannot 
deal with a range of conditions because interactions 
change with conditions in ways too complex for 
ordinary theories. 

Theories of ionic solutions have difficulties. 
Sadly, theories of ionic solutions seem to have these 
difficulties Theories of ionic solutions need a large 
number of adjustable parameters and still cannot 
describe biological solutions, for example. The first step 
of analysis seems to be the identification of properties 

of single ions from measurements of solutions that 
always contain at least two types of ions, cation, and 
anion, because of electrical neutrality. The identification 
of properties of single ions remains ‘elusive’ even in 
Hünenberger and Reif’s [195] six hundred-page paper 
containing more than two thousand references. 
Hünenberger and Reif’s title itself characterizes single 
ion solvation as elusive even in the infinitely dilute 
solutions they consider. The ionic solutions needed to 
sustain life (and used in much of electrochemical 
technology) are much more concentrated and have 
many more and stronger interactions among solutes; 
interactions between solutes and water; and interactions 
with far-field boundary conditions. They do not 
resemble infinitely dilute solutions [39–45]. References 
[34, 39, 41–42, 50–51, 55, 62, 196–198] draw particular 
attention to the difficulties and remind readers that 
almost all biology and electrochemistry occurs in 
solutions more concentrated than 0.1 M, often in 
solutions much more concentrated. Solutions tend to be 
most concentrated where they are most important, near 
electrodes (in electrochemistry) and in and near nucleic 
acids, binding sites of proteins, enzyme active sites 
[199], ion transporters and ion channels [200–204]. 
Almost all of biology occurs in ionic mixtures and 
involves flow and so is described particularly poorly by 
existing theories and simulations [56, 65, 196–197, 
205–206]. The sad limitations of our understanding of 
ionic mixtures, like those in which all of biology occurs, 
are not widely known, and so embarrassing that many 
do not want to know of them, as I did not for many 
years. It is necessary then to document the frustration by 
quotations from leading workers in that field. The 
classical text of Robinson and Stokes [40] is still in 
print and widely used. It is a book not noted for emotion 
that still gives a glimpse of its authors’ feelings of 
frustration (p. 302). 

 “In regard to concentrated solutions, many workers 
 adopt a counsel of despair, confining their interest  
 to concentrations below about 0.02 M,... ” [207]. 

In a recent comprehensive treatment [51] of non-
ideal properties of solutions, the editor Werner Kunz 
says (p. 11 of [52]): 

 “It is still a fact that over the last decades,  
 it was easier to fly to the moon than to describe  
 the free energy of even the simplest salt solutions 
  beyond a concentration of 0.1 M or so.” 

New mathematical tools are needed to resolve a 
stalemate that has existing since the 1920’s. The 
powerful tools of variational calculus automatically deal 
with interactions that vary dramatically with conditions. 
If the mathematics does not deal with interactions, those 
interactions will not be computed correctly and will 
wreak havoc with theories that are based on algebraic 
descriptions of interactions or theories based on the law 
of mass action with constant rate constants. 
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Energy Variational Approach. The energy 
variational approach EnVarA is defined by the Euler-
Lagrange process [208] as generalized by Liu, and 
colleagues, into an energy/dissipation functional. The 
generalized functional combines two variations yielding 
a single set of Euler-Lagrange equations (in Eulerian 
coordinates of the laboratory) using push-back and pull-
forward changes of variables [190, 209–212]. In this 
way, EnVarA can deal with dissipation (friction) and 
ionic solutions. 

EnVarA describes conserved energy using the 
classical Hamiltonian variational principle of least 
action described in textbooks of mechanics. It deals 
with friction using the Rayleigh dissipation principle 
described in textbooks of irreversible thermodynamics. 
When combined, these principles allow energy to be 
degraded into entropy as matter and charge flow in 
frictional materials [213], like electrolyte solutions. 

Ionic solutions experience friction because an 
ionic solution is a condensed phase essentially without 
empty space. Ice floats on water, so liquid H2O has 
greater density than solid H2O and presumably less 
space between its atoms than the solid. Atoms and 
molecules in a condensed phase cannot move without 
colliding. Collisions randomize originally correlated 
motions and make them into the kind of randomized 
motion that we call heat [214]. The variance of the 
displacement is what we call temperature. The 
macroscopic names for the conversion of translational 
to randomized zero-mean (nearly) Brownian motion, are 
dissipation and friction. 

Energetic variational methods are particularly 
useful because they allow multi-scale derivation of 
partial differential equations (and far-field boundary 
conditions) from physical principles when multiple 
fields are involved, like convection, diffusion, steric 
exclusion, and migration in an electric field. Energetic 
variational principles have recently become available 
for systems involving friction [209, 211, 215], that is to 
say, for systems involving ionic solutions [117, 190, 
210, 216]. Energetic variational principles combine the 
full power of the Navier-Stokes equations (a) with 
either a Lennard-Jones representation of finite-size ions 
or (b) with a density functional theory of ionic solutions 
built from Rosenfeld’s density functional theory of 
liquids [190, 217]. 

Computations must be done in three dimensions 
because spheres do not exist in one and two dimensions. 
These theories and their simplifications [191, 218–219] 
are difficult to compute in three dimensions because of 
the steeply singular forces used to ensure that atoms do 
not overlap. Overlap must not be permitted because 
spheres cannot overfill space: space can be saturated 
with spheres. Saturation effects are a main cause of non-
ideality, particularly in the extremely crowded 
conditions in and near enzyme active sites, ionic 
channels, nucleic acids, and the working electrodes of 
electrochemical cells where twenty molar solutions are 
not uncommon [199]. (As a rule of thumb, ions are 
crowded and electric fields are largest [220–222] where 
they are most important in technology and biology). 

If saturation is described by a Fermi-like 
distribution - as recently derived for spheres of unequal 
sizes [211, 223] - some of these difficulties can be 
attacked [192–194]. A fourth order partial differential 
equation can be written [192] which is easily integrated 
in three dimensions, after it is reduced to a pair of 
second order partial differential equations (with 
carefully defined boundary conditions) and computed 
with appropriate numerical methods. But it is still not 
clear how best to apply any of these methods to 
chemical reactions (Fig.1) described by the law of mass 
action with rate constants extended to be functions or 
functionals and not constants. 

We now have the tools, and we now see the goal - 
a global treatment combining conservation of mass in 
chemical reactions described by the law of mass action 
with conservation of charge flow and current described 
by Kirchhoff’s current law everywhere.  

 Coda:  
 Our grasp must be sure,  
 but our reach should exceed our grasp,  
 as we do our science. 

We must grasp both charge/current conservation 
and mass action before we can produce robust theories 
(or simulations) of chemical reactions in ionic solutions 
that successfully use one set of parameters over a range 
of conditions, and include the global properties of 
electric fields.  

Correct calculations are needed because there is no 
engineering without numbers and accurate computations 
[171–173]. Calculations from theories and simulations - 
of electronic-, ionic-, or biologically inspired devices - 
must be checked and calibrated against known results. 
Otherwise devices built from those calculations will not 
work [56, 65, 196–197, 205–206]. If theories and 
simulations of electrical devices were not robust, if 
parameters had to be changed as conditions changed, 
our electronic technology would be severely limited, to 
say the least. 

Chemical reactions involving current flow must be 
within our theoretical grasp before we can develop 
transferable theories. Then we can build devices that 
perform as expected, as electronic devices usually do. 
Only then can we expect exponential growth in 
molecular engineering whether biological or 
technological. It seems no coincidence that exponential 
growth in electronic technology came after scientists 
had a secure grasp of global electrostatics and the PNP 
equations of electrodiffusion in semiconductors. Let us 
hope that energetic variational methods can grasp ions 
and chemical reactions in water as well and as 
successfully as PNP has grasped the useful properties of 
holes and (semi-)electrons in silicon and germanium. 

5. Conclusion  

The law of mass action is used widely, nearly 
universally, in chemistry to describe chemical reactions. 
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The law of mass action does not automatically conserve 
current, as is clear from the mathematics of a simple 
case, chosen to illustrate the issues involved. If current 
is not conserved in a theory, charges accumulate that 
cannot accumulate in the real world. In the real world, 
tiny charge accumulation - much less than one percent - 
produces forces that change predictions of the theory a 
great deal. Indeed, in the real world tiny charge 
accumulation produces forces large enough to destroy 
biological membranes and thus living systems, forces 
large enough to ionize atoms, create a plasma of 
electrons (like sparks or lightning) and thus make 
experiments impossible in normal laboratory settings. 

The mathematics in this paper shows that the law 
of mass action violates conservation of current when 
current flows if the rate constants depend only on the 
potential (chemical and electrical) in one location and 
its immediate vicinity. The same difficulty arises when 
rate models of the Markov type deal with the movement 
of charge. The implication is that such models cannot 
deal with current through an open channel, with the 
gating properties of channels if the gating mechanism is 
charged, or with the gating current produced by that 
mechanism, for example. 

The essential issue is that rate constants are 
LOCAL functions of potential (at one place or in a 
small region) so they cannot know about current flow 
far away or at boundary conditions. If current is 
interrupted far away, local chemical reactions obviously 
change, but rate constant models show no change. 
Consider, for example, what happens in a battery when 
current flow is interrupted far from the battery. 

These problems can be fixed by computing the 
potential (chemical and electrical φ(x)) GLOBALLY 
and using the neighborhood values of potential that are 
the result of the GLOBAL calculation. Rate constants in 
this case have simple physical interpretations and 
simple expressions involving only one integration, 
explained in Eq.(19). 
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Of course, the rate model and the global potentials 
interact and must be solved together so they are 
consistent. Variational methods guarantee such 
consistency. Energetic variational methods are needed if 
the systems are dissipative. Ions in water and channels 
are dissipative systems because they are condensed 
phases with little empty space. When ions move, they 

collide with atoms and dissipate energy in the form of 
heat. 
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APPENDIX 
When does mass action conserve current? 

What are the effects of discontinuity in current flow? 

Size of discontinuity of current flow. 

The difference in current in two sequential chemical reactions is shown in Eq.(22). The difference is the 
discontinuity of current, the violation of Kirchhoff’s law of continuity of current flow. The difference can be zero 
only in special circumstances. The difference is not zero in general circumstances, nor robustly. 

 
IXY − IYZ
F

= zX ⋅ kxy X⎡⎣ ⎤⎦− zY ⋅ kyx Y⎡⎣ ⎤⎦− zY ⋅ kyz Y⎡⎣ ⎤⎦+ zZ ⋅ kzy Z⎡⎣ ⎤⎦  (22) 

When are both conservation laws satisfied? When IXY - IYZ = 0 in Eqs.(22–25), the law of mass action is 
consistent with Kirchhoff’s current law and conservation of mass and conservation of charge/current are all 
satisfied. 

Special cases. Units of current IXY - IYZ here are C s-1 dm-3. 
 
Special Case A: If all concentrations are set equal to one, the currents (in the special case with a tilde) equal 

 
!IXY − !IYZ
F ⋅1 mole

liter

= zX ⋅ kxy − zY ⋅ kyx − zY ⋅ kyz + zZ ⋅ kzy ; concentrations = 1 mole
liter

 (23) 

Special Case A*: If we also set all charges equal to one, along with concentrations equal to one, 

 
Î XY − ÎYZ
F ⋅1 mole

liter

= kxy − kyx − kyz + kzy ;  concentrations = 1 mole
liter

;   zX = zy = zZ =1  (24) 

In this special case of Eq.(24), labelled A*, asymmetry (net difference) in rate constants 
determines the discontinuity of current, the violation of Kirchhoff’s current law. 
 

Special Case B: Alternatively, we can set all rate constants and all concentrations equal to one, 

 

⌢
IXY −

⌢
IYZ

F ⋅1 mole
liter

1
sec

= zX − zY − zY + zZ ;  concentrations = 1 mole
liter

;   rate constants =  1 1
sec

 (25) 

In this special case of Eq.(25), labelled B, asymmetry (net difference) of charges (valences) 
determines the discontinuity of current, the violation of Kirchhoff’s current law. 
 

Asymmetry of parameters violates conservation of charge/current and produces discontinuity in current from 
device to device, i.e. it produces accumulation of charge, with sizable effects, as shown next and are to be expected, 
given the strength of the electric field as discussed in the text. 

Size of effects. To estimate the effect on electrical potential V, we need to know the size of the system. Imagine 
a spherical capacitor of radius R. Its capacitance to ground - or coefficient of the self-energy, if one prefers the 
phrase in the chemical literature, is C = Q/V = 4πεrε0R or numerically 4π×8.85×10-12 [farad/meter] εrR = 1.11×10-10 
εrR [farad], where εr is the relative dielectric coefficient, about 80 in water solutions over longish times (say greater 
than 10-5 s). Then, a 1 nm radius capacitor with dielectric coefficient 80 has a capacitance of 8.9 × 10-18 farads. 

Small charges produce large voltages in such a tiny capacitor. Even the charge on just one ion (1.6×10-19 C) 
would produce 18 mV, large enough (compared to the thermal potential of 25 mV) to have a noticeable (~50%) 
effect in theories and simulations, because exp (−18/25) = 0.49 (components of rates often vary exponentially 
according to exp(-V/kBT)). A unit discontinuity in current IXY - IYZ in Eqs.(23-25) lasting for a second would produce 
a voltage of V = Q/C = (1/F)/(8.9×10-18) = 1.14×1012 V. 
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Of course, 1 second is a long time for current to flow. If current flowed on a biological time-scale, for 1 ms in a 
structure 1 nm in radius, with dielectric coefficient 80, the electrical potential would be much less, ‘only’ 109/εr V, 
somewhat less than 107 V at low frequencies in water. Current flow of even a microsecond, would produce nearly 
ten thousand volts. 

Rate of change of potential. We can also look at the effect on the rate of change of potential. The discontinuity 
of current is connected to the rate of change of potential by a version of Coulomb’s law: 

 ∂V
∂t

= 1
C
I  (26) 

If we apply this formula to the discontinuity of current in the special case of Eq.(24) labelled A*, we can 
estimate how quickly that discontinuity of current would change the potential: 

 ∂V
∂t

=
Î XY − ÎYZ

F ⋅1(mole/liter)
⋅ F
C
=

Î XY − ÎYZ
F ⋅1(mole/liter)

⋅ F
4πεrε0R

= F
kxy − kyx − kyz + kzy

4πεrε0R
 (27) 

For a capacitor R = 1 nm with εr = 80 and capacitance of 8.9 ×10-18 farads (see above): 

 ∂V
∂t

=1.1×1017 ×F kxy − kyx − kyz + kzy( )  in V/s (28) 

In other words, the breakdown voltage (~ 0.2 V) of membranes and proteins would be reached in  
1.1×10-22/(kxy - kyx - kyz + kzy) seconds. The breakdown voltage for matter in general (say 106 V) would be reached 
very quickly. We conclude that failure of the law of mass action to conserve current is likely to have noticeable 
effects. 
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The application of vapour-liquid equilibria-based separation alternatives can be extraordinarily complicated for 
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to 0 % or 100 %, can be different because of the inaccuracies of the modelling. This highlights the paramount 
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technique, this new field is the separation of process wastewaters. 
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1. Introduction 

The words of Dr. James R. Fair are still true: 
“Distillation, king in separation, will remain as the 
workhorse separation device of the process industries. 
Even though it is old in the art, with a relatively mature 
technology support base, it attracts research and 
professional interest. Without question, distillation will 
sail into the future with clear skies and a strong wind. It 
will remain the key separation method against which 
alternate methods must be judged” from Ref. [1]. The 
above quote clearly explains why distillation should be 
investigated continuously [2–4]. 

In our work, the separation of process wastewater 
is studied. Such mixtures are quite common in 
pharmaceutical industry, where the treatment of 
generally azeotropic mixtures and then fine chemical 
quality should be achieved; while simultaneous, it is 
challenging to balance the energetic and environmental 
consequences. Corresponding non-ideal process 
wastewaters commonly include different varieties of 
aldehydes, alcohols, ethers and esters in aqueous media. 
These compounds already foretoken these problems 
may resurrect during vapuor-liquid equilibria-based 
treatment. The separation of a water, isopropyl acetate, 
ethyl acetate and ethanol process wastewater from the 
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pharmaceutical industry [5] has drawn attention to the 
need for the improvement of the vapour-liquid 
equilibria-based separation techniques that includes the 
worth of using different treatment solutions.  

A new hybrid treatment alternative, the so-called 
extractive heterogeneous-azeotropic distillation 
(EHAD), has been introduced [6–9] that associates the 
advantages of heterogeneous-azeotropic and extractive 
distillations (Fig.1). The heterogeneous-azeotropic 
opportunity presumes that water component is current in 
the process wastewater and moreover limited 
immiscibility may exist. Heteroazeotropic distillation 
utilizes deviations in volatility and liquid-liquid phase 

 
Figure 1. Scheme of the EHAD technique [9].  
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split by connecting a column and phase 
separator/decanter [10–12]. 

EHAD differs from heterogeneous-extractive 
distillation [13] because no new azeotropic mixture is 
created, videlicet the entrainer is water in the case and it 
is already current in the process wastewaters to be 
treated. Furthermore, relative volatility changing and 
extractive effect of entrainer agent is absolutely utilised 
and there is no rectifying section in the column [9]. The 
capability of the extractive heterogeneous-azeotropic 
distillation can be demonstrated with a case study. This 
was carried out for a separation method of 9 devices, 
extractors and distillation columns [14]. 

If fine purity is required, e.g. in biofuel or 
pharmacopoeial applications further unit operations 
might be needed, e.g. rectification again. However, it 
can be observed that within the range of extreme 
purities (close to 0 % or 100 %) the modelling is not 
reliable enough and the experiments cannot be omitted. 
The applicability and effectiveness of extractive 
heterogeneous distillation has been already tested on 
many different highly non-ideal mixtures with 
simulations and experiments verifying the accuracy of 
modelling [8–9]. The strategy clearly shows that EHAD 
is a forceful method for separation of heterogeneous 
azeotropic mixtures containing water. 

2. Experimental 

In spite of the clear guidelines for the applicability of 
EHAD [8], further application areas are going to be 
investigated. On the other hand, the separation of actual 
process wastewater should be interpreted explaining the 
unit operation and identifying new possible application 
areas. 

2.1. Simulations 

For the sake of our aims, a process wastewater was 
selected: ethyl acetate (EtAc), methyl alcohol (MeOH) 
and water (H2O). Flowsheet simulations were achieved 
with ChemCAD in advance on experiments in order to 
reduce the necessary number of measurements and to 
look up promising separation alternatives. Moreover, 
cooling and heating demands, mass- and waste-flow 
rates and ideal reflux ratio were also determined. The 
UNIQUAC equilibrium method is applied [15–18] for 
the computation of vapour-liquid equilibria of non-ideal 
mixtures. If binary pairs exist without the availability of 
UNIQUAC data, the UNIFAC method was applied [19]. 
Liquid-liquid equilibria were also considered in the 
form of a vapour-liquid-liquid equilibria (VLLE) model 
[20]. UNIFAC and UNIQUAC equilibrium models have 
VLL equilibria options. 

The flowsheet of EHAD and intricacies of process 
wastewater are demonstrated in Fig.2 computed with 
ChemCAD. There are one heterogeneous and one 
homogeneous azeotropes, all in all two binary type [20–
23]. 

2.2. Experiments 

To save material (amount of sample) and experimental 
time, first of all, comprehensive flowsheet simulations 
should be implemented. The results of computer 
simulations foretoken and prepare the measurements. 
The measurements are achieved on the distillation 
column of laboratorial size demonstrated in Fig.3. 

The major specifications of the distillation 
apparatus are succeeding: internal width of 2 cm 
structured packing. The theoretical plates of the column 
are measured with methyl-alcohol – water mixture, that 
is 10. The feed (F) is not forewarmed, it is injected on 
the fifth plate of the apparatus and flow value is kept at 
0.06 kg h-1. The entrainer is injected on the tenth plate 
of the tower and flow value is kept at 0.31 kg h-1. The 
apparatus warming is directed with a 0.300 kW heating 
crater. The overhead product, after condensation goes to 
the decanter, or phase separator. The upper phase is 
measured and the lower phase is pumped as reflux into 
the apparatus. The concentration of feed, distillate (D), 
and waste output (W) were measured using a GC-14B 
type Shimadzu gas chromatographer with CP-SIL-5CB 
capillary column. 

 
Figure 2. Separation of the process wastewater in 
flowsheet simulator environment. 

 
Figure 3. Scheme of EHAD laboratory column. 



SEPARATION OF PROCESS WASTEWATER 

44(1) pp. 29–32 (2016) DOI: 10.1515/hjic-2016-0003 

31 

3. Results and Analysis 

We summarise the measured and calculated results in 
Table 1. The comparison also shows the accuracy of 
EHAD in the ternary case selected for the given study. 

The water addition (xF,water) and the feed content of 
ternary mixture (xF,solvent) are presented in Fig.4, along 
with the theoretical waste output (xW) and distillate (xD) 
content as well. The two-phase region is found under 
the dashed curve. Operation of this column is shown by 
the operating lines. 

3.1. Modelling of High Purity Separation 

The concentrations 0% and 100% are two extreme 
numbers, since these do not exist in practical separation 
technology. We can approach these numbers with ever 
more advanced and expensive technologies, but we can 
never arrive at them. Moreover, the problem of extreme 
concentrations poses two questions: (i) do we have 
sophisticated enough analytical techniques to do 
measurements in such regions, and (ii) can we 
calculate/model these regions accurately/reliably? 

Positive answers are crucial in the case of high 
purity distillation. Modelling is important since it is 
used for the reduction of solution space and to find 
promising alternatives. Modelling can therefore be 
applied to the preparation and selection of the 
experiment(s). This philosophy is also applied to high 
purity rectification problems. In our ternary example we 
arrive at such an extreme concentration range where our 
analytics is not capable of following the separation. But 
the modelling shows some promise here. 

Another case studies [6–8] from the fine chemical 
industry highlights that modelling is not reliable in 
those regions that are close to the extreme numbers of 
0% and/or 100%. A demonstrative example for such a 
crucial situation is the production of ethanol of 
pharmacopoeial purity. The ethanol produced of this 
purity may contain contaminants only in concentrations 
of a few ppm. There are alternative processes for the 
production of such extremely pure ethanol involving 
rectification. However, modelling alone can be 
misleading and it might show such solution alternatives 
that prove to be unacceptable if they are experimentally 
tested. On the other hand, the modelling results are 
definitely uncertain within such extreme purity ranges. 
The modelled results in all likelihood cannot be 
supported by experiments. These examples show that if 
rectification-based process alternatives are investigated 
the experiments yield reliable results, since modelling is 

unreliable at purities close to the extreme concentration 
ranges. 

4. Conclusion  

EHAD separation technique improves in the separation 
of heterogeneous azeotropic mixtures. It opens an 
alternative solution for distillation specialists. Treatment 
of difficult process wastewaters can be solved cost-
effective and easily with application of EHAD.  

Comparison of modelling techniques and 
experiments shows good agreement; however, there 
might be contradictions among measured and modelled 
data if high purity products are required. Our results 
obtained as a solution to fine chemical industrial and 
other, e.g. pharmacopoeial purity distillation problems 
show that close to 0% and/or 100% concentrations the 
experiments and modelling can provide unreliable 
results underlining the paramount importance of 
experiments and proper analytics. 

SYMBOLS  

b.d.l. below detection limit 
D distillate 
EHAD extractive heterogeneous-azeotropic 

distillation 
EtAc ethyl acetate 
F feed 
MeOH methyl-alcohol 
VLE vapour-liquid equilibrium 
VLLE vapour-liquid-liquid equilibria 
W waste output 
xF,solvent feed concentration  
xF,water entrainer concentration 
xD distillate concentration 
xW waste output concentration 

Table 1. Results of EHAD technique: simulated and 
measured data (in mass percent) 

        F simulation experiment 
 D W D W 

H2O 4 3.6 94.7 5.3 94.6 
MeOH 26 0.1 5.2 0.2 5.4 
EtAc 70 96.3 0.1 94.5  b.d.l. 

 

 
Figure 4. Calculated equilibria and operating lines of 
EHAD. 

Residue curve map, ethyl acetate / methanol /water by UNIQUAC 
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1. Introduction 

Investigation of thermodynamic properties of pure 
liquids and their mixtures is important in various fields 
of science, chemical engineering, economy and 
industry. Aliphatic alcohols are commonly applied in 
chemical, biological, and medical uses as solvents for 
fats, oils, resins, paints, and nitrocellulose with regard 
to the manufacture of goods from perfumes to brake 
fluids [1]. In addition, the studied solutions of ethanol 
(C2H5OH) and 1-propanol (C3H7OH) are also used as 
heat transfer fluids in heat reservoirs, solar heating 
systems, oxygenates in fuels, and cryogenic power 
generation systems [2]. For the design and modelling 
of such applications, the determination of flow in 
pipes, heat transfer, and mass transfer operations 
requires the knowledge of thermophysical properties. 
Density, vapour pressure, speed of sound, viscosity, 
and heat capacity often need to be defined for these 
purposes. 

This work is a continuation of our previous 
publications in the field of thermophysical properties of 
alcohol and their solutions [3–6]. Hereby, the vapour 
pressure of binary solutions of (1-x) C2H5OH + x 
C3H7OH were investigated. The vapour pressure data of 
binary solutions of ethanol and 1-propanol at different 
temperatures and concentrations were determined. After 
the analysis of the literature using “ThermoLit” from 
NIST, we concluded that only a few vapour pressure 
values for these systems have been reported to date  
[7–11]. 

                                                             
*Correspondence: javid.safarov@uni-rostock.de 

Early studies by Parks and Schwenk [7] reported 
the vapour pressure of a (1-x) C2H5OH + x C3H7OH 
mixture at 298.15 K using glass apparatus and the 
differential method. A good commercial grade ethanol 
(w = 99.9 %) and "refined" commercial 1-propanol (w = 
99.34 %) were used during the preparation of solutions. 
Later, Udovenko and Frid [8] investigated the vapour 
pressure of the same mixture, but within a higher 
temperature range (323.15 to 353.15 K) using the 
dynamic method. The vapour liquid equilibria (VLE) of 
these systems were analysed using a refractometer. The 
activity coefficients γ of both pure components were 
calculated. 

A series of studies in the early 90s included the 
work of Zielkiewicz [9], who studied the vapour 
pressure at 313.15 K using the static method. Dried 
ethanol and 1-propanol were used during the 
preparation of solutions. The temperature and pressure 
were controlled within ±0.001 K and ±0.004 kPa, 
respectively. Binary samples were prepared by 
weighing within an uncertainty of ±0.0005 mole 
fractions. Solution preparations were carried out using 
the dry nitrogen process. Furthermore, Pradhan et al. 
[10] investigated the vapour pressures of ethanol and 1-
propanol solutions at 303.15 K using the static method. 
For the fitting of obtained values a modified NRTL 
equation was used. 

Quite recently, Cristino et al. [11] carried out high 
temperature VLE measurements for the system of 
ethanol and 1-propanol solutions within a temperature 
range of 403.2 to 423.2 K using a flow apparatus. 
Alcohols used during the preparation of solutions had a 
confirmed purity greater than 99.9 weight percent. The 
pressure was controlled using two pressure transducers 
within ranges of 0 – 0.4 (uncertainty of ±0.0002 MPa) 
and 0–1.7 MPa (uncertainty of ±0.0009 MPa). The 
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temperature was measured using a platinum resistance 
thermometer with an uncertainty of ±0.1 K. The 
statistical associating fluid theory for potentials of 
variable range (SAFT-VR) was used to model the 
systems and found to accurately reproduce the 
experimental data. Using this analytical method the 
uncertainty of solution preparation was ±0.0001 mole 
fractions. 

 The outcome of a literature survey summarised in 
Table 1 is that only small temperature, pressure, and 
concentration intervals were investigated to date in 
addition to older literature examples decades ago that 
may have used out-dated measurement techniques. 

In this work, the vapour pressures of binary (1-x) 
C2H5OH + x C3H7OH solutions were investigated using 
two highly accurate, fully automatic static experimental 
setups and ultrapure Merck quality chemicals. 

2. Experimental 

2.1. Samples and Measurements 

Ultra-pure ethanol EMPLURA® (w = 99.995%, CAS 
No. 71-36-3, Art. Nr. 8.22262.2500) and 1-propanol 
Analyse EMSURE® ACS, Reag. Ph Eur (w = 99.995%, 
CAS No. 71-23-8, Art. Nr. 1009971000) were 
purchased from Merck Schuchardt OHG, Germany. The 
samples were used without further purification. They 
were carefully degassed in glass flasks with special 
vacuum leak-proof valves before measurements were 
taken. The water content is determined by Karl Fischer 
titration and was determined to be less than a mass 
fraction of 20 ppm. 

2.2. Experimental Procedure 

The vapour pressure measurements of binary solutions 
of (1-x) C2H5OH + x C3H7OH were measured using two 
high-accuracy static experimental seweups [12–14]. The 
glass cells were used for vapour pressure measurements 
lower than ambient pressure at temperatures from 

274.15 to 323.15 K. The metal cell was used for the 
higher temperature range of 323.15–433.15 K using the 
static method [12–14]. The glass cell method consists of 
absolute and differential parts (if the vapour pressure is 
smaller than the uncertainty of the absolute cell, 30 Pa). 
The vapour pressure of the solution was always higher 
than the uncertainty of measurements between 274.15 
and 323.15 K. The measurements within this 
temperature range were carried out only using the 
absolute cell of installation. The internal volume of the 
glass cell in absolute measurements is approximately 
78.56 cm3, and the volume of steel tube cells is 1 cm3. 
The glass cell static method consists of a bolted-top cell 
in a water-bath kept at constant temperature (± 0.01 K) 
using a thermostat.  

The vapour pressure was measured using a 
calibrated high accuracy sensor head [Type 615A 
connected to the signal conditioner Type 670A, MKS 
Baratron, USA] attached to the top of the cell of various 
Keller pressure transmitters: maximum pressure of 
300,000 Pa with an uncertainty of ΔP = ±(400 to 1,500) 
Pa, maximum pressure of 1,000,000 Pa with an 
uncertainty of ΔP = ±(1,000 to 5,000) Pa and maximum 
pressure of 1,600,000 Pa with an uncertainty of ΔP = 
±(2,000 to 8,000) Pa. The experimental uncertainty of 
the pressure in the absolute vapour pressure 
measurement using the glass cell is ±10–30 Pa. 

The internal volume of the measurement cell is 
approximately 140 cm3. Temperatures were measured 
using two different platinum resistance thermometers, 
PT-100. The second platinum resistance thermometer, 
PT-100, transfers the measured temperature in the 
computer via an Omega PT-104A Channel RTD Input 
Data Acquisition Module (Omega Engineering, Inc., 
USA) for the measuring of temperature, with an 
accuracy of ±0.001 K. Experiments were carried out 
starting from a low temperature (333.15 K) to a high 
temperature (433.15 K) at 10 K intervals. 

Before the experiments, the measurement cells 
were washed with water, methanol and acetone and then 
all residual fluids were removed. This procedure 
requires approximately 2 to 3 h or more to reach the 

Table 1. Summary of the vapour pressure P literature investigations of a (1-x) C2H5OH + x C3H7OH mixture. 
 

Reference Method Properties Temperature 
(T in K) 

Concentration  
(x mole fraction) 

Uncertainty 
 ΔP 

Fitted density 
equation Purity Source 

Parks [7]  
1924 

GA P, T, ∆H 298.15 0.0000 to 1.0000   99.9% (Et) 
99.34% (Pr) 

CS 

Udovenko [8] 
1948 

DM P, T, γ 323.15 – 353.15 0.0000 to 1.0000  CC ARG (Et) 
ARG (Pr) 

R 

Zielkiewicz [9] 
1993 

SM P, T 313.15 0.0436 to 0.9291 ±0.004 kPa   POCh 

Pradhan [10] 
1993 

SM P, T 303.15 0.0306 to 0.9700 ±0.001 kPa  99.9% (Et) 
99.6% (Pr) 

AC 

Cristino [11] 
2015 

FA P, T, VLE 403.20 – 423.20 0.0017 to 0.9993 ±0.0002 – 
±0.0009 MPa 

SAFT-VR 99.9% (Et) 
99.9% (Pr) 

P (Et) 
FS (Pr) 

GA, glass apparatus; ∆H, heat of mixing; P, vapour pressure; T, temperature; x, mole fraction; Et, Ethanol; Pr,  
1-Propanol; CS, commercial sample; DM, dynamic method; γ, activity coefficient; CC, Clapeyron-Clausius equation; 
ARG, analytical reagent grade; R, Reachim, USSR; SM, static method; POCh, Avantor Performance Materials Poland 
S.A.; AC, Aldrich Chemical; FA, flow apparatus; SAFT-VR, statistical associating fluid theory; VLE, vapour-liquid 
equilibrium; P, Panreac; FS, Fisher Scientific. 
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desired minimal pressure (20–30 Pa). Equilibration of 
the cells is a rapid process and a constant pressure in the 
stationary regime is reached within 15 minutes. 
Equilibrium pressure readings are performed in 
triplicate approximately 10 to 20 min intervals. 

Specific quantities of ethanol and 1-propanol were 
evacuated, degassed in two separate flasks and 
connected using an adapter [12]. Ethanol flowed into a 
flask containing 1-propanol and the concentration of the 
solution was determined using the weight of the flask 
containing the solution on an electronic scale (Sartorius 
ED224S, Germany) with an uncertainty of 0.0001 g. A 
quantity of the solution was injected into the 
equilibrium cells up to approximately 50% of their 
volume. 

The vapour pressures of the water, methanol, 
acetone, toluene, 1-butanol, etc. were measured as 
reference substances for testing both setups [12–14]. 
The experimental vapour pressure results were assessed 
to be reliable to within an average uncertainty of 
±0.05% according to test measurements. 

3. Results and Discussion 

The measured experimental vapour pressures for an 
ethanol/1-propanol mixture within the temperature 
range of 274.15 to 433.15 K are listed in Table 2, and 
are also shown in Fig.1. The vapour pressures of pure 
alcohols were taken from Refs. [15–16].  

The experimental vapour pressure results, P in Pa 
of investigated solutions were fit to the Antoine 
equation: 

 ln (P) = AA – BA / ( T/K + CA ) (1) 

Table 2. Experimental mole fraction x of 1-propanol, and vapour pressure P (in Pa) of a solution of (1-x)C2H5OH +  
x C3H7OH a 

Temperature mole fraction of 1-propanol (x) 
(K) 0.0000b 0.0989 0.1918 0.4034 0.5935 0.7971 0.9038 1.0000c 

274.15 1684 1490 1374 1116 897 672 530 515 
278.15 2248 1980 1843 1498 1219 902 739 697 
283.15 3155 2810 2620 2149 1761 1330 1102 1008 
293.15 5842 5390 5023 4186 3442 2670 2260 2034 
303.15 10458 9762 9180 7780 6521 5150 4402 3854 
313.15 18054 16872 15880 13558 11502 9260 8030 7048 
323.15 29356 27918 26430 22909 19560 15890 13873 12273 
333.15 46796 44590 42200 36700 31777 26000 22992 20472 
343.15 71902 68812 65321 57200 49784 41400 36903 32867 
353.15 108174 103196 98000 86256 75504 63400 56954 50997 
363.15 157911 150535 143157 126500 111128 94202 85257 76746 
373.15 224798 214272 203797 180800 159521 136296 123958 113402 
383.15 313786 298327 284000 252345 223518 192294 176009 161109 
393.15 429264 407124 387678 345105 306612 265259 244002 223982 
403.15 576481 545340 519543 462803 412430 358865 331402 305477 
413.15 759512 718454 684376 610504 545107 476594 441754 408702 
423.15 982342 932045 887923 792004 708954 622271 578714 539077 
433.15 1254038 1191945 1135123 1012845 907984 800473 746309 702376 
443.15 1582042 1505202 1432927 1278187 1147706 1015139 949123 893968 

a Standard uncertainties u are u(T) = 0.01 K and u(x) = 0.0001 mole fractions and the combined expanded uncertainties Uc 
are Uc(P) = 30 Pa for P < 0.1 MPa, Uc(P) = 1500 Pa for P < 3 MPa, and Uc(P) = 8000 Pa for P < 16 MPa (level of 
confidence = 0.95); b The vapour pressure values of ethanol were taken from Ref. [15]; c The vapour pressure values of 1-
propanol were taken from Ref. [16]. 

 
Figure 1. Plot of vapour pressure P (in kPa) of a  
(1-x) C2H5OH + x C3H7OH solution mixture as a 
function of 1-propanol mole fraction x. ¿, 274.15 K; 
¢, 278.15 K; ▲, 283.15 K; �, 293.15 K; ▼, 303.15 
K; Ò, 313.15 K; Ì, 323.15 K; ¯, 333.15 K; £, 
343.15 K; r, 353.15 K; �, 363.15 K; s, 373.15 K; 
°, 383.15 K; ⊕, 393.15 K; «, 403.15 K; ¶, 413.15 
K, ◐, 423.15 K; x, 433.15 K; �, 443.15 K; lines fit to 
Eqs.(3) and (4). 
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The fitted constants AA, BA, and CA for the 
investigated solutions are summarised in Table 3 with 
the standard mean deviation defined as follows: 

 δP/P =100/n ⋅ (Pexp. − Pcal. )/Pexp.⎡⎣ ⎤⎦
i=1

n

∑  (2) 

From Table 3, it can be seen that coefficients AA, 
BA, and CA exhibit non-trivial dependence from the 
mole fraction of 1-propanol. Fitting of these coefficients 
was a challenging task. Thus, we also used a Clausius–
Clapeyron-type equation to obtain the vapour pressure 
results of the investigated solutions from mole fractions 
of 1-propanol:  

 ln p = ACC +
BCC

T
+CCC lnT +DCCT , (3) 

 

where P is vapour pressure in Pa; T is the temperature in 
K; and ACC, BCC, CCC, and DCC are the coefficients of the 
equation, depending on the mole fraction of the solvent 
as follows:  

ACC = aix
j  BCC = bix

j  
i=0

3

∑ CCC = cix
j  DCC = dix

j

i=0

3

∑
i=0

3

∑
i=0

3

∑ (4) 

The coefficients ai, bi, ci, and di for the investigated 
ethanol/1-propanol mixtures are tabulated in Table 4. 
The uncertainty of fitting was approximately ur(ΔP/P) = 
0.7678. The plots of deviation of experimental Pexp and 
calculated Pcal vapour pressure values as a function of 

 
Figure 2. Deviation of experimental Pexp and 
calculated Pcal vapour pressure values versus pressure 
P using Eqs.(3) and (4) at various temperatures and 
mole fractions. 

 
Figure 3. Deviation of experimental Pexp and 
calculated Pcal vapour pressure values versus 
temperature T using Eqs.(3) and (4) at various 
pressures P and mole fractions.  

 
Figure 4. Deviation of experimental Pexp and 
calculated Pcal vapour pressure values versus mole 
fraction x using Eqs.(3) and (4) at various pressures P 
and temperatures T.  

Table 4. Clausius - Clapeyron equation fitting 
parameters ai, bi, ci, and di from Eqs.(3) and (4). 

ai bi ci di 

a0 = 103.156 b0 = -7994.80 c0 = -12.3406 d0 = 0.0098481 
a1 = 251.788 b1 = -8366.78 c1 = -42.1398 d1 = 0.0527419 
a2 = 222.344 b2 = -7727.52 c2 = -36.8168 d2 = 0.0438405 

a3 = -446.740 b3 = 14403.70 c3 = 74.8888 d3 = -0.0951465 

 

Table 3. Antoine parameters AA, BA, CA and percent 
deviations (ΔP/P in %) as a function of 1-propanol 
mole fraction. 

mole 
fraction AA BA CA ΔP/P 

0.0000a 23.1773 3461.23 -54.3818 0.6234 
0.0989 22.8524 3275.81 -63.4603 0.0742 
0.1918 22.7353 3228.33 -65.9886 0.0689 
0.4034 22.4745 3118.11 -72.4808 0.1652 
0.5935 22.3425 3077.68 -76.1926 0.2204 
0.7971 22.2692 3064.56 -79.8646 0.3263 
0.9038 22.1582 3009.02 -84.6711 0.1983 
1.0000b 22.7515 3373.18 -70.0769 0.8270 

a from Ref. [15]; b from Ref. [16]. 
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pressure, temperature, and mole fraction using Eqs.(3) 
and (4) are shown in Figs.2-4, respectively.  

The enthalpies of vaporisation, ΔHvap in J mol-1, for 
the (1-x) C2H5OH + x C3H7OH mixture at the four 
middle temperatures (293.15, 333.15, 373.15, and 
423.15 within temperature ranges of 274.15–313.15 K, 
313.15–353.15 K, 353.15–393.15 K, and 373.15–443.15 
K, respectively) were defined using Eq.(5) from Ref. 
[12]: 

 d ln P

d 1
T
⎛

⎝
⎜

⎞

⎠
⎟

= −
ΔHv

R
 (5) 

If we plot ln(P) as a function of 1/T, we can define 
ΔHv from the gradient of the line: 

 ΔHv = −R ⋅
d ln P

d 1
T
⎛

⎝
⎜

⎞

⎠
⎟

 . (6) 

After the integration of Eq.(6) we can find 

 ln p = −
ΔHv

R

⎛

⎝
⎜

⎞

⎠
⎟
1
T

⎛

⎝
⎜

⎞

⎠
⎟+ intercept  (7) 

 ΔHv = RT (intercept − ln P)  (8) 

The calculated enthalpy of vaporisations ΔHv in J 
mol-1 for the (1-x)C2H5OH + x C3H7OH mixture within 
the temperature range of 274.15–443.15 K are listed in 
Table 5 and compared to the available literature results 
[7–11] shown in Fig.5.  

When the measured values by Parks [7] at T = 
298.15 K are compared to our values, we obtain ∆P = 
±242 Pa or ∆P/P = ±5.24 % deviations. The maximum 
deviation is ∆P = 394 Pa at x = 0.759 mole fractions of 

1-propanol. The Parks’ values [7] are higher than our 
results and the vapour pressures of ethanol exhibit small 
deviations compared to ours and all other literature 
values presented in Ref. [15]. The vapour pressure of 1-
propanol published in Ref. [7] exhibits a large deviation 
from ours and all other literature values presented in 
Ref. [16]. We hypothesise that the vapour pressure 
values of 1-propanol with high deviation from the 
literature were used during the analysis of concentration 
dependence in Ref. [7]. 

The 44 data points of Udovenko and Frid [8] 
measured within the range of 323.15 – 353.15 K are 
mostly higher than our values. The average deviations 
of both sources are ∆P = ±242 Pa and ∆P/P = ±5.24% 
with maximum deviations of ∆P = 2952 Pa at T = 
343.15 K and x = 0.5 mole fractions of 1-propanol. 

The 11 data points of Zielkiewicz [9] at T = 313.15 
K exhibit small deviations from our results with ∆P = 
±33 Pa and ∆P/P = ±0.2631% mean deviation. The 
maximum obtained deviation in ∆P = -59 Pa at x = 
0.2793 mole fractions of 1-propanol. 

The next 22 data points of Pradhan et al. [10] are 
mostly higher than our values. The average mean 
deviation of this comparison is ∆P = ±143 Pa and ∆P/P 
= ±2.2378 %. The maximum obtained deviation in ∆P = 
209 Pa and ∆P/P = ±3.5182 % at T = 303.15 K and x = 
0.7002 mole fractions of 1-propanol. 

The last 18 experimental values from the recent 
work of Cristino et al. [11] measured at high vapour 
pressure intervals of 304.2–967.4 kPa also exhibit small 
differences from our values as the mean deviation 
between two experimental sources is ∆P = ±5698 Pa 
and ∆P/P = ±0.9227 %. The maximum deviation of this 
comparison is ∆P = -21134 Pa at T = 413.2 K and x = 
0.0002 mole fractions of 1-propanol. 

4. Conclusion  

Vapour pressure measurements for the binary mixture 
of ethanol and 1-propanol over a wide range of 
temperatures from 274.15 K to 468.15 K were studied. 
The Antoine and Clausius–Clapeyron equations were 
used to fit the experimental results. The enthalpies of 
vaporisation at four various temperatures were 
calculated. The available literature values were 
compared with measured values and small deviations 
were observed. 

 
Figure 5. Deviation of experimental Pexp and literature 
Plit vapour pressure values for the ethanol/1-propanol 
mixture versus 1-propanol mole fraction using Eqs.(3) 
and (4) at various pressures P and temperatures T. 

Table 5. Enthalpy of vaporisation, ΔHv in kJ mol-1 for  
a (1-x) C2H5OH + x C3H7OH mixture at various 
temperatures. 

x 293.15 K 333.15 K 373.15 K 423.15 K 
0.0000 43.245 41.210 39.579 37.457 
0.1574 43.905 41.300 39.542 37.576 
0.2876 44.499 41.416 39.425 37.553 
0.5351 45.768 41.989 39.707 37.718 
0.7130 46.768 42.811 40.157 38.002 
0.8699 47.809 43.815 40.965 38.613 
0.9411 47.887 44.441 41.546 39.125 
1.0000 47.908 45.052 42.330 39.963 
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The search for compounds exhibiting desired physical and chemical properties is an essential, yet complex 
problem in the chemical, petrochemical, and pharmaceutical industries. During the formulation of this 
optimization-based design problem two tasks must be taken into consideration: the automated generation of 
feasible molecular structures and the estimation of macroscopic properties based on the resultant structures. 
For this structural characteristic-based property prediction task numerous methods are available. However, the 
inverse problem, the design of a chemical compound exhibiting a set of desired properties from a given set of 
fragments is not so well studied. Since in general design problems molecular structures exhibiting several and 
sometimes conflicting properties should be optimized, we proposed a methodology based on the modification of 
the multi-objective Non-dominated Sorting Genetic Algorithm-II (NSGA-II). The originally huge chemical search 
space is conveniently described by the Joback estimation method. The efficiency of the algorithm was enhanced 
by soft and hard structural constraints, which expedite the search for feasible molecules. These constraints are 
related to the number of available groups (fragments), the octet rule and the validity of the branches in the 
molecule. These constraints are also used to introduce a special genetic operator that improves the individuals 
of the populations to ensure the estimation of the properties is based on only reliable structures. The 
applicability of the proposed method is tested on several benchmark problems. 

Keywords: computer-aided molecular design, multi-objective optimization, evolutionary algorithm, 
the Joback method, soft constraints 

1. Introduction 

The search for compounds exhibiting the desired 
physical and chemical properties is of significant 
industrial importance in the search for different 
chemicals and materials such as polymers [1, 2], blends 
[3], coatings, solvents, inert agents, heat transfer media 
[4], and drugs [5]. In the well-known technologies of 
the chemical, petrochemical, and pharmaceutical 
industries, the used medium for the given tasks has been 
developed via practical experience. For the 
improvement of these technologies or the design of a 
new process, every hypothetical molecule must be 
synthesized and tested to check the fulfillment of the 
design properties. This ‘trial and error’-type method for 
the search of the appropriate agent with the defined 
properties is slow, inefficient and expensive, thus 
infeasible in the modern chemical industry and research. 
However, the problem is complex; the algorithmization 
can be carried out extensively with the use of property 
estimation methods and molecular structural feasibility 
operators. Algorithmic problems can be efficiently 
solved with the tools of process engineering. Over 
recent decades, the search for new compounds has 
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resulted in a new area of process engineering, namely 
computer-aided molecular design (CAMD) [6]. The 
original task of the design of molecules is formulated as 
follows: given a set of desired properties, design a 
product that satisfies these needs. With the use of 
CAMD tools, the algorithmic approach to the same 
problem determines the search place: given a set of 
available structural groups for the satisfaction of desired 
properties, formulate a product from these sub-units that 
satisfies the targets. During the decomposition of a 
CAMD-based problem, two separate tasks can be 
derived. As can be seen in Fig.1, it can be divided into a 
forward problem, the prediction of a given property, 
based on the structural characteristics of a molecule; and 
a ‘reverse’ problem, the identification of a molecular 
structure for the satisfaction of target properties. 

 
Figure 1. Molecular design is a ‘reverse’ property 
estimation task. 
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The forward problem, the estimation of 
properties, can be carried out by different methods; for 
example, polymers [1], solvents [7], surfactant 
solutions [8], refrigerants [9] and ionic liquids [10]. 
The limitations of any computer-aided molecular 
design techniques are closely related to the limitations 
of the property model being used [11]. The prediction 
of properties can be carried out with numerous types 
of methods, including group contribution methods 
(GC), quantitative structure-activity/property 
relationship methods (QSAR and QSPR), molecular 
modeling, empirical modeling and correlations, black 
box models like neural networks (NN) and the 
combination of these tools [12]. A novel method for 
property estimation is the COSMO-RS theory 
published by Klamt et al. that combines quantum 
chemistry and thermodynamics [13]. 

The ‘reverse’ problem, the design of candidate 
molecules with a given set of properties from a set of 
molecular sub-units is hardly diversified; the existing 
techniques were developed for specific molecules and 
applications. The known methods can be divided into 
two major groups [14]. 

The huge chemical search space is further 
complicated by the often competing target properties 
of the design process. A genetic algorithm is a 
promising method for the generation of new 
candidate molecules. Multi-objective optimization 
algorithms generate a set of optimal solutions. The 
Pareto fronts of these solutions simultaneously 
consider several design aspects. Since when solving 
the problem multiple target properties must be taken 
into consideration at the same time; the problem has 
been implemented in a well-established genetic 
algorithm-based multi-objective optimization 
environment, the Non-dominated Sorting Genetic 
Algorithm-II (NSGA-II). The search space is 
conveniently described by the occurrence of each 
fragment from a given set of available types of 
groups, and the “distance” of the properties from the 
target values is estimated by the Joback method. The 
feasibility of the molecule is tested by feasibility 
constraints for branching and the octet rule. These 
constraints are also used to introduce a special 
genetic operator that improves the individuals of the 
populations to ensure the estimation of the properties 
is based on only reliable structures. Thus as the 
result, an evolutionary approach for solving 
molecular design problems with descriptors of 
varying dimensionality has been developed, that 
moves effectively towards the Pareto optimal front. 

In the present work the definition of the design 
problem is followed by a theoretical overview of the 
used property estimation method and of the nature of 
genetic algorithms paying special attention to NSGA-
II. After the description of the different algorithms, 
proposed for the solution of the design task, the 
efficiencies of these approaches are examined 
through several benchmark problems, and the results 
are discussed extensively to determine improvements 
in the applicability of these algorithms. 

2. Methodology 

2.1. Problem Formulation 

In the first class, numerous candidate molecules are 
created randomly from a given set of groups. The 
number of candidate molecules that can be generated by 
selecting N groups from a set of K groups, allowing 
repetition and ignoring the order of selection can be 
determined by Eq.(1). 

 !! !,! =  !!!!! !
!!(!!!)  (1) 

The total number of candidate molecules that can 
be selected from a set of K groups is the sum of the 
results of Eq.(1) from N1 until Nmax as is given by Eq.(2) 
(N1 is practically equal to at least 2, as no molecules 
consist of only one fragment). The sum of candidates is 
equal to 

 !! !,!!!"#
!! =  !!!!! !

!!(!!!)
!!"#
!!  (2) 

According to Eq.(2) the total number of candidate 
molecules can undergo a combinatorial explosion as can 
be seen in Fig.2. 

In the second class for the solution of the ‘reverse’ 
problem, this increased number of candidates must be 
eliminated by some objective function that expresses the 
‘distance’ from the target. An example of this approach 
can be a tree structure to mimic the chain of a molecule 
and reach feasible structures as was carried out in Refs. [12] 
and [14]. 

As in the literature, the proposed methods for the 
design of molecules are highly diversified. Lin et al. 
studied the design of metal catalysts [15], numerous 
articles can be found for the design of drugs [5, 16-18], 
Perdomo et al. designed and improved biodiesel fuel 
blends [3] and Kasat et al. summarized the applications 
of genetic algorithms in polymer science including 
polymer design [2]. 

To solve the design problem, several 
computational strategies have been used. Genetic 
algorithms (GA) are used in several publications [15, 
19, 20], a combination of neural networks and genetic 
algorithms is used in [21] and linear programming is 
used in [12, 14]. 

 
Figure 2. The combinatorics of group selection. 
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2.2. Theoretical Methodologies 

The definition of a chemical product design problem is 
based on the description of design constraints. A set of 
properties is specified as constraints with specified 
values with lower and/or upper boundaries. These 
properties are the explicit property constraints as their 
values can be determined directly by the application of 
some model calculation or experimentally. In the case 
of CAMD problems, explicit constraints are evaluated 
through property estimation methods, these can be, for 
example, critical properties, solubility indexes, normal 
boiling points, etc. However, property estimation 
methods have been significantly improved, there are 
products, for example, food, fragrances, health and 
safety products, and aesthetics that cannot be calculated 
with the use of these models, as these properties are 
based on subjective opinions or existing knowledge. In 
the case of these implicit property constraints (e.g. taste, 
aroma, color and health effects of products) the use of 
databases or the opinion of the designer can be 
implemented during the evaluation stage. During the 
basic CAMD process explicit constraints are taken into 
consideration, these relate mainly to physical properties, 
and implicit considerations are taken into account 
during the selection of available molecule fragments or 
compounds (e.g. no aromatic compounds are taken into 
consideration, or no halogens or cyanides are available) 
[6]. 

To understand the formulation of the solution to 
this explicit property constraint-based problem, the 
following information must be taken into consideration 
as the input information of the molecule design task 
(according to [12, 14]): 
1. Set G of Nmax groups of which the designed 

molecule can be composed 
2. The boundaries for the specified properties to be 

satisfied: !!"
! ’s for the lower boundaries and !!"

! ’s 
for the upper boundaries, where ! = 1, 2,… ,!, the 
specified properties 

3. The lower ( !!!! ) and upper limits ( !!"! ), for the 
number of appearances of group i in the designed 
molecule (! = 1, 2,… , !) 

4. The property k can be estimated via a property 
estimation method as function !! (! = 1, 2,… ,!), 
in the case of group contribution methods !! can be 
written as !!(!!, !!,… , !!) (where !!, !!,… , !! are 
the numbers of group types #1, #2, …, #n 
respectively). 
The problem using the expressions above can be 

formulated as follows: i groups can be chosen from a 
given set of molecular subunits (G) considering the 
limits of !!!!  and !!"! , to find all the possible molecular 
structures, while the property constraints given in Eq.(3) 
are satisfied (where ! = 1, 2,… ,!). 

 !!"
! ≤ ! ! !!, !!,… , !!  ≤  !!"

!  (3) 

During the solution of the above-defined CAMD 
task, the generation and test method can seem to be 

inefficient as an enormous number of candidate 
molecules are created which finally turn out to be 
infeasible molecular structures. 

As is familiar among financial and industrial 
problems, some properties need to be minimized and 
others maximized between the constraint values, while 
others need to be close to a specified value. This results 
in a multiple-objective optimization task with 
concurring targets. Our purpose is not to find a single 
solution, but a set of candidate molecules from the 
Pareto front. Pareto optimal solutions are those for 
which improvement in terms of one objective can only 
take place with the worsening of at least one other 
objective function. Pareto-ranking is the process of 
determining the rank of each solution through 
identifying the number of other solutions that dominate 
it (the number of solutions that are better than it in terms 
of every objective) [22]. A Pareto front can be seen in 
Fig.3. 

In the present work feasibility constraints are 
implemented in the algorithm to filterout the resultant 
molecular structures in terms of feasibility. As in this 
approach the candidates are still filtered out after the 
property evaluation, the efficiency of the search can still 
seem to be inefficient. As the solution to this 
contradiction, a special genetic operator has been 
introduced that improves the individuals of the 
populations to ensure the estimation of the properties is 
based on only reliable structures, and the property 
evaluation is carried out on solely feasible molecules. 

2.3. Property Estimation 

As the new molecules created in the ‘reverse’ problem 
are evaluated via property estimation methods to verify 
the satisfaction of properties, the success of CAMD 
tasks depends on, to a large extent, the reliability of the 
estimation method being used. From the point of view 
of precision, the highly improved, detailed models seem 
to be tempting in terms of the application. However, the 
computational complexity of these models is increased 

 
Figure 3. A Pareto front (The label of each solution 
refers to the number of other solutions that dominate 
them, non-dominating solutions are labeled with zero) 
[22]. 
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as well. In terms of precision and complexity, group 
contribution methods are promising solutions, as the 
equation for estimation assumes a linear additivity 
dependence as presented in Eq.(4), where !!

!  is the 
group contribution value of group i for property j, !!!  is 
the offset value of property j and !!"#!  is the estimated 
property value. 

 !!"#! (!) = !!! + !!!!! + !!!!! +  …+ !!!!!  (4) 

The Joback method, also known as the 
Joback/Reid method, is proposed to estimate eleven 
important physical properties of pure materials. During 
the determination of group contribution values, a 
common set of structural groups was employed in the 
regression process. To obtain the minimum values, the 
minimization of the sum of the absolute errors found 
from the estimated and the experimental values was 
carried out. As not the square values, but the absolute 
values were minimized, the method provides an 
improved estimation for the majority of the cases, but 
estimates slightly higher error values for outliers [23]. 
The systematic deviations of the Joback method in the 
case of normal boiling points can be seen in Fig.4, 
where experimental data is taken from the Dortmund 
Data Bank. 

The Joback method uses Eqs.(5-15) to predict the 
specific properties as follows: 
Normal Boiling Point: 

 !! ! = 198 +  !!,!!! (5) 

Melting Point: 

 !! ! = 122.5 +  !!,!!! (6) 

Critical Temperature: 

 !! ! = !! !
!.!"#!!.!"# !!,!!!! !!,!!!

!  (7) 

Critical Pressure (NA is the number of atoms in the 
molecular structure): 

 !! bar = 0.113 + 0.0032 ∙  !! − !!,!!!
!!

 (8) 

Critical Volume: 

 !! cm!/mol = 17.5 +  !!,!x! (9) 

Heat of Formation (ideal gas, 298 K): 

 !! kJ/mol = 68.29 +  !!!!! (10) 

Gibbs Free Energy of Formation (ideal gas, 298 K): 

 !! kJ/mol = 53.88 +  !!!!! (11) 

Heat Capacity (ideal gas, parameters are valid from 273 
K to approximately 1000 K): 

 !! !
!"#$ = !!x! − 37.93 + !!!! + 0.210 ∙ ! + 

  + !!!! − 3.91 ∙ 10!! ∙ !! +  
 + !!!! + 2.06 ∙ 10!! ∙ !! (12) 

Heat of vaporization at normal boiling point: 

 ∆!!"# kJ/mol = 15.30 +  !!"#,!!! (13) 

Heat of Fusion: 

 ∆!!"# kJ/mol = −0.88 +  !!"#,!!! (14) 

Liquid Dynamic Viscosity (MW is the molecular weight, 
the parameters are valid from the melting point up to 0.7 
of the critical temperature): 

 !! Pa ∙ s = !! ∙ exp !!,!!! − 597.82 /! +
                                +  !!,!!! − 11.202  (15) 

2.4. A Promising Approach for the Solution of 
the Design Task: Genetic Algorithms 

Genetic Algorithms (GAs) are stochastic optimization 
methods that imitate natural selection. GAs provide not 
a single optimal solution to a problem, but several near-
optimal solutions, which is the main advantage of 
evolutionary algorithms in the field of CAMD, because 
near-optimal solutions can be further processed later by 
the designer and the most promising ones can be 
selected for synthesis. 

During the operation of a GA, a population of 
candidate solutions competes for survival, based on 
their resemblance to the target values. This resemblance 
is described by a normalized distance value between 0 
and 1 and called the fitness. Candidate molecules are 
usually described by strings, and the components of 
these strings represent the ‘genes’ of the individual. The 
evaluation of the population is carried out therefore by 

 
Figure 4. Deviations between predicted boiling points 
and experimental data [24]. 

Normal Boiling Point Estimations by the Joback Method (Aliphatic Hydrocarbons) 
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the calculation of fitness and the surviving members 
have the chance to reproduce and propagate their genes, 
thus forming the next generation. This propagation is 
dependent on the genetic operators applied by the 
specific algorithm being used, the most common are 
crossover and mutation. The creation of next 
generations is continued until convergence is obtained 
(no considerable improvement is observed), or the 
maximum number of generations set by the user is 
reached [21]. 

2.4.1. The Non-dominated Sorting Genetic 
Algorithm-II (NSGA-II) 

For the description of the NSGA-II algorithm, three 
innovations of the algorithm must be described first: the 
fast non-dominated sorting procedure, a fast crowded 
distance estimation method, and the crowded 
comparison operator [25, 26]. 

The fast non-dominated sorting approach of the 
NSGA-II is based on the calculation of three entities: 
the domination count, the number of solution, which 
dominates the given solution, and the set of solutions 
that the given solution dominates. In the first non-
dominated front the domination count of all solutions is 
zero. After the determination of the first non-dominated 
front, each of the solutions dominated by its members is 
visited and his or her domination count is reduced by 
one. If the domination count of a solution becomes 0, 
then it becomes a member of the second non-dominated 
front. This algorithm is repeated until all fronts are 
determined. 

Along with convergence to the Pareto optimal set 
of solutions, the maintenance of a healthy spread of 
solutions is required to avoid the problem of getting 
stuck in the area of a local Pareto optimum. To prevent 
this issue, the parameter of crowding distance is 
introduced. During the calculation of this parameter, the 
average distance between two points on either side of a 
particular solution along each objective is calculated. 
The overall crowding distance value is the sum of the 
individual crowding distance values along each 
objective. With the use of this parameter, the “density” 
of solutions in the search place can be calculated. A 
solution with a higher crowding distance value is less 

crowded by other solutions, in other words, the outlier 
solutions can be identified. Thus, the parameter is 
applicable for the maintenance of diversity. The 
crowding distance computation for two objectives is 
illustrated in Fig.5. 

The goal of the genetic algorithm, to obtain a 
uniformly spread Pareto-optimal front, is reached with 
the help of the crowded-comparison operator. The 
operator guides the selection between two possible 
solutions as follows: 
1. If the non-domination ranks of two solutions differ, 

the solution which dominates the other is preferred, 
in other words, whose domination index is less. 

2. If the non-domination ranks of two solutions are 
equal (the two solutions are from the same front), 
then the solution of the less crowded region is 
preferred. 
The main loop of the NSGA-II can be explained 

by understanding the operators described above. The 
randomly created initial parent population (with N 
members) is sorted based on the non-domination rank. 
The crossover Eqs.(16-17) and mutation Eqs.(18-19) 
operators are applied to create the next generation (with 
N members) [27]. The algorithm applies to the 
intermediate crossover, which creates two children from 
two parents: parent1 and parent2 (child and parent are 
vectors, ! , containing the results of the specific 
problems), 

!ℎ!"#1 = !"#$%&1 + !"#$ ∙ !"#$% ∙ (!"#$%&2 −
                  −!"#$%&1)  (16) 

!ℎ!"#2 = !"#$%&2 − !"#$ ∙ !"#$% ∙ (!"#$%&2 −
                −!"#$%&1)  (17) 

where ratio is a scalar between 0 and 1, and rand stands 
for a random number, 

The applied Gaussian mutation adds a normally 
distributed random number to each variable, 

 !ℎ!"# = !"#$%& + ! ∙ !"#$ ∙ (!" − !") (18) 

 ! = !"#$% ∙ 1 − !ℎ!"#$ ∙ !"##$%&!"#$%&  (19) 

where scale is a scalar, that determines the standard 
deviation of the random number generated and shrink is 
a scalar between 0 and 1. As the optimization 
progresses, this shrink parameter decreases the mutation 
range. currGen and maxGen are the numbers of the 
current and maximal generations, respectively. 

Since elitism is introduced, the creation of the first 
population differs from the creation of a subsequent 
one. The algorithm is described for the tth generation. 

A combined population (Rt) (with 2N members) is 
created by the summation of the parent population (Pt) 
and the population obtained by the use of crossover and 
mutation operators (Qt). The population Rt is sorted 
according to non-domination and as all previous and 
current population members are included, elitism is 
ensured. Now solutions belonging to the first non-

 
Figure 5. The crowding distance of the ith solution is 
the average side length of the cuboid (the front is 
marked with solid circles) [25]. 
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dominated front (F1) are chosen for the next generation 
(Pt+1) (if the size of F1 is smaller than N). This selection 
for the next generation is continued until the number of 
members from F1 to Fi is larger than N. In these cases Fi 
is sorted based on the crowded-comparison operator and 
the best solutions are chosen to fill the empty slots of 
the new population. The NSGA-II procedure is 
illustrated in Fig.6. 

2.5. Description of the Proposed Algorithm  

The developed algorithm therefore needs to solve 
effectively the CAMD tasks based on the needs of the 
industrial and research work. By taking into 
consideration these needs, the optimal properties of the 
desired molecules can be defined, and this chemical 
information is essential for the defining of input 
parameters for the genetic algorithm. This schematic 
algorithm of the design process can be seen in Fig.7. 

The standard genetic algorithm was modified 
according to the task of the design of molecules. The 
chemical information is converted into input 
parameters. Thus, the type, minimum and a maximum 
number of available groups, the property and structural 
targets (e.g. acyclic, monocyclic, bicyclic structures), 
and the property and feasibility constraints (octet rule 
and a rule for branching) are defined. The algorithm of 
NSGA-II can be seen in Fig.8. 

The efficiency of five different types of algorithm 
was tested in the present work. All the algorithms were 
implemented in MATLAB. 

2.5.1. The ‘base case’ Algorithm 1 

Only the type, the minimum and a maximum number of 
available groups, the target properties and the property 
constraints are defined. No structural targets or 
feasibility evaluations are implemented. 

2.5.2. The ‘octet rule’ Algorithm 2 

Besides the objectives and constraints of Algorithm 1, 
the octet rule is defined as target parameter. The octet 
rule is described in Eq.(20), 

 2 − !! !! = 2!!  (20) 

where xi, vi are the number and valency, respectively, of 
groups of type i and m = 1, 0 or -1 for acyclic, 
monocyclic and bicyclic groups, respectively [28]. The 
valency parameter in this context means the number of 
available bonds on a group (thus the valency of double 
bonds counts as a single valency in this context). 

2.5.3. The ‘octet rule as a soft constraint’ Algorithm 3 

Besides the structure of Algorithm 2, the algorithm 
contains the octet rule (Eq.(20)) as a soft constraint to 
aspire the program to reach a feasible structure 
according to the octet rule. The soft constraint was 
defined as a curve similar to a reverse Gaussian 
distribution according to Eq.(21), where !"#.!"#. is the 
result of the octet rule reordered to give 0 when the 
constraint is satisfied. 

 
Figure 7. The algorithm of the design process. 

 
Figure 6. Graphical illustration of the NSGA-II 
procedure [25]. 

 
Figure 8. The algorithm of the genetic algorithm (the 
steps in dashed box are only implemented in 
Algorithm 5).  
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 ! !"#.!"#. = ! ∙ (1 − !!
(!"#.!"#.)!

!!! ) (21) 

As can be seen in Fig.9, the curve of this function 
has a descending value near the !"#.!"#. = 0 value, and 
is equal to 0 at exactly x = 0. The parameter w shows 
the ‘weight’, the constant value far from !"#.!"#. = 0, 
and σ stands for the ‘width’ (thus the ‘sharpness’) of the 
function. A sharp function type (w = 1, σ = 0.1) was 
chosen as structural feasibility is not satisfied with mild 
ones. 

2.5.4. The ‘octet and branching rule’ Algorithm 4 

Only the octet rule cannot describe the structural 
feasibility. Two adjacent groups cannot be linked by 
more than one bond. The valency parameter in this 
context still means the number of available bonds on a 
group, as defined in the description of Algorithm 2. 
Given xj groups of type j with valency vj, a total of 
!! !! − 2 + 2 attachments are available for bonding [28]. 

 !!!!! ≥ !! !! − 2 + 2 (22) 

 !!! ≥ !! !! − 1 + 2 (23) 

2.5.5. The ‘healing function’ Algorithm 5 

The genetic algorithm is further improved with the 
introduction of a novel genetic operator called the 
healing function. The function is implemented in the 
algorithm at two points, after the initialization of the 
first population and after the selection, mutation and 
crossover steps are conducted in each generation. This 
function serves the population entities to be feasible 
with the help of the branching rule described in Eq.(23). 
If the equation is not fulfilled then the difference from 
the optimal value shows the bonds needed in the 
molecule to reach the feasible structure. Using this 
value, the algorithm chooses as many available groups 
with one bond as needed for feasibility and completes 
the molecule with these groups. During the definition of 
the input parameters the number of available groups 
with one bond in the molecule is increased to ensure the 
availability of these groups. The number of branches 
and the groups with 3 or more bonds, must be 
significantly less than the ones with one bond available, 

e.g. 4 and 20 respectively, thus the termination of every 
chain in the molecule is ensured. 

2.6. The Evaluation of the Results 

As the purpose of the current work is the development 
of an effective algorithm for the design of molecules 
obtaining target properties, the comparison of the results 
is an essential task to check the improvement. This 
efficiency inspection is carried out over two steps. 

First a visual evaluation was carried out as the 
MATLAB implementation of the NSGA-II algorithm 
plots every generation as the script runs. The plot 
window of NSGA-II can be seen in Fig.10. Then the 
number of solutions is counted and, as the feasible 
structure is not ensured in every algorithm, the feasible 
ones based on the octet and branching rules are counted 
as well. The last generation in which the population of 
the Pareto front was changed was also determined. 

3. Results and Discussion 

The effect of the various user determined input 
parameters was examined and presented in several 
benchmark problems for the identification of different 
chemicals having the desired physical and chemical 
properties, as estimated by the multi-dimensional 
property model. The genetic algorithm worked with 250 
generations containing 100 population members each. 
The effectivity of the different algorithms is compared 
through these design tasks. 

3.1. Checking the Effectivity through the 
Search for Predefined Molecules 

First the effectivity and applicability of the different 
algorithms were tested in terms of the search for 
different, predefined molecules. The properties of 
simple molecules were calculated via the Joback 
method and these values were set as targets to avoid the 
inaccuracy of the estimation method. The property 
constraints were set around these target values as given 

 
Figure 9. The curve of the used soft constraint. 

 
Figure 10. The plot window of NSGA-II. 
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below. The search for two simple molecules, acetone, as 
its structure is quite simple, and n-octane were carried 
out to validate the algorithms. 

3.1.1. Acetone 

The structure of acetone can be represented by two 
methyl (blue circles) and one ketone (red circle) groups 
using the groups of the Joback method as can be seen in 
Fig. 11. The experimental and estimated boiling and 
melting points are presented in Table 1.  

The input parameters for the design task were as 
follows: 

Available groups: 
 -CH3, -CH2-, >CH-, >C<, -F and >C=O 
 
Number of available groups:  
 0–4 for all the available groups  
(in the case of Algorithm 5, the -CH3, and -F numbers 
were set to 20 to allow healing) 
 
Target properties:  
 Tm = 173.50 K, Tb = 321.91 K (estimated values) 
 
Property constraints:  
 150 K < Tm < 200 K, 300 K < Tb < 350 K 
 
Target molecule structure:  
 acyclic. 

The results of different algorithms are presented in 
Table 2. Next to the number of solutions, the number of 
feasible solutions is presented in brackets and the value 
Ngen,change stands for the last generation that changed the 
population of the Pareto front. The last row of the table 
shows if acetone is among the resultant structures. 

Algorithm 5 seemed to be less effective in the light 
of the unsuccessful search for the structure of acetone, 

but if we consider that this algorithm could use up to 20 
pieces of -CH3 and -F groups, we can understand that 
the search place is significantly bigger than in the case 
of Algorithms 1-4. 

3.1.2. n-Octane 

The structure of n-octane can be represented by 2 
methyl (blue circles) and 6 methylene (green circles) 
groups using the groups of the Joback method as can be 
seen in Fig.12. The experimental and estimated boiling 
and melting points are presented in Table 3.  

The input parameters for the design task were as 
follows: 
Available groups: 
 -CH3, -CH2-, >CH-, >C<, -F and >C=O 
 
Number of available groups:  
 0–6 for all the available groups  
(in the case of Algorithm 5, the -CH3, and -F numbers 
were set to 20 to allow healing) 
 
Target properties:  
 Tm = 179.92 K, Tb = 382.44 K (estimated values) 
 
Property constraints:  
 150 K < Tm < 250 K, 350 K < Tb < 450 K 
 
Target molecule structure:  
 acyclic. 

The results of different algorithms are presented in 
Table 4, where the last row shows if n-octane is among 
the resultant structures. As in the case of the search for 
acetone, Algorithm 5 had a significantly bigger search 
place than Algorithms 1-4; thus, it could not find the 
structure of n-octane. 

Table 1. The boiling and melting points of acetone. 

 
Experimental 

values 
Estimated 

values 
Tm [K] 178.25 173.50 
Tb [K] 329.45 321.91 

 
Table 2. The results of the search for acetone. 

Algorithm 1 2 3 4 5 
Solutions 
(feasible) 

2 
(1) 

2 
(1) 

1 
(0) 

1 
(1) 

2 
(2) 

Ngen,change 95 10 8 9 127 
acetone yes yes - yes - 
 

 
Figure 12. The structure of n-octane fragmented 
according to the groups of the Joback method. 

Table 3. The boiling and melting points of octane. 

 
Experimental 

values 
Estimated 

values 
Tm [K] 216 179.92 
Tb [K] 398 382.44 

 
Table 4. The results of the search for n-octane. 

Algorithm 1 2  3 4 5 
Solutions 
(feasible) 

10 
(2) 

5 
(1) 

1 
(0) 

1 
(1) 

5 
(5) 

Ngen,change  191 58 17 207 47 
n-octane - yes - yes - 
 

 
Figure 11. The structure of acetone fragmented 
according to the groups of the Joback method. 
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3.2. Examples for Testing the Algorithms 

In the following examples the effectivity of the 
proposed algorithms is tested via two benchmark 
problems. As concurring minimum and maximum 
search objectives are set as target variables, a Pareto 
front can be obtained, which represents the applicability 
of the genetic algorithms to solve CAMD tasks. 

3.2.1. Case Study 1. 

The input parameters for the design task were as 
follows: 

Available groups:  
 -CH3, -CH2-, >CH-, >C<, -F and >C=O 
 
Number of available groups:  
 0–4 for all the available groups  
(in the case of Algorithm 5, the -CH3 and -F numbers 
were set to 20 to allow healing) 
 
Target properties:  
 max(Tc), min(Tb, Tm) 
 
Property constraints:  
 500 K < Tc < 600 K 
 350 K < Tb < 450 K 
 100 K < Tm < 200 K 
 
Target molecule structure:  
 acyclic.  

The results of Case Study 1 can be seen in Table 5. 
As the number of the last generation which changed the 

composition of the population is relatively high (250 is 
the maximum number of generations), the algorithms 
seem to evolve effectively towards the Pareto front. In 
the case of Algorithms 1 and 2, many of the found 
solutions proved to be infeasible, as expected since no 
feasibility constraints were involved in Algorithm 1 and 
no constraint for branching was available in Algorithm 
2. The soft constraint of Algorithm 3 seemed to be 
ineffective. Algorithm 4 found only 2 feasible solutions, 
but these solutions were all feasible ones and they were 
close to the target properties. Algorithm 5 was very 
effective, although the search place was significantly 
bigger than in the case of Algorithms 1-4. The Pareto 
front of Algorithm 1 can be seen in Figure 13. 

3.2.2. Case Study 2. 

The input parameters for the design task were as 
follows: 

Available groups: 
 -CH3, -CH2-, >CH-, >C<, -F, -Cl, -Br, -I, -OH, >C=O 
Number of available groups:  
 0–6 for all the available groups  
(in the case of Algorithm 5, the -CH3, -F, -Cl, -Br, -I, 
and -OH numbers were set to 20 to allow healing) 
Target properties:  
 max(Tc), min(Tb, Tm, Pc) 
Property constraints:  
 500 K < Tc < 600 K 
 350 K < Tb < 450 K 
 100 K < Tm < 200 K 
 10 bar < Pc < 30 bar 
Target molecule structure:  
 acyclic. 

Table 5. The results of Case Study 1. 

Algorithm 1 2 3 4 5 
Solutions 
(feasible) 

89 
(14) 

88 
(14) 

1 
(0) 

2 
(2) 

42 
(42) 

Ngen,change  250 250 219 186 250 
 

 
Figure 13. The Pareto Front of Algorithm 1 in Case 
Study 1. 

Table 6. The results of Case Study 2. 

Algorithm 1 2 3 4 5 
Solutions 
(feasible) 

75 
(0) 

95 
(5) 

2 
(0) 

2 
(2) 

74 
(74) 

Ngen,change  250 250 223 197 250 
 

 
Figure 14. The results of Algorithm 5 in Case Study 2. 
Candidate molecules are represented by blue lines. 
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In the case of Case Study 2 (Table 6), a wider 
searching range was available for the design task: 10 
types of available groups with a maximum of six pieces 
of each (except for Algorithm 5, see the targets and 
constraints) and another target property was set, the 
minimization of critical pressure between the property 
constraints. The results were similar to Case Study 1, 
Algorithms 1 and 2 fundnd several infeasible results 
with the appropriate properties; Algorithm 3 seemed to 
be ineffective, Algorithms 4 and 5 provided reliable 
results, although Algorithm 5 still found more results 
according to the more pieces of available chain-
terminating groups (groups with 1 valency). As can be 
seen from the results the improvement of the algorithms 
increases the number of feasible solutions significantly. 
The results of Algorithm 5 in Case Study 2 can be seen 
in Figure 14. 

4. Conclusion 

The design of molecules with specified properties has 
an increasing importance in the modern chemical 
industry. We proposed a multi-objective evolutionary 
optimization-based approach to take into account 
several objectives and constraints (e.g. financial aspects, 
toxicity). The algorithms generate a set of molecules 
arranged in a Pareto front related to the conflicting 
design targets calculated by the Joback method. To get 
reliable molecular structures we defined soft constraints 
based on the octet rule. The branching of the molecules 
was also tested and a healing function was designed to 
provide reliable results. The application of the proposed 
algorithms can be useful in the industry. 

In the future, we are going to improve the 
algorithms with problem-specific genetic operators. 
These modifications seem to be promising for the 
significant increase in the search efficiency. 

SYMBOLS 

!! !,!  selection of N groups from a set of K groups 
G the set of n groups from which the designed 

molecule can be composed 
nmax the available groups of the specified design 

task 
x the number of appearances of the specified 

group 
! a specified property value 
!!"# estimated property value 
!!"# experimental property value 
Plb the lower boundary of the specified property 

value 
Pub the upper boundary of the specified property 

value 
lll the lower limit for the number of appearances 

of the specified group 
lul the upper limit for the number of appearances 

of the specified group 
x1, …, xn the number of group type #1, …, #n, resp. 

!!
! is the group contribution value of group i for 

property j 
!! normal boiling point 
!! normal melting point 
!! critical temperature 
!! critical pressure 
!! critical volume 
!! heat of formation 
!! Gibbs free energy of formation 
!! heat capacity 
∆!!"# heat of vaporization 
∆!!"# heat of fusion 
!! liquid dynamic viscosity 
ratio a scalar between 0 and 1 
rand a generated random number 
currGen the number of the current generation 
maxGen the number of the maximal generation 
scale a scalar, that determines the standard 

deviation of the random number generated 
shrink scalar between 0 and 1. As the optimization 

progresses this parameter decreases the 
mutation range 

Rt A combined population (with 2N members) 
Pt parent population 
Qt the population obtained by the use of 

crossover and mutation operators 
F the non-dominated front 
! the valency of the specified group. The 

valency parameter in this context means the 
number of available bonds on a group (thus 
the valency of double bonds counts as a 
single valency in this context). 

m the type of the designed molecule (m = 1, 0 
or -1 for acyclic, monocyclic and bicyclic 
groups, respectively) 

w the ‘weight’ of the soft constraint curve (the 
constant value far from x = 0) 

σ the ‘width’ (the ‘sharpness’) of the soft 
constraint function curve 
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Natural gas is a primary energy source that contains a number of light paraffins. It also contains several 
undesirable components, such as water, ammonia, hydrogen sulphide, etc. In our study, a selective hydrogen 
sulphide removal process was achieved by alkali chemisorption in a custom-designed jet reactor. Several model 
gas compositions (CO2-H2S-N2) were evaluated to find parameters that enable H2S absorption instead of CO2. 
The negative effect of the presence of CO2 in the raw gas on the efficiency of H2S removal was observed. The 
beneficial effect of the low residence time (less than 1 s) on the efficiency of H2S removal was recognized. 
Optimal operational parameters were defined to reach at least a 50% efficiency of H2S removal and minimal 
alkali consumption. 

Keywords: acid gas, H2S selective removal, CO2, competition with H2S, chemisorption 

1. Introduction 

Natural gas is one of our primary energy sources, which 
contains mainly methane. However, it us comprised of 
several undesirable components like carbon dioxide 
(CO2), hydrogen sulphide (H2S), ammonia (NH3), water 
(H2O), etc. [1]. Table 1 shows a typical composition of 
natural gas [2]; however, the content significantly 
depends on locality. In most cases, natural gas contains 
H2S in various quantities between 10 to 20,000 ppm [1]. 
The gases with a measurable amount of H2S are called 
sour gases. The acid gases are defined as gases containing 
some acidic component such as CO2 or H2S [3]. 

The H2S containing hydrocarbon gases causes 
problems during the delivery, processing, and storage. 
H2S is converted into SO2 during combustion, which 
poses a health hazard and causes acid rain, smog. In the 
presence of water, acid components cause corrosion in 
pipelines and containers. Consequently, H2S removal 
from natural gas is absolutely necessary [3]. 

There are several methods for reducing the H2S 
content of natural gas. Membrane techniques also exist, 
but the adsorption and absorption processes are the most 
widespread. In the adsorption process, the fixed bed 
construction is the most common. The adsorber is 
usually filled with metal ions (iron, copper, zinc, cobalt, 
etc.) and an impregnated solid host (zeolite, activated-
carbon, etc.). The disadvantage of this technique is the 
huge energy demand of adsorber regeneration. In the 
absorption process, one of the main points is the high 
pH value of the medium due to H2S dissociation. There 
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are numerous solvents for absorbing H2S, namely 
alcanol-amines (MEA, DEA, DIPA, TEA, MDEA, etc.), 
alkali-hydroxides (KOH, NaOH), water, and ammonia. 
The alcanol-amines and the alkali-hydroxides are the 
most efficient. The alcanol-amines are widely used in 
H2S removal, but their selectivity can be problematic 
and foaming appears during the process [4]. The use of 
alkali-hydroxides seems to be the most efficient 
process. By choosing the correct parameters, such as 
residence time, pH, solvent concentration, and intake, 
the procedure can be H2S selective. In an alkali-
hydroxide medium competitive chemisorption takes 
place between CO2 and H2S. Although CO2 is a stronger 
acid than H2S, it is a slower adsorber, thus H2S 
absorption can be achieved over a short residence time. 
Intensive phase connection and fast phase separation 
afterwards are essential steps to facilitate a H2S 
selective process [2].  The spray technique is a 
widespread method for the intensification of the 
reaction between the reactants. The pneumatic nozzles 
act as two-phase sprayers, because the gas at high speed 
breaks up the liquid into little droplets [5]. 

Table 1. A typical composition of natural gas [2]. 

component concentration 
 (%, m3/m3) 

methane (CH4) 97 
nitrogen (N2) 0.936 
ethane (C2H6) 0.919 
carbon dioxide (CO2) 0.527 
propane (C3H8) 0.363 
butane (C4H10) 0.162 
oxygen (O2) 0-0.800 
noble gases (Ar, He, Ne) trace 
other (e.g. H2S) 0-0.001 
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2. Experimental 

The aim of our research is selective hydrogen sulphide 
removal from model gases that also contain CO2. Our 
goal is to achieve the highest H2S removal efficiency 
with the lowest alkali specificity as defined by the ratio 
of NaOH and H2S expressed in moles. To find the 
parameters that support H2S removal several 
experiments were carried out in a custom-designed jet 
reactor (Fig.1). Owing to the construction of the reactor, 
the gas pressure, gas flow, alkali inlet flow, and alkali 
concentration were variable. All experiments were 
carried out at 30 bar total pressure. The absorbent was 
an aqueous NaOH solution of different concentrations, 
such as 0.5, 1.5, and 2.5% (g/g). 

The model gas mixtures (Table 2) were produced 
in an acid-proof gas mixing bridge. For the first set of 
samples the H2S content of the model gas mixtures was 
kept approximately constant; thus, the effect of CO2 
could be studied. For the last three samples, the CO2 
content was kept approximately constant; thus, the 
sensitivity of the process with regards to the variation of 
H2S concentration could be investigated. 

3. Results and Analysis 

First, the effect of NaOH concentration, NaOH inlet 
flow, gas flow (residence time), and CO2 concentration 
were investigated on the efficiency of H2S removal. 

3.1. Effect of Residence Time 

To observe the effect of residence time on the efficiency 
of H2S removal, the gas flow rate as a single parameter 
was varied. By increasing the gas flow rate, the 
residence time decreased. The gas flow rates were 3.9, 
3.2, 2.4, and 1.6 N m3 h-1, which correspond to 

residence time rates of 0.05, 0.06, 0.09, and 0.13 s, 
respectively. Fig.2 shows the effect of decreasing 
residence time. At a constant specific alkali value, the 
efficiency of H2S removal increased as a result of a 
decrease in residence time. Furthermore, Fig.2 also 
shows that the alkali specificity values decreased by 
raising the gas flow rate under a constant efficiency of 
H2S removal. 

3.2. Effect of NaOH Concentration 

The value of alkali specificity depends on the H2S 
content of the raw gas, the concentration and the flow 
rate of the absorbent. By increasing the concentration 
and the flow rate of the absorbent, the efficiency of H2S 
removal is increased. However, the efficiency could not 
be improved after a point by the absorbent concentration 
or flow rate, because the efficiency reached a nearly 
constant value while the alkali specificity continued to 
increase (Fig.3). 

3.3. Effect of CO2 Concentration 

Model gases of different CO2 concentrations were used 
to study the effect of CO2 concentration on the 
efficiency of H2S removal. The difference in H2S 
concentrations of model gases is a result of non-exact 
gas mixing, but this does not affect the comparability of 
the results. Fig.4 shows that the efficiency of H2S 
removal is decreased by increasing CO2 content. The 
competition between H2S and CO2 in alkali absorbents 
is documented. 

 
Figure 1. Experimental device equipped with a 1. gas 
cylinder, 2. gas inlet, 3. alkali vessel, 4. chemical 
feeder pump, 5. alkali inlet, 6. reactor space, 7. nozzle, 
8. separation space, 9. wastewater removal, 10. drop 
catcher, 11. outlet of purified gas, 12. gas sampling,  
and 13. gas analyzer. 

 
Figure 2. Effect of different residence times on the 
efficiency of H2S removal (gas mixture 4, 30 bar, 
2.5% (g/g) NaOH). 

Table 2.  Composition of the tested model gas mixture 
samples. 

samples CO2 
% (m3/m3) 

H2S 
ppmv 

N2 
% (m3/m3) 

1 0 100 99.999 
2 23 90 76.999 
3 41 80 58.999 
4 60 80 39.999 
5 76 85 23.999 
6 72 520 27.999 
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3.4. Effect of H2S Concentration  

The influence of H2S concentration on the efficiency of 
H2S removal was investigated under a nearly constant 
CO2 level (76 and 72% (m3/m3)) and greatly differing 
H2S (85 and 520 ppmv) containing model gases. When 
the 85 ppmv H2S containing gas was compared to the 
520 ppmv H2S sample, the alkali specificity value 
measured was five times less (Fig.5). On the other hand, 
Fig.5 shows that the efficiency of H2S removal does not 
depend on the H2S concentration in this process. The 
alkali hydroxide absorbent technique shows little 
sensitivity to the changes in the H2S content of the inlet 
gas.  

3.5. Optimization of Operational Parameters   

Based on the above-mentioned results, our aim was to 
find the optimal operational parameters for model gases 
of any composition in order to achieve an H2S removal 
efficiency of at least 50%, while applying the minimal 
amount of alkali specificity. This efficiency of H2S 
removal can be achieved by increasing the NaOH 
concentration. A low alkali specificity value can be 
achieved by adopting a low residence time. 

As shown in Table 3, when the CO2 content is 
below 50% (m3/m3), 1.5% (g/g) NaOH absorbent is 
enough to achieve an H2S removal efficiency of 50% in 
the given type of reactor at a pressure of 30 bar. A gas 

flow rate of 2.5 Nm3 h-1 with a 0.08 s residence time is 
needed. 

When the CO2 content is above 50% (m3/m3), 
2.5% (g/g) NaOH is necessary to achieve a removal 
efficiency of 50%. The applied gas flow rate needs to be 
3.8 Nm3 h-1 corresponding to 0.05 s residence time in 
the given type of reactor at a pressure of 30 bar. 

4. Discussion 

In this study, model gases with different H2S-CO2-N2 
contents were investigated in a custom-designed jet 
reactor. Our aim was to achieve a H2S removal 
efficiency of at least 50% with minimal alkali 
consumption.  

The effect of the NaOH, CO2, and H2S 
concentrations, and the residence time on the efficiency 
of H2S removal was studied. During our experiments 
CO2 absorption was not investigated because the Dräger 
X-am 7000 analyser we used is only able to measure the 
CO2 concentration in percent magnitude.   

A positive effect of low residence time on H2S 
removal was observed. By increasing the gas flow rate, 
the efficiency of H2S removal was increased under 
constant alkali specificity. If the efficiency of H2S 
removal is constant, the alkali specificity can be reduced 
by decreasing the residence time.  

By increasing the NaOH concentration and flow 
rate, the efficiency of H2S removal was improved until a 
point after which it nearly remained constant while the 
alkali specificity was still rising.  

To study the effect of different CO2 concentrations 
on the efficiency of H2S removal, several CO2 
concentrations were investigated under nearly the same 
H2S levels. The removal efficiency was reduced 
radically by increasing the CO2 concentration.  

When comparing the model gases that contain 
different H2S concentrations, a reduction in the alkali 
specificity was observed. The alkali specificity value 
decreased as the H2S content increased. The removal 
efficiency remained constant irrespective of the H2S 
concentration of the model gases, which improves the 
efficiency of the alkali absorption process in terms of 
selective removal of H2S.  

 
Figure 4. Effect of different CO2 concentrations on the 
efficiency of H2S removal (gas mixtures 0-5, 30 bar, 
0.08 s residence time, 0.5% g/g NaOH). 
 

 
Figure 3. Effect of different NaOH concentrations on 
the efficiency of H2S removal (gas mixture 2, 30 bar, 
0.2 s residence time).  

 
Figure 5. Effect of different H2S concentrations on the 
efficiency of H2S removal (gas mixtures 5-6, 30 bar, 
0.09 s residence time, 1.5% (g/g) NaOH).  
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We observed that when the CO2 concentration was 
less than 50% (m3/m3), a 1.5% (g/g) NaOH 
concentration and 0.08 s residence time is necessary to 
achieve an H2S removal efficiency of 50% at a pressure 
of 30 bar under the given experimental conditions. 
When the CO2 concentration was above 50% (m3/m3), 
we found that this is sufficient to provide a NaOH 
concentration of 2.5% (g/g) over a residence time of 
0.05 s at a pressure of 30 bar. Based on our experiments 
a high efficiency of H2S selective removal can be 
achieved by NaOH absorption. 
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Table 3. The best operational parameters of the tested model gases at a pressure of 30 bar.  

CO2 content,  
% (m3/m3) 

NaOH concentration, 
% (g/g) 

alkali specificity,  
mol NaOH (mol H2S)-1 

H2S removal 
efficiency, % 

Residence  
time, s 

Gas flow rate, 
Nm3 h-1 

23 
0.5 15 44 0.20 1.0 
1.5 14 51 0.08 2.5 
2.5 19 51 0.10 2.0 

41 
0.5 12 44 0.20 1.0 
1.5 15 50 0.08 2.5 
2.5 20 50 0.10 2.0 

60 
0.5 6 27 0.06 3.0 
1.5 24 41 0.09 2.3 
2.5 24 55 0.05 3.8 

76 
0.5 6 20 0.07 3.0 
1.5 16 47 0.05 3.8 
2.5 22 56 0.05 3.8 
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In accordance with modern regulations and directives, the use of renewable biomass materials as precursors for 
the production of fuels for transportation purposes is to be strictly followed. Even though, there are problems 
related to processing, storage and handling in wide range of subsequent uses, since there must be a limit to the 
ratio of biofuels mixed with mineral raw materials. As a key factor with regards to these biomass sources pose a 
great risk of causing multiple forms of corrosion both to metallic and non-metallic structural materials. To assess 
the degree of corrosion risk to a variety of engineering alloys like low-carbon and stainless steels widely used 
as structural metals, this work is dedicated to investigating corrosion rates of economically reasonable 
engineering steel alloys in mixtures of raw gas oil and renewable biomass fuel sources under typical co-
processing conditions. To model a desulphurising refining process, corrosion tests were carried out with raw 
mineral gasoline and its mixture with used cooking oil and animal waste lard in relative quantities of 10% (g/g). 
Co-processing was simulated by batch-reactor laboratory experiments. Experiments were performed at 
temperatures between 200 and 300 ºC and a pressure in the gas phase of 90 bar containing 2% (m3/m3) 
hydrogen sulphide. The time span of individual tests were varied between 1 and 21 days so that we can 
conclude about changes in the reaction rates against time exposure of and extrapolate for longer periods of 
exposure. Initial and integral corrosion rates were defined by a weight loss method on standard size of coupons 
of all sorts of steel alloys. Corrosion rates of carbon steels indicated a linear increase with temperature and little 
variation with composition of the biomass fuel sources. Apparent activation energies over the first 24-hour 
period remained moderate, varying between 35.5 and 50.3 kJ mol-1. Scales developed on carbon steels at 
higher temperatures were less susceptible to spall and detach. Nonetheless, moderate deceleration of corrosion 
rates as a function of time are due to the less coherent, frequently spalling and low compactness, higher 
porosity of the scales evolved at lower and higher temperatures, respectively. On the surface of high alloy 
steels, sulphide scales of an enhanced barrier nature formed during the induction periods and the layer 
formation mechanism was found to be assisted by the increasing temperature as initial reaction rates 
considerably decreased over time. Nevertheless, corrosion-related sulphide conversion of metals and mass loss 
of the high alloys are strongly affected by the composition of the biomass fuel sources especially animal waste 
lard. Thermal activation in the first 24 hours decreased from 68.9 to 35.2 kJ mol-1. A greater degree of failure to 
develop protective sulphide scales was experienced by changing to composition of the biomass fuel sources 
than the impact of thermal activation between a narrow temperature range at around 100 ºC. In accordance with 
the literature, high free fatty acid contents lead to high corrosion rates accounted for direct corrosion of high 
alloy steels and assisted solubilisation of corrosion products. In addition, the pronounced acceleration of 
sulphide corrosion is connected to the diminishing inhibition effect of the sulphide scales. 

Keywords: Hydrogen sulphide corrosion, gas phase corrosion, carbon and high alloy steels, 
renewable biofuels, used cooking oil, animal waste lard 

1. Introduction 

In an increasing power-hungry society coupled with the 
age of unprecedented global warming, the relevance of 
the substitution of fossil fuels from mineral sources and 
their mixtures with materials obtained from renewable 
biomass sources in the highest possible proportions is 

                                                             
*Correspondence: gergelyandras432@gmail.com  

one of the most urgent priorities for current and future 
generations to observe. Sustainable biomass resources, 
vegetable oils, and waste lard are renewable feedstocks 
for partial substitution of mineral oils in production of 
biofuels. Although their availability is limited at 
present, there are clear benefits of biofuel production, 
namely meeting local consumption demands, reduced 
emissions of greenhouse gases during transportation 
over long distances in supply chains. In addition, the 
lower dependence on fossil fuels unequivocally 
contributes to increased national security. By 2010, the 
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European Commission set a goal that EU biofuels must 
account for 5.75% of transportation fuels. Biodiesel as a 
mono-alkyl ester of vegetable oils and waste lard [1-3] 
is distinguished from second-generation type renewable 
feedstocks of inedible oils and algae. Using vegetable 
oils, composed of a majority of natural triacylglycerols 
in similar to waste lard, biodiesel production involves 
processing by either trans-esterification with methanol 
or ethanol besides production of glycerol or catalytic 
hydrocracking. The latter is an economically more 
feasible option given the absence of investment costs [4, 
5] as no dedicated facility is required [6]. Cracking, 
pyrolysis, catalytic hydrodesulphurisation (HDS), 
deoxygenation [7], and the saturation of olefins and 
aromatics favour the production of ultra-low sulphur 
petrodiesel [8, 9]. The fuel derived from lipid feedstock 
of biological sources emulating the composition of 
petro-diesel is renewable diesel. Several crops such as 
rapeseed, soybean, palm, sunflower, etc. are excellent 
renewable oil sources recycled for energy storage and 
production lines, currently maize is the most frequently 
used feedstock for biofuel production primarily due to 
its high profitability. However, when the profit margin 
is a priority, used cooking oil trumps virgin vegetable 
oils, since it is around three times cheaper. As for the 
chemical stability aspects, fossil fuels containing methyl 
esters of fatty acids are less oxidation-resistant and 
more hygroscopic, so their long-term storage is not 
recommended. To process biomass in conventional oil 
refineries, vegetable oil and vacuum gas oil mixtures are 
preferred for quality diesel production [10, 11] as 
hydrotreating the latter along with heavy gas oil results 
in normal alkanes of C15-C18 [12]. Moderate reaction 
temperatures yield diesel, while higher temperatures 
lead to gasoline production. Technological parameters 
of hydroprocessing under mild conditions [13] generally 
mean temperatures of 320–430 ºC and pressures of 3.5–
5.5 MPa with a relative quantity of the biomass source 
of ~5.5%. High isoparaffin content is obtained by 
catalytic hydrogenation of triglycerides stemming from 
waste lard [14]. Nevertheless, there are vegetable oils 
(tall oil) that have high fatty acid contents [15-19] 
similar to waste lard. If they are not processed properly, 
they will be corrosive in nature in subsequent 
applications. Their conversion to liquid hydrocarbons 
by catalytic hydrocracking seems a viable option. 
Nevertheless, aside from indispensable processes 
relating to biomass-based fuel production, all sorts of 
sources including biofuels are to be refined to decrease 
heteroatom content, such as sulphur, nitrogen and 
phosphorous, which might be potential sources of 
pollutants. To preserve safety and profitability one 
should consider possible corrosion risks of co-
processing of renewable fuel sources to metallic 
structures from which equipment of existing petroleum 
refineries has been built and used for decades.  

Industrial methods and technological means to 
protect oil production equipment were reviewed in 
terms of corrosion protection [20]. In relation to highly 
corrosive effects caused by waste lard, it depends on the 
quantity and composition of free fatty acids as a way of 

dissolution of metal-acid complexes coupled with 
reduction of a depolarisator. Some fatty acids, such as 
stearic, palmitic, myristic and lauric acid, are even used 
for heat storage systems and their corrosivity is 
enhanced by thermal cycling [21]. Acceptable resistance 
of the 304L stainless steel (1.4307) and an aluminium 
alloy with passive oxide layers on their surfaces was 
pointed out. The kinetics of naphthenic acid and 
sulphide corrosion and their interactions with Q235 and 
5Cr1/2Mo steel alloys were investigated at 270 ºC in oil 
with naphthenic acid and sulphur contents of up to 1.0% 
(g/g) as synthetic refining media [22]. In the liquid 
phase with naphthenic acids at 230 ºC, the low alloy and 
carbon steels indicate nearly the same naphthenic 
corrosion rates but above 230 ºC the former gave higher 
rates. This is attributed to its higher activation energy 
(63 kJ mol-1) compared to that of carbon steel  
(54 kJ mol-1) leading to greater acceleration with 
increasing temperature. In dimethyl disulphide 
containing oil, sulphide corrosion follows parabolic 
kinetics. Film growth was faster on carbon steel than on 
low alloy steel. In oil containing naphthenic acids and 
dimethyl disulphide, low alloy steel showed lower 
corrosion rates than carbon steel; thus, sulphide 
corrosion proved to be rate-governed by pseudo-passive 
films. Different resistance of the alloys was connected 
to the chromium sulphide (Cr5S8) in the pseudo-passive 
film formed on low alloy steel, in contrast with 
pyrrhotite (Fe7S8) and troilite (FeS) films obtained on 
carbon steel. At oil refineries, especially in the HDS 
streamline part, the rate of metal loss either in the form 
of general or local corrosion is one of the highest. Thus, 
to achieve an optimal balance between production, 
inspection and maintenance careful planning is required. 

Aside from works on corrosion risks of biofuels at 
low temperatures without the presence of hydrogen 
sulphide rather for the automotive than refining 
industry, to our best knowledge, there is a rather limited 
number of studies in the literature to date, giving 
insights into either the corrosion rates of engineering 
alloys or the integrity risk assessment of plant 
equipment regarding the HDS co-processing of 
renewable fuel sources such as used cooking oil and 
waste lard in low proportion mixtures with raw gas oils 
in refining plants originally designed to withstand 
mineral oils. Therefore, the aim of this work is to 
investigate corrosion rates of inexpensive engineering 
alloys, two types of carbon steels (1.0425 and St35.8) 
and a low alloy steel sample (1.7335), which are all 
basic materials of heat-resistant tube and pipe systems. 
In addition, for the purpose of making a comparison, as 
structural materials of absorbers, strippers, and overlays 
in reactors, three high alloy steel samples (1.4541, 
1.4571, 1.4401) were selected for hydrogen sulphide 
corrosion, tested at a pressure of 90 bar and 
temperatures between 200 and 300 ºC. Under the 
aforementioned parameters, hydrogen sulphide and 
naphthenic acid corrosion of steel alloys are 
investigated focusing on the dependence of corrosion 
rates on temperature and time. 
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2. Experimental 

In processing technology before the hydrotreating 
reactor is heated to ~420 ºC, generally the high 
proportions of unsaturated and saturated free fatty acids 
cause the main corrosion problem, after that hydrogen 
sulphide is usually responsible for most of the corrosion 
risks. Therefore, experiments were planned to satisfy 
the goals of investigating the corrosion rates of 
engineering steel alloys representative of materials in 
HDS plants caused by the evolution of hydrogen 
sulphide during processes, combined with the increased 
risks exerted by the mixture of used cooking oils and 
animal fats that should all be co-processed in the same 
plant altogether under the same conditions. 

Batch type experiments were carried out in two 
reactors with a wall thickness of 25 mm (manufactured 
by Lampart Vegyipari Gépgyár Zrt) having internal 
sizes of 2 and 4 litres. The temperature was measured 
inside the reactors through a stainless steel tube casing 
leading from the head into the core of the inner volume, 
with platinum100 resistive thermometers and adjusted 
with HAGA KD481DD controllers within ±6 ºC after 
auto-tuning refining with liquid- and gas-filled reactors 
at pressure targets. Heating of the reactors was 
performed with 6 resistance-heating wires, which were 
evenly distributed around the encasings wrapped in a 4 
cm thick thermo-insulation layer of glass wool lined 
inside steel scaffolds. The apparent effective 
performance of the heating systems with power 
consumptions of 3.7 and 6 kW at 3*380 V and drew 
currents of 4.5 and 7.2 A to the small and large reactors, 
respectively. Heat ramp and cooling down phases of 
batch-type experiments were carried out as rapidly as 
possible especially in the cases of the 24- and 72-hour 
tests. Fast temperature ramp ups were achieved by 
providing the highest laboratory temperature and the 
close location of the nearby working reactor to utilise its 
dissipated heat (initial pressure was corrected for fill-
ups). During cooling down phases at the end of 
corrosion tests, reactor encasings were removed from 
scaffolds. The inside pressure was slowly reduced by 
letting the gas slowly out of the reactor through pressure 
valves so that gas phase reactions were frozen within 
the shortest possible period. The time when the 
temperature decreased to 200 ºC and/or the gas pressure 
dropped to at least 70% of its initial target was regarded 
as the end time of reactor experiments. Short stainless 
steel tubes (outer- and inner-diameters of 6 and 4 mm) 

were employed for fill-ups and long ones for the 
evacuation of reactor gases. For safety reasons, used 
reactor gases still containing about 2% (m3/m3) 
hydrogen sulphide were led over several steps through 
Erlenmeyer flasks containing an aqueous solution of 
sodium bicarbonate with a moderately high pH to work 
as alkaline absorbers. 

Coupons of steel alloys of a standard size (32 mm 
outer- and 10.5 mm inner-diameters with a thickness of 
2 mm) were used for the experiments. All coupons were 
grated and polished with silicon carbide emery papers 
(#400 and #600) soaked in water to remove rust and 
stain spots. Then they were ultrasonicated twice for 5 
minutes in isopropanol and acetone. The cleaning 
process obeyed and adapted principles of the ASTM G1 
standard (‘Standard practice for preparing, cleaning, and 
evaluating corrosion test specimens’). After drying, 
mass of the coupons was measured with an analytical 
balance. Compositions of the investigated steel alloys 
are summarised in Table 1. With proper engravings, 
coupons were assembled on glass rods, each with 
annular glass cylinders (8 mm long) for proper spacing. 
Then glass rods with steel alloys were inserted into 
large glass tubes holding the media of raw or refined 
gas oil and its mixture with used cooking oil (UCO in 
10% (g/g)) or waste lard (WL in 10% (g/g)). The 
composition of gas oil and renewable sources, supplied 
by the Department of Analytics and the Institute of 
Biotechnology, and Bay Zoltán Non-profit Ltd. for 
Applied Research, are summarised in Table 2. Animal 
waste lard was one of the most corrosive types available 
in the region owing to its high free fatty acid content. 
All materials were supplied by MOL Co., Hungary. 
Glass tubes accommodated five coupons (parallel 
samples) four times (according to the four different 
chemical compositions of steel alloys). When integral 
corrosion rates were defined for a time period by weight 
loss measurements, the standard deviation was also 
assessed by the 5 parallel specimens. Error bars in 
figures based on gathered data are directly related to the 
standard deviation of population samples of the 
experiments obtained by five coupons in one autoclave 
test. The level of the fluids was set well above the upper 
coupons. To minimize loss of the fluids owing to 
evaporation especially around 300 ºC despite the high 
pressure, inner and outer glass caps were employed for 
each glass tube. Glass caps with an appropriate figure 
did not hinder efficient gas diffusion into sample holder 
glass tubes, ensuring good access to the fluids and steel 
coupons. 

Table 1. Chemical compositions of autoclave experiment-tested steel alloys in weight percent (Fe in balance). 

Alloys C Cu Si P S Mn Cr Ni Mo N Ti 
1.0425 ≤0.20 ≤0.30 ≤0.40 ≤0.025 ≤0.015 ≤0.80-1.40 ≤0.30 ≤0.30 ≤0.08 ≤0.012 ≤0.03 
St35.8   0.10-0.35 ≤0.04 ≤0.04 0.40-0.80      
1.7335 ≤0.08-0.18 ≤0.30 ≤0.35 ≤0.025 ≤0.01 0.4-1.0 0.70-1.15  0.5  0.012 
1.4541 ≤0.06  ≤0.75 ≤0.04 ≤0.015 ≤2.0 17.0-19.0 9.0-11.0 -  5*C-0.70 
1.4571 ≤0.08  ≤1.0 ≤0.045 ≤0.015 ≤2.0 16.5-18.5 10.5-13.5 2.5  5*C≤0.70 
1.4401 ≤0.07  ≤1.0 ≤0.045 ≤0.03 ≤2.0 16.5-18.5 10.0-13.0 2.5 ≤0.1  
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For the experiments, bottled hydrogen gas (2.5ip, 
with a purity of 99.5%) with an initial pressure of 150 
bar (provided by Messer Hungarogáz Kft.) was used as 
received to fill up reactors at around room temperature 
(or the temperature when the experiment started). Initial 
fill-up pressures were calculated according to the 
pressure of hydrogen refining at the target temperature 
according to the p-V-T database [23]. There were 
pressure increments almost in all experiments, which 
were caused by the varying volatility of raw and 
refining gas oil phases. Hence real pressure of reactor 
gas phases was recorded during the experiments. The 
mixtures of gas oil and used cooking oil or animal fats 
were not so volatile as pure gas oil so pressure increases 

were less pronounced with those materials. At the time 
of filling up, the gas pressure inside the reactors was 
measured both by a reductor (200/200, supplied by 
Messer Hungarogáz Kft.) and pressure gauges (MERR-
KFM PRLT S91, pressure measuring was calibrated 
before and after experiments) nested in reactor heads. 

For practical and safety reasons, hydrogen 
sulphide of stoichiometric quantity was in situ produced 
from elemental sulphur. The quantity of hydrogen 
sulphide was calculated to be ~2 percent by volume in 
all autoclave experiments at the target pressure, but the 
overall pressure was greater because of the changing 
volatility of the organic fluid phases. Thus, the pressure 
in autoclave experiments was higher than the hydrogen 

Table 2. Basic characteristics of the renewable biomass fuel sources and distillation data of raw gas oil. 

Fuel 
source 

  Distillation data 
of raw gas oil 

 

Used cooking oil Animal waste lard Boiling point of 
fractions 

Proportion of 
fractions 

Organic acids (C1-C4, mg kg-1)   136.4 Initial 
Citric acid 1.90 - 187.2 5 
Lactic acid 32.69 - 197.3 10 
Formic acid 8.46 - 214.1 20 
Acetic acid 64.43 94.13 227.6 30 

Isobutyric acid 0.00 30.83 241.8 40 
Butyric acid  27.69 175.58 258.2 50 

Organic acids (C8-C20, mg kg-1)   274.2 60 
Caprylic acid 1 1.5 291.5 70 
Capric acid - 1 310.9 80 
Lauric acid 2 1 331.9 90 

Myristic acid  3 11 347.3 95 
Palmitoleic acid 2.5 18 Recovery 96.7 

Heptadecanoic acid - 3.5 Residue 1.5 
γ-linoleic acid  0.6 5 Loss 1.8 
Arachidic acid - 3.5 - - 
Gondoic acid - 7.5 - - 
Nervonic acid - 1 - - 
Palmitic acid 100 165 - - 
Stearic acid 25 95 - - 
Oleic acid  285 310 - - 

Linoleic acid 190 65 - - 
Extractable petroleum  

Hydrocarbons (C10-C40, mg kg-1)     

C36 1.15 0.30 - - 
C37 0.10 - - - 
C38 0.15 0.24 - - 
C39 0.12 - - - 

Iodine number (10-2 mg g-1) 96 65 - - 
Total acid number (KOH mg g-1) 6 74 - - 
Alcohol components (mg kg-1)      

Glycerol - 7014.05 - - 
Methanol - 100.33 - - 
Ethanol 11.12 6.35 - - 

Water content (mg kg-1) 611 1171 - - 
Metals & other elements  

as impurities     

Al 0.02 0.016 - - 
Fe 0.001 0.004 - - 
Na 0.005 0.740 - - 
P - 0.021 - - 
S - 0.038 - - 
K - 0.021 - - 
Ca - 0.036 - - 

Amino acids (in % g/g) -- Less than 0.3 - - 
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sulphide contents would have been lower with a 
maximum of 15%, but stoichiometric quantities were 
initially set with an excess of 10% in the experiments so 
the concentration of 2% (m3/m3) was considered to be 
assured. Before the series of autoclave experiments, 
blind tests were performed to validate the proportion of 
hydrogen sulphide of the gas phase (2 volume percent) 
after an induction time of one hour at a temperature of 
250 ºC and at least 40 bar of pressure. The reactor gas 
was diluted by 100 times with a nitrogen stream then 
the mixture was entrained into a Draeger X-am 5600 
H2S detector to validate the hydrogen sulphide contents 
of the reactors. 

After continuous decompression at the end of the 
autoclave experiments, reactor heads were removed 
then glass tube holders (made of stainless steel) with the 
fluid and steel samples were gathered. Depending on the 
kind of alloy, the heavy oil and greasy residue of steel 
coupons were removed with paper towels then 
purification was performed three times for 10 minutes 
each using ultrasonication to eliminate traces of organic 
phases. Sulphide corrosion scale was removed by 
careful polishing, while continuously monitoring the 
surface for intact metallic steel. The use of Clark’s 
solution was attempted to use but it proved to be 
inefficient in cleaning metal sulphides first rather than 
attacking some of the remaining metallic parts of steel 
coupons near the surface. The masses of the coupons 
were measured on the same analytical balance as before 
the tests then by relying on the weight loss method 
corrosion rates were assessed for the measured periods. 
In almost all experiments, high mass changes were 
obtained with low relative variance of data. Corrosion 
tested coupons were not investigated for internal 
penetration forms of corrosion products deep inside the 
bulk lattice and the corrosion of grain boundaries, only 
external corrosion scale products were analysed. 

Although the temperature highly impacts the 
efficiency of hydroprocessing of biomass sources and 
composition of diesel fuels [24] at the proposed target 
temperature of 420 ºC and pressure of 100 bar to 
reproduce original conditions, severe limitations were 
faced because of the rapid coke formation from the 
mixture of raw gas oil with used cooking oil and animal 
fat, yield complete conversion within less than 24 hours. 
This made it impossible to carry out experiments at such 
a high temperature. Therefore, the temperature rage had 
to be compromised and balanced with the dwelling time 
of the samples. Then, all experiments could be carried 
out without any noticeable loss of the organic fluid 
phase caused by evaporation or cock deposition. 

2.1. X-ray diffraction 

After reactor testing, spalled layers were crushed. The 
powdered and low adhering sulphide scales were 
scrubbed, gathered, and purified twice over 10 minutes 
each using ultrasonication in isopropanol. 

XRD analysis was performed using a Philips PW 
3710 type powder diffractometer equipped with a PW 
3020 vertical goniometer and curved graphite diffracted 

beam monochromator. The radiation applied was CuKα 
from a broad-focus Cu tube, operating at 50 kV and 40 
mA. Samples were measured in a continuous scan mode 
with a 0.02° s-1 scanning rate. Data collections and 
evaluations were carried out with X’Pert Data Collector 
and X’Pert High Score Plus software. 

2.2. Scanning Electron Microscopy and 
Energy Dispersive Spectroscopy 

At the end of reactor testing, steel coupons containing 
multiple layers of low-adhering sulphide scales and 
powders gathered from removed surface scales were 
purified twice over 10 minutes each using 
ultrasonication in isopropanol. The morphology of 
corroded steel coupons was measured with a scanning 
electron microscope (SEM, Philips XL31 ESEM) in the 
secondary electron mode with an accelerating voltage of 
20 kV and recording images produced by back-scattered 
electrons, as well. For rough elemental analysis, energy-
dispersive X-ray spectroscopy (EDS) was also carried 
out. 

2.3. Micro-Raman Spectroscopy 

After gathering the metal coupons from fuel mixtures 
and removing the traces of organic phases twice of over 
5 minutes each using ultrasonication both in isopropanol 
and acetone, sulphide scales were probed five times at 
different spots on the surface. Raman measurements 
were performed at atmospheric pressure and gas 
composition. A Bruker SENTERRA Raman microscope 
was used to analyse samples. The source was a green 
semiconductor laser with a diameter of 532 nm and a 
maximum power of 10 mW. For the microscope, a 10x 
objective was used. Raman signals were collected with 
a thermoelectrically-cooled charge-coupled device 
detector and recorded for typically 15 scans. The typical 
integration time to record Raman spectra was 15 s on 
average with a spectral resolution of 4 cm-1. 

3. Results and Analysis 

3.1. Reactor Experiments 

Temperature dependence of the corrosion rates of steel 
alloys immersed in raw gas oil and its mixtures with 
renewable biomass sources are presented in Fig.1. Over 
a narrow temperature range of 100 ºC, the 1.0425 
carbon steel indicated saturation of sulphidation rates at 
275 ºC in all organic fluids. Corrosion rates in raw gas 
oil at 300 ºC remained similarly high but in used 
cooking oil and waste lard mixtures decreased beyond a 
random scatter of data. The St35.8 carbon steel 
indicated a similar trend. In case of the 1.7335 carbon 
steel, the highest corrosion rates were obtained with 
almost linear relationship between the reaction rate and 
temperature. Reaction rates over the entire temperature 
range were the least affected by the types of organic 
fluids. As expected, the 1.4541 high alloy steel gave the 
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lowest sulphidation rates in all experiments. The higher 
corrosion resistance of this alloy is well reflected by the 
almost levelled rates up to 225 ºC, although its 
markedly different behaviour can be observed by the 
steeply increasing sulphidation rates above 250 ºC. This 
temperature range is associated with the evolution of 
adherent sulphide scale in appreciable amounts. The 
special behaviour of this alloy is also underscored by 
the high sensitivity to composition of the organic phase, 
i.e. waste lard, showing various corrosion rates even 
around 200 ºC which remained decisive over the entire 
temperature range. Corrosion rates were heavily 
dependent on fluid phase composition with biomass 
sources mixed in 10% (g/g) than on variation of the 
temperature up to 250 ºC. Generally, sulphidation rates 
of metals should be similarly more temperature 
dependent than hydrotreating and desulphurising 
conversion of the hydrocarbons [25]. In addition, 
according to the literature, corrosion rates of the 18/8 
stainless steels are 10–50 μm year-1 between 250 and 
300 ºC in the presence of hydrogen sulphide at 2% 
(m3/m3). In our case, carbon steels indicated much 
greater sulphidation rates than the advisable as 
maximum of 0.25 mm year-1, which should be 
acceptable up to 390 ºC under a pressure of 34 atm with 
10% (m3/m3) of hydrogen sulphide [26].  

Logarithmic corrosion rates as a function of 
reciprocal absolute temperature were used to evaluate 
thermodynamic activation. As results over a short 
timescale characterise thermodynamics of the sulphide 
corroding alloys immersed in various organic fluid 
phases, long-term results are much more dependent on 
inherent kinetic controls such as barrier effect of the 
scales. Therefore, reaction rates were both evaluated 
over the first 24 h and the entire 504 h periods. 
Estimated activation energies are assumed to be closely 
related to the overall free energy change of the 

reactions, as presented in Tables 3 and 4. Over a short 
time period, the highest activation energy of the 1.4541 
was ascertained to be in raw gas oil and its mixture with 
used cooking oil. Nevertheless, about half of the energy 
was required for the activation in the waste lard mixture 
of gas oil. This tendency was found to be reversed over 
long periods when activation was the lowest in gas oil 
and the highest in the waste lard mixture. This result 
might only be interpreted as acid corrosion of the 
1.4541 taking place over short time periods and 
sulphidic corrosion occurring over longer periods in 
parallel with the hydrodesulphurisation gas oil. 
Adsorption of the fluid phase components and 
dissolution of the ionized metals are probably inhibited 
by the firm and adherent sulphide scales. The 1.0425 
and St35.8 carbon steels indicated lower activation 
energies in the short term almost independent of the 
composition of the organic fluid phase, although the 
St35.8 might yield some increase with the presence of 
biomass sources. Over longer periods, except for the 
St35.8 in gas oil, lower activation with regards to 
sulphide corrosion manifested, which leads to the 
recognition that corrosion of these alloys is primarily 
governed by the hydrogen sulphide. Furthermore, if 
activation of the interfacial reactions changes it almost 
certainly decreases over time, which is anticipated in 
many metal sulphide forming reactions. The 1.7335 low 
alloy experienced high reaction rates featuring low 
thermal activation irrespective of the nature of the 
organic phase and time exposure. Similarly to carbon 
steels, activation tends to decrease over time, suggesting 
a catalysed reaction by the scales of precipitating 
corrosion products, which were porous, susceptible to 
spalling and semiconductors. This behaviour reveals an 
insignificant difference between the rates of sulphidic 
and acidic corrosion, whereas an inefficient barrier 
effect of the sulphide scale. In short term experiments, 

 
Figure 1. Integral corrosion rates over 504 hours of 
test period (as a function of temperature) of steel 
alloys immersed in raw gas oil (GO) and its mixtures 
with used cooking oil (UCO) and animal waste lard 
(AWL) at an overall pressure of 90 bar in the presence 
of 2% (m3/m3) hydrogen sulphide, as well as the 
integral corrosion rates for test periods of 24 hours for 
the alloys of (b) 1.0425, (c) St35.8, (d) 1.7335, and (e) 
1.4541. 

Table 4. Temperature dependence of logarithmic 
integral corrosion rates (in mm m-2 year-1) expressed 
in activation energies (Δ!!⋕ in kJ mol-1) of steel alloys 
over 21 days. All other parameters are the same as 
detailed in Table 2. 

Steel alloys  
in organic fluids  

raw GO  GO-UCO  GO-WL  
Δ!!⋕  Δ!!⋕  Δ!!⋕  

1.0425 30.5  41.1  36.7  
St35.8 78.8  46.5  43.1  
1.7335 30.3  30.3  33.3  
1.4541 30.3  41.6  53.3  

 

Table 3. Temperature dependence of logarithmic 
corrosion rates of steel alloys (in mol m2 s-1) expressed 
in activation energies (Δ!!⋕ in kJ mol-1) over the first 
24 hours tested at a pressure of 90 bar in the presence 
of 2% (m3/m3) hydrogen sulphide. 

Steel alloys  
in organic fluids  

raw GO GO-UCO GO-WL 
Δ!!⋕  Δ!!⋕  Δ!!⋕  

1.0425 50.3 45.8 52.0 
St35.8 45.4 53.3 63.1 
1.7335 35.5 31.0 45.6 
1.4541 68.9 67.8 35.2 
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higher activation energy of the 1.4541 for sulphide 
corrosion is due to the formation of metal sulphides 
with the chromium and nickel alloying elements. In 
contrast, over long time exposures the lower activation 
energy barrier is partly related to the increased 
thermodynamic preference in complete balance of the 
reaction between hydrogen sulphide and iron [27]. 
Furthermore, the activation of surface processes such as 
adsorption and dissociation is more attributed to a less 
preferable free energy balance increasing with the 
organic materials of used cooking oil and animal fat 
having a greater absorption abilities. In this regard, the 
1.4541 high alloy steel proved to be more sensitive 
exhibiting more than 2 orders of magnitude changes 
depending on composition of the organic phase, rather 
than that of carbon steel alloys indicating changes 
within a magnitude of 3 times or less. Consequently, the 
reaction mechanism leading to sulphide corrosion 
should partly be impacted by adsorption and accelerated 
by saturated free fatty acids composing a considerable 
proportion of waste lard. Moreover, the increasing 
temperature is known to play a vital role in governing 
the mechanism of naphthenic acid corrosion either by 
chemical or electrochemical mechanisms [28]. The 
latter is more dependent on thermal activation as a 
greater rate of dissociation of the weak acids occurs at 
elevated temperatures [29]. Electrochemical 
acceleration may lead to local corrosion and pit 
formation, whereas chemical naphthenic acid corrosion 
at lower temperatures results in general processes. 
Pearlite as an interpenetrating bicrystal phase composed 
of ferrite and cementite in plain carbon steels is a 
relatively good cathodic area due to the effective 
depolarisation for hydrogen ion discharge [23]. In our 
case, selective corrosion like pitting on specimens of the 
steel alloys was not observed as a function of 
temperature between 200 and 300 ºC except for the 
1.0425 carbon steel exhibiting pitting corrosion of metal 
lattice regardless of the organic fluid phase. Process of 
the latter must be governed by the hydrogen sulphide 
which with its increasing concentration after a threshold 

enhances the rate of local process around metal crystal 
boundaries and sulphide inclusions.  

As a blind experiment to probe the effects of an 
HDS plant using a batch reactor experiment, alloys were 
tested under the same conditions as for temperature 
dependence at 250 ºC and the results are presented in 
Fig.2 and Table 5. The corrosion rates of carbon steels 
(1.0425, St35.8 and 1.7335) were greater with low 
variances of data compared to the ones measured for the 
1.4541, 1.4571 and 1.4401 high alloy steels that 
exhibited reaction rates an order of magnitude lower 
with high variances, except for the 1.4541. Thus, the 
firm corrosion resistivity of the 1.4541 alloy was 
observed, which is primarily connected to its high 
chromium [30] and moderate nickel contents and the 
absence of molybdenum. Nickel and molybdenum are 
of high and moderate concentrations in tested steel 
alloys causing somewhat decreasing sulphation 
resistance [31, 32]. Furthermore, from the results of an 
independent experiment, a less favourable activation of 
metal sulphide formation is suspected due to the 
inefficient adsorption and dissociation of hydrogen 
sulphide from the gas phase besides the absence of 
dissolved small molecule acids in the fluid phase. Thus, 
corrosion rates of steel alloys might be the least affected 
by the adsorption of species from the organic phase only 
the gaseous phase, such as hydrogen and rather the 
hydrogen sulphide. The difference between the medium 
sulphidation resistivity of the 1.4571 and 1.4401 high 
alloy steels at low temperatures can be explained. On 
the other hand, by comparing the results of the blind 
experiment with that obtained in raw gas oil, the 
corrosion rates were roughly the same or somewhat 
greater, since the refining of the raw gas oil and the 
desulphurisation of the raw gas oil content should not 
have a notable effect on the resistivity of investigated 
alloys and their observed corrosion rates at least up to 
250 ºC. 

The timespan, over which parabolic corrosion rates 
appear after a short term linear reaction rate decrease in 
the induction period is related to development of thick 
sulphide scales. Therefore, the time dependence of 
integral corrosion rates is presented in Figs.3a-3d. The 
1.0425 and St35.8 carbon steels indicated parabolic or 
even more intense decay of corrosion rates over time 
periods above 250 ºC in all organic fluids but especially 
in waste lard mixture (Figs.3a and 3b). The only 
exception was the St35.8 at 275 ºC that exhibited a less 
pronounced decay of sulphidation rates over time. This 

 
Figure 2. Corrosion rate of steel alloys immersed in 
refined gas oil tested in a blind experiment for 504 
hours at a pressure of 90 bar and temperature of 250 
ºC in the presence of 2% (m3/m3) hydrogen sulphide. 

Table 5. General corrosion rates of steel alloys (in mm 
year-1) immersed in raw and refined gas oils, tested at 
250oC over 21 days under a pressure of 90 bar in the 
presence of 2% (m3/m3) hydrogen sulphide. 

Steel alloys Raw gas oil Refined gas oil 
1.0425 0.10 – 0.50 0.55 
St35.8 0.10 – 0.50 0.60 
1.7335 0.30 – 1.00 0.55 
1.4541 0.01 – 0.10 0.05 
1.4401 - 0.10 
1.4571 - 0.10 
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may be attributed to the partially incorrect experimental 
data owing to the lack of a large number of samples and 
parallel experiments to provide a more reliable 
prediction of the most probable corrosion rates with the 

least scattering of the mean values as possible. Below 
250 ºC, a less remarkable decay of reaction rates was 
ascertained for both metals.  The 1.7335 low and 1.4541 
high alloys exhibited moderately intense parabolic 

 

 
Figure 3. Integral sulphide corrosion rates of steel alloys over time at various temperatures: (a) 1.0425, (b) St35.8(A38), 
(c) 1.7335, (d) 1.4541, parameters as defined in Fig.1. 

 

 

 
Figure 4. Gradients (in terms of absolute value) of logarithms of integral corrosion rates over 21 days in raw gas oil (GO) 
and its mixtures with used cooking oil (UCO) and waste lard (WL) as a function of temperature: (a) 1.0425, (b) St35.8, 
(c) 1.7335, (d) 1.4541, parameters as defined in Fig.1. 
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decreases of reaction rates over time. Nevertheless, the 
gradients of decay of the reaction rates were lower 
(greater in absolute value) at higher temperatures than 
quadratic rate decreases at and under 250 ºC as a 
function of time (Figs.3c and 3).  

The 1.7335 yielded gave almost constant corrosion 
rates at 250 ºC between 3 and 21 days of exposure 
(Fig.3c). Its induction period seemed to be restrained to 
the first 24 h term in the mixture of used cooking oil. 
The 1.4541 steel experienced the lowest corrosion rates 
in the used cooking oil mixture over the parameter 
space (Fig.3d), which exhibited a rather linear 
dependence as a function of temperature. Overall, all 
steel alloys indicated the most severe corrosion-type 
integrity loss in the waste lard mixture of gas oil.  

The absolute values of the gradients obtained by 
linear fitting to the logarithms of the integral corrosion 
rates measured over 21 days is presented in Figs.4a-4d. 
Sulphidation rates of the 1.0425 and St35.8 carbon 
steels exhibited the highest temperature dependence in 
the waste lard mixture (a 5 times increase), whereas the 
lower gradients probably indicate that a less sensitive 
thermal activation occurs in raw gas oil and the used 
cooking oil mixture (enhanced by around 3 times, 
Figs.4a and 4b). As for the 1.7335 low and the 1.4541 
high alloy steels, the low and the lowest gradients with 
restrained enhancement of around two times were 
obtained as a function of temperature (Figs.4c and 4d). 
This signifies a less pivotal role of thermal activation in 
the interfacial sulphidic corrosion of the latter two 
alloys but in all cases waste lard was the fluid phase that 
was proven to be the most susceptible to open 
thermally-allowed reaction mechanism leading in some 
cases to the highest corrosion rates by far. Among all 
steels, only the 1.4541 exhibited low thermal rate 
dependence in used cooking oil compared to the results 
obtained in other phases. As a general impression, either 
the most intense dependence of thermal activation on 
sulphidation or the highest magnitudes of reaction rates 
occurred in the waste lard mixture of gas oil. Thus, not 
only sulphidation takes place by the hydrogen sulphide, 
but also acidic corrosion occurs and competes with the 
former at a rate of the latter becoming higher by 
increasing temperatures. This finding may also point out 
that the contributing role of free fatty acids in parts of 
the corrosion processes could be adsorption of mercapto 
compounds assisted by possible chelating effect and 
thermally favoured dissociation of the anchoring 
functional groups. The greater oxidation ability of the 
organic compounds than hydrogen sulphide, and their 
more positive redox potentials are due to their stronger 
electron withdrawing ability boosted by conjugated 
electron systems of various extents. The desorption of 
corrosion products is promoted by the proper 
dissolution of metal ions with lipophilic complexes, and 
diffusion through porous, cracked or spalled scales, 
allowing a less hindered access of the steel surface to 
the species taking part in subsequent processes. In the 
case of the exclusive hydrogen sulphide corrosion, 
effective desorption and diffusion from the surface can 
only be realised by high porosity, cracking or spalling, 

and failure of the scales as observed with many of the 
carbon and low alloy steels but it should not happen to 
high alloy steels developing quasi-passivating, coherent 
and adherent sulphide scales. In the latter case, fluid 
phases with improved wettability based on the closer 
surface energy of the solid phases and tension of the 
fluid phases compared to that of the raw gas oil and 
steel combination is beneficial as less hindered 
interfacial reactions result. 

3.2. X-ray Diffraction  

In Fig.5a, diffraction pattern of troilite, a 1:1 
stoichiometric ratio of iron sulphide (FeS) was 
identified on the whole in the powder of the spalled 
scales of the 1.0425 steel tested in raw gas oil at 250 ºC. 
Low crystallinity metallic iron Fe(0) with high magnetic 
susceptibility formed the majority of the rest phase. 

 
Figure 5. XRD patterns of the (a) 1.0425 carbon steel 
immersed in raw gas oil and (b) refined gas oil tested 
at 250 ºC, (c) 1.7335 low alloy steel immersed in a gas 
oil mixture with waste lard (10% g/g) tested at 300 ºC, 
all for 21 days at a pressure of 90 bar. 
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Because typical high intensity reflections at 2θ values of 
12º, 15º, and 19º [33] and 40º, 50º, and 59º [34] were 
not measured, the low intensity reflections gained at 2θ 
values of 17.5º and 30º might not be connected to 
mackinawite. The absence of its phase in metal 
sulphides in the long-term tested samples is attributed to 
its formation during the early reaction phase and rapid 
transformation to more stable pyrrhotite, the sub-phase 
of troilite. The reflections together at 2θ values of 30º 
and 53º may not be related to greigite as its stability 
region is above the H+/H2 equilibrium line. Troilite is 
more stable in weakly acidic aqueous solutions under 

reducing conditions, i.e. below the H+/H2 equilibrium 
line [35]. The intense reflection at 2θ value of 44º 
cannot unanimously be attributed to Pyrrhotite [36], as 
it undoubtedly overlaps with one of the main reflections 
of polycrystalline iron [37]. In Fig.7b, a different 
diffraction pattern of the corrosion scale can be 
identified by the varied intensity ratios of reflections at 
43º and 53º. This is due to a composition change of the 
scale leading to metallic iron Fe0 and crystalline troilite 
formation (FeS) in molar ratio of about a 2:1. Thus, a 
considerable amount of metallic iron segregated over 
the course of high rates of sulphide corrosion, but its 
amorphous phase did not result in its conversion to 
sulphide by either hydrogen sulphide or naphthenic 
acids in refined gas oil subjected to testing over 21 days 
at 250 ºC and 90 bar. As expected, long-term medium 
temperature exposure resulted in high sulphide 
conversion of metallic iron and the formation of iron 
sulphide crystals in raw gas oil of a high sulphur 
content. On the other hand, roughly the same reaction 
rates resulted in the evolution of a similar amount of 
sulphide scales in refined gas oil, which proved to be 
more brittle. Thus, high proportions of the scale 
detached and rapid disintegration of the metallic phase 
occurred, resulting in corrosion products with far lower 
ratio of the elements than stoichiometry. The lower 
sulphur content of the refined (hydrodesulphurised) gas 
oil is accountable for this finding because of the lower 
plasticity of the more compact sulphide scale. An XRD 
investigation of the sulphide scale formed on the 1.7335 
low alloy steel coupons yielded a similar diffraction 
pattern (Fig.5c) to that of the 1.0425 carbon steel 
(Fig.5b) tested under the same conditions. Nevertheless, 
in this case the massive amount of highly porous 
corrosion scale formed with a low spalling ability (high 
coherence and adherence) should mean less frequent 
occasions of the surface to renew by spalling or 
detachment resulting in further hydrogen sulphide 
attack but lower diffusion hindrance to accessing the 
metallic surface by sulphide species. 

3.3. SEM and EDX Analyses 

Morphology of the sulphide scales gathered from the 
bottom of the glass tubes and removed from the surface 
of the 1.0425 carbon steel specimens is presented in 

Table 6. SEM-EDS composition (in atomic %) of the 
corrosion product of sulphide corrosion scales 
removed from the surface of carbon steel coupons 
(1.0425) immersed in raw gas oil tested at a 
temperature of 250 °C and pressure of 90 bar. 

Elements Spot 1 Spot 2 
C (K) 0.00 6.95 
O (K) 6.02 7.42 
Si (K) 0.00 0.38 
S (K) 36.58 35.77 
Mn (K) 1.06 1.02 
Fe (K) 56.33 48.00 

 

 
Figure 6. SEM image of (a) the powdered form of 
sulphide scale removed from the surface of the 1.0425 
carbon steel coupons immersed in raw gas oil and 
tested at a temperature of 250 ºC and pressure of 90 
bar; (b and c) the elemental composition of the scale 
removed from surface of the coupons obtained by 
EDS analysis of Spots 1 and 2 marked by arrows, 
respectively. 
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Fig.6a. The multiple layers of sulphide scale were 
moderately easy to detach, brittle, and highly porous. 
Spalled and detached scales were of a lateral size of 
about 500 μm and a thickness of 40 μm. The spots of 1 
and 2 (arrowed in the image) were analysed to identify 
the elemental composition of the scale and the SEM-
EDS results (Figs.6b and 6c) is presented in Table 6. 
The molar ratios of the iron sulphide (surmised to be 1:1 
stoichiometric ratio of FeS) and metallic iron (Fe0) were 
3:1 and 1.8:1 at Spots 1 and 2, respectively. This is in 
acceptable agreement with and supplementary to XRD 
results.  

3.4. Micro-Raman Spectroscopy  

The Raman spectra of the sulphide scales gathered from 
the surface of the steel coupons (tested at 250 ºC over 
various time exposures) are presented in Fig.7. Similar 
spectra were obtained for the St35.8 carbon (b) and 
1.7335 low alloy (c) steels. The 1.4541 high alloy steel 
(d) indicated a strong feature in the wavenumber region 
of 550-800 cm-1. In the low wavenumber range, a 
similar Raman spectrum was detected to that of the 
1.0425 carbon steel (a). Because Raman spectra depend 
strongly on the intensity and wavelength of the incident 
beam, based on the weak feature of the spectra around 
the main Raman characteristic wavenumbers, it is 
thought that small proportion of troilite in the crystalline 
phase [38] should probably have formed after the 
chemical conversion of the initial metal sulphide on the 
St35.8 and 1.7335 (lines at 289 and 290 cm-1) over a 
short time period. Metal sulphides, detected in a 
somewhat greater proportion of crystallinity (yielding a 
relatively low amount of scale) formed on the slower 
corroding 1.4541, resulting in to the more pronounced 
features in the wavenumbers between 550 and 800  
cm-1. Corrosion scales of St35.8, 1.7335, and 1.4541 
alloys yielded intense broad and weak features at 1292 
and 218 cm-1 as a result of the troilite phase. These 
characteristic wavenumbers were only found in the 
spectra in accordance with the literature [40]. This 
reveals that the low crystallinity of corrosion scales 
evolved within 24 hours. Other Raman features of 
troilite, a weak intensity peak at 456 cm-1 and the sharp 
ones at 600, 398, and 283 cm-1 [41], and 400 and 295 
cm-1 [38] were not found. On the other hand, iron 
sulphide in a form close to mackinawite [42] might keep 
evolving in the early stages on 1.0425, St35.8 and 
1.4541 as wavenumbers of moderate intensity at 321, 
317, and 315 cm-1, respectively, were detected. They 
usually appear as intense overlapping peaks between 
310 and 320 cm-1 depending on the degree of 
crystallinity [43]. Thus, this seems to concur with 
greater reaction rates leading to a lower proportion of 
crystallinity in the product as the rate of nucleation 
overtakes to a level of far beyond orientation and 
growth. Insignificant Raman intensities in the regions of 
280-360 cm-1 (at 206, 257, and 296 cm-1 and at 256, 
312, and 355 cm-1) are generally connected to 
mackinawite (Fe(II)S1-x and Fe(II-III)S1-x) and iron-rich 
mackinawite, and greigite, respectively [44]. In the 

1.4541, the very low Raman intensity at 240 cm-1 is 
probably due to the presence of chromium-rich troilite 
whereas the low intensity features at 255 (290) and 365  
cm-1 are partly connected to daubrelite (FeCr2S4 and 
FeCr2S3). Nonetheless, these phases should have been 
present in negligible quantity, because none of the 
supporting XRD results could confirm the presence of 
such crystals, besides theoretical thermodynamic 
calculations of stable regions of iron sulphides (see 
discussion). In all cases, the low crystallinity of the 
corrosion products is attributed to the short time-scales 
and low temperatures of the experiments. It should also 
be noted that amorphous iron sulphide scales, which 
evolved in the induction periods were far less coherent, 
more crystalline, and more susceptible to spalling and 
detaching than the ones formed in slower reactions. 
Thus to explain this phenomenon, lower mechanical 
stress might have accumulated over time in scales 
generated by slower and decreasing rates of reactions. 
As a result, the induction time of sulphide scale 
formation should be very low at a pressure as low as 20 
bar but crystallisation must occur over longer periods. 
Therefore, time constants in terms of spalling, and the 
failure of the scales to detach might be related to 
relaxation of accumulated stresses, probably at a rate 
faster than the crystallisation of iron sulphides. For 
troilite, it must be longer than 8 hours, but much less 
than 21 days at 250 ºC and a pressure of 90 bar. In fact 
[45], due to kinetic reasons in connection with the 
highest reaction rate of scale growing without diffusion-
type mass transport control [46], it has been stated that 
[47] generally mackinawite is expected to form rapidly 
first almost regardless of reaction conditions. For 
thermodynamic reasons, if metastable cubic FeS 
formed, it should have also transformed into pyrrhotite 
and troilite over the weeks the experiment was 
undertaken at a moderate temperature and pressure both 
in the presence [48] and absence of chloride [49]. Phase 
transformation of metal sulphides to Troilite takes place 
in days or even hours as was found in our case. The 
evolution of pyrrhotite might occur over a couple of 

 
Figure 7. Micro-Raman survey spectra of steel alloys 
tested under specified conditions as stated: a) 1.0425 
(250 ºC/20 bar, 8 h), b) St.35.8 (250 ºC/50 bar, 24 h), 
c) 1.7335 (250 ºC/20 bar, 8 h) and d) 1.4541 (250 
ºC/50 bar, 24 h). 
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days so its detection in samples tested over at least 3 
days can be anticipated. Not exactly in line with the 
location of the pyrrhotite-troilite transition boundary 
[50, 51], in our case elevated temperatures favoured the 
formation of troilite rather than pyrrhotite under less 
than 2 bar of partial pressure of the hydrogen sulphide. 

4. Discussion 

The hypothetical growth in thickness of the sulphide 
scales over selected time periods based on the mass 
changes of the coupons is given in Figs.8a-8d. The 
1.0425 at 225 ºC exhibited thicker scale development in 
biomass mixtures with lower reductions in rate over 
time than in neat gas oil (Fig.8a). At 250 ºC, all 
corrosion rates exhibit proportional growth as time of 
exposure increases. Such linear rates of sulphidation 
started to decelerate as a function of time above 250 ºC. 
The lowest variation of corrosion rates over time 
manifested in the used cooking oil mixture. The St35.8 
exhibited similar sulphidation resistance behaviour up 
to 275 ºC but at 300 ºC a higher drop in corrosion rates 
was observed in mixed organic environment of the 
biomass and a smaller reduction in neat gas oil over 
time (Fig.8b). The 1.7335 experienced increasing 
corrosion rates in all fluids as a function of temperature, 
without any notable decrease related to barrier effects 
over longer time periods (Fig.9c). Depending on the 
type of the organic phase, moderate drops and increases 
in the corrosion rates over intermittent periods were 
observed at 74, 168, and 168 h for 1.0425, St35.8 and 
1.7335 steels, respectively. According to our 
experience, the growth rate in the thickness of stable 
scales on carbon steels never exceeded 10 µm over the 
first 3 days. Up to 250 ºC, the 1.0425 exhibited a higher 
and the St35.8 a somewhat lower susceptibility of the 
sulphide layers to spalling and detachment. The 1.7335 
manifested the development of more coherent scales 
that were not susceptible to spalling or failure over time 
especially at and above 275 ºC. A less frequent variation 
in time of reaction rates along with the observed 
quantity of detached scales in the form of a sediment at 
the bottom of the glass tubes led to the conclusion that 
the about low compactness, and high porosity of the 
sulphide scales are the primary reasons for the long-
lasting high sulphidation rate of this alloy. Non-
protective scales exhibit linear growth and a mass 
change over time similar to that of the 1.733. This is 
typical for porous or cracked films, which facilitate the 
less hindered transport of reactants and access to the 
metallic phase at faster rates than at which the chemical 
reaction proceeds. As far as the 1.0425 and St35.8 
carbon steels are concerned, due to the high barrier 
nature of the sulphide scales at elevated temperatures, 
variations in the time needed to renew the surface 
almost to the metallic phase were necessary to maintain 
the high reaction rates over long periods of time. Scale 
failures should have been caused by the accumulation of 
high internal stresses along with high growth rates 
taking place on polycrystalline surfaces. Such failures 

do not occur within scales at the scale/metal interface 
since it is cohesive in nature due to the high electrostatic 
forces that exceed the yield strength of the scales [52].  

 

 

 

 
Figure 8. Hypothetical differential metal-sulphide 
scale thicknesses developed over time periods based 
on the mass change of the coupons of steel alloys 
immersed in refined gas oil (GO) and its mixtures with 
used cooking oil (UCO) or waste lard (WL) tested at a 
pressure of 90 bar in the presence of 2% (m3/m3) 
hydrogen sulphide. 
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Thus, hypothetically speaking, further scale growth as a 
solid-state reaction must trigger the breakdown of scales 
[53]. This is basically in line with the literature [54] as 
the corrosion resistances of carbon and low alloy steels 
are approximately equal. The low chromium alloys of 
up to 5% (g/g) warrant little or no advantages over 
carbon steels in terms of resistance to reactions with 
hydrogen sulphide. Nonetheless, the 18Cr-8Ni stainless 
steels feature acceptable resistances over a wide range 
of pressures, temperatures, and hydrogen sulphide 
concentrations, except under severe conditions [55].  

In other aspects, the protection potential of 
sulphide scales for carbon steels is usually questionable 
when well adsorbing species or compounds are in fluid 
media. After the first phase of mackinawite growth, 
corrosion rates can accelerate because the tarnish is not 
a uniform film, but rather composed of discrete 
crystallites that are highly permeable [56]. If the 
electrochemical mechanism of sulphide corrosion 
occurs and cathodic depolarisation is efficient, 
pyrrhotite formation becomes anodically controlled by 
cation diffusion that takes place through sulphides, 
which are in part limited by maximum reaction rates. 
Thus, as thermodynamic simulations delineated the 
region of stability of troilite [57], in our experiment the 
electrode potential of the steel coupons should have 
been between -0.4 and -0.65 V versus standard 
hydrogen electrode (SHE), which is a narrow stability 
region in neutral media. At 250 ºC, the 1.4541 showed 
slight variations in sulphidation over time regardless of 
the fluid phase (Fig.8d). The scale structure was less 
compact and easily removable from the surface. At 250 
ºC, the highest decrease in reaction rate was 
obverserved over moderate periods of time that could 
only be accounted for by the greater initial sulphidation 
rates, increased compactness, and packing of the 
corrosion film, resulting in the metallic surface 
becoming more rapidly blocked, thus preventing 
subsequent reactions leading to less hindered ionic 
diffusion. As the temperature increased to 275 ºC and 
above, time variations in the reaction rates became less 
remarkable as a function of time with similar changes in 
all organic fluids. This may suggested as the factors of 
utmost importace that determines the type of sulphide 
scales that could grow on the specimens, which slows 
down further metal sulphide forming reactions. As 
recognised first by Wagner [58], some metals develop 
oxide scales exhibiting excellent protection 
characteristics as a result of the decreasing diffusion rate 
of ions through compact scales. Such quasi-passivating 
behaviour was found in the sulphide corrosion of the 
1.4541 under the experimental conditions, as mass 
changes obeyed the parabolic law as a function of time. 
This is in accordance with the nature of chromium, 
which is considered to be present in relatively high 
amounts as the most significant alloying element that 
increases sulphidation resistance. In some instances, the 
logarithmic rate of sulphide conversion by mass change 
was also observed in the initial phases of the reactions. 
The induction periods in the formation of metal 
sulphides were intense probably because of the lack of 

mass transport hindrances at the interfaces which 
evidently evolved to various extents in later phases of 
the experiments as thermal activation between 200 and 
300 ºC is inefficient to maintain high ion fluxes through 
the lattice of scales of moderate thicknesses and 
compactnesses. Thermodynamic calculations based on 
Gibbs free energy changes of the reactions of sulphide 
corrosion processes do not justify remarkable changes 
in reaction rates as a function of temperature. Therefore, 
kinetic factors are likely to play a pivotal role in the 
enhancement of reaction rates in all cases. As a 
comparison of the protection performances provided by 
sulphide scales on different sorts of steel alloys, 
corrosion layers on the 1.4541 and the St35.8 evolved 
better barrier characteristics at higher temperatures than 
under 250 ºC, which is generally in agreement with the 
terms of scaling tendency [59]. More coherent and 
adherent scales of metal sulphides formed at greater 
rates as corrosion products were not as solubile in GO 
and UCO compared to the WL mixture. So precipitates 
shrank and became more compact, which is partly is 
accounted to their mediocre thermal activations. In 
waste lard mixtures, corrosion through both chemical 
and electrochemical mechanisms assisting each other 
resulted in a pronounced efficiency of thermal 
activation was experienced along with the impact of 
acids relegating protective function of the chromium-, 
nickel-, and molybdenum-alloying elements. Aside 
from the 1.7335 exhibiting good mechanical protection 
characteristics independent of temperature, the 1.0425 
yielded rapidly increasing sulphidic corrosion with 
temperature. The former is attributed to high porosity of 
the sulphide film and the latter is explained by 
detachment of the layers thereof regularity depends on 
the corrosion rate and surface structure, orientation of 
the metallic crystallites, affecting the rate of stress 
accumulation in the corrosion products. The pronounced 
sensitivity of corrosion resistance in the 1.4541 
regarding composition of the organic fluid phase 
resulted in high reaction rates especially in waste lard 
mixtures not only in the short run, but over longer 
periods, suggests the existence of an altered 
microstructure, lower compactness and increased 
solubility of metals and sulphide scales in acid 
containing fluid than in neat gas oils. This is in 
agreement with the literature [60] as naphthenic acids 
are most accountable for the highly corrosive nature oils 
[61-64]. The high corrosion rate of the St35.8 at low 
temperatures probably is a result of diffusion along 
short-circuit paths at grain boundaries or dislocations 
rather than of lattice diffusion, as thermal activation is 
high compared to over long periods when kinetic 
control of barrier effects besides the seldom failure of 
scales. Slow growing scales proved to be more coherent 
and protective, exerting better mass transport control on 
during subsequent reactions. The Gibbs free energy 
change of the metal sulphide reactions is inferior to 
diffusion activation in the solid state. The growth 
mechanism of metal sulphide scales takes place via 
outward diffusion of cations which leads to lower rate 
of stress accumulation in the layer. In carbon steel 
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samples, spalling and scale failure were experienced 
over the first 24 hours as one of the four types of stress-
relief mechanisms. In the case of thin scales, maximum-
stress affects metal/scale interface. The imperfections of 
the flat surface and the geometry of the coupons is also 
partially connected to the detachment of sulphide scales 
[65] especially at the inner and outer edges as flat 
interfaces are less susceptible to spalling compared to 
the ones with small radii, high curvatures [66]. Low 
film ductility at low temperatures and high corrosion 
rates might inevitably lead to spalling, undermining and 
detachment. 

5. Conclusion  

The corrosion rates of carbon steels yielded an almost 
linear dependence as a function of temperature between 
200 and 300 ºC regardless of the biomass fuel sources. 
Although carbon steels developed less spalling and 
detaching sulphide scales with increasing temperature, 
the porous layers did not contribute to the higher 
protection of the metallic phase as a result of their 
enhanced barrier natures. In contrast, on the surface of 
high alloy steels sulphide scales with excellent 
protection characteristics evolved during the induction 
period and the layer formation is assisted by 
temperature. 

Integrity loss of the high alloys can severely be 
affected by biomass fuel sources such as animal waste 
lard when they are used in high proportions along with 
raw gas oil. Free fatty acids play probably a dominant 
role in the corrosion mechanism. 

The higher corrosion rates observed than reported 
in the literature lead us to conclude that the proportion 
of the biomass sources used, especially those the ones 
having high free fatty acid contents, should preferably 
be kept low to prevent rapid losses in integrity of steel 
alloys, ensuring long and safe life cycles of the 
equipment used in HDS refining plants. 
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