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ASYMPTOTIC THEORY OF NON-LINEAR TRANSPORT

PHENOMENA.
1. HEAT TRANSFER

Chr. Boyadjiev
(Institute of Chemical Engineering, Bulgarian Academy of Sciences, Sofia 1040, Bulgaria)

Received : March 29, 1989

An asymptotic theory of heat transfer in the boundary layer, where heat
transfer is accompanied with non-linear mass transfer, resulting from intensive
mass exchange, is presented. It is demonstrated that the direction of the mass
exchange influences the heat transfer rate.

Introduction

Theoretical study of non-linear mass transfer [1,2] has shown that the changes
in mass transfer rate result from the intensive mass exchange influencing the
hydrodynamics. This could lead to analogous changes in the heat transfer rate
when thermal diffusivity and diffusive heat transfer are neglected [3,4].

The results from the numerical theory [3] show that the rate of heat transfer
considerably depends on Schmidt and Lewis numbers. Taking this into con-
sideration, an asymptotic theory, which avoids the need to solve a system of
nonlinear equations in each particular case is presented here.

The Mathematical Model

The mathematical description of the heat transfer, resulting from a simul-
taneous heat and mass exchange among a semi-infinite plate and a fluid flux
flowing along it, is characterized by the nonlinearity of the convective mass
transfer equation and linearity of the convective heat transfer equation. From
the above, the conclussion follows that the equation describing the convective
heat transfer in the boundary layer approximation has to be added to the
mathematical description in [1]:
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dt dt et
+

—_— V_ — J—
5X dy 0 ,qyr2
x=0,

Y -0, t=t*

y-»00, t=1t0

Introducing the similarity variables [1] in Equation (1) leads to the following
boundary value problem :

T’+é,®dI = 0 (2
r()=1, ["(00) =0,
where :
D
et= as, a=—=Le , (3)
a
T= T-Mu),

In Equation (2) &(r]) is determined from a <9 series expansion [3] and the
solution of Equation (2) can be found from:

T= O+BTi+o 2 B+.... @)

Introducing Equation (4) in Equation (2) leads to equations for the separate
approximations, where ®0, ®x and ®2 are determined in [1].
In the zeroth - order approximation is directly obtained:
I'o N &,®0T) —0 (5)
ro0)=1, ro(0o0)=0
The solution of (5) can be obtained analogous to the one in [I]:

BM) - 1- — _E(e,p)dp, z=-4 6
@1 4, ; ®

where :

= 1 E(e,p)dp « 3.04, °>-7 )

E(e, p) = exp _I’if(s) ds

h = (e«)°5
The first-order approximation for the small parameter 0 is:
Tl+e(0oTi+ ®ITO) —0 (8)
r,(0)=0, Tj(oo)=0
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The solution of (8) is:

4 p -,
™ - E(e,, p) dp ) P ds  E(e,, p) dp, ©)

PRL PR

0 0 Lo
where :

P

<P - (P(s) ds  E(e,,p) dp  6.56s,-16 (10
J
0 Lo

The boundary value problem for the second-order approximation is:

F2+£,(p07 N+ 270+ p1lrd) = 0 (12)
r2(0)=0, TZ00)=0
The solution of (11) is:

/ o At

M) = - EE<P3, ' <P3 + eU>3, 33i EY>33, E(e,.p)dp + (12)
You>b, \<Po ePotd  1<PaY>L, 25 <Po9 o,
V /IR, ek P9ds E(e,p)dp-
PRy \<Po ER

e ds Ee, p) dp— @) ds  E(f.,, p) dp.
29i<Po, Cattal
where:

As3i P ds  E(e,,p) dp x 24, (13)
R — tp(s) ds  E(e,, p) dp x 0.326«,

Heat Transfer Kinetics

The average heat transfer rate for a plate of length “L” is determined from the
average heat flow:

J = k,(t* /. dx, (14)
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which has a convective component as well :

.= -A Qoc, Mt (15)

y=0

The Nusselt number can be determined from (3), (14) and (15):

nu= 9N e T +BE— - (16)

where :
pe = "0 17
6= 5 (17)

In Equation (16) !P'(0) is determined in [1], while T'(0) can be obtained
directly from (4), (6), (9) and (12):

2 10 2P 02 2r>3,/ 98 | aqt\ <. *3m
Wo, PRy Ry \<Po fR) R WOWVO,

Comparison of the result for a dimensionless heat flow, obtained from the
asymptotic theory (18), with data from the numerical theory T~(0), obtained in

[3], is presented in Table 1. It demonstrates the good accuracy of the asymptotic
theory.

o) (18)

Table 1
e=1l ©x=2, £=2, =205

0 -1 0) - (o)

0 0.846 0.847
+0.1 0.762 0.765
- 01 0.943 0.945
+0.2 0.690 0.700
- 0.2 1.063 1.059
+0.3 0.633 0.652
- 03 1.212 1.190

The results obtained are valid only for gases. It was shown that the nonlinear
mass transfer does not influence heat transfer for liquids, because the Lewis
number has a large value (a« 10-2). In other words, mass transfer in the thin
diffusive boundary layer cannot perturb the “thick” temperature boundary
layer. This follows directly from Equation (2), where the small value of &,
practically eliminates the nonlinear effect resulting from <R0) = 0.



1990 Asymptotic Theory of Non-Linear Transport Phenomena II. 5
Conclusion

It was clearly seen that in the presence of intensive mass exchange, from the gas
towards the rigid wall (0 < 0), the rate of heat transfer increases. Contrary to
the linear theory predictions (0 =0), where, in the approximations considered,
heat and mass transfer are independent. The rate of heat transfer decreases when
the intensive mass exchange is from the solid wall towards the gas (0 > 0). The
direction of the heat transfer does not influence these effects. They can be used
to control the rate of heat transfer.

The relationship for the rate of heat transfer, accurate to the second order
approximation for the small parameter O, provides the necessary accuracy for
solving different problems in chemical engineering.
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11. MULTICOMPONENT MASS TRANSFER
Chr. Boyadjiev
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An asymptotic theory of multicomponent mass transfer in the approximations
of independent diffusion is suggested. Multicomponent mass transfer in the
boundary layer when the mass transfer of one of the components is non-linear
as a result of intensive mass exchange is studied. It is demonstrated that the
mass exchange diretion influences the rate of the multicomponent mass trans-
fer.

Introduction

Intensive mass exchange, leading to non-linear mass transfer in a boundary
layer can induce sufficient perturbation in the hydrodynamics of this layer [1,2].
The transport phenomena kinetics in the boundary layer is also changed. It was
shown [3,4] how non-linear mass transfer influences the heat transfer rate in
cases of combined heat and mass exchange.

It is expected that because of its pronounced hydrodynamic nature, the same
effect will be observed in cases of combined mass exchange of several com-
ponents, if the concentration gradient of only one of them is big enough to cause
the appearance of the effect of the non-linear mass transfer.

The theory of diffusion in multicomponent systems [5,6] showed that indepen-
dent diffusion approximation is valid in two cases: when the concentrations of
the components are low and when their diffusive components do not consider-
ably differ. This provides a sufficient basis to solve the problem of the influence
of non-linear mass transfer on the multicomponent mass transfer in the indepen-
dent diffusion approximation [5,6]. The numerical solution of this problem [7]
shows that the rate of multicomponent mass transfer depends to a great extent
on the Schmidt numbers for the separate components.
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Mathematical Model

The mathematical description of multicomponent mass transfer, which is real-
ised when a multicomponent mass exchange between a semi infinite rigid plate
and a fluid flowing along it takes place, is characterized with the non-linearity
of the equation of convective diffusion for one of the components and with the
linearity of the equations for the rest of the n components. It directly follows
that the following system of equations has to be added to the mathematical
description of the non-linear mass transfer in [1]:

(1)
x=0, ¢=Q
j=0, c,=cf
y-*ao, cf=co, /'= 1, ..,n
Introducing the similarity variables from [2] yields the following system of
equations:
7;+I7,[bI//,: 0] (2
IF,(0)=1,  7/i(oo) =0, "
where :

©)

As ®(/1) is determined from a series of <9 [2], and the solution of Equation
(2) will be found from:

4>i= TNOF1-0A D+ 028 2> .., i=1 n @

Substitution of (4) into Equation (2) allows an equation to be obtained for
the separate approximations, where ®0, ®15 ®2 are determined in [2].

In the zeroth-order approximation one directly obtains:
Yt + €0(j Jo>= 0 ©)

74°»(0)=1, 7'I"(00)=0, [/=!,..., "
The solution of (5) is analogous to that in [2]:

N » = 1 E(e,p)dp, /= l...... n, (6)
0



1990 Asymptotic Theory of Non-Linear Transport Phenomena IlI. 9

where :

” J3.01 Scf°'35 - for the gas [2]
Wi - SE(e,p)dp « 43 12sc-0.34 _ for the ,iquid [2] (7)

E(Ri, p) = exp H i Sd . i=1,n

The first-order approximation is:

+épod*"+dM0') =0 (8)
#0=0, tfj)o0)=0, 1=1,...,m

The solution of (8) is:

WK;,) :Vofoi E(ehp) dp_q:E@'J 99ds E(hp)dp, i=1,..%, (@)

where <8i is obtained in [2]:

B 6.56 Sej 08 - for the g
[ P9 ds b * 45(BSero67_ for the iquid ' - > (10

The boundary value problem for the second-order approximation is:

40" +E(@OUR Y+ dritd), + x4t = o (1)
(PI2(0)=0, F2(00)=0, i=I,..., /i
Its solution is:
rE n o+ ez E<P33 W 33 J E(ehd) dp- (12)
\ <plli W0 Woi)  tylVoi 26l

VIi+8Al) [I'T ds E(fii,p)dp-
@ mi ‘]oI—JO (p(s) ds  E(fii,p)dp

2

A do\l E dp-
i g L 1t6s) (ehp)dp

X ) ) ds E(ehp)dp, i=1,..., n
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where [2]:
i . 24 Scf 1,9—for the gas
Pan - ‘] JOV(S) ds  EU;p)dp- 12.2 Sc,* 1—for the liquid (13)
~P
. 0.326 Sc,”“ 1'69 —for the gas
wsi | JV(9ds E{ep)dpsa 0.035 Sc,“ 11 - for the liquids

n

Kinetics of Multicomponent Mass Transfer

The multicomponent mass transfer mean rate for a plate with a length “Ln can
be determined from the average mass flux:

Ji = JtMcf-Coi) = - ljdx, i=1 , n, (14)

where the mass flux has a convective and diffusive component:

I; = - M;D; +Jtfal),=Q= (15)

an\ n( d -
8y)y=0 B0 V Y y=o

An expression for the Sherwood number can be obtained directly from (3),
(14) and (15):

Sh, - N~ = -Pe05 «p;(0)+6»E,- " i=1,.., n, 16
D p;(0) RO (16)

where :
Pe “gL (17)
W(0) in Equation (16) is determined in [2], while ~~(O) (" = 1,...,«) are
determined directly from Equations (4), (6), (9) and (12):

2 ., 2503 a2 ' -
TpT(O) = +'B S | [B] 1 26>3| + 5P3f| Ef<P33 a\m "I (18)
E<poi E(po<pb; yivii >0 EffQiJ eiPoVli 24>0<Poi\

=1,..3.

Here, as in [2], the feasible values of 0, for which Equation (18) holds, can
be obtained. For example, for e= 20 and e;=0, 0°0.033.
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The comparison of the result for the dimensionless diffusive flow, obtained
from the asymptotic theory, with numerical theory data ~"(0), obtained in [7],
is presented in Tables 1 and 2. It displays the good accuracy of the asymptotic
theory.

Table 1
e=1, a=2
B - P«(0) - ™(0)
0 0.845 0.847
+01 0.762 0.765
-0.1 0.943 0.945
+0.2 0.690 0.700
-0.2 1.060 1.061
+0.3 0.633 0.652
-0.3 1.212 1.190
Table 2
£=0, a,=05. £=10
B - *\MO) - wm
0 0.198 0.194
+0.03 0.167 0.169
-0.03 0.275 0.250
0.05 0.154 0.170
0.10 0.132 0.234
Conclusion

The results obtained demonstrate that intensive mass exchange of one of the
components, from the volume towards the solid surface (0 <0), also increases
the rate of mass transfer for all components. The differences in the rates result
only from differences in the diffusive constants. The change of direction of the
intensive mass exchange (from the solid surface towards the volume, <9>0)
leads to a decrease in the mass transfer rate. These effects do not change with
a change in the direction of the mass exchange of the components, whose
concentration gradients are not big enough.

The relationship for the multicomponent mass exchange rate, accurate to the
second-order approximation for the O parameter, can be successfully used for
solving different chemical engineering problems.
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The catalytic decomposition of n-butylamine absorbed on the examined cat-
alysts proceeds in several different directions. This seems to suggest that it is
the catalysts that exhibit polyfunction properties, in particular, destructive
hydrogenation, deamination and dehydrogenation.

As follows from the performed studies, stronger Bronsted acid centres
become poisoned already in the initial period of the reaction. On the other
hand, gamma alumina reaches activity comparable with that of H-mordenite,
which would suggest the involvement of Lewis acidic centres.

It seems that in the case of zeolites of X-type modified with Co2+ and Ni2+
ions, their high activity may be due to generation of new Lewis acidic centres.
They may be formed on the introduced transition metal ions.

Introduction

The catalytic decomposition of aliphatic amines by hydrogenolysis is not only
of practical importance, but also a theoretical one. The investigation of the
decomposition is connected with studies of that mechanism governing catalytic
hydrodenitrogenation of nitrogen organic compounds occurring in carbo- an
petrochemicals products.

Aliphatic amines can be relatively easy hydrogenolyzed and do not require
high hydrogen pressure. On the other hand, they are found as intermediate
products of hydrodenitrogenation of nitrogen heterocyclic compounds [1-3].
Therefore, the investigations of n-butylamine hydrogenolysis in the presence of
zeolites of faujasite type, modified by nickel and cobalt ions were carried out.
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Experimental

The studies on the catalytic activity were carried out in a flow microreactor at
the temperature of 400° C where 0.3000 g of catalyst was placed. Carrier gas,
i.e. purified and dried hydrogen, flowed with the flow rate of 10 cm3 min~1
through a thermostated evaporator containing n-butylamine.

Then the mixture of hydrogen and u-butylamine flowed through a layer of
a catalyst covered with 1cm3of quartz wool. The reaction products formed and
unreacted u-butylamine were separated chromatographically in a gas chromato-
graph GCHF 183 at the temperature of 90° C using 2m column with Chro-
mosorb W AW and 10% Carbowax 20M. The samples for GC analysis were
taken periodically using a sampling loop. The first sample was taken 5 minutes
after the reaction started, the others every 15 minutes for 4 hours.

Results and Discussion

The findigs showed that in the experimental conditions, the main reaction
products were butane, ammonia and trace amounts of butenes and butyroni-
trile.

However, dibutylamine, N-butylidenobutylamine and butylidenoimine were
not found to occur, which contradicts the results reported elsewhere [4-6]
concerning the deamination reaction on alumina, which was carried out in the
atmosphere of neutral gas.

On the basis of the comparison of n-butylamine conversion with the reaction
time for the investigated zeolite catalysts and for gamma-alumina, a consider-
able difference between cation-faujasite forms and H-mordenite form were
found to occur (Fig. 1).

The latter form is rapidly deactivated and then it catalyses the investigated
reaction on a stable, but relatively low level, whereas the nickel and cobalt forms
of zeolite X undergo a considerably smaller deactivation than the previous one
and after a relatively short time they regain their catalytic properties. There is
n-Butylamine conversion on gamma-alumina as a catalyst changes in a different
way. Here, conversion increases initially and then is stabilized.

Different catalytic behaviour of alumina in n-butylamine hydrogenolysis is
probably due to the lack of Brénsted acid centres on its surface.

It seems correct to assume that in the case of zeolites, strong protondonor
centres will, first of all, undergo poisoning by u-butylamine, which will bring
about a decrease in catalytic activity. Poisoning of acid centres can also be
proved by the fact that butenes formed during the reaction do not undergo
polymerization. This is indicated by the lack of colour change of the white
mordenite, which, because of the channel system of its pores, is sensitive to this
kind of poisoning [7].

Zeolites of type X modified by nickel and cobalt cations relatively quickly
regain their activity after initial loss of it. Such untypical changes must be
connected with the presence of other active centres than acid Bronsted centres.
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Fig. 1.
Conversion of n-butylamine over: © - NaNiX zeolite, A - NaCoX zeolite, O - H-mordenite and
¢ - gamma alumina.

This may be caused by transition metal cations. The above conclusion follows
from the fact that no activity is observed for the sodium form of zeolite X in
n-butylamine hydrogenolysis.

At this point, another problem should be considered - why do the latter active
centres show their catalytic action after the poisoning of the mentioned acid
centres. The considered centres seem to be not competitive enough, in the first
reaction stage, with respect to the Bronsted acid centres. This may result from
a considerably greater affinity of amine and ammonia to strong Bronsted acid
centres than e.g. to cations of transition metals, which begin to play an impor-
tant role, while the first ones are poisoned.

On the basis of the above results, it can be claimed that n-butylamine
hydrogenolysis is the main reaction, which takes place apart from dehydrogena-
tion, hydrogenation and reagent deamination on basic and acidic centres, which
can be schematically presented :

CH3CH2CH2C =N
T-H2
n ch3h2ch2ch2nh2”

ch3ch2ch2ch3” +HA CH3CH=CHCH3

+ > +
NH3 - H2 NH3
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(dashed line indicates that the reaction direction noted on the above scheme is
also possible).

It follows from the presented data that the investigated catalysts are of
polyfunctional character, which means that both acidic centres and centres
responsible for dehydrogenation and hydrogenation, mainly a destructive one,
take part in n-butylamine decomposition.

At the first stage, only the action of the acidic Bronsted centres can be
observed. As it is known acidic centres show great affinity to strong basic amine
and ammonia molecules, and thus are poisoned as the reaction proceeds.

From the observations based on the catalytic action of gamma-alumina
(support of Lewis acidic centres) and H-mordenite (support of strong Bronsted
acidic centres and Lewis acidic centres) it follows that Lewis acidic centres are
responsible for n-butylamine decomposition in the range of stabilized activity.

However, the observed decrease in activity at the beginning of the reaction
should be connected with the Bronsted acidic centres deactivation. On the
example of zeolite X containing cations of transition metals we can observe a
definite synergetic influence of these ions on the high activity of catalysts in the
reaction considered. It seems that the above mentioned cations can play the role
of Lewis acidic centres.
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The development of s-ethyl (and benzyl-isothiuronium) salts of some dich-
lorobenzene sulphonanilides is reported. The prepared compounds were exam-
ined as fungicides against Helminthosporium turcicum (cause of leaf-blight in
maize), and cephalosporium maydis (cause of late-wilt disease in maize). The
most potent agents in this series were those bearing a nitro group in the anilide
moiety. The effects of various structural modifications on the fungicidal activ-
ity are discussed in detail.

Introduction

In the search for new pest control agents, it was found that isothiuronium salts
have proved to be powerful fungicides [1-3]. Recently, Badawi et al., [4]
synthesized useful antibacterial and antifungal isothiuronium salts derived from
n-butyl-isothiuronium bromide, isobutyl-isothiuronium bromide, ethylene-1,2-
bis-isothiuronium bromide and propylene- 1,3-isothiuronium bromide.

On the other hand, it was well established that compounds having the moiety
— SO02NH— have high biochemical significance as bactericidal, fungicidal, as
well as insecticidal activities [5-8].

In view of the previously mentioned biological facts, the present investigation
was directed towards the synthesis of a series of some s-alkylisothiuronium salts
of dichlorobenzene sulphonanilides. It seemed possible that a combination of
both s-alkylisothiuronium and sulphonanilide moieties in one molecule might
give a product, which could behave as a fungicide.
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Discussion

Interaction between 2,4-, 2,6-, 3,4- and 3,5-dichlorobenzene-I-sulphon 4-chlo-
roanilide and s-alkylisothiuronium bromide (benzyl, ethyl), yielded the corres-
ponding isothiuronium salts lac, llac Illacand IVac (Table 1).

The isothiuronium salts Ibde, Ilbce lilbde and IVbde (9) were similarly
prepared:

R S—CANHa [ Q"SON -P
) (A1} - |
ANH2 c¢i ci U,L\r'
NnhZ
R—S—C 1]
4nh2 'a A~ O k
R —CA nhad+ "
—S "% IN~ |
4nh21|‘_c(,3|p s°IN a,]_1
N nhZ+
. \Y
R S_C4nh2 ct r so-NQ R;-
a: R = C6H5CH2, R'=Cl
b: R = C6H5CH2, R'=CH
¢ R = C2HS5 R'=Cl
d: R = C2H5, R'= CH
e: R = C2H5, R'=NO

Table 1
S-Alkylisothiuronium Salts of Dichloro-benzene-I-Sulphon-4'-chloroanilide
Analysis Calc./Found
C;\)‘rgp. Me':P' Formula %
: N S

8.36 1274

h 104-5 C20H 18CI3N 302S2 872 12.62
8.36 12.74

n. 121-2 C20H 18CI3N 30252 800 1321
8.36 12.74

hi. 112-3 C20H 18C13N 302S2 290 12.36
8.36 12.74

V. 98-9 C20H18C13N 302S2 881 13.00
K 90-1 c 15h 16ci3n 30 2s?2 9.54 14.53
10.00 15.00

He 101-3 c 15h 16ci3n 30 2s2 9.54 14.53
9.92 14.27

e 114-5 c 15h 16ci3n 30 2s2 9.54 14.53
9.75 14.86

ivc 88-9 c 15h 16ci3n 30 2s2 9.54 14.53

9.82 14.35
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Element analysis and infrared data were in accordance with the proposed
structures. Thus, the infrared spectra of these compounds showed absorption
bands at wavelengths in cm-1: 1490 for 1,4-disubstituted, 1,2,4-, 1,2,6- and
1,3,5-trisubstituted aromatic nucleus, 840 for C— Cl aromatic, 1356 and 1180
for SO2—N, 1315 for C—NO02and 3310 for —N—H.

The antifungal activities of the prepared compounds were tested against
Helminthosporium turcicum (cause of leaf-blight in maize) and cephalosporium
maydis (cause of late-wilt disease in maize). The compounds showed similar
activities against bg¢th fungi (Table 2).

Table 2
Activity of S-Alkylisothiuronium Salts of Dichlorobenzene-1-Sulphonanilides at 500 pg/ml

Comp. Growth diameter Growth diameter
No. Helminthosporium turcicum cephalosporium maydis
1 + o+ o+ + o+ o+
. + 4- + 4- + +
in. + o+ o+ + + +
V. + + + +
b + o+ o+ + + o+
Mo + + + + + +
IHb + +
Vb + + + +
Ic + + + +
He + + + +
Hie + + + +
ive + o+ o+ + + o+
1d + + + +
Hd + + + + 4+
Hid + + + + +
wvd + + + 4-
N B _
He
HI.
1v. + +
Control plate: high growth + + +
Fungicide plate: high growth + + +
Fungicide plate: moderate growth ++
Fungicide plate: little growth +
Fungicide plate: No growth

Regarding structure-activity relationship, it was found that the effect of the
position of the chlorine atoms on fungicidal activity was in the order 3,4-iso-
mer = 3,5-isomer >2 ,4-isomer >2,6-isomer. On the other hand, it was found
that thiuronium salts bearing —N 02 group in the anilide ring gave higher
activities than those with — CH3group, while those with Cl atom showed lower
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toxicities. It was clear from the data obtained that the extent of modification
of fungitoxic effect was related to the size of the positive ion, in other words,
benzyl >enthyl.

It could be concluded that increasing substituent electronegativity was acc-
ompanied by increasing fungicidal activity. The superiority of the nitro-
substituted compounds attests to this.

Experimental

Anilides of Dichlorobenzene Sulphonic Acids

Four isomers of dichlorobenzene sulphonyl chlorides (3,5-, 2,6-, 2,4- and 3,4-
dichlorobenzene sulphonyl chlorides) were converted to the corresponding
substituted anilides, dichlorobenzene-1-sulphon-toluidide, dichlorobenzene-1-
sulphon-nitroanilide and dichlorobenzene-1-sulphon-chloroanilide [6].

S-Alkyl Isothiuronium Salts of Dichlorobenzene-1-Sulphonanilides

To each of the dichlorobenzene-1-sulphon-toluidide, dichlorobenzene-1-sul-
phon-nitroanilide and dichlorobenzene-1-sulphon-chloroanilide (3.2 g, 35 ¢
and 3.4 g respectively), 5 ml «10% NaOH was added and the mixture was
warmed on a water-bath till dissolution, some water was added when necessary,
then a solution of s-alkyl (ethyl or benzyl) isothiuronium bromide [10] was
added (2 g/3 ml water) while cooling and shaking. The formed precipitate was
filtered and recrystallized from aqueous ethanol where compounds laclVac
were obtained (yields 68-81%) (Table 1). Similarly, compounds Ibd,e~I\VVbde
were prepared.

Antifungal Activities of the Prepared Compounds

Food poison technique was employed [11] to test the prepared compounds
I-1V. Non solidified potatodextrin agar (P.D.A.), medium in a 100 ml flask were
poisoned at 500 pg/ml of the tested compounds. The poisoned medium was
poured in sterile petri-dishes and allowed to solidify. Each dish was inoculated
with a 5 mm diameter disk of inoculum removed from a 5 day old culture of
the fungus (Helminthosporium turcicum and cephalosporium maydis). Treat-
ments were replicated 5 times and the plates were incubated at 28 °C. Untreated
medium was used as control. The growth diameter was measured after 5 days.
The growth diameter of each plate was estimated with reference to that of the
control plate as follows (Table 2).
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The study of resin free pyrolysis oil hydrocracking was extended for more
severe hydrogenation conditions. Ni-W/AI20 3catalyst was also tested along-
side the Shell Ni-Mo/Al20 3 and Co-Mo/AIl20 3 preparations. The different
behaviour of the catalysts was observed which gives a possibility for the
flexible modification of the product composition. It was concluded that the
hydrocracking of the raw material completely takes place. The product was
of aromatic nature, however, olefinic components were not identified, i.e. the
product was stable. The optimum parameters of the process were established
on the basis of the amount of gasoline fraction.

The hydrocracking of pyrolysis oil was studied under mild conditions in our
previous paper [1]. The conditions were selected on the basis of the technological
parameters of the existing mild hydrocracking (hydrogenation) plants of refi-
neries with the objective in mind to utilize the available equipment without
modification. It was stated that motor fuels can be produced by the hydrocrack-
ing of pyrolysis oil, however, it was also concluded that the stability of products,
especially light fractions (naphtha) was not adequate [2]. Our goal was to extend
these studies for the hydrocracking of pyrolysis oil under severe conditions to
produce motor fuels (gasoline) with a higher yield (at relatively low gas yield).
Bifunctional catalysts /Co-Mo/A120 3 Ni-Mo/Al20 3and Ni-W/AI20 3made by
Shell were used for the experiments.

Experimental

The hydrocracking experiments were carried out in a fixed bed reactor (Fig. 1),
which is suitable for the activation of the catalysts and for the determination
of the optimum parameters (pressure, temperature, liquid load, and hydrogen-
hydrocarbon ratio) of the reaction. 20 cm3of the catalyst was charged into the
reactor and used for the experiments.
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Scheme of the experimental apparatus.

Table I
Parameters of the optimizing experiments
Experiment Temperature Pressure : Liquid load
No. °C bar H/CH molar ratio cm3em3h
| 450 125 40 1.25
2 450 125 40 0.75
3 450 125 30 125
4 450 75 40 1.25
5 425 100 35 1.00
6 400 125 40 125
7 450 125 30 0.75
8 450 75 40 0.75
9 400 125 30 125
10 425 100 35 1.00
n 450 75 30 125
12 400 125 40 0.75
13 400 75 40 125
14 450 75 30 0.75
15 425 100 35 1.00
16 400 125 30 0.75
17 400 75 40 0.75
18 400 75 30 125
19 400 75 30 0.75

20 425 100 35 1.00
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The pretreatment of the catalysts was carried out according to the Shell
specifications and on the basis of our previous experience [3]. After drying, the
catalysts were reduced with hydrogen and were sulphided with a solution of
2-methyl thiophene (1.0 m/m%) and toluene. After the stabilization of the
catalysts (constant crack gas composition) the experimental programme was
commenced.

The experimental programme was developed on the basis of the available
experience, considering the severe reaction condition [4].

The experimental programme permitted the investigation of the effect of the
technological parameters on the hydrocracking of the pyrolysis oil and the
determination of the optimum parameters on the basis of several experiments

The check measurements (No.5, 10, 15, 20) provided information on the
stability of the catalysts. The programme, consisting of 20 experiments, is
outlined in Table 1

The test and calculating methods given in our previous paper [1] were used
for the qualification of the products. The fractional composition of the products
was determined with fractionation using a Vigreux-adapter. The yields of the
fractions in mass percent related to the feed were calculated taking the gas yield
into consideration.

The change of the fractional composition (A m/m%) can be calculated on the
basis of the mass of light (i.b.p., e.b.p.: 180° C), medium (i.b.p.: 180, e.b.p.:
280° C) heavy (i.b.p.: 280, e.b.p.: 350° C) residual (i.b.p.: 350° C, e.b.p.) cuts
in the feed and in the product [6].

i.b.p.: initial boiling point
e.b.p. : end boiling point

Results and Discussions

The experimental results obtained on the catalysts tested are given in Tables 2-4.
The corresponding data of the raw material (partially resin free pyrolysis oil)
are also given (serial N0.0) to help the comparison.

On the basis of the experimental data it can be concluded that both three
catalysts exhibited nearly identical results, therefore, the investigation of the
effect of parameters on the hydrocracking of pyrolysis oil and the determination
of the optimum parameters were carried out on a selected catalyst. The Co-Mo/
A120 3 catalyst was chosen for the discussion (the differences between the
catalysts will be dealt with later).

It can be seen from Table 2 that all the liquid products exhibited lower
densities than of the raw material. The extent of the differences depends on the
process parameters. The temperature and the pressure have the greatest effect.
The density of the product is lower at higher temperature or pressure if the other
parameters are identical. The true boiling point (TBP) curve of the product
mixture is below that of the raw material and its position depends on the
reaction temperature showing its effect on the hydrocracking. It can be stated
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that the TBP data, mean-average boiling point (MABP) and average molecular
mass (MA) are lower than those of the raw material. These changes indicate the
occurrence of hydrocracking reactions. The C/H ratio and the Watson charac-
terization factor (Kw) are typical data, and these values provide information on
the extent of saturation of the molecular structure and on the incorporation of
hydrogen into the molecule.

The changes of the fractional composition show that the amount of the light
fraction increased significantly in the case of all product mixtures depending on
the operational parameters (between 10-30 m/m%). The amount of the light
fraction increases unambiguously on increasing the temperature or pressure.
The decrease of the liquid load results in the same effect as mentioned above.
Fig. 2 shows the changes of the light fraction in the function of the parameters
over Co-Mo/A1X 3 catalyst. Figs. 3 and 4 illustrate the results obtained over

400 425 450400 425 450 400 425 450400 425 450
Temperature, °C
Fig. 2.

Change of the amount of the light fraction in the function of parameters of the experimental
programme over Co-Mo/A120 3.

Fig. 3.
Change of the amount of the light fraction in the function of parameters of the experimental
programme over Ni-Mo/Al20 3.
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Fig. 4.
Change of the amount of the light fraction in the function of parameters of the experimental
programme over Ni-W/AI20 3.

the other two catalyst preparations (the dashed line indicates the correlating
points).

The amount of the light fraction shows an increase with the decrease of the
liguid load in all cases: however, the extent of increase is relatively small (2-3
m/m%) for a change of 0.5 h-1. The increase of the temperature supports the
formation of the light products. The change of the light product formed is still
moderate (2-3 m/m%) for a temperature change of 50° C at 75 bar. The increase
of the amount of the light product can soon achieve 15m/m% at higher pressure
(125 bar): e.g. the amount of the light fraction is 14 m/m%, which increases to
29 m/m% at 400° C and to 44 m/m% at 450° C. The favourable effect of the
application of higher pressure in the case of pyrolysis oil raw material is
indicated by the fact that the average point (marked by x) is practically above
the lines in the case of the experimental results obtained at lower pressure, while
it is below the lines in the case of higher pressure. The amount of the medium
fraction decreased by 1-12 m/m% depending on the experimental parameters,
which is equal to 2-20 m/m% based on the amount in the feed (= 61 m/m%).
The amount of the heavy fraction decreased significatly. Even 90% of its original
amount was converted, which was not observed at lower pressures (under mild
hydrocracking conditions). The residual cut was completely converted in all
experiments.

The iodine numbers of the product mixture show that practically complete
hydrogenation occurred during the hydrocracking due to the higher pressure
and H/CH ratio compared to the experiments carried out previously. This can
result in the higher stability of the fractions formed, and the occurrence of the
resin formation is not probable, since the olefin content of the product mixture
(calculated on the basis of the iodine numbers) is below 0.3-0.5 m/m%. The raw
material (feed) had a dark colour inspite of the carrier gas distillation and
contained all the heavy components, which result in the dark colour due to their
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chromophore groups. The products formed had a greenish-yellow colour and
were transparent. The colour stability of the products was fairly good. Con-
sidering the effect of the temperature, it can be stated that on increasing the
temperature, the hydrogenation reactions are pressed back only in a slight
extent (see experiments No. 1-4 and 7-8, respectively) due to the high hydrogen
partial pressure.

The experiments carried out at 75,100,125 bar pressures show that the cat-
alysts maintained their higher activity and the saturation of the products with
hydrogen was better than in the former cases.

The control measurements (experiments No.5, 10, 15, 20) confirmed the
experimental results. The Co-Mo/A120 3catalyst maintained its original activity
even after 120 hrs on stream.

The following optimum parameters can be given in the case of the Co-Mo/
A120 3 catalyst: temperature: 450° C, H2 pressure: 125 bar, liquid load: 0.75
cm3cm3n, molar ratio of H/CH = 30 (experiment No.7.)

On the basis of the comparison of the three catalysts (Tables, and Figs) it can
be stated that good and similar results were obtained.

Since the possible optimum was achieved at experiment No.7 on all the three
catalysts, the comparison of the catalysts was mainly performed on the basis
of the results of these experiments.

The gas yields were nearly identical on all the catalysts studied. The former
statements on the densities and iodine numbers are valid. On the basis of the
mean average boiling points, TBP curves and the change of the fractional
composition of the products, it can be stated that the formation of the light
fraction over the Co-Mo/A120 3catalyst is the most selective process. However,
the Ni-W/AI20 3 catalyst due to its nature is close to the cracking catalysts
compared to the former catalyst. The highest amount of the light fraction was
obtained over Co-Mo/A120 3 catalyst (44 m/m%). Both the heavy fraction and
residue were converted over Ni-W/AI20 3 catalyst (experiments No. 2,7).

The data of the TBP curves well illustrate the tendency; the TBP curve of the
product obtained over the Co-Mo/A120 3 catalyst has a greater slope than that
of the product obtained over Ni-W/AI20 3. The Ni-Mo/Al20 3 has an inter-
mediate position between the two former catalysts. This can be explained by the
ratio of the hydrogenation activity and acidity of the catalyst and by the acid
site distribution [6].

Conclusions

The results on the hydrocracking of resin free pyrolysis oil under severe con-

ditions can be summarized as follows:

1 All the three catalysts were suitable for the hydrocracking of the pyrolysis oil
under laboratory conditions. The Co-Mo/Al20 3catalyst exhibits the highest
selectivity for the light fraction. The Ni-W/AI20 3catalyst can be used for the
hydrocracking of residues and at the same time the amount of the light
fraction is also satisfactory. The use of the Ni-W/AI20 3 catalyst is appro-
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priate when higher conversion should be achieved or when raw material with
higher resin content (with higher end boiling point) should be processed. The
catalysts maintained their activities even after a long period of time on stream.

. The optimum parameters were stated as follows:

temperature : 450°C
hydrogen pressure: 125 bar
liquid load: 0,75 cm3cm3 hr

H/CH molar ratio: 30

. The composition of the product mixture is the following on the basis of the

fractionation:

light fraction: 40-45 m/m%
medium fraction: 50-55 m/m%
heavy fraction: 0-5 m/m%
residue : 0 m/m%

wich indicate significant changes compared to the composition of the raw
material (light fraction: 14 m/m%, medium fraction: 61 m/m%, heavy frac-
tion: 21 m/m% and residue: 4 m/m%).

The products have high stability; the light fractions have good octane num-
bers due to their high aromatic hydrocarbon content. These light fractions
meet the requirements of commercial utilization, because of the high octane
number and good stability, except for the density. These fractions can be used
as motor fuel components or aromatic hydrocarbon source.
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Problems related to equilibrium compositions in the methanol-to-gasoline
process were studied in detail. The system under consideration consisted of 153
species and included all components resulting in amounts over 1 wt%. The
Gibbs free energy minimization method was used to compute the equilibrium
composition. The results of published bench scale process studies were subjec-
ted to searching examination in order to find and impose some compositional
restrictions upon the model. The restricted model describes quite accurately
the yield and distribution of hydrocarbons resulting in the methanol-to-
gasoline process and facilitates the outlining of prospective suggestions for
process improvement.

Introduction

In many processes, experimental or commercial results show that some of the
thermodynamically possible reactions do not run into the equilibrium state,
because of being too slow to occur. Such systems reach only a pseudo-equili-
brium or restricted equilibrium state, i.e. an equilibrium state with some com-
positional constraints imposed. This problem becomes very important when the
calculated and experimentally found compositions are to be compared.
Therefore, it is not surprising that restricted equilibrium was discussed by
severals authors. The general approach to this problem was presented in review
papers [1-2]. Some case problems were also studied in detail. In 1965, Janiczek
and Blasiak [3] presented an interesting equilibrium study of the nitrogen
oxides-water-oxygen system. The correspondence of the experimental values
with the calculated ones was obtained after assuming that some of the ther-
modynamically probable reactions do not occur. In the equilibrium model of
the catalytic reforming of naphthas [4] the hydrocracking reactions are omitted.
These reactions are thermodynamically preferred, but they are too slow to
complete. The restrictions imposed upon the model include the elimination of
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any reactions between hydrocarbons of different carbon atom numbers and
deleting all hydrocracking products from the list of species. The restricted model
provides facilities for the very accurate and precise calculation of the com-
position of commercial reformates. Similar restrictions with the same effect, are
imposed on the equilibrium model of commercial hydroisomerization processes
of light naphthas. In both cases, the unrestricted models result in a false product
composition (a mixture of H2and CH4or CH4 and C6H6depending on the H/C
atom ratio in the feed). In the equilibrium model of the K oppers-T otzek coal
gasification process [11] the Boudouard reaction assuming an equilibrium state
between C, CO and C 02 must not be taken into consideration. The restricted
model becomes thereby an efficient tool to compute the yield and composition
of the gasification products and to forecast the effect of coal composition and
operating conditions on the gas quality and its yield. Another example is
methanol produced from synthesis gas. In this process, methane is ther-
modynamically preferred. However, commercial experience and Kinetic inves-
tigations show that at temperatures and pressures typical for methanol syn-
thesis, the reaction of methane formation is very slow. Therefore, this reaction
has to be erased from the equilibrium model, otherwise methane will top the
equilibrium list of products unlike the commercial experience.

It is not surprising that in the first place processes involving a great number
of species will not reach the true equilibrium state. A large number of species
implicates a large number of independent reactions of different rate constants
and therefore, some of them being too slow, will not complete. Processes with
a great number of species are typical for hydrocarbon conversion (such as the
above mentioned catalytic reforming and hydroisomerization) and hydrocar-
bon synthesis. A novel process for the hydrocarbon synthesis is the conversion
of methanol to gasoline over a selective zeolite catalyst [5-8]. Both fixed and
fluid bed processes were studied. In the fixed bed process, two reactors are used
and a single reactor in the fluid bed process. Irrespective of the process concept,
the conversion of methanol to hydrocarbons and water according to overall
reaction

n CH30H = hydrocarbons + n H20

is complete and virtually stoichiometric. The resulting hydrocarbons represent,
however, a highly complex mixture consisting of Cj-Cu, paraffins, C2C10
olefins, C5 C 10 naphthenes and C6 C 13 aromatics. The reaction product also
includes equivalent amounts of H20, unreacted CH30H, intermediate product
(CH3)20, small amounts of CO, C02and H2, and coke. It is a rather arduous
procedure to calculate equilibrium composition of such a large system.
Therefore, the published papers [7-8] are only fragmentary and they do not
include detailed information about all components of the system. Yurchak et
al. [8] presented a comparison of the experimental results with equilibrium
values. The comparison is, however, limited to pentenes and aromatics distribu-
tion only.
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The objective here is to present an equilibrium model, including all possible
components resulting in significant amounts (over 1wt%) in the methanol-to-
gasoline process.

Model Formulation

The outlet mixture of the methanol-to-gasoline reactors consists of over 150
components. Of course, it is inevitable that some restrictions must be imposed
upon the equilibrium model describing such a complex system. These restric-
tions, exceeding any thermodynamic formalism, should be rooted in the inti-
mate knowledge of the problem. Unfortunately no material appears to be
available in literature concerning the commercial data of the methanol-to-
gasoline process. Therefore, the results of the fixed bed bench scale process
studies [8] were subjected to particular analysis in order to find some general
regularities facilitating the imposition of compositional restrictions upon the
model. The investigations reported were conducted in a two-stage reactor
system with a recycle to the second stage. The reported operating conditions
were: 2 MPa, 686 K, feed composition 83% CH30H and 17% H20 by wt., and
the gas recycle to methanol mole ratio 9:1. The restrictions due to the accurate
analysis of the reported data can be reduced to only two statements:

1st: Species resulting in quantities below 1 wt% such as C, CO, C02, H2, CH4, C2H4, C2H6 and
C 10+ PON hydrocarbons must not be included into the model
2nd: The H/C atomic ratio in the mixture of the C3-C9 paraffins equals 2.4

Following species were, therefore, taken into consideration: H20, unreacted
CH30H and (CH3)20, 73 C3C9 paraffins (from propane to tetramethylpen-
tanes), 23 aromatics (from benzene to pentamethylbenzene), 31 olefins (from
propene to nonene) and 23 naphthenes (from cyclopentane to trimethylcy-
clohexanes), in sum 153 species. The equilibrium model covers all the species
published in thermodynamic data tables [9]. Not all isomers of the C7-C9
olefins, C8C9 naphthenes and C10-Cu aromatics are listed in these tables.
Nevertheless these hydrocarbons occur in the equilibrium mixture in such
insignificant quantities that the error resulting from the lack of some isomeric
forms can be neglected.

Many of the resuting species are isomers and resulting from this fact the
number of independent components can be drastically reduced. The equilibrium
composition of isomers depends on the temperature and thermodynamic
properties of individual species only, being totally independent of other operat-
ing conditions, such as pressure, initial feed composition and the amount of
inerts. The proportion of any component in an equilibrium mixture of isomers
is given by:

exp (z? + zjj

£exp(z?-z?) )
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where :
AGtf

RT @

The average Gibbs free energy of formation of such a mixture of isomers is
defined as:

AGr, = \([in AGj?+RTYini \nxl| )
where AGfJis the average value of the Gibbs free energy of formation of an
equilibrium mixture of isomrs.

The main advantage of such an approach is that in the calculating procedure,
the equilibrium mixture of the isomers can be regarded as an individual species
with exactly thermodynamic properties, thus involving a considerable reduction
of independent components. This approach was put to successful use in calculat-
ing the complex equilibrium composition of reformates [4].

Thereby the whole multicomponent reaction mixture of the methanol-to-
gasoline process, consisting of 153 species, can be regarded as a mixture of only
23 components (CH30H, (CH3)2 O, H20, 7 paraffins C3-C9, 6 aromatics
C6-Cn, 2 olefins C3-C4, and 5 olefins and naphthenes C5 C 9), with recycle gas
treated as an inert. The most efficient way to calculate the equilibrium com-
position of systems containing above 20 components is by using the Gibbs free
energy minimization method.

It is now possible to formulate the equilibrium model of the methanol-to-
gasoline process:

min«? = X"ri/*?+ Er-In*J + ECEni-In— 4
] A 1 1 I>,

subject to: ‘
the elemental abundance:

£ Ajmii = Bj y= 1,2,3 for C, H, O resp. (5)
i

and non-negativity constraints :
n,>0

and to the additional restriction due to the 1st statement in the form of a list
of species excluded, and to the additional restriction due to the 2nd statement:

s 'ncsH8+ 10 ' nceHi,+ e+ 20 'nc,H2, _ 2 4 n
3 "«CjHs+ 4 ' «CdHio + eee+ 9 <l C,H20

It must be remembered that in the above Equations (4-6) symbols «eand pif
not only represent mole numbers and chemical potentials of individual species,
such as propane or benzene, but also the corresponding values for the equili-
brium mixtures of isomers (e.g. all C9H 20 paraffins).

The SUMT algorithm [10] was adopted to minimize the objective function

(4).
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Model Verification

The calculations were executed for the above listed parameters reported by
Yurchak [8]. The comparison of experimental hydrocarbon distribution with
the calculated equilibrium composition has been a rather difficult task, because
of changes in product distribution during individual cycles and from cycle to
cycle. With all the differences in product distribution reported by Yurchak,
some common regularities can, however, be observed. For the purpose of
illustration, we shall compare the results reported by Yurchak for the second
cycle and 94 hrs. on stream. The detailed results of equilibrium calculations
regarding all species of the model are presented in Table 1, and the confronta-

Table 1
Detailed results of equilibrium calculations, wt%

1 methanol 0.0 43. 2-methyloctane 0.5
2. water 0.0 44. 3-methyloctane 0.6
3. dimethyl ether 0.0 45. 4-methyloctane 0.6
4. propane 85 46. 3-ethylheptane 0.2
5. n-butane 8.2 47. 4-ethylheptane 0.2
6. isobutane 5.6 48. 2,2-dimethylheptane 0.2
7. n-pentane 4.4 49. 2,3-dimethylheptane 0.2
8. isopentane 9.4 50. 2,4-dimethylheptane 0.4
9. neopentane 0.9 51. 2,5-dimethylheptane 0.4
10. n-hexane 2.6 52. 2,6-dimethylheptane 0.2
11. 2-methylpentane 3.8 53. 3,3-dimethylheptane 0.3
12. 3-methylpentane 2.0 54. 3,4-dimethylheptane 0.1
13. 2,2-dimethylbutane 1.8 55. 3,5-dimethylheptane 0.1
14. 2,3-dimethylbutane 11 56. 4,4-dimethylheptane 0.1
15. n-heptane 15 57. 2-methyl-3-ethylhexane 0.1
16. 2-methylhexane 2.0 58. 2-methyl-4-ethylhexane 0.1
17. 3-methylhexane 2.1 59. 3-methyl-3-ethylhexane 0.1
18. 3-ethylpentane 0.3 60. 4-methyl-3-ethylhexane 0.1
19. 2,2-dimethylpentane 0.6 61. 2,2,3-trimethylhexane 0.0
20. 2,3-dimethylpentane 2.1 62. 2,2,4-trimethylhexane 0.0
21. 2,4-dimethylpentane 04 63. 2,2,5-trimethylhexane 0.2
22. 3,3-dimethylpentane 0.6 64. 2,3,3-trimethylhexane
23. 2,2,3-trimethylbutane 0.1 65. 2,3,4-trimethylhexane
24. n-octane 0.8 66. 2,3,5-trimethylhexane
25. 2-methylheptane 0.7 67. 2,4,4-trimethylhexane
26. 3-methylheptane 0.9 68. 3,3,4-trimethylhexane
27. 4-methylheptane 0.3 69. 3,3-diethylpentane
28. 3-ethylhexane 0.4 70. 2,2-dimethyl-3-ethylpentane
29. 2,2-dimethylhexane 0.2 71. 2,3-dimethyl-3-ethylpentane
30. 2,3-dimethylhexane 0.1 72. 2,4-dimethyl-3-ethylpentane
31 2,4-dimethylhexane 0.4 73. 2,2,3,3-tetramethylpentane

CONNAORUIOOO0O00000009000
oRrRPMbMND L o000 0D00ODOR OO

32. 3,5-dimethylhexane 0.3 74. 2,2,3,4-tetramethylpentane
33. 3,3-dimethylhexane 0.2 75. 2,2,4,4-tetramethylpentane
34. 3,4-dimethylhexane 0.2 76. 2,3,3,4-tetramethylpentane
35. 2-methyl-3-ethylpentane 0.1 77. benzene

36. 3-methyl-3-ethylpentane 0.0 78. toluene 1
37. 2,2,3-trimethylpentane 0.0 79. ethylbenzene

38. 2,2,4-trimethylpentane 0.1 80. m-xylene

39. 2,3,3-trimethylpentane 0.0 81. o-xylene

40. 2,3,4-trimethylpentane 0.0 82. p-xylene

41. 2,2,3,3-tetramethylpentane 0.0 83. n-propylbenzene

42. n-nonane 0.4 84. isopropylbenzene
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1-methyl-2-ethylbenzene

. 1-methyl-3-ethylbenzene
. I-methyl-4-ethylbenzene
. 1,2,3-trimethylbenzene

1,2,4-trimethylbenzene

. 1,3,5-trimethylbenzene
. n-butylbenzene

. 1,2-diethylbenzene

. 1,3-diethylbenzene

1,4-diethylbenzene

. 1,2,3,4tetramethylbenzene
. durene

. isodurene

. n-pentylbenzene

. pentamethylbenzene

100.
101.
102.
103.
104.
105.
106.
107.
108.
109.
110.
111.
112.
113.
114.
115.
116.
117.
118.
119.
120.

propene

1-butene
cis-2-butene
trans-2-butene
2-methylpropene
1-pentene
cis-2-pentene
trans-2-pentene
2-methyl-1-butene
3-methyl-1-butene
2-methyl-2-butene
1-hexene
cis-2-hexene
trans-2-hexene
cis-3-hexene
trans-3-hexene
2-methyl-1-pentene
3-methyl-1-pentene
4-methyl-1-pentene
2-methyl-2-pentene
3-methyl-cis-2-pentene

CO000000000000000O 2000
cobboo0OoNDOMPROODOOO N MO N

0.0

COCOO00000
cocooooooo

121.
122.
123.
124,
125.
126.
127.
128.
129.
130.
131
132.
133.
134.
135.
136.
137.
138.
139.
140.
141.
142.
143.
144,
145.
146.
147.
148.
149.
150.
151.
152.
153.

Note

3-methyl-tr.-2-pentene
4-methyl-cis-2-pentene
4-methyl-tr.-2-pentene
2-ethl-I-butene
2,3-dimethyl-1-butene
3,3-dimethyl-1-butene
2,3-dimethyl-2-butene
1-heptene

1-octene

1-nonene

cyclopentane

cyclohexane
methylcyclopentane
ethylcyclopentane
1,1-dimethylcyclopentane
1,cis-2-dimethylcyclopentane
1,trans-2-dimethylcyclopentane
1,cis-3-dimethylcyclopentane
1,Irans-3-dimethylcyclopentane
methylcyclohexane
n-propylcyclopentane
ethylcyclohexane

1,1 -dimethylcyclohexane
1,cis-2-dimethylcyclohexane
1,trans-2-dimethylcyclohexane
1,cis-3-dimethylcyclohexane
1,trans-3-dimethylcyclohexane
1,cis-4-dimethylcyclohexane
1,trans-4-dimethylcyclohexane
n-butylocyclopentane
n-propylocyclohexane

0.0

1,cis-3-cis-5-trimethylcyclohexane 0.0
I,cis-3,trans-5-trimethylcyclohexane 0.0

: 0.0 means below 0.05 wt%.

tion with experimental hydrocarbon distribution in Tables 2 through 5. The
most convenient characterization of a compex hydrocarbon mixture is its class
and group distribution, i.e. the contribution of hydrocarbons with the same
carbon atom number (class distribution) and the contribution of hydrocarbons

Table 2.

Comparison of experimental hydrocarbon group distribution with eg-

methane, ethane, propane

butanes

pentanes

C2-C 5 olefins
cyclopentane

C6+ nonaromatics
C6—Cjj aromatics
naphthalenes

Total

uilibrium values, wt%o.

exptl. equil.
8.1 8.5
13.0 13.8
13.1 14.7
3.1 0.8
0.3 0.1
31.5 315
30.8 30.6
0.1 0.0
100.0 100.0
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Table 3.

Light hydrocarbons distribution. Comparison of experimental and
equilibrium values, wt%o.

Detailed distribution of the C5_hydro-

carbons exptl. equil.
methane 0.9 -
ethane 0.6 -
propane 6.6 8.5
n-butane 3.7 8.2
isobutane 9.3 5.6
n-pentane 17 4.4
isopentanes 114 103
ethene 0.0 -
propene 0.2 0.7
butenes 10 0.0
pentenes 19 0.1
cyclopentane 0.3 0.1
Total 37.6 37.9
isobutane/n-butane 251 0.68
isopentanes/n-pentane 6.71 2.34
Table 4.

C6, nonaromatics distribution. Comparison of experimental and eq
uilibrium values, wt%o.

exptl. equil.
Class distribution
c6 13.8 11.4
c7 8.4 9.8
C8 6.3 5.0
c9 2.3 5.3
C10* 0.7 -
Total 31.5 31.5
Group distribution
C6—C9 n-paraffins 1.1 5.3
C6—C9 isoparaffins 16.7 26.0
C6—C9 olefins 6.0 0.1
C6C9 naphthenes 7.0 0.1
C10. PON 0.7 -
Total 31.5 315

isoparaffins/n-paraffins 15.2 4.9
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Table 5.

Comparison of experimental aromatics distriubiton with equilibrium values, wt%.

Aromatic distribution exptl. equil.

c6 0.2 5.0
c7 2.0 11.8
C8 10.0 9.8
c9 111 36
C10 6.7 0.4
Cu 0.8 0.0

Total 30.8 30.6
ethylbenzene 6.0 8.2
p- and m-xylenes 74.0 69.4
o-xylene 20.0 224
Total cg aromatics 100.0 100.0
trimethylbenzenes 73.9 66.6
methylethylbenzenes 25.2 30.6
propylbenzenes 0.9 2.8
Total C9 aromatics 100.0 100.0
durene 62.7 28.8
isodurene 6.0 51.5
1, 2, 3, 4-tertamethylbenzene 3.0 11.6
other C10 benzenes 28.3 8.1
Total C10 aromatics 100.0 100.0

belonging to the same group, such as paraffins, olefins, naphthenes and aromat-
iCS.

The amounts of gaseous hydrocarbons and C2 are so insignificant that
these compounds can, as mentioned above, be excluded from the model. The
content of propane, butanes, pentanes and C6+ nonaromatics is in reasonable
agreement with the computed values. Considerable differences occur in the
isobutane/n-butane mole ratio, 2.51 and 0.68 in the experimental product and
in the equilibrium mixture, resp. The content of isopentanes is approximately
the same, but the equilibrium contribution of n-pentane is about 2.5 times
greater when compared with the experimental data. Equilibrium amounts of the
C3-C 5olefins are below 1wt% and decrease with increasing carbon number in
the molecule. In the product, the amounts of these olefins are 3.1 wt% and
increase with the increasing carbon number. The contribution of the C6+
nonaromatics to the total is 31.5 wt% in the product as well as in the equilibrium
mixture and hydrocarbon class distribution is similar. Both in the equilibrium
mixture and in the experimental product, the contribution of hydrocarbons
decreases with increasing carbon number in the molecule. Significant differences
occur in the hydrocarbon group distribution. Equilibrium mixture in the C6+
nonaromatics consists of paraffins accompanied by trace amounts of olefins and
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naphthenes. The experimental products exhibited different group composition
with significant amounts of olefins and naphthenes, 6.0 and 7.0 wt%, resp. The
equilibrium isoparaffms/n-paraffins mole ratio is 4.9 as compred to 15.2 in the
product, but nevertheless the contribution of the high octane number isoparaf-
fins to all C6+ nonaromatics is higher in the equilibrium mixture than in the
product.

Significant amounts of aromatics are produced, this fact being in good
accordance with equilibrium calculations, but the detailed aromatics distribu-
tion exhibits some differences. Only small quantities of benzene and toluene are
produced, 2.2 wt% in the experimental product compared to 16.8 wt% in the
equilibrium mixture. According to equilibrium calculations, toluene is favoured
and the fraction of alkyl substituted benzenes decreases with the increasing
chain carbon/ring carbon ratio. In the experimental product, the C8 and C9
aromatics dominate. The fractions of the individual isomers in the C8and C9
aromatics are similar in the experimental product as well as in the equilibrium
mixture. The C10 aromatics are produced in significant amounts, unlike the
equilibrium composition. Among the C10 aromatics, mainly durene is
produced, this fact being undesirable, because of its high melting point. Taking
into consideration the gasoline quality requirements (octane number, vapour
pressure and boiling range) the equilibrium distribution of aromatics is more
advantageous compared to experimental results.

Comparative computations covering a large region of pressures and tem-
peratures (0.15-5.0 MPa and 560-740 K) exhibited a minor effect of the operat-
ing conditions on the equilibrium yield and hydrocarbon distribution. The point
of a possible process improvement is, therefore, in an improvement of the
catalyst selectivity.

Conclusions

The comparison of the equilibrium and the experimental hydrocarbon distribu-
tion suggests prospective directions in catalyst improvement. The conversion of
methanol to hydrocarbons and water is complete and in this respect the proper-
ties of the catalyst are excellent. The calculations exhibit, however, that the
conversion of olefins to paraffins and aromatics is thermodynamically favoured.
In spite of this fact, experimental results show, however, that the reactions of
the olefins formed as intermediate compounds do not proceed to a complete
conversion. Some of them remain unchanged and some are transformated to
naphthenes only. The departure from the equilibrium state is in this case
disadvantageous, because naphthenes replace the high octane number aromat-
ics and the unchanged olefins deteriorate the stability of gasoline. In contrast
to this, the isoparafifins/n-paraffins mole ratio is less advantageous in the equili-
brium mixture as compared to experimental data. These facts indicate that from
all coplex properties of the catalyst, in the first place its dehydrocyclization
power must be improved. Such an improvement will result in a greater yield of
aromatics accompanied by a reduction of olefins and as a consequence in a
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higher octane number and better stability of gasoline. Some shift of the distribu-
tion of aromatic hydocarbons according to the equilibrium calculations towards
toluene and benzene will also be desirable. On the other hand, the isomerization
properties of the catalyst must not be too high, because the equilibrium iso-
paraffins/n-paraffins mole ratio is less advantageous.

The most significant result of the presented study is in demonstrating that it
is feasible to formulate an equilibrium model for such a large and complex
system and to outline prospective suggestions for process improvement.
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SYMBOLS

Ajj number of atoms of the elementj in component i
Bj gramatoms of elementj in feed

g Gibbs free energy, kJ

AGf° standard molar Gibbs free energy of formation, kj/mole
n- number of moles of species i or isomer mixture
P, P° total and standard pressure, respectively, MPa
PON paraffins + olefins + naphthenes

R gas constants, kJ/(mole ¢ K)

T temperature, K

Xi mole fraction of isomer ;

u°  standard chemical potential of species i
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The feature of the presented model is its significantly good agreement with
experimental data resulting in long term runs of commercial Koppers-Totzek
and Shell gasification units. Such an agreement is the consequence of very
accurate analysis of all possible reactions, i. e. combustion, gasification and
gas reactions. The result of a large number of competing reactions is that some
of them, being too slow, will not complete. Therefore, the gasification process
is regarded as a system of restricted chemical equilibrium. The comparison of
computed equilibrium compositions with commercial data showed that the
Boudouard reaction must not be taken into consideration. This correction,
taking into account the kinetic restrictions, results in a thermodynamic model
consistent with the experimental data and as a consequence, good predictive
ability.

Introduction

The present-day processes of coal mining produce huge quantities of fine coal
unsuitable in direct use, but suitable in the Koppers-Totzek gasification process.
The resulting fuel gas has a medium heating value and is free of pollutants. It
can also be appropriate stock for the SNG process, methanol or NH3synthesis
(gasification with air). The Koppers-Totzek gasification is also very attractive
for lignite conversion. Another possibility is the application of Shell or Texaco
gasification [1] in refineries short in hydrogen. These plants are fed with low
value crude residues and asphalths.

The coal and petroleum feed gasification is based on reactions of carbon or
hydrocarbons and heterocomponents respectively with steam and oxygen acc-
ording to following reactions: - feed combustion reactions

C,Hr+ (n+0.25m )02 = nCO2+0.5mH20 (1)
c+02=co02 (2)
2C+02=2CO (3)
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- gasification reactions

C+HD =CO+H @)
C+C02=2CO 5)
C+2H2= CH4 (6)

- gas combustion reactions
2H2+02= 2H2 .
2C0+02= CO02 8

- gas reactions

CO+3H2= CH4+H2 (9)
CO+HD =C02+H2 (10)

The process as a whole is autothermic, because its endothermic gasification
reactions are balanced by exothermic effects of combustion.

Thermodynamic model

The presented method assumes that coal or crude residue of known composition
is gasified with known amounts of gasification agents (steam and oxygen, steam
and air or steam and air enriched in oxygen). The oxygen is not present at the
equilibrium state, because of its complete consumption. The conversion of
carbon is not complete, but the unreacted carbon is not in a chemical equili-
brium with the gas phase and from thermodynamic point of view it is regarded
as an inert. This is an essential novelty in the previous approach relating to
thermodynamic gasification models assuming that reactions 4-6 achieve chemi-
cal equilibrium.

Some preliminary calculations exhibited, however, very inaccurate prediction
of gas composition for the model assuming the chemical equilibrium between
the gas phase and the unreacted carbon. One example of such calculations is
presented in Table 1

This representative example points out that the agreement of the computed
gas composition with commercial data occurs only when reactions 4-6 are
regarded as the restricted ones. In this connection, in the presented model, the
chemical equilibrium of the gasification concerns the gas phase only. In process
conditions, sulphur is converted totally to H2S, therefore, amounts of H2S
depend only on the sulphur content in the feed. The small quantities of produced
COS are to be neglected.

With these assumption, the chemical equilibrium can be described by two
independent reactions 9 and 10. The mathematical model, therefore, includes
two equations of chemical equilibrium constants of reactions 9 and 10 and three
equations of mass balance of the elements (C, H, O). Independent variables of
the model are mole numbers of H20, H2, CO, C02, CH4 at equilibrium.
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Table 1
Comparison of equilibrium composition in coal gasification. Case 1- restricted equilibrium.
Case 2 - unrestricted equilibrium

Feed comp. %ont

C 56.8
H 3.6
S 10
0 7.2
N 0.7
Moisture 10
Ash 29.7
Oxygen cons.
Nm3/t of feed 563
Steam cons,
kg/t of feed 300
Inlet temp. °C
Oxygen oz
Steam m
Feed 7
Pressure, MPa 01
Carbon conv. % 98.0
Dry gﬁ;gl"mp' Plant Case 1 Case 2
H2 28.7 28.9 37.9
co 57.9 57.6 50.9
co2 ni1 11.3 8.7
CH4 0.1 0.0 10
N2 22 22 15
Gas yield,
Nm3/kg of feed 153 1.53 171

One mole of dry ash-free coal (DAF) is the most convenient reference state
in calculations of the process mass and heat balance. The gasified raw coal
consists of carbon, hydrogen, sulphur, oxygen, nitrogen, moisture and ash and
their weight fractions are defined as gc, gH gs, g0, gN, abl, gA, respectively. One
mole of DAF is described by the following formula: C1HaSbOd\d and each
gram-atom of carbon in raw coal corresponds to e moles of moisture (M) and
/ moles of ash (A). Quantities of gram-atoms of elements and values e and /
are given below:

i= oy «=a,b,c,d,e,f (11)

The equation of chemical equilibrium constants of rection (9) and (10) have

the following form:

nCH* ' nHrO ' (X ni)2 " (P0)2 (12)
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£ _ nCR2'nH (13)
nCO ' nHiO
where :

= AHIO + MHE™' 1CO+ «COj 4" Ven< + N>2+ AHIS (14)
nN; = 0.5 «d mVeng2 (15)
NHS= Db (16)

Equations of mass balance of elements:
nNAOHn®2+nCH ~ “c 17
2‘TH0 2mH,+4 e«CH» = 2 «JIHO+ 2 ee+a—2 WD (18)
NMHO4'«C0 2 mc02 = JIHTHA'£+ 2 *i102+ ¢ (29)

where :
ac carbon conversion according to literature data

0.59<ac<0.99

The equilibrium constants Kj and K2are functions of temperature T. On the
basis of data [2] the realtions AGf% = /(T) for H20, CO, C02and CH4 were
derived in form:

AGft = Ao+ Aj mT+A2-T2+A3mT3+ A4 mT «InT (20)
leading to following analytical expression for Kxand K2:

188.1+0.2467- [+42.75 « 1C[6-T2-3.999 ¢10-9 «3-72.46- 10~3+T InT
n, = exp (21)
8.3147 «10~3-T

, 43.45-0.0816 mT+ 5.01 mKI6+12-0.8742 «~9+3+ 5.366 « 10“3-In T
K2 = exp (22

Industrial gasification plants are operated at autothermal conditions. Typic-
ally, coal and oxygen (air) are fed at 298 K and steam at 623 K. Products leaving
the generator are gas and ash containing unreacted carbon. The process pro-
ceeds with some heat losses to surroundings, which are equal to about 5% of
the heating value of coal.

The equilibrium temperature is not known in advance. This temperature
results from the energy balance covering heat of all reactions, heat losses and
enthalpy of the substrate and product streams. Since the equilibrium tem-
perature and equilibrium composition are interrelated they must be determined
simultaneously. Our task of finding the outlet temperature includes the deter-
mination of all outlet conditions, i. e. composition and temperature, which give
an enthalpy change that satisfies the overall energy balance.

H = nnro '4/7/3)20(g)+ nco «AH/c 0 + nCOl mAHf%02+ nGH « AHf%H, + NnHS s AHfAS—
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—1+d//I™ AF—e md/Z/JijOd) —«Hio * 4///Hi0(g) + NHO * (We—
+ NH, m(H% — H*24m)81%= 1 CO * H245)c0  Hgoi m(7/7 — TA294)c0: d- nCHS + (717 — H*29b)cHi 0"
d"Un2' (HT~ 7/298)nid'nH;s ' (//?- TA298)HiSd- (1—3ic) *(//? —H*29s)cA~f' (H j~ ~298)ash —
—nHo + (/T623—298)H20(g)d" 6lcesT/ *d//i~ >h (23)
Moisture in the coal is regarded as liquid water. The temperature dependence
of thermodynamic functions (A? —A798)j are represented in the form of a

trinomial. The coefficients of these trinomials (Table 2) are computed on the
basis of the JANAF Tables [2] by the least square method.

Table 2.
The AH/298 values and coefficients of equation (H?—H598) = a0+ aiT + a2T

Compound AH £298° kd/mol a0, k/mol a, 1103, kJ/mol/K a2 106, kd/mol/K
HZ)@ -241.827 -9.36192 29.65961 5.75384
H2 0.0 - 7.99745 26.90680 1.76634
co - 110.529 -8.77405 28.16026 2.36695
co2 - 393.522 - 14.58670 42.49790 5.37585
CH4 -74.873 - 13.88831 35.23254 17.19109
n?2 0.0 - 8.56968 27.70628 2.38674
H2S -20.418 - 10.68922 32.44855 6.35738
Cc 0.0 -5.57410 14.25162 3.22740
02 0.0 -9.51951 30.07902 2.20283
H 20 (1) -286.030 - - -

The standard enthalpy of formation AH/ dAFis calculated using the Hess law.
The combustion of one mole of DAF in oxygen undergoes as follows :

CiHA"O0 .Ni+ il+OS ma+ b-0.5-¢c)02= CO2+0.52aH20+iSO2+ 05 .d N2 (24)

Semiempirical formula [3] is used to calculate the heating value of DAF in
ki/g of DAF:

R, 33.913 *gc +102.995 mgH 10.886 «(g0-g s) (25)
9c ¢ 3nd'0sd'90d'3n
and:
O = OdE "DAF  [kulg] (26)

The standard enthalpy of formation of one mole of DAF is calculated from
stoichiometry of reaction (24):

A/11daf = an M0jd-05 e *a 1 + MCR)+b «d///70: + B D @

The term (#£23_ ~ 20828 >n Equation (23) taken from the steam tables
[4 equals 11.322 kJ/mol.

Heat losses in the overall heat balance of the generator are the function of
g DA and coal conversion:

6 |o,es —0-95 mQDAF ‘aC (28)
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At a process temperature higher than the fusion point of ash (1200 °C) the
heat balance of the generator additionally includes the heat of fusion
(z!< & = 20.77 kd/mol) [3].

The heat balance is a function of temperature T and equilibrium composition
of the reaction mixture. For autothermic conditions H= 0. Thus, we look for
such a temperature T, which together with the equilibrium composition leads
to a zero value of the left side of the Equation (23). This is a relative simple
matter, because an increase of T (starting from a low enough temperature level)
and corresponding changes in equilibrium composition, cause the H value to
change monotonically from negative values to positive ones. As a result, there
must be the temperature T at which the H value is close to zero and this
temperature is searched for.

The presented model derived for coal gasification can also be applied for the
description of petroleum feed gasification. These feeds can also be represented
by one chemical compound of the formula CIHa&bOd\d and its standard
enthalpy of formation is calculated identically as in the case of coal.

The Model Checking.

The model verification was carried on the basis of the commercial data of 8
coal [5-10] and 4 petroleum feed gasification plants [1]. The wide range of the
operating parameters of the considered commercial plants, summarized in Table
3 show the model flexibility.

Table 3.

Range of changes of industrial plant parameters

Parameter Min. value Max. value
Ash, %ot 0.0 35.1
Moisture, %o 0.0 8.0
Sulphur, %t 0.1 6.6
Atomic ratio C/H 0.44 6.71
Oxygen (95%vol) cons. Nm3/t of feed 338 875
Steam consumption kg/t of feed 100 500
Pressure, MPa 0.1 5.8

The diferences in the type of feed (from coal to light naphtha) expressed in
the C/H atomic ratio should be emphasized.

The results of calculations of the gas compositions in compared to commer-
cial plant results are presented in Tables 1 and 4. These results indicate the high
predicting ability of the thermodynamic model. This model provides evidence
that an approach based on chemcal equilibrium only is sufficiently adequate
without resorting to any kinetic considerations. Such an approach must, how-
ever, be preceded by a thorough analysis of all possible reactions in order to
determine which of them achieve chemical equilibrium. In the case of high
temperature gasification processes, these are the gas phase reactions only.
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The Effect of Different Types of Coal on the Process Outcome

From the practical point of view it is interesting to predict the yield and heating
value of the gas resulting from different types of coal. Table 5 illustrates the
gasification of 5 different coals from lignite to anthracite, however, having the
same content of moisture and ash. The process conditions like steam and oxygen
consumption for 1 mole of DAF are also the same.

It can clearly be seen that the influence of coal grade on the gas yield and its
heating value is low. Thus, the most advantageous solution is to process com-
mercially low grade coals, for example, lignites.

The Desired Gas Quality Versus the Process Conditions

Dry gas from Kopers-Totzek gasification plant mainly contains CO and H2.
The ratio of these two components and the gas heating value change to a small
degree for all coals. It is interesting to know whether these small changes are
characteristic features of the Koppers-Totzek process or they result from the
process parameters.

The manufacturing of gas of the required ratio H2: CO (RMR) is an impor-
tant problem when producing gas for chemical syntheses. For the process such
as OXO, methanol or SNG syntheses this ratio should be between 1.3 and 3.2.

In order to investigate how and if it is possible to produce gases of desired
levels of H2: CO ratio or of desired heating values, two types of programmes
were adopted.

The first case requires only building into the base model the Equation (29),
while the second one only the Equation (30).

nH = RMR mco (29)
¢ 10.80 + nico ¢ 12.64 + hOHA* 35.84 = RHV ¢ (H, + K0+ Ncor+ cH«+ ’ni) (30)

As a result, both model structures have one more unknown variable, namely
Ro2

The set of calculations to show the range of possible changes of RMR is
presented in Table 7 for coal defined in Table 6.
As can be seen the gas from the typical Koppers-Totzek process is an unsuitable
feed for chemical syntheses. From the thermodynamical point of view it is
possible, of course, to produce gas of RMR = 1.3, but this is technically unprac-
ticable. To work at a temperature higher than the fusion point of ash it would
be necessary to use extremely high quantities of gasification agents. From the
above, it follows that the Koppers-Totzek process permits the control the RMR
value in a very narrow range. More interesting is the gasification of crude
residues (conf. data in Table 4) as its H2: CO ratio is close to 1 for typical
consumption of steam and oxygen. A possible solution is to get the RMR value
between 1.3 and 3.2 in the utilization of gas shift conversion.
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Table 4.
Comparison of thermodynamic calculations of gas composition (%omol) with commercial plant
Method, ref. K-T [6] K-T [7] K-T [7] K-T [8] K-T [8]
Feed coal coal coal coal coal

Feed comp. %ot

C 49.4 56.8 61.9 55.2 79.9
H 3.8 4.2 4.4 3.2 10
S 0.1 0.7 4.9 0.8 0.8
0 12.8 13.2 6.7 3.8 15
N 0.7 10 10 0.9 0.3
Moisture 7.8 2.0 2.0 1.0- 10
Ash 25.4 221 19.1 351 155
Oxygen cons.
Nm3/t of feed 483 455 494 548 701
Steam cons.
kg/t of feed 100 124 246 321 409
Inlet temp. °C
Oxygen 25 25 25 25 25
Steam 350 350 350 350 350
Feed 25 25 25 25 25
Pressure, MPa 0.1 0.1 0.1 0.1 0.1
Carbon conv. % 95.0 98.0 100.0 96.0 95.4
Dry gas comp Plant Calc Plant Calc Plant Calc Plant Calc Plant Calc
H2 31.0 317 330 333 35.3 359 312 296 211 21.3
({0 56.0 56.1 589  60.0 56.5 56.9 555 57.2 66.1 68.0
co2 11.0 101 7.0 5.6 7.2 6.2 119 10.9 11.8 8.8
CH4 0.1 0.0 0.0 0.0 0.0 0.0 0.1 0.0 0.1 0.0
N2 19 2.2 11 11 1.0 10 13 2.3 0.9 19
Gas yield

Nm3/kg of feed 1.28 1.32 1.39 1.60 1.60 183 152 151 190 194

The effect of the steam : oxygen ratio on the gas heating value was exemplified
with the production of gas having a heating value 121 and 16.7 MJ/Nm3. The
necessary calculations presented in Table 8 were executed for coal defined in
Table 6 previously heated to 473 K to remove moisture, because in this case the
gasification of moist coal results in temperatures below the fusion point of ash.

The production of gas with required heating value RHV= 121 MJ/Nm3is
possible only for very small quantities of steam. The increase of the process
pressure is not conducive to better results, because in temperatures higher than
the ash melting point the equilibrium composition of reaction 9 strongly shifts
to the left. The production of gas with RHV = 16.7 MJ/Nm3is impossible under
atmospheric pressure. An increase of the process pressure does not ensure the
required temperature and at the same time the RHV of gas. The possibilities
of the process are limited to the production of gas with RHV equal about 11.0
MJ/Nma3.

From the above thermodynamic consideration it follows that Koppers-Tot-
zek gasification is inflexible from the gas properties point of view.



1990

Coal and Petroleum Feeds Gasification

results of Koppers-Totzek [5-10] and Shell [1] types

51

K-T [9] K-T [10] Shell [1] Shell [1] Shell [1] Shell [1]
coal coal light naphtha fuel oil vacuum residue propane asphalt
67.0 40.4 84.0 82.7 80.4 81.3
4.9 31 16.0 11.0 9.7 9.1
4.1 17 0.0 35 49 6.6
7.0 15.7 0.0 15 2.3 15
11 12 0.0 1.0 2.0 1.0
2.0 8.0 0.0 0.2 0.6 0.4
139 29.9 0.0 0.1 0.1 0.1
590 338 875 721 721 665
298 143 400 450 500 500
25 25 246 246 246 246
350 350 313 313 313 313
25 120 25 246 246 246
0.1 0.1 5.8 5.8 5.8 5.8
95.0 98.0 97.0 97.0 97.0 97.0
Plant Calc Plant Calc Plant Calc Plant Calc Plant Calc Plant Calc
34.9 33.3 29.3 301 521 525 477 467 458 447 455 443
53.8 56.9 56.6 565 418 417 471 461 482 474 490 475
101 8.6 120 115 53 53 4.4 5.9 52 6.9 4.7 6.7
0.0 0.0 0.1 0.0 0.6 0.3 0.6 0.9 0.6 0.2 0.6 0.9
12 12 2.0 19 0.2 0.2 0.2 0.4 0.2 0.8 0.2 0.6
171 181 1.05 103 301 321 280 283 271 267 264 264
Table 5.
The influence of type of coal on the gasification process results. n“; = 0.475 mol 0 2mol DAF,
n°r0 = 0.3 mol H20/mol DAF, ash = 8 wt%, moisture= 10 wt%o.
Coal composition, wt% gasyield .
c H S 0 N kg coal kg coal kgcoal ~ MINm3
lignite 702 53 08 227 10 0259 0726 1543 9.957 1464
bituminous 80.3 4.7 03 131 16 0296 0877 1745 10.268 1498
bituminous 823 51 04 106 16 0.304 0893 1827 10.376 1457
anthracite 91.0 41 0.7 28 14 0.336 0988 1953 10581 1526
anthracite 920 32 13 21 15 0339 0989 1896 10.537 1609
Table 6. Coal composition.
Component C H S 0 N M A
wt. fract. 0.6585  0.0385 0.0025 0.1074  0.0131 0.1000 0.0800
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Table 7.
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The possible range of molar ratio H2CO changes in gasification process of Koppers-Totzek

nH2 I"ISZ
RMR mol H20 mol 0 2
mol DAF mol DAF
13 0.454
13 16 0.498
1.0 0.556
10 15 0.649
0.1 0.419
0.5 0.25 0.473
0.5 0.546
Table 8.

RHV
MJ/Nm3

121

The gasification with steam and oxygen to achieve RHV of gas.

MPa

01

3.0

6.0

0.1

3.0

6.0

dry gasyield

Nm3
kg coal

2.103
2.045

1991
1.884

1772
1731
1.676

nH2

mol H20
mol DAF

0.05
0.10

0.05
0.10

0.05
0.10

0.10

0.05
0.10

0.05
0.10

type.

H2

41.46
39.65

38.14
34.31

30.65
28.83
26.21

dry gas campos., %mol

Cco

31.90
30.50

38.14
34.31

61.28
57.66
52.41

ho2

mol 0 2

mol DAF

0.391
0.365

0.394
0.381

0.399
0.389

0.274

0.303
0.274

0.303
0.275

co2

24.74
27.76

21.69
2891

5.95
11.14
18.65

CH4

0.00
0.00

0.00
0.00

0.00
0.00
0.00

gas yield
Nm3kg coal

1.882
1.942

1877
1921

1871
1911

1433

1.387
1433

1.387
1433

N2

1.90
2.09

2.03
2.47

2.12
2.37
2.73

Heat Losses Estimation Via the Thermodynamic Model

equil temp
eC

1061
1165

1177
1382

1207
1512
1770

equilib.
temp. °C

1250
994

1280
1153

1321
1223

972

1248
978

1248
984

The presented thermodynamic model was used to describe autothermic gasifica-
tion process. This model can, however, also be used to solve another problem.
If the process temperature is known from the measurement, then heat losses
may be directly calculated from the overall heat balance equation. Such com-
putations were executed for coal from Table 1 (the final temperature of gasifica-
tion is equal 1500 °C). The estimated heat losses are equal to 6.1 %of the heating
value of DAF being in good accordance with the commercial results (4-7 % of
heating value of DAF [11]). As a result, the model presented can also be used
for estimating the consistency of published data and commercial reports.
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Conclusions

The presented thermodynamic model of coal and crude residue gasification
precisely describes all the important phenomena occurring in the Kopers-Tot-
zek and Shell processes. It was proved by the comparisons the calculated
compositions with commercial plant data.

The clear influence on the correctness of the results exhibits the degree of
carbon conversion, affecting in the first place the heat balance equation. When
the degree of carbon conversion is not known from industrial data, then
ac=0.97 is recommended.

The important conclusion resulting from the thermodynamic calculations is
that Koppers-Totzek and Shell gasification processes can be used for very
different feeds. The coal type has a minor influence on gas composition. The
process technology is, however, not flexible enough to manufacture gases of
different compositions. The heating value of the gas does not depend on the
process parameters. At typical process temperatures, the reaction (9) is shifted
to the left, resulting in low methane amounts and consequently in a low heating
value of the manufactured gases.

Symbols

constants in Equation 20
amounts of H, S, O, N gramm-atoms coresponding to one mole of gasified coal,
respectively

e f amounts of moisture and ash moles corresponding to one mole of gasified coal,
respectively

AGf° standard Gibbs free energy of formation, kj/mol

9 weight fraction

standard enthalpy of formation, kj/mol
ash fusion enthalpy, kj/mol
standard enthalpy difference in temperatures T and 298 K, kj/mol

K equilibrium constant
M atomic or molecular weight, g/mol
Mo ar molecular weight of one mole of dry ash-free coal, g/mol
n number of moles at equilibrium
number of moles in feed corresponding to one mole of gasified coal
P, P° process and reference pressure, respectively, bar
Qar heating value of dry ash-free coal, kJ/mol
heat losses, kJ/mol
RHV required heating value, MJ/Nm3
RMR required molar ratio of H2: CO
T temperature, K
\Y mole ratio of N2:0 2 in technical oxygen or in air

“o carbon conversion
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A decription of a method to optimize the load of the energy supply system
[ESS] for the parallel production of several products in a multipurpose batch
chemical plant for a fixed period of time is proposed.

The energy consumption for a single production - the partial energy con-
sumption and for all N productions - and the total energy consumption are
assumed to be periodic functions of time. The methods of Fourier analysis
were used to formulate and solve the corresponding mathematical model. An
optimization problem was formulated as a nonlinear programming problem
without restrictions. Standard procedures were used to solve a problem.

The briefdescription of FORTRAN-77 implementation of the method and
a simple test example are also discussed.

Introduction

During the last years, economy problems and reasonable utilization of energy
became increasingly important in the chemical industry. Chemical engineers
and designers currently develop methods for the design of chemical plants with
decreased energy consumption and for the optimal energy consumption of
existing plants.

The synthesis problems for recuperative heat exhanger subsystems of chemi-
cal plants were studied in the special literature. Problems concerning the syn-
thesis of flexible energy supply subsystems [1, 2] are currently investigated.

Reports on the design of batch chemical plants with decreased energy con-
sumption were published only recently. Knops et. al. [3] introduced in the
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problem for the optimal design of batch plants correlation accounting for the
energy consumption. Vasetenak €t. al. [4] proposed a method for energy
recuperation by an appropriate heat integration of batch processes. This meth-
od is useful to obtain estimates for the degree of energy utilization in multi-
product chemical plants.

The problems concerning the optimal operational control of multipurpose
batch chemical plants, accounting for the capabilities of the corresponding
energy supply subsystem (ESS) have not been discussed in the available litera-
ture, although they are particularly important for the effective utilization of
enegy in the existing multipurpose batch chemical plants.

The aim here is to present a method for the control of a set of batch chemical
productions. The method guarantees optimal loading of the ESS of multipur-
pose batch chemical plants.

Batch Chemical Plants as Energy Consumers

To clarify this, it is necessary to discuss what is a batch chemical plant as an
energy consumer and which are the factors determining its energy consumption.

Generally, a batch plant can be considered as a set of batch production lines,
characterized by particular energy consumptions for fixed periods of time. The
lines are interrelated with respect to their individual energy consumptions,
because they have hard connections with the ESS of the batch plant. The total
energy consumption of the plant, Fig. 1, is determined by the joint performance
of the production lines.

Consequently, the production line is a basic element, the performance of
which determines the energy consumption of the batch plant. For the purpose

Product 1

Product 2

Product 3

Product N

Fig. 1
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Elkwr

1 r
timethl

Fig. 2a.
The local energy consumption - time curve for a single stage

Elkw]

T—_ """" r
timelh !

Fig. 2b.
The partial energy consumption - time curve for a single technological line necessary to produce
one batch of the product

Fig. 2c.
The partial energy consumption - time curve for an overlapping operation batch chemical line

of energy consumption control, the production line can be considered as consist-
ing of production units. In each of these, some production stage is being
realized. Each production stage is characterized by some particular energy
consumption - the local energy consumption. If it is assumed that the stage is
realized in a single unit with constant energy consumption, the relationship
between local energy consumption and time is of the form, shown in Fig. 2a.
In practice, this relationship is much more complicated, but for simplicity it will
be assumed that the fluctuations of energy consumption for one stage are small
and can be neglected. If the energy consumption curves for all stages are known,
one can determine the energy consumption for the whole line, necessary to
produce one (Fig. 2b) or more batches of the product (Fig. 2c) called the partial
energy consumption function.

Because the whole equipment is loaded periodically, the partial energy con-
sumption function can also be considered periodic. Among all stages of the
production line, a particular stage can be found, which performs longer than
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the rest. This stage is called the limiting stage, and the time necessary for it -
the limiting time [5]. The limiting time determines the period of the partial
energy consumption curve for an overlapping operation batch chemical line,
Fig. 2c.

It is known [5] that depending on their structure and performance, batch
chemical plants can be classified as multiproduct and multipurpose batch plants.
11 a fixed sequence of production units is used to produce only one product at
a time, one has a multiproduct batch plant. If a set of production units is used
in different arrangements to produce one or more products at a time, one has
a multipurpose batch plant. Consequently, for multipurpose plants, the groups
of products and the equipment for their production can vary in one planning
period.

It is natural to assume that in the course of parallel production of two or more
products in amultipurpose batch chamical plant, the load of the ESS is the sum
of the partial energy consumption of the separate batch periodic lines. In such
cases, the energy consumption curve - called the total energy consumption curve
- often has peaks, which overrun the capacity of ESS, Fig. 3a. Thus, one has
to solve the problem : how to control the performance of the multipurpose batch

Elkw] f Product A
1 N 1 1
timelh 1
Elkw] Product B
& | | | | | | | |
time[h 1
Elkwl
Fig. 3a.

The partial energy consumption-time curve to produce a product A.
The partial energy consumption-time curve to produce a product B.
The total energy consumption for aprallele production of products A and B without shifts.
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Etkw] f Product A
n n n n n
Elkwl Product B
L_fLilL_TLJIL-rL-0
1 1 1 1 1 1 1 1 r
time[h ]
Fig. 3b.

The partial energy consumption-time curve to produce a product A.
The partial energy consumption-time curve to produce a product B. with shift
The total energy consumption-time curve for parallel production of products A and B with
shift.

plants so that the load of the ESS is as uniform as possible. One solution to this
problem is to find appropriate phase shifts for the starting times of the produc-
tions of the separate products, which will result in the smoothing of the total
energy consumption curve, Fig. 3b. A solution will be referred to for control at
this level of a production line.

Consequently, the control at the level ofa production line of the multipurpose
batch chemical plants with a criterion - the uniform load of the ESS - can be
realized by an appropriate choice of the starting times of the separate produc-
tions.

Method for Control of Multipurpose Batch Chemical Plants with Optimal
Loads of the ESSs

The goal of this method for control of the multipurpose batch chemical
plants guaranteeing optimal loads of the ESSs is to find such starts .vf
i = 1, N—1(N is the number of parallel-working production lines in a fixed
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period of time) of the partial energy consumption curves (with respect to one
of them, which is assumed to be the reference curve) so that the load of the ESS
(the total energy consumption curve) is as uniform as possible. As far as the
partial energy consumption functions of the separate productions are assumed
periodic for some time interval, the total energy consumption function (for all
productions) will be assumed to be periodic, too. This enables the use of the
methods of Fourier analysis to obtain the corresponding functions in an analy-
tic form. Thus a periodic function can be expanded in an infinite series and can
be represented as the sum of a constant component plus the cosine and sine
components of the different harmonics. In practice a finite number of harmonics
are used and the accuracy of the truncated representation of a particular
function depends on the number of harmonics used in the truncated expansion.

To find an analytic expression for the energy consumption function of a
particular production - the partial energy function, it is necessary to introduce
the energy consumption functions for each stage of the production - the local
energy functions and determine the coefficients in the Fourier expansion. By
summing these coefficients for the harmonics of all stages, one obtains the
Fourier coefficients for the partial energy consumption function of the par-
ticular production. This can be done for all N production lines to obtain the
analytic expressions for the total energy consumption.

The total energy consumption function for N parallel-working batch produc-
tion lines can be obtained through the Fourier expansion of the sum of the
partial energy consumption functions.

Next, it is necessary to determine the optimal time shifts of the partial energy
consumption functions subject to the additional requirement that the total
energy consumption function for all production lines has a minimal amplitude
of the oscillations. To do this, one tries to localize the minimum P of the area
F enclosed by the constant and the variable componensts of the periodic
function, thus determining the optimal shifts xbi = 1,2, ..., N —1, of the par-
tial functions with respect to the reference one:

P = min-Ff*I x2....*N-i). 1))

The values of the arguments (x2, x°, x~ -x) corresponding to the minimum
value P of F define the optimum starting times of the production lines.

The Mathematical Model

It is known [6] that every periodic function y/(t) = ¥(t + T) with period T> 0O
can be expended in a Fourier seies:

g
y/(t) « + X bh sin (kcot)+ Bkcos (kcot)], —T ™ t g .T, 2
2 K=
where y0 is the constant component; Akand Bk- the Fourier coefficients. The
latter are defined by:
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A,k-:_ rjI sin (kwt) dt (3)
B, = cos (kwt) dt (4)
yo=- (/0A (5)

The partial energy consumption function Fpar (i) for i—th technological line,
Fig. 2c is a periodic function with period Tjim So it can be expanded as a Fourier
series, (Eq. (2)), too. To have the function Fpar(i‘) completely determined, one
has to know the values of the coefficients Ak and Bk. The coefficients of the
partial function Fpar (0) can be obtained as sums of the Fourier coefficients of
the functions f\ (tj), reflecting the local energy consumption-time relationship
for stagesj,j = 1, 2,..., m\

The Fourier coefficients of the local energy consumption function /e (ij) for
the j-th stage of the i-th production can be written as:

4
A Fj)sin (kw 'y dti (6)
B), = A dj)cos dt )
x
J]A d)dt> (8)
where a0 —— is angular frequency [6 ¥; k— the order of the harmonic; tj—

time [B]; T}- the time necessary to realize the j —th stage of the i-th production :
fj(tj) - the value at time 77 of the j-th energy consumption function [IW,
Tj, which is assumed to be constant:

/j (/j) = £) = const, OgfgTj

The dimensions of A'jk, Bjk and y'jo are the same o f/j(ij)[H/).
Under the latter assumption Eqgs. (6)—8) yield:
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L esin | fc Tj

kn (10

(m)

Thus, for the Fourier coefficients of the partial function Fpr(/'), which is
the energy consumption of th i-th production line one has:

» 3 1—cos(K TimT

4 = Z 4* = |, (12
j=i =i kn
. wesin(M— t
o lim
mil ml ipi . gi
To=1 Tj,=1 V (19
i

=1 j=1  *lim

while for the partial function :
TarO) =4+ 1m (4 sin (kw'f) +B\ cos (kofl')), og g Tim (15)

The analytic expression for the total energy consumption Tgn (t) reflecting the
parallel performance (for some fixed period of time) of N production lines is:

Ten (0 = Z Tar(0, Oglg rgen: (16)
i= 1
N/ m
Tedd = X (4 + X (4 sin (kw't)+ &j, cos (kwh)) 1, 17)
i= 1\ k=1
N N m
Ten(0 = 1 /o+Z Z (4 sin(kw't")+ B{cos (kwh% (18)
i= 1 i—1 k=1
Z To.

Ten. V(0 = -Zl Zl(4 sin (koj't")+ BJ[ cos (kw'f))

Ten(0 = Ten.c+ Ten.v(d-

The function Tgn v(t) is the time-dependent component of the energy con-
sumption and it represents the oscillations of the energy consumption around
the constant component Fgn c. Next, it is necessary to locate the minimum of
4@, vas a function of the control variables xu x2,  xN_I5

Ten,v( = > Teny(T =+ F(*I. X2, ..., XN-,).
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To do this we introduce in Eq. (18) the parameters x,, acording to the shifts of
the partial functions, thus changing the independent variable + by r - tNand
tr=T-Xj fori= 1,2, N-21,0*"r*rgn

N1 m

fgen. ,(r) = X X \Alisin (km'{r-xy) + B[ cos (km \x-x )7+
i=1 k=1

+ X WK sin (fcooNr) + 52 cos (fewN)], (19)

3Tw
Next we integrate the variable component Fgn \(r) in the limits —_—

where Tgm is the period of Fgnto obtain the function F(xu x2, XN 1):
—€0s (km"3 s

F= X X ) [A[ cos (kw'Xi) + Bvsin (koj'x")} +
m'

o I-I(---r ----- [B'kcos (km'Xi)- A\ msin (koj'xV] V+
"

+X<!(l-cos(W" wsin | kmN 1 AN (20

The function F, Eqg. (20), is nonlinear in its variables and it is not subject to
any restrictions. One can use gradient methods to locate its extrema, because
the expressions for its partial derivatives are readily available:

gr NI m
= x Xx 1 cos(km [B{ cos (km'x() —Al sin (ko/xj] -
B j=I, k-1
N1m e
SX X sin ki [Bksin (kmXj) + Al cos (koj'x)]. = 1,2,..n—L (21)

Formally the minimum P of F will correspond to a situation when the time
variable component Tgn V* T gn ¢, 0~ /" Tgen This has no physical sense and,
therefore, we try to localize the minimum P of the function F2.

The Programme Implementation and an lllustrative Example

The method for controlling a group of parallel-working batch chemical lines
guaranteeing an optimal load of the ESS of multipurpose batch plants was
programmed in FORTRAN-77. The package developed comprises 12 comput-
ing and processing programme units, which perform on PC IBM/AT and
compatibles. They allow for dialogue input and correction of input data and also
for control and analysis of the solution obtained. The design of the package
allows the organization of the calculations in an overlay structure, which results
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in a considerable decrease of the core memory requirements with an insignifi-
cant increase of the computational time.

The package was first tested with simple data, making a check of the output
results easy and enabling one to observe in detail how the method and the
programme units work.

The following simple example concerns three productions AAAI, BBB1 and
CCC1 with overlapping operation times to illustrate the method for controling
a group of parallel-working batch production lines with an optimal load of the
ESS of the multipurpose batch chemical plant. The input data are listed in Table
1

Table 1
narre of technology AAAI BEBL L
No of stage | 2 1 2 1 2
time for performing stage [h] 2 6 3 6 4 6

energy consumption of stage

3+102 102 3+102  2+102  2- 102 102
[kw]

Fig. 4a shows the load of the ESS, when all three productions are started

simultaneously. In the course of one period, the maximum load is 12.7 « 102
[kW], and the minimum - 3.38 102 [KW].

Fig. 4a.

Energy consumption - time functions
1- for production AAAI without shift
2 - for production BBB1 without shift
3 - for production CCC1 without shift

4 - total function without shifts.
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Fig. 4b.
Energy consumption - time functions
1- for production AAAI without shift
2 - for production BBB1 without shift
3 - for production CCC1 without shift
4 - total function with shifts.

The optimal load of the ESS when the three productions work in parallel is
obtained when production CCC1 is switched on at the (conditional) zero of the
time, production BBB1 - one hour later and production AAAI - 3 hours after
BBBL1. In this case the maximum load of ESS is 9.12- 102 [kW] while the
minimum is 5.78 ¢ 102 [kW], The total energy consumption function for the
system under optimal loading is shown on Fig. 4b.

Conclusions

We propose a method for the control of batch chemical lines working in parallel
with the optimal load of the ESS of a multipurpose chemical plant. It is valid
for control at the level of a production line with an optimality criterion directly
reflecting the energy consumption of the N production lines for a given period
of time. The control variables are the switch-on times for the separate produc-
tions.

The method is based on the following assumptions: the local energy con-
sumption (of a production stage) is constant; the partial energy consumptions
(of a single technological line) is periodic; the total energy consumption (of N
parallel-working technological lines at a given period of time) is periodic too.
A mathematical model for the total energy consumption is developed and solved
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with the methods of Fourier analysis. An optimal control problem is formulated
like a nonlinear optimization problem without restrictions.

A programme package was developed to implement the method on a com-
puter and the test results with a simple set of data are discussed.
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The profiles of tempeature, concentrations and hydrodynamic parameters
along the column height were simulated for the absorption of carbon dioxide
into a sodium hydroxide solution of total concentration up to 4.4 N in a
Nutter-valve plate column. The influence of the C 02 concentration in the gas
phase on the temperature and concentration profiles was estimated. The results
of simulation were compared to an experiment for the case of low concentra-
tion of C02in the gas phase (~ 1% and low concentration of NaOH solution
(~ 1 N). Comparison of the Nutter-valve and sieve plate columns is also
presented.

Introduction

In the work [1] a general method permitting the evaluation of the point and
Murphree plate efficiencies for absorption with first, pseudo-first and second
order chemical reactions was presented. In an earlier paper [2] the above method
was verified experimentally for the absorption of carbon dioxide into aqueous
sodium hydroxide solutions in a sieve plate column.

The aim of the present work was to simulate the process of C 02 absorption
into a NaOH solution in a Nutter-valve plate column. The results of simulation
were compared with an experiment for the case of low concentrations of C02
in the gas phase and not highly concentrated NaOH solution.

A comparison of the Nutter-valve and sieve plate columns is also presented.

The measurements were carried out in a column with 5 Nutter-valve plates
with downcomers. The internal diameter of the column was 400 mm, tray
spacing - 350 mm. A sketch of the apparatus was given in an earlier paper [2].
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The arrangement of the valves on a plate is shown in Fig. 1. The geometrical
characteristics of the Nutter-valve and the sieve plates are given in Tables 1 and

2. The measured quantities were the following : temperature, gas and liquid flow

rates, concentrations of the liquid and gas phases, total pressure drop across a
plate, clear liquid height, liquid weeping rate, and froth height.

o v s wWwN

Fig. I.
The arrangement of the valves on a plate.

Table 1.
Geometrical characteristics of Nutter-valve plates
/. / h, number valve weight valve hole size
*) (%) (mm) of valves ©) (mm Xmm)
18.5 14.7 25 23 19.9 68 x 12
18.5 14.7 50 23 19.9 68 X 12
Table 2.
Geometrical characteristics of sieve plates
/. / pitch do hy,
(«) *) (mm) (mm) (mm)
4.5 3.6 18 4.3 25
4.5 3.6 18 4.3 50
9.6 7.6 14.5 4.9 25
9.6 7.6 14.5 4.9 50
14.4 11.5 14.5 6.0 25
14.4 11.5 14.5 6.0 50

valve size
(mm Xmm)
68 X 15
68 X 15

number
of holes

309
309
509
509
509
509
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The working conditions of the column with the Nutter-valve plates were as
follows:

temperature: 16-18 °C

gas pressure: 1,008-1,031 bar

initial concentration of C02 in the gas phase: 1.02% vol.

gas flow rate: 0.074-0.251 m3s (ug= 0.5-2.0 m/s)

liquid flow rate: (0.26-6.94) 10~4 m3s

initial concentration of the solutions:

NaOH: 0.65-1.07 kmol/m3

Na2C 03: 0.005-0.22 kmol/m3
A detailed description of the apparatus and a measuring technique can be found
in reference [3].

Method of Simulations

The method of simulations of the absorption process in the column is based on
the “plate efficiency” concept, making use of the point efficiency, defined as:

yn-1-Y .
Mri-yi 0
and Murphree plate efficiency, defined as:

AR

y«-i-y!

In the process of C 02 absorption into aqueous sodium hydroxide solutions,

in considered conditions, the reaction of CO2with OH* ions could be treated

as a fast irreversible pseudo-first order reaction (appropriate criteria are given
in references [4, 5]).

In this case (y*=0), the Murphree plate efficiency can be determined from

the diagrams [1]:

2

BV npan> ) @

rog(l)

where :

L -
iogm = 1-exp UAg+ UM, 4)

N, 5)

_ jD\kOH cJion)ahrPH 6
(0)

@
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AMYe- 1 .
(L —9mBlu ®

Typical diagram valid for the considered conditions of this work are given in
reference [2].

The physical mas transfer coefficients in the gas and liquid phases (necessary
for the evaluation of the reaction regime) were calculated from the correlations

[61:

kta = GM/7i[(1565 \jDJut + 6.09/if+ 19.9Aw+ 1.56) IpJ(pe+ pL) ()
(yja (i0)

where
F=uefa (1

The axial dispersion coefficient was estimated from the correlation [6]:

uT _ 500VJz 1
Q- 10AT/)08 o (12)

The interfacial area per unit froth volume on the plate was measured experi-
mentally [3].

The values of the Henry’s and reaction rate constants as well as the properties
ofgas and liquid phases were calculated from the relationships given in reference
21.
: ]For higher concentrations of C02 in the gas phase, more concentrated
solutions and in cases, when gas is not saturated by solvent before entering the
first plate, one should take into account the heat balance equation (allowing for
heat effects of absorption, reaction and solvent evaporation):

= -coi? + JTHOY«, (13)

The molar flux of carbon dioxide and water vapour can be calculated from the
relationships:

NcOi ~ 17m(rn-1  Yo) (14)
JIHD = kga Aht(p,-p HI0) 05)

In the work [7] the value of the equilibrium pressure of water vapour over
concentrated aqueous sodium hydroxide and sodium carbonate solutions (total
concentration up to 4.4 N) was determined. Using the Dihring method, the
following dependence of water vapour pressure on temperature was established
for the above solutions.

2283.4

logpr= 6.066- T (16)
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This relationship is valid in the range of temperatures 20-45 °C.
In the process of C02absorption in NaOH solutions the heat of dissolution
of C02equals [8]:

gA = 19.4 « 103 kJ/kmol
and the heat of reaction [g]:
gR = 89.2 ¢ 103 kJ/kmol
Hence the total heat effects equals:
g = gA+ gR= 108.6 « 103 kJ/kmol @17
The heat of water vaporization was determined from relationship [9]:

\ 0.38

(2 . 3 6 15 - (1 8 )

Specific heat of the above solutions equals [10]:
cp= 3.6 kJ/kgK
Making use of Eqgns. (3) and (13) and assumingqf/(\)/rl_the next (n) plate:

B0 — c8o(yn-n + 2N (19)
eDO(l)<n) = CDOf1)(n—1) N COj V1 (20)
yo - Vn-id-~Mv) (21)

Gn) = Gn-l)e A (22)

e = B Caen) s 218 (23)

(24)

we obtain the profiles of concentrations, temperature and flow rates along the
column.

Simulation of the absorption process in the column was started at the bottom
plate (n= 1).

The input data were as follows:

- the outlet liquid flow, composition and temperature,

- the inlet gas flow, composition, temperature and pressure.

Calculations, simulating the process of C 02 absorption, were carried out for
NaOH solution of total concentration 4.4 N, varying the gas concentration at
the inlet of column from 1to 20%. The calculations were performed assuming
as a starting value of the liquid temperature at the outlet of column equal to
40 °C.

Results and Discussion
Typical temperature and concentration profiles together with the relevant values

of hydrodynamic and physicochemical parameters along the column are shown
in Table 3.
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Table 3.
Profiles of temperature, concentration and hydrodynamic parameters along the column height
(P=1.031 bar; Av=0.025 m; AL= 0.044 m; Af=0.100 m; a= 291 m2/m3)

Pate No 1 2 3 4 5
yL(i, * 104 m3/s 6.111 6.111 6.117 6.100 6.079
Y.Ll =102 m3ls 7.389 7.687 7.584 7.414 7.260
y., -1 % 20.00 18.16 16.46 14.92 13.55
') °C 40.0 40.7 38.7 36.4 34.3
cBO() kmol/m3 2.400 2.576 2.745 2.897 3.031
cDA() kmol/m3 1.000 0.912 0.827 0.751 0.684
K% kmol/m3s bar 0.2613 0.2716 0.2654 0.2567 0.2490
kla s"1 0.1047 0.1088 0.1038 0.0977 0.0924
Auyn' 1010 m2/s 8.967 9.297 8.610 7.844 7.197
A(1]103 kmol/m3 bar 6.229 6.134 6.406 6.750 7.087
De- 103 m2/s 8.35 8.36 8.38 8.40 841
my) % 9.02 9.21 9.14 9.03 891
Pe - 117 117 117 1.16 116
e - 0.798 0.700 0.592 0.503 0.432
NW % 9.20 9.39 9.32 9.21 0.09
Y % 18.16 16.46 14.92 13.55 12.32
»W io4 m3/s 6.111 6.117 6.100 6.079 6.061
v, w>ei02 m3/s 7.687 7.584 7.414 7.260 7.129
i© °C 40.7 38.7 36.4 34.3 325
B0 kmol/m3 2.576 2.745 2.897 3.031 3.150
Do) kmol/m3 0.912 0.827 0.751 0.684 0.625

Fig. 2.

Temperature profiles along the column.
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The temperature profiles along the column are shown in Fig. 2. As it is seen
from Eqg. (13), three heat effects, namely, dissolution and reaction as well as
solvent vaporization, have an influence on the total change of liquid tem-
perature. Gas absorption causes an increase of liquid temperature, whereas
solvent evaporation - a decrease of liquid temperature. As shown in Fig. 2 the
liquid temperature reaches its maximal value in the middle of the column.

For concentrated gases (10-20% vol. C02) an increase of temperature result-
ing from the absorption dominates the solvent vaporization. For diluted gases
(1-5% vol. C02) the heat effects of solvent vaporization predominate.

For diluted gases the change of liquid temperature along the column, results
only from the heat effects of dissolution and reaction (gas being saturated by
H20 before entering the first plate) being small and amounting to 0.4 °C (1%
vol. C02in a gas phase) and 2 °C (5% vol. C02in a gas phase).

The changes in the gas phase flow along the column range from 4% (20° vol.
C02 to 7% (1% vol. C02). The changes in the liquid phase flow were less than
1%.

The calculations were also carried out for the case of a low concentration of
NaOH solution (IN).

The results of the calculations were compared with experimental data for
diluted gases (1%vol. C02). The gas was saturated by H20 before entering the

Fig. 3.
Comparison of the experimental values of the C 02 mole fraction at the column outlet y(ari);,, P
with those calculated y (ou)(caio
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Table 4.
Concentration profiles along the column height
(/»=1.031 bar; y(n)= 1.02%; i=18°C; Kg=7.39- 10“2 m2/s; KL=6.11 « 10“4 m3s; AL=0.044 m;
AF=0.100 m; Av=0.025 m; a=291 m2/m3)

Plate No 1 2 3 4 5

Yn-1 % 1.02 0.95 0.88 0.82 0.76
¢BO() kmol/m3 0.630 0.637 0.644 0.651 0.657
oo kmol/m3 0.230 0.226 0.223 0220 0.217
ke kmol/m3s bar 0.3240 0.3242 0.3244 0.3246 0.3248
et ei0s m2/s 1231 1.233 1.234 1.236 1.237
Ll S i02 kmol/m3 bar 2.878 2.879 2.879 2.879 2.879
eatt % 656 6.92 6.96 7.00 7.03
De m103 m2/s 8.35 8.35 8.35 8.35 8.35
Pe - 1.18 1.18 118 118 118
}ﬁ) - 0.167 0.153 0.141 0.130 0.119
£mv % 7.01 7.06 7.10 7.14 7.17
Yout(ex) % - - - - 0.71

first plate and constant values of temperature and flows of gas and liquid along
the column height could be assumed.

A comparison of the C 02 mole fraction values at the column outlet found
experimentally, y(or)e® with those simulated, and is presented in
Fig. 3. The average relative error for all the measurements (with respect to the
experimental values) was 2.7% (max. error was 11%).

Typical concentration profiles and the values of physicochemical properties
and hydrodynamic parameters along the column height are given in Table 4.

The liquid flow on a plate approaches the ideal mixing liquid flow and the
influence of the degree of liquid mixing on the value of plate efficiency was very
small (1-4%).

Comparison of the Nutter-Valve - and Sieve-Plate Columns

In order to compare the performance of the Nutter-valve and sieve plate
column, the values of column efficiencies were calculated for the same working
conditions.

The values of column efficiencies for a sieve plate column are generally higher
than those for a Nutter-valve column. Only for low gas velocities (ug=0.5 m/s)
the values of column efficiencies are a little higher (~5%) for a column with
Nutter-valve plates, as for those conditions the interfacial gas-liquid area on
Nutter-valve plates is a little higher than that on sieve plates [3]. In the con-
sidered working conditions, the values of column efficiences for a sieve plate
column are on the average 15-20% higher than those for a Nutter-valve plate.

In addition, the Nutter-valve plates have a more complicated design and are
more expensive.
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Dependence of the total pressure drop across the plate on the gas velocity.

The superiority of the valve plates lies in their hydrodynamic parameters. The
results of hydrodynamic measuremenets are as follows :
1 The pressure drop is smaller on the Nutter-valve plate, hence it is energetically
more favourable than the sieve plate.

Aq
4
(%) an, Plate
X A3 .. 5 sieve
LQ=25.8m3(m2h) 0 s 96 sieve
[ 60 1AAsieve

L,=9.09m3/(mh)
¢ Nutter-valve

20 u3(m/s)
05 10 15 20 25 30

Fig. 5.
Dependence of the liquid weeping on the gas velocity.
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Dependence of the froth height on the gas velocity.

0.8r
* Lw =6m 3(mh )
hw=50mm do fa 3lale
06. nn% .
X 43 45568
04 04996 s!eve
D60 144 Sieve
o Nutter-vahe
02.-
0-

05 10 15 20 25 30 35 pijnflw,
s (TP

Fig. 7.
Dependence of the relative froth density on the gas velocity.

The pressure drop on the valve plate barely changes with increasing gas
velocity (see Fig. 4). This is because the valves open gradually, thus the plate
operates more flexibly.

The operating range of the valve plate is much larger thant that of the sieve
plate (see Fig. 4). Flooding on the valve plate occurs at an essentially higher
gas velocity.

The relationship between the maximum and minimum velocities on the trays
is as follows:
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8-10; =4-5

3. There is practically no weeping on the valve plate, whereas the weeping on
the sieve plate at small gas velocities is not negligible (see Fig. 5). This
decreases the efficiency of the plate.

4. The liquid hold-up, the froth height and the relative froth density on the valve
and sieve plates are practically the same (see Fig. 6-7).

Conclusion: Hydrodynamically, the Nutter-valve plate is much more favour-

able than the sieve plate.
The same advantages were emphasized by Anderson et al. [11].

SYMBOLS

a interfacial area unit volume of froth (m2/m3)
A plate area (m2)
b stoichiometric coefficient
cBD concentration of the liquid phase reactant (kmol/m3)
DO concentration of the liquid phase product (kmol/m3)
A specific heat of the solution (kj/kg *K)
do hole diameter (mm)
(@) diffusivitiy of the absorbed gas in the liquid phase (m2/s)
de axial dispersion coefficient (m2/s)

diffusivity of the absorbed gas in the gas phase (m2/s)
B point efficiency
£nv Murphree plate efficiency

plate free area referred to the total area of plate (%0)
/ plate free area referred to the active area of plate (%)
F gas velocity factor, defined by Eq. (11) (m/s m[kg/m3)
9 valve weight (g)
Qv molar gas flow rate per unit plate area (kmol/m2es)
Cm molar gas flow rate (kmol/s)
h, froth height (m)
hL clear liquid height (m)
>4 weir height (m)
H Henry’s constant (kmol/m3 «bar)

\V volumetric gas-film mass transfer coefficient per unit volume of froth (kmol/
m3es «bar)
kLa volumetric liquid-film mass transfer coefficient per unit volume of froth (s'J)

| length of liquid path along the tray (m)
L liquid flow rate per unit active area of plate (m3m2 «h)
K liquid flow rate per unit weir height (m3/m «h)
7-\/gn_p liquid weeping rate per unit active area of plate (m3/m2 mh)
n number of plate
N molar flux (kmol/s)
number of gas-phase transfer units (Eq. 5)
number of liquid-phase transfer units for the process of absorption with chemical
reaction (Eq. 6)
P partial pressure (Tr, bar)
Ap total pressure drop across the plate (mm w.g.)
P, equilibrium pressure of water vapour (bar)
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p
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total pressure (bar, N/m2)

Pe=uLI/DE Peclet number

sege

:I,‘<‘< <CHwO

AL

>

total heat effect of absorption and reaction (kj/kmol)
heat of absorption (kj/kmol)

heat of reaction (kj/kmol)

heat of vaporation of water (kJ/kmol)

cross-section area of froth (m2)

absolute temperature (K)

linear velocity (m/s)

volumetric flow rate (m3/s)

mole fraction of the component A in the gas phase
mole fraction of the component A in the inlet gas
mole fraction of the component A in the outlet gas
equilibrium mole fraction of the component A in the gas phase
mole fraction of C02 at the column inlet

mole fraction of C02 at the column outlet

plate width (m)

=

GREEK SYMBOLS
porosity of froth
relative front density ( ® = — |

\Y \%
parameter defined by Eqg. (8)
viscosity (mPas)

SUBSCRIPTS
gas
?_ liquid
0 bulk liquid
(0) liquid inlet
) liquid outlet
(in) column inlet
(max) maximum
(min) minimum
(out) column outlet
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The static relative permittivity &0), Piekara factor 2, density 4. refractive index
referred to the sodium D-line nD, and vapour-liquid equilibrium data of a
methyl-ethyl-ketone + carbon tetrachloride mixtures were determined at dif-
ferent temperatures.

The results obtained for a mixture of methyl-ethyl-ketone + carbon tetra-
chloride lend support to the idea that the equilibrium of keto-enol tautomerism
is displaced by the non-polar carbon tetrachloride towards the enol formation,
i.e. in the direction of the formation of keto-enol association complexes. Based
on a dielectric model, the dipole moment (//KE= 0.81 x 10" 30 Cm) and relative
quantity of the resulting association complex were determined. Based on this
model, an explanation could be given of the dipole moment of the methyl-
ethyl-ketone molecule measured in a non-polar solvent at infinite dilution.

The equilibrium constant calculated on the basis of the dielectric model
Ne =0.13) agrees well with the result based on a different model, obtained
earlier (R atkovics and co-workers [1]).

Introduction

In the methyl-ethyl-ketone its free enol content is negligible [2]. The enol
molecules are linked to a keto molecule being stabilized by an inter-molecular
hydrogen bridge, forming a keto-enol associate. If it is mixed with a non-polar
component, the keto-enol equilibrium is displaced in the direction of the forma-
tion of associates (Ratkovics and Palagyi-Fényes [3]). The joing use of the
classical dielectric and non-linear dielectric methods is one of the likely methods
for studying this equilibrium process. The former one yields the static relative
permitivity of the liquid phase e(0), and the latter the Piekara factor a= Ae/E 2,
a characteristic of the dependence of the static relative permittivity on the
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electric field E. Supposing a formation of an association complex, i.e. a dimer,
we encounter two unknowns in the study of the equilibrium, the concentration
of the associate and its dipole moment. In this study, these quantities and the
equilibrium constant of association was determined on the basis of an associa-
tion model, from the dielectric properties of the methyl-ethyl-ketone + carbon
tetrachloride systems.

Experimental

The chemicals used were Reanal products. The dehydration of carbon tetra-
chloride and diethyl-ether was made by phosphor pentoxide, that of methyl-
ethyl-ketone by sodium sulphate. They were then rectified on a column corres-
ponding to about 15 theoretical plates using a reflux ratio of 1: 10.

The purity of the materials was checked by density measurements and gas
chromatography. Neither water nor any other impurity could be detected.

Measurement Methods

Density was measured with a digital density meter (Anton-Paar system). Re-
fractive index was determined with a Zeiss Abbé-type refractometer. The va-
pour-liquid equilibrium measurements were made with a circulation apparatus
made according to the description of Stage [4]. The static relative permittivity
was measured with a Siemens impedance bridge (Model Rel 3R-277 A). The
Piekara factor of pure materials and mixtures was measured with an apparatus
made at our department, based on the principles known in published literature
(Malecki [5]).

The experimental arrangement used here was described previously [6].

The Piekara factor was calculated according to the:

A As
A= ) ()

relationship, where Ae is the change of the permittivity in the high electric field
E.

Table 1

Non-linear effects of liquids

t/(i(rBv2m2

Liquid
This work Other sources
carbon tetrachloride 1.50 161 11
diethyl ether -35.0 -34.7 [12

nitrobenzene 31.7 315 [13]
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Experimental Results

Table 1 includes the Piekara factors of pure materials measured in our app-
aratus, compared with data found in literature. The agreement is good, proving
the proper functioning of the apparatus. The densities q, refractive indices nD,
static relative permittivities e(0), Piekara factors A and vapour-liquid equili-
brium data measured in methyl-ethyl-ketone + carbon tetrachloride systems are
presented in Tables 2-5. Due to the rather high specific conductance of the
mixture, the Piekara factor could not be measured in the 0.6 <xI interval of
molar fractions.

The Model Used
The basic ideas were the following:

i. Three real species are distinguished in mixtures of methyl-ethyl-ketone + car-
bon tetrachloride. K is ketone in keto form, KE is the keto-enol association

Table 2.
Density of the methyl-ethyl-ketone (1) +carbon tetrachloride (2) mixtures at 293.15 K and
313.15 K.
B (kg/m3)
(mol/mol) T=203.15 K T=31315 K
0.0000 1504.1 1554.9
0.0863 1531.8 1493.9
0.1930 1451.8 14152
0.2920 1377.4 1342.2
0.3944 1299.0 1265.7
0.4903 12244 11927
0.6010 11367 1107.1
0.6959 1059.5 1031.9
0.8034 9712 945.6
0.8920 896.8 8733
1.0000 805.0 783.9

Table 3.

The static relative permittivity (e(0)) of the methyl-ethyl-ketone (1) +carbon tetrachloride (2)
mixtures at 293.15 K and 313.15 K.

xi £0)

(mol/mol) T=293.15 K T=31315 K
0.0000 223 2.20
0.0863 3.15 2,99
0.1930 483 415
0.2920 5.77 533
0.3044 7.27 6.67
0.4903 8.79 801
0.6010 1065 9.68
0.6959 1233 1117
0.8034 1437 12.99
0.8920 16.20 1462

1.0000 1851 16.56
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Table 4.

The Piekara constant (A) and the refractive index (nD) of the methyl-ethyl-ketone (1) +carbon
tetrachloride (2) mixtures at 293.15 K and 313.15 K.

*1 B *1 d
(mol/mol) (1019V-2 m~2 (mol/mol) T=293.15 K T=313.15 K

0.000 15 0.0000 1.4605 1.4484
0.112 - 451 0.0863 1.4542 1.4422
0.191 -126 0.1930 1.4462 1.4342
0.287 -212 0.2920 1.4388 1.4269
0.352 -278 0.3944 1.4308 1.4189
0.402 -368 0.4903 1.4230 1.4115
0.556 -561 0.6010 1.4137 1.4023
0.593 -740 0.6959 1.4060 1.3946

0.8034 1.3967 1.3855

0.8920 1.3889 1.3780

1.0000 1.3792 1.3689

Table 5.
Vapour-liquid equilibrium data the methyl-ethyl-ketone (I) + carbon tetrachloride (2) mixtures
at 313.15 K
* i P )
(molimol) (mol/mol) (kPa) Infj In 2
0.000 0.000 28.49 0.750 0.000
0.090 0.125 29.95 0.558 0.010
0.187 0.210 30.59 0.366 0.042
0.227 0.237 30.62 0.294 0.058
0.300 0.293 30.67 0.229 0.083
0.375 0.343 30.43 0.156 0.115
0.523 0.455 29.76 0.084 0.176
0.685 0.595 28.29 0.031 0.244
0.773 0.695 27.15 0.025 0.247
0.840 0.765 26.24 0.004 0.302
0.898 0.852 25.24 0.005 0.251
1.000 1.000 23.80 0.000 0.375

complex, tmd A is the non-polar constituent. It is supposed that the enol-
form itself is not sufficiently stable, and consequently it can be considered
absent from the mixture.

ii. The association reaction:
The equilibrium constant of the reaction :

XEE /}i LWy (3)
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where XKEis the real mole fraction of the keto-enol associate, xKthat of the
keto-form, / KEand / Kare the corresponding activity coefficients. KIx is the
equilibrium constant including real mole fractions, while KX is that involv-
ing activity coefficients.

iii. The dielectric properties of the mixture can be discussed according to the
Onsager theory of dielecrics.

iv. As in a pure methyl-ethyl-ketone the quantity of assicates containing the
enol-form is negligible, and there is practically no free enol-form, there is
no chemical interaction between the molecules in the keto-form, it may be
supposed that the Rpcorrelation coefficient characteristic for the intensity
of the interaction (see relationship (8)) is unity in the pure ketone. Based on
the Rp= 1condition, the dipole moment calculated from relationship (9) can
evidently be considered the dipole moment of the keto form.

It is well known that the relationship between the static relative permittivity
and the electric field is given by the following equation :

e(E) = e(©) + XE2 (4
It is a property of the vector of electric polarization that:
P(-E)=-P(E) ©®

so that in (4) no uneven exponent in E can occur. The method of calculating
the Piekara factor (1) follows directly from relationship (4).

A consideration of the non-linear dielectric effect in the theory of dielectrics
is possible [7] as follows. Neglecting the interaction between dipoles, the average
value of the dipole moments in the direction of the field is:

where :

H  molecular dipole moment

K Boltzmann constant

F  part of the internal field exerting a directing effect
T  temerature

L(x) = cth X-—- : Langevin-function
X

In the region of small fields (linear behaviour), in taking the series expansion
in (6) it is sufficient to retain the first member of the series. If, however,
10s V/m<F, then the second member of the series also gives a considerable
contribution to the value of rB> Then we get:

The contribution of the new member to is negative, this is called the
normal saturation effect.
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The interaction of dipoles can be taken into consideration in (7) by the
correlation coefficients Rp and Rsmentioned earlier.

<= £= RA~ R,F3 (8)

The phenomenological Onsager theory yields the following relationships for
Rpand Rscorrelation coefficients:

R = 21eokT(2e(0) + n\)2  f(MIX1+ M2X2) (e(0) - 1) _ 1) _ M2X2(nl~\)\
p  NAfi2x1(2e(0)+ 1) (<2 + 2)2 [ 30e(0) 01(26(0) + /1?) Q@(2e(0)+ nl)§

45e0k3T 3(2e(0) + n2)2 F(26(0)+ na)y (M 1x 1+ M 2x2) »  (2g(0)1 + N¥)MX2 . ]
0)2(n2+ 2)2 1 e(0)2(n2+ 2)2q s(0)i(n2+2)2q2 2]

where :

X mole fraction of substance i

e0 static permittivity of vacuum

Na the Avogadro number

M{ molar mass of component i

R dipole moment of the polar component.
Index 1 refers to the polar component, index 2 to the non-polar one, the

quantities bearing no index refer to the mixture.
Let us introduce the following notations.

N number all the ketone molecules

NK number of molecules in the keto-form

Nke number of associated keto-enol molecules

Mke dipole moment of the associate

RK dipole moment of the keto-form
It is evident that:

N = Nk+ 2Nke (n)
In studying the effect of the electric field on chemical equilibria, M atecki [8]
expressed the Rpand Rscorrelation coefficients with molecular characteristics

too. Applying his theory to reaction (2) the following relationships were ob-
tained :

zkeMke

At ol (12
K= i2Pclfk ° Zkeultzé/ik)\ ‘ ZI_GArPE&Az}E izl{/?i—iﬁ-a
Where :
XK Nk (13)
2N€E

ZKE ~ +2j\A€ (14)
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From these, the following equations are obtained for the unknowns zKE and

Rke
ZcE+ (4NP—R, —2)z2e + OR; - R a- IO R p+ 4)zKE+ 6RP- 3/18- 3= 0 (15)

Uke = Mi(Re 1rzkn) (16)

Equations (15) and (16) were solved by the Newton-Raphson method, after
Rpand Rswere calculated from (9) and (10). A transition from the zKand zKe
fractions to the molar ratios xKand xKEof a three component mixture is possible
by the following relationships.

Xk - Z K[zK+ Zf +
an

-"KE — ZKE 2

—_——n_ g
)

Evaluation of the Results

Fig. 1 presents the dependence of the Rpand Rscorrelation coefficients on the
nominal ketone mole fraction. The course of Rpindicates an associate of small
dipole moment, the interaction is decreased on increasing the temperature. In
the studied interval of molar ratios 0O<R S i.e. a normal saturation effect was
found. For the dipole moment of the keto-form = 10.4 x 10-30 Cm (3.14 D)
was found at both temperatures.

The Apand R, correlation coefficients in the function of the nominal ketone molar fraction at
293.15 K
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Fig. 2.
Dipole moment of the KE association complex

Fig. 3.
The molar fraction of the association at 293.15 K

The dépendance of the dipole moment of the KE associate on the ketone mole
fraction is seen in Fig. 2.

As gKE can be considered - with a good approximation - constant, this
supports our idea that the methyl-ethyl-ketone + carbon tetrachloride mixture
can be considered a three component one. We found that gKE is by one order
of magnitude smaller than the dipole moment of polar molecules, i.e. the KE
association complex has a non-polar character (/fKE= 0.81 x 10-30 Cm
(0.25 D)). A dependence of the KE associate on the nominal ketone mole
fraction is shown in Fig. 3.

It is evident on the Figure that the mole fraction of the KE associate has a
maximum in the vicinity of =0.5 nominal mole fraction. The agreement with
the result obtained by Ratkovics and co-workers [1] concerning mixtures of
methyl-ethyl-ketone + n-heptane and methyl-ethyl-ketone+ c-hexane is good in
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order of magnitude. As expected from the paper of Ratkovics and Palagyi-
Fenyes [3], reaction (2) is displaced by carbon tetrachloride toward the forma-
tion of KE associates. Based on our results, the dipole moment of the methyl-
ethyl-ketone molecule in a non-polar solvent at infinite dilution can be explained
as follows:

Our model gives for infinite dilution :

ZrE= lim zKE= 0.16

Fig. 4.
The Ku equilibrium constant in the function of the nominal ketone molar fraction at 293.15 K

Fig. 5.
The dependence of In/ KE—In KIx on the nominal ketone molar fraction at 293.15 K
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Consequently, at infinite dilution, using the additivity of directional polariza-
tion, the dipole moment of the methyl-ethyl-ketone molecule can be calculated
from the:

Mmek — x kMk + x keMke
relationship.

The result obtained: /tMK = 9.57 x 1030 Cm (2.87 D) agrees well with those
measured by Pinkus [9] in benzene /ZMEK = 9.53 x 10“30 Cm (2.86 D), and by
A roney [10] in carbon tetrachloride /tMK = 9.47 x 1030 Cm (2.84 D).

This reasoning leads us to the conclusion that - contrary to the view wide-
spread in literature - the dipole moment of the methyl-ethyl-ketone molecule
measured in non-polar solvent at infinite dilution cannot be ascribed to the pure
keto-form.

The dependence of the Klx equilibrium constant of reaction (2) on the
nominal ketone mole fraction is seen in Fig. 4.

The fact that KIx varies with x t can be explained by the dependence of activity
coefficients on the composition. As in the 0.1 range of mole fraction
xKE is smaller than x 1 by an order of magnitude, the activity coefficient of the
keto-form can be considered with a good approximation indentical with that
of the ketone in the nominally binary mixture. Taking the activity coefficients
from Table 4, based on the results of Ratkovics and co-workers [1], for the
dependence of the In/ KE—In Ki function on the nominal keton mole fraction,
the results shown in Fig. 6 were obtained. (In Table 4 the activity coefficients
are given at 313.15 K, but this does not introduce any remarkable error, as such
differences in temperature do not affect / KE considerably.)

Using the results obtained by Ratkovics and co-workers [1] that fKE=1 in
the 0.1 <xx< 0.4 range, In Kx= —2.0 was obtained. Based on another model,
[1] obtained in mixtures of methyl-ethyl-ketone + c-hexane and methyl-ethyl-
ketone + n-heptane In Kx= —2.1. This agreement is very good, proving that the
thermodynamic equilibrium constant of the formation of keto-enol association
complexes Kx=0.13 regardless of non-polar solvent, and this justifies the appli-
cability of these models.
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A novel method for the design of a robust nonlinear feedback controller is
presented for control of high-order oscillations in continuous isothermal
crystallisers. The manipulative variable is the nuclei destruction or seeding and
the controlled variable is the number moment. Simulation results show that
the control system is robust to modelling errors and to disturbances occurring
in the system.

Keywords: Crystalliser, nonlinear control, robustness, oscillatory.

Introduction

Stability of crystal size distribution (CSD) in continuous crystallisers is not
guaranteed, even for steady state material and energy inputs. Long term CSD
oscillations (limit cycle behaviour) were observed in industrial ammonium
sulphate, ammonium nitrate, and potassium chloride crystallisers [1-4]. Ran-
dolph and Larson [4] showed that for a mixed system mixed product removal
(MSMPR) crystalliser with nucléation kinetics of the form, @', a value of i
greater than 21 is required for the CSD to become unstable. Stability analysis
pointed out two modes of CSD instabilities : high order cycling, which is caused
by discontinuous nucléation phenomena, giving an effective nucléation kinetic
order greater than 21 [4, 5], and low-order cycling, which is primarily due to
product classification [6, 7].

Saeman [8] discussed techniques by which nuclei could be segregated and
destroyed as a means to control crystal size distributions. Randolph and

author to whom correspondence is to be addressed.
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Larson [3] studied dynamic behaviour of contnuous, isothermal, mixed suspen-
sion, non-classified product crystallisation with respect to step changes in the
production rate and in nuclei destruction rate. They discussed control schemes
utilizing nuclei destruction based on the measurement of suspension area and
nuclei density. Sherwin et al. [6] analyzed crystal population dynamics based
on the work of Hulburt and Katz [9], and stbility in terms of a sensitivity
parameter was discussed. These independent works demonstrated that open-
loop crystallisation processes may be inherently unstable. Han [10] described
a control scheme based on the manipulation of flow rate. The scheme, however,
was not capable of stabilizing inherently high-order oscillatory dynamics.

Stability analysis by Lei et al. [11, 12] showed that high-order cycling in a
crystallizer with a fines trap can be eliminated by a proportional control of the
flow to the fines trap. They based their control scheme on the measuremenet of
the area density (second moment) in the fines trap.

Gupta and Timm [13] proposed a control scheme for stabilizing high-order
cycling in MSMPR crystallisers. Their control system initiated fines destruction
whenever the number density (as given by the zeroth moment) was above the
steady state value and seeded the crystalliser whenever the number density was
below the steady state value. Their control system design and simulation results
were based on a linearized model for high-order cycling eliminations. A control
system design for elimination of low-order cycling was analyzed by Beckman
and Randolph [14], and Rousseau and Howell [15]. A recent review of the
work done in dynamics and the control of CSD was given by Travare [16]. In
the present work, control for the elimination of high-order cycling is considered.
All the methods so far reported in literature for the elimination of high-order
cycling do not consider the robustness of the control system to modelling errors
and disturbances occurring in the system. Further, all the methods consider only
the regulatory problem and do not consider the start-up or servo problem. In
the present model, a robust control system design for nonlinear systems repor-
ted by Bhat et al. [17] is applied to eliminate high-order oscillations in isother-
mal continuous crystallizers.

Model Equations

The dynamics of crystal size distribution (CSD) were presented by various
authors in terms of the moments of distribution [3, 6, 10, 13]:

N _
=0 (1)

X

Uk -gpnH- |T< =0 2

©)
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The above variables were made dimensionless concerning the reference
steady-state values. As a consequence of the conservation of mass, the growth
rate at constant suspension was generated by:

®= 1/(tA @
Nucléation rate was generated by :
ore = @ (5)

where i is the relative kinetic order of crystallisation. With initial steady state
values references, the initial conditions are:

N() = L(0) = A(0) = T(0) = 1 (6)

The set of nonlinear differential equations with i=22 were solved for a step
disturbance in mean residence time at constant suspension density. The open
loop response is shown in Fig. 1. It is highly oscillatory. The stability analysis
on linearized model [4] shows that for i=22 it is unstable (increasing N with
time), whereas the solution of the nonlinear model by the present work shows
that for i =22 it is still the sustained oscillatory (limit cycle) in N. Even for i= 26

Fig. 1
Performance of the control system for regulation.
1- Open-loop system: 2 - Closed-loop using Equation (24); 3 - +40% perturbation in &\ 4 -
—40% perturbation in @'\ 5 - Closed-loop with Equation (24) and (27) with 7'=0.1;
k=—100 2m=- 10, i=2
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the nonlinear model shows sustained oscillation only. The initial peak value
increases steeply as i increases (not shown in the Figure). For i= 22, the peak
value is 7.65 whereas for i= 30 it is 17.5. As pointed out by Gupta and Timm
[13] a disturbance in the mean residence time can result in a surplus or a
deficiency of nuclei, assuming the desired product distribution is to remain
constant. In the former case, a balance can be achieved through nuclei destruc-
tion: in the latter, nuclei have to be added, perhaps by external seeding. The
destroyer is assumed to have a negligible time delay. Seeding crystals are of
nuclei size and have negligible mass [13]. Hence Equation (1) becomes [13]:

dN N
— -a®d'+ - =0
d& a X ™

For nuclei destruction a < 1; for seeding a > 1 The feedback loop is shown in
Figure 2. Equations (7), (2) and (3) can be rewritten in the standard form as:

X = f{x) + g(x)u

where :
~(N/x)
fix) = + (\M(xA)-(LIx) = 1/(tx3)-(a:2/T1)
1/(xA)~(A/x) U(ra3) - (x3/1)
[0}
g(x) = g 8
The variable to be controlled is the number moments N(=x1). Thus we have:
y=CX (9)
where :
c=[10Q
Fig. 2

Schematic sketch of the feedback-feedforward control scheme.
Signal Material flow
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Let us now look at the method of designing control schemes for tracking the
output to the desired reference value.

Control System Design

The conventional controller design technique for systems with relatively mild
nonlinearities are based on linearization around an operating point and then
applying the well established linear control theory to design linear controllers.
However, for the regulation of severely nonlinear systems such an approach
may yield extremely poor controller performance and the use of a nonlinear
control law may be a necessity [18].

Let us briefly discuss the method of Bhat et al. [17] for designing a robust
nonlinear feedback controller for trajectory tracking. The system considered is
in a state variable form:

X =f{x) +g(xu +d{6) (10)

y =cX (11)

Here Xis the state vector of size nx 1 and the vectors/ (x) and g(x) are the
nonlinear function of x. u is a scalar manipulative input. The vector d(0)
represents in general disturbances and y is a scalar output and is a linear
function of the state variables, x. Here ¢ is a constant vector.

Let us assume the reference model in the scalar outputy is given by:

&. = wkym+ bnr (12)
The scalar e is defined as the difference between the reference value and the
process output:

e=ym-y (13)
The control objective is to force the error to vanish with a desired dynamics :

6=Xe (14)

where Ais the value for the error system.
Combining Equations (10) to (14), we get:

E=ymy (15)
= A+ (+ X?y+bnr - cf- cgu-cd) (16)

If we make:
+Xny +bnr-cf-cgu-cd = ke a7

from which we calculate the control law:
n=(eg) Yom—ef—ed—ke+XYj (18)
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Equation (16) becomes:

= e (19)

where K is the scalar error feedback gain.

It is to be noted that Equation (18) is also applicable to a multi-input
multi-output system, where the number of the input is equal to the number of
the output. In such cases ¢ and g are matrices, eg is a square matrix; Anto be
replaced by a reference system constant matrix Am; bnr to be replaced by BnrRm
of appropriate sizes in Equation (12).

In Equation (19), the error system eigen value n can be assigned arbitrarily
through proper feedback gain k. The control law Equation (18) is used to
calculate n in order to get the desired error dynamics.

Application to Crystallisers

Let us consider the problem of stabilizing the crystalliser at the unstable steady-
state when /=22 [iV—1, L= 1, A= 1]. The solution of the reference model
Equation (12) with the initial condition ym=x10 at 0 = 0 is given by:

ym(&a) = + (-y® '-) 0 - exTs) (2°)

It is to be noted that Amhas a negative value and the speed of response of ym
increases as Amincreases in the negative direction. The value of ymhas to reach
the steady-state values x\ from whatever may be the initial condition, x 2,0- Thus
we have, from Equation (20) under steady-state:

-bjr = *Um (21)

We have now the reference model as:
LT .- 22 (22)
yr(e = 0) =m*1 (23)

We will apply the result of an earlier section to design a robust feedback
controller. The control law Equation (18) becomes:

n= /®) b+ - K(YT~Y)+ Iy (24)

Since the knowledge of the disturbance (r) is required in Equation (24) the
control law is essentially a combined feedback-feedforward.

Simulation results of the closed loop system are shown in Figure 1. A perfect
regulation is achieved. A similar response is also achieved in L and A. The value
of the manipulative variable is shown in Figure 3. The robustness of the control
system to modelling errors on the performance of the control system is studied
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Fig. 3
Manipulative variable versus time for Figure 1
Legend: Same as in Figure 1.

Fig. 4
Performance of the control system for start-up condition, (at <9=0, N=2.05, L= 1.66, A= 1.22)
/ - With Equation (24) ; 2 - +40% perturbation in ®'; 3 - —40% perturbation in @';
k= —10.0, 2n= - 1.0

by giving pertubations +40% and -40% separately in the rate @' and the
perturbed value is used only in the control law Equation (24). Robustness of
the control system is shown in Figure 1.

The performance of the control system for start-up condition is studied by
using 7vV=2.04, L=1.66, A—1.22 and r=0.833 at t—0 in the crytalliser. The
desired values of N, L and A are each 1 The performance of the control system
is shown in Figure 4. A good response is obtained. The robustness of the control
system for perturbation in @' of +40% and —40% separately in the control law
Equation (24) is studied. A robust response is gained as shown in Figure 4.

To use Equation (24) we require the value of @ which depends on the values
of i, A and r. Since the value of i is greater than 21 for oscillations, even a small
error in i leads to a larger change in . We can predict @' from Equation (7)
as follows:

®\e) = (LLis) +LUig)/T(8))1a(e) (25)
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0
Fig. 5
Manipulative variable versus time for Figure 4.
(at 9=0, a= 1). Legend: Same as in Figure 4.
Fig. 6
Predicted and actual dynamics of ®* ----—-- actual value of ®’; --------

Equation (27) with 77=0.1 (at 9=0, ¢®'= 1).

predicted value from

18
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To obtain the estimate of @, it can be assumed that for the small time delay
T, the estimate @' at present time 0 is close to the value of @' at time (0 —)
in the past [19]:

Gle=¢ Ys-n (26)
Using Equation (25) and (26) we can estimate @' as:
'8 = (WB-T)+N(0- 7)1(<9- T))/a(B- 1) 27)

This predicted value of 0" is used in the control law Equation (24).

We presume here that the derivative of N is available from the measurement
of N. Using Equation (27) in Equation (24), we find that the resulting control
law does not require the knowledge of the order i and the measuremenet on A.
All those required are a measurement of N and its derivative and the mean
residence time. The performance of the control system using Equations (24) and
(27) is shown in Figure 1 itself. A robust response is obtained. The actual and
the predicted value of @' is shown in Figure 5. Since the time derivative of N
is required, the present method of getting N from N directly is applicable only
to the situation where the measurement of N is not corrupted significantly by
noise. For the situation of a significant level of noise presence, we can get the
derivative of N from the measuremenet of noise corrupted N by using the
differentiating Extended Kalman filter approach suggested by Carisson et al.
1201

Conclusion

The theory and application of a robust nonlinear feedback controller for
elimination of oscillations in continuous isothermal crystallisers is presented.
The controller is robust to modelling errors and disturbances. The method of
Bhat €t al. [17] provides a unified frame work for treating nonlinear control
problems arising in crystallisers.

SYMBOLS

A crystalline area moment, dimensionless,

Am reference system matrix

a factor by which nuclei density changes due to seeding or dissolving
coefficient matrix or vector of the input in the reference model
disturbance vector in the nonlinear model

e error, ym-y

f(x), 9(x) vector fields characterizing the nonlinear model

i nucléation dependency with respect to growth

feedback gain

crystalline length moment, dimensionless

number of inputs

order of the state-variabble model

crystalline number moment, dimensionless

input in the reference model

- Z253r X~
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time, hr.
T time delay used in the prediction of unknown dynamics
U manipulative input
X state vector
elements of x representing respectively N, L and A
steady-state value of x
initial value of htthe /m state variable
output variable of the system
Y., reference model output
Vil nuclei population density, dimensionless.
GREEK SYMBOLS
5 time, dimensionless
r mean residence time, dimensionless
(] growth rate, dimensionless
X X eigen value of the error system and the reference model respectively.
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DESCRIBING PARTITION AND REPLICATION OF PLASMIDS
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A stochastic process describing plasmid replication and partition is in-
troduced. The main advantage of this model is that in the stationary state the
plasmids have a Poisson distribution in the plasmid harbouring cells. By means
of the explicit results of the model simple estimations are given for some
parameters of two other models known from literature.

Keywords: mathematical model, replication, partition, plasmid stability,
stochastic process

Introduction

In the so-called genetically engineered micro-organisms the genetic code for the
production of some important proteins is usually located on plasmids. Plasmids
can replicate themselves during a cell cycle and their partitioning is a conse-
guence of cell division. These autocatalytic happenings finally lead to a larger
production of the target proteins.

Plasmid stability is related to the phenomenon, that at cell divisions, plasmid
free (negative) cells can be born, which neglectably rarely revert back to plasmid
harbouring (positive) ones. If these negative cells grow at least as fast as the
positive cells, they sooner or later outspace the positive variants (the proportion
of the positive cells converges to zero).

To study this phenomenon, it is crucial to model the replication and partition
of plasmids. The biological mechanism controlling this process is very complex,
and so are the mathematical models, which describe it. Therefore, it is desirable
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Technical College for Machinebuilding and Automation Math. Phys. Department
Izsaki ut 10, H 6000 Kecskemét, HUNGARY
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to give simple estimates for the quantities that can be calculated in a complicated
way or by computer simulation only.

A simple basic stochastic process is given as a model, which has some
adventageous features:

- The model is close to those examined in literature (e.g. [4], [5], [6], [7])

- In the stationary state of the process, the plasmids have a Poisson distribu-
tion in the positive cells. This (or the approximately normal distribution) is
frequently assumed in literature (e.g. [5], [7]). In our model, however, this can
be proved from the basic assumptions imposed on the replication and partition
of the plasmids.

- Itiseasy to calculate characteristic quantities of the model (e.g. segregation
probability, average copy number, and the rate of convergence mentioned
above). These expressions can be used as upper or lower boundaries for the
correspondent parameters of other models, the stationary state of which is not
so easy to calculate.

Description of an Idealistic Model in the Subpopulation of Plasmid Harbouring
Cells (Model 1)

In what follows, we refer to plasmid harboring cells as positive, and plasmid free
cells as negative variants. First we consider the subpopulation of the positive
cells only.

Let the random variables X(j) and Y(j) denote the number of plasmids in a
positive cell just after they'-th and just before the (/'+ I)-th partitioning, respec-
tively. Define the next (conditional) probabilities:

PM = Prob (X(]) =k\kzl) Q) = Prob (Y(]) = Kkl ]
(k=1,2,3,...; j=0,1,2,.

PM QM N0+1)

j cell cycle (/1+1

Let aj(m, n) denote the probability that in a cell during the y-th cell cycle m
replications occur under the condition that the cell contained n” 1 plasmids at
the beginning of the cell cycle:

aj(m,ri) = Prob (Y(j)—X(j) = m\X(j) = n') (Oim; Ign;y =0,1,2,...)

Let Rj(m, n) denote the probability that in a newborn positive cell at the
beginning of the y-th cell cycle, there are m plasmids under the condition that
its mother cell contained n plasmids before the division:

Bj(mri) = Prob (X(f) = m\Y(j—1) =r) (1 1gn;y = 1,2,3,...)
The X(j), Y(j) stochastic process is well defined if for any y'~0, n1:

S d(mn)=1 (LN
m=0
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z @(m) =1 (12

If the initial distribution of the plasmids, P*O) (k = 1, 2, 3,...) is given, then
the Pk(j), Qfj) (k - 1, 2,3 , = 012,...) distributions are uniquely deter-
mined by the equations:

(k: 1,2,3,..8 = 0,1,2, ...) (1.3)

(kz 1,2,3,.-;j: 0, 1,2, ...) (1.4)

In our Model 1, we define ri) and 3,(m, n) as generation-independent

probabilities:

N AT o i’

ogmN) =2-e N (iv>0 fixed; O 1PN;j= 0,1,2,..) (1.5)
, \nl/«-1 _ _

. (ISmin; 1~n;j= 1,2,3,...) (1.6)

- \,-

It can be seen that in this model - which is specifically a Markov chain - the
number of replications follows the Poisson distribution, with the expected value
of N independently of the actual number of plasmids in the cell. This assump-
tion was used in [3].

Our definition for the partition is not the classical binomial partition, which
was assumed in [6] and [7]. There the assumed binomial distribution concerned
the positive and negative cells together, while we define this only for positive
cells. The possible biological interpretation of this assumption will be discussed
later.

It is easy to check that 91.5) and (1.6) satisfy (1.1) and (1.2).

The next theorem shows the stationary state of this Markov chain.

Theorem 1.1
If
PM =e-N('i‘|_-])! &K= 1,2,3,.) (1.7)
then for any y'~0:
PM=c¢c" (k = 1,2,3,..)) (18
(K—l)!
0(A=e-N(2 0 _
Bng %K-l)! (k = 1,2,3,...) (1.9)

This theorem is a special case of the one described in [2]. Nevertheless,
elementary proof of it is given in the Appendix.

It can be shown - see [1] - that this Markov chain converges to its stationary
state, i.e. asy -+ oo.
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A V). pi= €N AT (k= 123, (1.10)
V)-p oDl )
QM- 2k~ i"ZN(Ef‘_Olk)'f k=123, . (1.11)

It can be said that at they-th partition, segregation occurs if Y(j—1) = nand
X(j) = nfor some 1 (i.e. all the plasmids have moved to one of the daughter
cells).

Lemma
If a(j) denotes the probability of segregation at the y-th partition then:

ag) = £ Q()A") (1.12)
Proof
It is sufficient to see that for any n,j * 1:
Prob (Y(J- 1)) = nand X(j) = ri) = Q,(J)Bj(n, n)

Theorem 1.2
Probability of segregation converges to a positive constant as the process
converges to its stationary state, namely:

o(J) -*e~N (/-*00) (1.13)
Proof
If
(2 T! i %
QM Ne ~ 1)1 (I (D)
then because of the Lemma:
_ D (2N)k-1 w Nt~1
a(j) - S (x-)! e Z\IKI:l(*-])! (->m0)

Taking the Negative Cells into Account

Let the probabilities pk(j), gK(j) be introduced just like Pk(J) and Qk(j), but also
taking the plasmid free cells into account:
pk() = Prob (XV) - K) akf) = Prob (Y() = K)
(k=012 ..3 =012 ..)
That is pk(j) and gk(j) can be interpreted as the proportion of the cells
containing exactly k plasmids (k2 0) in the joint population of the positive and

negative cells.
Suppose that the cell cycle of the negative cells is as long as that of the positive
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cells. If pk(0) (x = 0, 1, 2, ...) is given, then gk(j) and pk(j+ ) A = 0, 1, 2,
j = 0,1 2, ..) can be calculated as:

(2.1

Pod) k=10
o QyH) D

Uod) + \a{j+\)H(j) (k=0
LN+ 1) EE(I+1) (*§>)

where H(j) is the probability that a cell is positive in the y-th generation:
H(j) = 1—0o() = I~-Po(J)- K is clear that because of (1.13) qg0() -* 1 and
H(j) = 0 asj-*co. For the rate of this convergence we have:

Theorem 2.1
As the process converges to its stationery state so:
Hd)
H(0) (1- a/2)1 (-0) (2.3)
where a = e
Proof
Since forj™. 1
HG+ 1) = HG) & ag+ D

so we conclude :

Hd+1) 1—§(I) 1—(;(7) \-a(j2+\) (e

(2.4)

Because of (1.13) we are ready.
This theorem indicates that the proportion of the positive cells converges to

zero as fast as the ‘ 1- 9\{ function.

Applications

Our results can be used to estimate the correspondent quantities of other
models. Two examples for this are given below:

Estimation for Model 2

Suppose that the number of replications in a cell follows the Poisson distribution
with the expected value of N and partition occurs according to the classical
binomial distribution (Model 2, see [6], [7]):

Pod) (*=0)
2= T (kA1) @)
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A0+ O=i G~ Q (km (3.2)

where (just like before):

PkU) = Pfob (X(j) = K) qk(J) = Prob (Y(j) = K)
k=012 ...;=012, ..)

Let H2(j) be the proportion of the positive cells in the y-th generation:
H2QJ) =  Po(j) — 1—"0(/)- It can be checked that fory'S:0:

Po(j+1) = E ftO) = Po(/) + 9|S)(

SRR (E0)

We obtain:
I-PoO'+i) = 1-PoW -e N/2( E PiO)
A2(/+ 1) = H2(J)-e-N2( E Pti) (2) ) =
AHM-e-"RE#®" HXf)-e-N2H2U)
H2(j+ 1) & W2(/)d -e-N2
That is:

B 4 ~ 2(0)(1l-e-",2Y (3.3)

It is not difficult to prove (for example, by induction) that the probability of
segregation is higher in this model than in our Model 1 (see the Discussion), so
if the starting proportion of the positive cells is H2(0) = H{0) and the process
is close enough to its stationary state then:

A(0) (1- e-N2y » H2Q) it HU) « M - te~N 5(0) (3.4)

Estimation for Model 3
Suppose that at partition, both daughter cells get one plasmid and the rest of
the copies are distributed binomially; the replication follows the above des-
cribed Poisson distribution. This Model 3 is described in [5].

With the notations used previously:
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(*=0)
N (itgl) (35)
4doU+ 22AW =0
2
pii+ 1 =< ,2i()+Z,7()0_2) (=) )
(A"

Let # 3(/) be the proportion of the positive cells in this model in the j-th
generation. As can be checked, here the probability of segregation is lower than
in the previous models, so - supposing that # 3(0) = tf(0) = A2(0) - we can
conclude that if the process is close enough to its stationary state, then

H o (j) ~ H 3(3)

That is:
(3.7

(3.7) shows that by means of Model 1 it is possible to provide a simple
estimation of how fast the proportion of the positive cells converges to zero in
other models.

Let the next example be mentioned as a demonstration: in [3] the authors
reported that in their experiment the value of N for plasmid R1 in E. coli was
between 3 and 4. From this it is estimated that approximately 10“2is an upper
boundary for their segregation probability (e_4=0.018). The corresponding
parameter given by the authors in their Model 3 in [5] is really less than this
value.

Discussion

The Poisson and the binomial distribution are commonly applied to describe
random processes such as replication and partition, since these distributions
have been frequently observed in nature for growth and separation (see [1]). By
means of the assumptions (1.5) and (1.6) it is possible to prove that in Model
1the stationary distribution of plasmids in the positive cells is Poissonian again.

The distribution of point-like bodies in space (either molecules or stars)
frequently proves to be Poissonian [1], therefore, it is reasonable to suppose this
kind of distribution for plasmids in the cells. It is worth emphasizing that this
distribution is assumed by several authors, while it is a consequence of Model
1

A physical interpretation for (1.6) can be obtained, if a difference is made
between the two daughter cells: one of them is distinguished by a plasmid and
it remains positive at any rate. Segregation occurs only if all the plasmids are
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involved in this doughter cell so the other daughter cell becomes negative. It is
clear that in this way the segregation probability is lower if any of the daughter
cells could become plasmid free (Model 2); and higher than if each daughter
cell gains one plasmid (Model 3). In this latter case, segregation occurs only if
the mother cell has exactly one plasmid before partition.

It should be noted that even if this interpretation does not correspond to any
physiological partitioning mechanism, Model 1 can still be useful as a starting
point for estimating procedures, as in the case of the examples described above.

Let us examine the relationship ofthe average copy number to the segregation
probability in Model 1

Let Ex(f) and Ey(j) denote the expected value of X(j) and Y(j), respectively.
It can be shown that forj —0, 1, 2,

(j)) = Ex(J)+ N (4.1)
Ex(/+1) = "vW +1) (4.2)

and as the process converges to its stationary state:
bix (/)-AT+1, Ex() - 2N +1 (1-00) (4.3)

This means that if the process is close to its stationary state, then for the
average plasmid copy number C we have:

C ~ \n (4.4)

On the basis of (1.13) and (4.4) we can express the segregation probability by
means of the average copy number:

K f-w C (4.5)

(assuming that the process is not far from its stationary state).

According to (4.5) the segregation probability can be expected to be constant
only if the average copy number is constant and it decreases exponentially if the
average copy number of the positive cells increases. This is in good accordance
with ther observations [5].
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APPENDIX

A proof is given here for Theorem 1.1:
(1.8) is valid forj= 0. We go on by mathematical induction. Suppose that (1.8)
is valid for somey2;0. Then from (1.3), (1.5), and (1.4):

. K i-i 4-1
A K~ IN yy A

QM=1 FUqiy. 7 e (-

_ goN A1 k Nfc- N MA(NT1L
(fc-oi.ri Vi-»/ (*-1)

so also (1.9) is valid for this j. From this and from (1.4), (1.6) and (1.3):

. e-Ny (27V)-1
No+1)= iEKC_II) Z ((i7-V1))!
Sen Y ML M-k AL
i-k(fc-1)! (i-k)! (A- 1)

so the assertion is true for (j+ 1), too. This proves the theorem.
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A new theoretical model of the reaction equilibria for the urea-phosphoric acid
system at a molar ratio less than one is presented.

The following phase mass ratios: urea-phosphoric acid (if/), urea phos-
phate-mother liquor solution (6), mother liquor solution-phosphoric acid
solution (k) as well as efficiency coefficents for P20s and urea (rjPI0s, rfu) are
evaluated.

The correlations derived for these parameters provide better understanding
of the process and could e used in design and control of the urea phoshate
production process.

Introduction

The urea phosphate synthesis by the reation between urea and phosphoric acid
at the molar ratio 1: 1is well known and described in literature [1- 8].

Urea phosphate production is based on the neutralisation reaction between
phosphoric acid and the weak base (urea), similarly to the monoammonium
phosphate production by neutralisation of the phosphoric acid with ammonia.

In the reaction system CO(NH22—H3P04—H20, for the molar ratio
CO(NH2)2: H3PO4 < 3,2 at the equilibrium conditions, the monoprotonated
product [H2N —CO-NH”] H2POT (urea phosphate) as a solid crystalline
phase is precipitated.

At the molar ratio between 3.2 and 1the corresponding liquid phase contains
urea and urea phosphate, but for a molar ratio less than one, the solution
contains phophoric acid and urea phosphate.

In most references, the urea phosphate production process at the molar
urea-phosphoric acid ratio close to one is described [5-7]. Under these con-
ditions, the quantity of the urea phosphate crystals increases with the increase
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of the phophoric acid concentration, but decreases with the temperatur increase

8l.

[ ]With the excess of phosphoric acid, i. e. at the molar ratio CO(NH2)2: -
h 3po 4< lthe reaction between phosphoric acid and urea is essentialy reduced
to the monoprotonation of nitrogen atoms. This reaction is of ionic character
and practically is completed when the urea is dissolved. Further separation of
the urea phosphate crystals, up to equilibrium with the mother liquor, depends
on the solubility of urea phosphate in phosphoric acid.

Investigation of the influence of raw phosphoric acid impurities (H2S04,
H2SiF6, (Fe, A1)P04) on the urea phosphate solubility have shown that no
significat difference in UP solubility for raw and pure phosphoric acid exists [9].

As previously pointed out, the key process parameter is not the reaction
velocity, but the mass equilibrium ratio of crystalline urea phosphate to the
corresponding mother liquor solution [10].

Experimental

For testing the theoretical equilibrium model on experimental data, the urea
with 46.2% N, produced by HIP “Pancevo”, (YU) and the raw phosphoric acid
with 51.4% P20 5produced by IHP “Prahovo”, Prahovo (YU) were used. The
solution concentrations of H 3P 04 between 30 and 50% P20 5were obtained by
dilution.

Reaction was carried out in a cylindrical reaction vessel (200 cm3) equipped
by a (D/H = 1;d/D = 0.5; n= 1000 rmp) mech. stirrer and a shell for maintain-
ing the constant level of temperature (0.5 °C).

Solid urea was added into phosphoric acid at 70 °C up to the complete
dissolution. After that, the reactor content was cooled to the selected tem-
perature in the range of 10-40 °C. Crystallisation starts spontaneously by
gaining saturation at a selected lower temperature level and is completed in 0.5
hr attaining an equilibrium state. In the absence of crystallisation (super-
saturated solution), it was promoted by adding a small quantity of UP crystal-
line powder. The crystalline urea phosphate was rapidly separaed from the
liquid phase by the vacuum filtration, and crystals were washed with aceton and
dried at 80 °C.

The contents of P20 5 and Narid were estimated by standard procedures [11,
12].

Setting Up the Equilibrium Model
Setting up the theoretical equilibrium model for the urea-phosphoric acid

reaction system at the molar urea-phosphoric acid ratio less than one was
performed by a procedure, which is similar to that proposed earlier [10].
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The relationship between the starting and the final (equilibrium) states of the
system CO(NH2)2~ H3P04- H20 can be represented by the following scheme :

Q9+ HAD “*Crfg+M L (u @
The corresponding mass balance is:
mv+mH = mR+ mM (2)

It is suitable to introduce the following nondimensional parameters:

Y- ©)

=M “
MK

™y (5)

Therefore, it is more practical to perform their indirect estimation from the
measurement of the concentrations CP056 (H) and CP20s (M.
Thus, for y/ and k the following equations are used [10]:

¥ = 9n wCpjQ, (up. (6

(7)
€ P20j (ML)

Using the procedure proposed in [10] one can derive the equation for B:
I

+ W%kl
g _ CpaOi (HP) - (8)
1 \Ad ’
According to the definition, the concentration CP36 (M) can be represented
by: o A2+NE

K, (9)

<P 205 (ML)

Accepting that the solubilities of urea phosphate S in pure and raw phosphor-
ic acid are approximately the same [9] the mass of mother liquor solution could
be estimated from the solubility of urea phosphate in pure phosphoric acid :

mUP (S + 100)
(10
According to the definition, the concentration of phosphoric acid, which app-
ears as a solvent of urea phosphate, could be expresed as follows:

cp:Oi (HP) ) (lD
m Hi0

where mHP is the mass of the free phosphoric acid. Eq. (11) can easily be
transformed into:
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l- « q (12)
Kry>

“PIOsfHP)

One can write for the urea phosphate solubility in phosphoric acid as solvent,
in agreement with the definition :

g = MR 13
THD+
By substitution of mM, mWPand mH° from Eg. (10)-(13) into Eg. (9) one

obtains:

(1-p)- 10 1

(14)
K 3P S+100

Ci205 (MR) K2 ms+

The mass of phosphoric acid appearing in excess as the solvent, could be
calculated from:

WAP— W5 K2 LlheK4 —upp Llhe (15)

where : mvImPIOi = {m
Using Eq. (7), i. e. Eq. (4) and Eqg. (9) one derives:

1 PG K (9
From Eqg. (11)—13) one obtains:
m up
100 an

a) C = chZOs(HP);C = q;zOs(HP)

Using Eg. (12) and Eqg. (15)—(7) the following Equation for the P20s
efficiency coefficient can be derived:

Apo3 = -~ 18
O - R X P (18)

If the molar ratio CO(NH2)2:H3P 04 is less than one, it is more useful to
apply the urea efficiency coefficient rjv :

Expanding the ratio in the definition equation for rjP2%s

VP205 wememmemmenmememmenmenees (19)

by 2mmu-Cv(@® - *Mpd5results in:

Gpros = % " B "P2Ps (CR) (20)

(CR
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Obtaining pure UP crystals after separation of the mother liquor, Equation
(20) becomes very simple:

= \HG
vu
f
Replacing concentration C with C' with the aid of Eq. (12), one can rewrite
Eq. (18) as follows:

(21)

QT4 1P (2% 22

The resulting equation (22) is more suitable for application than the original
one (18), because the urea phosphate solubility is a function of temperature and
concentration C', according to the empirical realtion [13]:

S(C',T) = 0.01241 +exp [0.030722 + T - (23)
-(2.9607 + 1032 « 7 “ 140377+ 0.03500) *C]

where C'isin %, T in Kand S in g/100 g.

In order to avoid the application of the complex term (23) in Eq. (22), i. e.
to eliminate temperature as a variable it is posible to combine Eq. (14) and Eq.
(18) to obtain:

AN t*e) fTpio, (ML)—L

TpsCs = r (24)
VPiOs (ML) _ j

*2

K3 cpios (HP)

Parameter CplOi (M) is a function of concentration C, molar ratio ¢ and
temperature, and it can easily be estimated by chemical analysis.

Substituting parameters CPI0s (M) and r/PXs in Eqg. (8) by expressions (14) and
(18), respectively, the function 0(C, < S) can be formulated as:

+*i =P
-P205 (HP) 100

K, (S+ 100)

Crioi (Hp)

B= (25)

The function 0 (C\ (p S) can be derived analogously as for Eq. (22) which
enables the application of O(C', s T) function, i. e. 0(C, (3 7) function.

The influence of temperature as parameters, i. e. the application of the
complex empirical relation ship S(C\ T) could also be avoided by the elimina-
tion of factor S from Eqg. (18) and (25), and obtaing the equation:
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(26)

Eq. (26) subsequently combines two basic parameters:
0 main factor influencing the process and
1 correspondingly influencing the process and process economy.

Similarly as in Eq. (22), concentration C in Eqg. (25) may be replaced by C
resulting in the function 8(C', (p S) and further in the function 0(C, @ T)
through the correlation (23). Finally using Eq. (12) one can switch from 8(C\
< T) to B(C, ( T), the latter function being the most useful in application.

Result and Disscusion

Experimental testing of the obtained correlations illustated by Eqg. (6), (12), (18)
and (21)—26) is performed by the synthesis of UP described above and the
results are comparatively given in Table 1.

Table 1 illustrates satisfactory agreement between the experimental and cal-
culated values showing the similarity of H3P04-CO(NH22—H20 systems
for: pure phosphoric acid-urea and technical phosporic acid-urea. This offers
the possibility of the practical application of the relationships and functions
evaluated here as in our previous work [10].

The mass ratio B, as the most important parameter of the process (Eq. 25)

8 [kg/kg 1
20.V
1.5
1.0
0.5
10 20 30 40 50 60fl°C]

Fig. 1
Graphical 3d-presentation of the 0(C, 9 T) function.
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Table 1
Calculated and experimentlly obtained values of parameters r/P20s, riv, B and K as a function of
the phosphoric acid concentration, temperature (UP solubility) and molar ratio urea-phosphoric

acid.
Table 1
Cpa(b(p)(")  [] [1]
Parameters
ra 35(1) 40 (0.9) 45 (0.8) 50 (0.7)
0.423 0.458 0.699 0.685 0.945 1.044 1.092 1.049
A E 10 0911 0.889 0.768 0.774 0.670 0.639 0.702 0.632
[kg/kg] 0.495 0.500 0.603 0.570 0.633 0.637 0.608 0.571
0.495 0530 0671 0671 0.792 0.843 0.869 0.863
0.264 0.274 0.498 0.470 0.769 0.767 0.930 0.925
XG. e 20 1.025 1.017 0.871 0.883 0.738 0.738 0.671 0.692
[kg/kg] 0.347 0.350 0487 0.463 0.566 0.554 0.561 0.548
0.347 0.362 0542 0532 0.708 0.716 0.801 0.810
0.080 0.082 0.305 0.298 0.535 0.540 0.716 0.691
~piCheal. E g 1200 1197 0999 1005 0849 0847 0755 0.766

[1] 0.123 0121 0.342 0.322 0.454 0.437 0.486 0.455
0.123 0.128 0.380 0.378 0.568 0.578 0.695 0.689

- 0.065 0.051 0.311 0.320 0531 0.606

ol E 0 - - 1225 1241 0995 0984 0846 0.807
1] . - 0090 0068 0309 0306 0404 0421
i . 0103 0.080 0387 0405 0577 0.636
w wiroe Tg] 137.78 153.10 172.22 196.84
MM 60.00 60.00 60.00 60.00
“swo Tl 65.08 44.14 25.00 6.02
10 82.60 104.60 131.40 134.60
R 20 56.50 83.00 111.70 126.30
(al 30 20.00 59.00 90.20 107.40
40 ; 12.40 63.20 99.20

Cal = calculated
E = experimental

can be described by the complex function 0(C, (o T), useful in practical applica-
tion, with the aid of Eqg. (12) and (23).

The function 0(C, (p T) is presented in 3d-diagram, Fig. 1

Two partial functions Q< T) and 0(C, (9 as projections of the 0(C, 9 T)
function are both presented in the diagram in Fig. 2.
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Graphical presentation of B as a temperature function for some phosphoric acid concentrations
and molar ip ratios.

Fig. 3.
Graphical presentation of T(C) partial function for constant B values.
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Fig. 4.
Graphical 3d-presentation of #p,0s(C, 9 S) function.

1.0

Fig. 5.
Graphical 3d-presentation of rjPI0i (C, o T) function.
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Graphical presentation of /2% as a temperature function for some phosphoric acid
concentrations and molar <pratios.

Fig. 7.
Graphical presentation of the T(C) partial function for constant nriQi values.

18
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Fig. 8.
Graphical 3d-presentation of r\f (C, 9 T) function

Graphical presentation of the correlation between P20 5 efficiency coefficient and UP pulp
density 9.
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From Fig. 2 it is seen that some chosen values of 0, which are directly
correlated with the quality (purity) of UP crystals, can be realized in different
ways through a complex change of the C, tp, T parameters.

Fig. 3 gives the third partial function T(C) (base projection of O(C, (@ T)
function), which for the condition of O(C, <p,T) = 0 shows the system limitations.
In that respect, the curve T{C) at 0=0, <p- 1 divides the T—C field in two
regions: the working area-below the curve and the upper area in which the
crystallisation process is missing.

The correlation for the P20 5efficiency coefficient, being the most important
techno-economical parameter of the process, given by Eg. (18), is shown by the
3d-diagram in Fig. 4.

In order to enable a simpler application of the nPIOi function, it is presented
as Opd5(C, s T) in Fig. 5.

The partial function «jr10 5(<9 T) and gPi0i (C, g)are together presented in Fig.
6 and the corresponding function T(C) in Fig. 7.

Instead of gPb5more useful in application, at the molar ratio urea-phosphor-
ic acid less than one, is the urea efficiency coefficient, which is presented in Fig.
8.

The correlation between P20 5 efficiency coefficient and the crystalline pulp
density O(Eq. 26) is illustrated in Fig. 9.

Conclusion

A new theoretical model of the reaction equilibria for the urea-phosphoric acid
system at the molar ratio CO(NH2)2: H3P04< 1is presented.

The parameters obtained in this study are for the phases mass ratio: urea-
phosphoric acid (i//), urea phopshate-mother liquor solution (0), mother liquor
solution-phosphoric acid solution (k) and the efficiency coefficients for P20 5
and urea (1jPI0i, ¥v)

Correlations derived from these parameters could provide better understand-
ing and control of the urea phosphate production process, as well as in designing
the corresponding process equipment.

On the basis of the proposed correlations for mass ratio y/, 0 and k an indirect
determination of these parameters is possible by measuring the concentration
parameters, thus avoiding the use of mass balance.

SYMBOLS
Cs) urea solid phase
HPtL) phosphoric acid liquid phase
CR(S) urea phosphate crystalline phase
ML{, liquid phase of the mother liquor
¥ solid-liquid phase ratio at the beginning of the reaction [ka/kg]
0 equilibrium solid-liquid phase ratio [ka/ka]
K liquid-liquid phase ratio of the mother liquor and phosphoric acid [ka/ka]
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VIiOi P20 5 efficiency coefficient [1
W urea efficiency coefficient [1
K molar mass of the substance S(S=UP, H20, P20 5 H3P04) (kg/kmol]

mass of the substance S [ka]
m¥ mass of the phase F(F=U, HP, CR, ML) [ka]
Cs ) mass fraction (concentration) of the constituent S in the phase F [ka/kgl, %1
ng number of mois of the substance S [mol]
KUK2 stoichiiometric factors """ AipZ).

Mp2, 2Mvr

2 M HjPO( M H,p04

K3 K4
hippos
P molar ratio urea-phosphoric acid [mol/mol]
S urea phosphate solubility [9/100 ¢]
n HP mass of free phosphoric acid [kq]
Cp20i ey concentration of free phosphoric acid [ka/kal, 1%1
K], temperature HT, t [°C]
dm mixer diameter [m]
h liquid layer height [m]
d diameter of mixing profile [m]
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The crystal size distributions of samples of copper sulphate pentahydrate
(regular crystals), acetylsalicylic acid (crystals with a wide variability of the
length-to-width ratio) and potassium aluminium sulphate (agglomerated crys-
tals) were determined using the photosedimentation technique, sieve analysis
and optical microscopy. The variability of particle shapes was taken into
account in the calculation procedures used to check the consistency of size
distributions measured by different methods. Satisfactory agreement was ob-
tained on the size distributions put to the same basis, when particle shapes were
approximated by appropriate geometric bodies (prisms and ellipsoids) with
size-dependent proportions.

Introduction

The measurement of the crystal size distribution is important in both research
work and the routine quality control of crystalline products. It is well known
that a direct comparison of results obtained by different methods is only
possible for spheres with uniform density. When the particle shapes diverge
from the spherical, the difference between data sets becomes more pronounced.
To characterize and measure the particle shapes is a difficult task and no
universal particle shape characterization scheme is so far available. A number
of approaches were proposed [1], ranging from the characterization of the
particle shape by a single factor (e.g. sphericity t/, the ratio of the surface area
of a sphere having the same volume as the particle to the surface area of the
particle) to elaborate procedures using Fourier analysis [2] or fractal dimensions
[3] to quantify particle shapes or, rather, two-dimensional projections of the
particles.
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In contrast to irregular particle shapes encountered in many processes of
powder technology, particles obtained by crystallization of substances from a
solution are often of relatively simple and regular shapes. Sieving, microscopy
and methods based on the sedimentation of particles in a fluid medium are
among the major techniques used for size analysis in crystallization practice. In
a previous paper [4], we summarized and evaluated theoretical relationships and
published experimental data for the sedimentation behaviour of non-spherical
particles. Good agreement was obtained between the size distributions meas-
ured by the photosedimentation technique and by microscopy, assuming that
the crystals may be approximated by appropriate geometric bodies (prisms and
ellipsoids) with fixed relative proportions.

On the other hand, the crystals may exhibit a size dependence of their relative
proportions [5] or even a distribution of their relative proportions for a given
characteristic size, as a consequence of differences in linear growth rates in
different crystallographic directions or the effects of crystal attrition and break-
age. Further more, individual crystals may adhere to one another and grow into
agglomerates.

The objective of this work is to extend the approach used in a previous paper
[4] to samples of crystals exhibiting variability in their relative proportions, as
well as agglomerating crystals; the photosedimentation technique, optical
microscopy and sieving are used as methods of measurement.

Theoretical

Size data obtained by a sedimentation method are usually expressed in terms
of the equivalent Stokes diameter, d i.e. the diameter of a sphere having the
same density as the particle and with the same terminal settling velocity u in an
unbound fluid in the Stokes flow region (Reynolds number Re =udSg/iu lower
than about 0.2). Generally, nonspherical particles may exhibit a rotating and
spiralling motion as they settle in a gravitational field. According to Happe1 and
Brenner [6], @ particle with three perpendicular planes of symmetry (an orthot-
ropic particle in their terminology, e.g. a rectangular prism, cylinder and ellip-
soid) settling in the Stokes flow region will reach a steady state of motion in
which it does not change its orientation. The hydrodynamic resistance of a
settling orthotropic particle is characterized by three coefficients (drag dia-
meters) du d2, d3. For example, the force Ft acting on an orthotropic particle
settling with its axis x { oriented vertically is:

G = 3nd"Ui ()
and its terminal velocity wny is:

Agod

1 18pdl @
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For a non-spherical orthotropic particle, the drag diameters dy, d2, d3 are
different and, therefore, a set of identical orthotropic particles will in general
exhibit a spread in settling velocities owing to the orientation dependence of the
settling velocity. Assuming that all particle orientations are equally probable,
Happel and Brenner [6] derived a relationship for the integral mean value of
the settling velocity m:

18id ®)
where d is the average drag diameter of the orthotropic particle :

1 i(x ++£ ++ @)

350 TR ®

and ij (i = 1,2, 3) are the drag diameters of the settling particle with its axis
X, oriented vertically. By comparing Eqg. (3) with the Stokes formula for a
settling sphere, we obtain for the average Stokes diameter of an orthotropic
particle:

4 ®

The average drag diameters for several types of orthotropic bodies were sum-
marized in [4]. For most particle shapes, the data for the drag diameters are not
available. An approximate relationship can then be used [7]:

4 =d = 4714 ©)

i.e., it is supposed that the mean drag diameter is equal to the surface diameter
of the particle dswhich is defined as the diameter of the sphere having the same
surface area as the particle; sphericity ~ is then equal to ?/cC. Equation (6) is
only valid for convex particles (i.e. for particles not exhibiting surface con-
cavities). It was demonstrated [4] that for values of sphericity greater than about
0.5, Eq. (6) adequately represents the theoretical results for ellipsoids, as well
as experimental data for cylinders, rectangular prisms and polyhedrons.

As far as the sedimentation behaviour is concerned, it is not critical whether
the particle is approximated by an ellipsoid (a generalized sphere), a rectangular
prism or a cylinder, provided that these bodies are of the same volume and of
the same relative proportions. This fact is demonstrated in Table 1 It is of
interest to note that even for a very elongated ellipsoid with axes ratio 10:1 : 1,
the correction factor (djd) 42in Eq. (6) for the calculation of the average Stokes
diameter is relatively well approximated by i/114.
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Experimental

Materials

The size distribution measurements were carried out for four different types of
materials with an increasing degree of shape complexity:
- glass spheres (test material);
- angular crystals of copper sulphate pentahydrate, sieve cut 200 to 315 pm;
- needle-shaped crystals of acetylsalicylic acid with varying length/width
ratio ;
- partially agglomerated crystals of potassium aluminium sulphate dode-
cahydrate, sieve cut 1000 to 1250 pm.

Methods of Measurements
1 Photosedimentation technique

The Bound-Brook photosedimentometer was used in the sedimentation size
analysis. Solutions with suitable physical properties were prepared by saturating
a glycerine-water mixture or ethanol with the material to be measured; the
range of Reynolds numbers was 0.065 to 0.096. Measurements were carried out
within the region of validity of the Lambert-Beer law. The maximum solids
concentration (for large crystals of potash alum) was less than 1% vol. Three
replicate analyses were made with each sample. The measurement gives a plot
of cumulative undersize fraction of mean projected area of particles Yi</S)
against the average Stokes diameter dSt

2. Microscopy

By measuring the projected particle dimensions from photomicrographs, the
characteristic dimensions L1 and Lw as defined by Heywood [9] were deter-
mined: the width Lw is the minimum distance between two parallel lines
touching the opposite sides of the particle silhouette; the length L1 is the
distance between two parallel lines perpendicular to the lines defining Lw and
tangent to the particle silhouette. The projected surface area of a particle was
taken as L1Lwin the calculation of the cumulative fraction of projected particle
surface area A(LW). The thickness LT is defined as the distance between two
parallel planes, which are tangent to opposite surfaces of the particle, one plane
being the plane of maximum stability. The values of LT were determined for a
limited number of particles by focusing the microscope on the upper and then
on the lower surface of the particle.

Besides the manual evaluation of photomicrographs, samples of acetylsalicyl-
ic acid crystals were also analyzed, using a Leitz-Classimat image analyzer. The
instrument utilized an optical microscope to obtain a video image of a par-
ticulate sample. The projected surface area of individual particles was measured
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and the surface area distribution was evaluated; the characteristic size is the
maximum length of a horizontal cord drawn through the particle silhouette.

3. Sieving

The sieve cuts of copper sulphate and potash alum crystals were obtained by
sieving these materials for 15 minutes on a sieve shaker with standard analytical
sieves of 200 mm diameter. In the sieve analysis of glass spheres and acetyl-
salicylic acid crystals, the samples were first subjected to machine sieving and
then hand sieved to visual completion.

Results and Discussion
Glass Spheres
Obviously, the Stokes diameter, particle width and sieve size, are equivalent for

spherical glass particles. The mass distribution obtained by sieving was conver-
ted to the surface area distribution by means of the relationship :

aa, = ~ Mt ()
where AA,, AM, are the surface area fraction and mass fraction in the i-th size
range, respectively, and Zsiewi is the arithmetic mean of the appropriate sieve
apertures. The cumulative size distributions by surface area in the sample of
glass spheres are plotted in Fig. 1. As anticipated, there is good agreement
among the size distributions for spherical particles determined by different
methods.

Copper Sulphate Pentahydrate

In order to check the consistency of sedimentation and microscopic size analy-
ses, we have to find the relationship between the particle width Lw and the
average Stokes diameter 33 [4]. The copper sulphate crystals exhibited a fairly
constant elongation ratio p =L JL Wand thickness ratio g=LT/L W, the average
values were p=171+0.20 (arithmetic mean + standard deviation for 652
particles) and <=0.52+0.20 (18 particles). It follows from the microscopic
observations that the shape of these crystals may be approximated adequately
by ellipsoids with the axis ratio equal to p :1:q, differing only in a single scale
factor as the size changes. The volume diameter for such an ellipsoid is:

4= (p?) 13w ©®

The correction factor (dv3)112 appearing in Eq. (5) was calculated for the given
axis ratio 1.71 :1 :0.52 by means of Eq. (4):
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Fig. 1
Glass spheres; cumulative undersize surface area fraction plotted versus dS (the
photosedimentation technique - curve 1), versus Ldee (sieving - curve 2) and versus Lw
(microscopy, 422 particles - curve 3)

w ~yrz = ((djdts djd2+d,/d3)R)112 =
= ((1.014+ 0.914 + 0.812)/3)12 = 0.956

The values of the drag diameters d1, d2, d3 were obtained using the exact
solution of linear hydrodynamic equations for a slow motion of ellipsoid in a
viscous fluid [6]. Therefore, according to Eg. (5) and (8), the average Stokes
diameter of a particle with the width Lw is equal to J§= 0.919Lw. Since the
crystals are assumed to be of the same shape, the relationship between d3 and
Lw is valid over the entire size range and the plots of cumulative surface area
fractions versus 3% and Lw may be mutually converted by a simple change of
the abscissa scale according to the relationship <= 0.919LW as shown in Fig. 2.
It is of interest to note that in the sieve cut 200 to 315 pm used in the
experiments, there were crystals having a width greater than the nominal
aperture of the upper sieve; relatively flat crystals of copper sulphate can pass
through the sieve aperture diagonally and, therefore, the width (“the second-
largest dimension”) is not equal to the sieve aperture as usually stated.
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Acetylsalicylic Acid

The prismatic crystals of acetylsalicylic acid exhibit considerable variability of
the elongation ratio p. The average elongation ratio p evaluated for a constant
particle width Lw decreases with increasing Lw according to the empirical

equation:
p = 6.40-0.028Lw )

(Lw is expressed in micrometers; coefficient of correlation 0.955), as shown in
Fig. 3. Even for a given particle width, there is a significant spread of elongation
ratios. For example, for Lw=20pm, it is possible to find crystals with an
elongation ratio ranging from 1to 11. The spread of p values decreases with
increasing crystal width. In Fig. 4, the distributions of the elongation ratio are
plotted for several crystal widths. In the calculation of the overall area-weighted
average value of the elongation ratio, p =AA6+ 1.69 (1153 particles measured),
a weighting factor equal to the surface area of the crystal was assigned to each

Fig. 2
Copper sulphate; cumulative undersize surface area fraction plotted versus <&
(photosedimentation technique - curve 1) and versus Lw (microscopy, 652 particles - curve 2);
results of microscopy expressed as a function of 33 according to the relationship 4 = 0.919 Lw
- curve 3)
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Acetylsalicylic acid; average value of the length/width ratio p plotted versus the crystal width
Lw - curve 1 (the bars indicate + standard deviation);
ratio 4 /i w (calculated for thickness ratio g = 0.85 and for elongation ratio p varying with Lw
according to Eq. (9)) plotted versus Ew - curve 2

value of elongation ratio. Similarly, the overall area-weigthed average value of
the thickness ratio <= 0.85+0.24 (35 particles) was calculated from a limited
number of thickness measurements.

Experimental data obtained by different size analysis methods will now be
compared in order to check their consistency.

1 Microscopy versus photosedimentation technique

To compare the size distribution data derived from the photomicrographs with
the results of the photosedimentation technique, the particle shape was ap-
proximated by a prism. For selected values of crystal width Lw in the plot of
the cumulative surface area versus crystal width derived from the photomicro-
graphs, the corresponding values of average Stokes diameter <Xwere calculated.
First, the volume diameter dy and the sphericity of crystals y/ were obtained
according to the equations:
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1 .
A(-) 5 " Lw=60pm
H s'
Lw=120pm p * "‘Lw=20pm
08, P /p WEEP
/ 4
4
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1 0 '
02 />

10p=LULw

Fig. 4
Acetylsalicylic acid ; cumulative distribution (by surface area) of elongation ratio p for a fixed
crystal width Lw

7136 PQW

2(p+pqg +0)

where the elongation ratio p is a function of Lwaccording to Eq. (9); the overall
average value of the thickness ratio qwas used in Eq. (10), (11), since, as already
stated, qwas measured only for a limited number of crystals. The average Stokes
diameter was then calculated by means of the approximate Equation (6). Thus,
the statistical distribution of the elongation ratio p existing for a fixed crystal
width was neglected, whereas the functional dependence between the average
elongation ratio and the crystal width was taken into consideration.

The surface area distribution v4(Lw), which was obtained by microscopy is
replotted against the calculated average Stokes diameter in Fig. 5. Good agree-
ment can be seen between that plot and the experimental results of the photos-
edimentation technique, indicating the consistency of both data sets.

The values of the particle width Lw were also converted to the corresponding
values of the average Stokes diameter J3by means of Eq. (10), (11) and (6) using
only the overall average value of the elongation ratio p =4.46, i.e. completely
neglecting the variation of the relative proportions of crystals. The resulting
relationship between d3 and Lw was <t= 1.73LW. Even this simple procedure
gives (with the exception of the upper size range) a relatively good approxima-

(10), (M)
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Fig. 5
Acetylsalicylic acid ; cumulative undersize surface area fraction plotted versus dd
(photosedimentation technique - curve 1) and versus Lw (microscopy, 1153 particles - curve 2);
results of microscopy expressed as a function of dS, elongation ratio varying with Lw according
to Eq. (9) - curve 3;
results of microscopy expressed as a function of <,, constant elongation ratiop —4.46 - curve

4,
results of sieve analysis expressed as the surface area distribution and plotted versus Zsee -
curve 5

tion of the experimental distribution obtained by the photosedimentation
technique as shown in Fig. 5.
2. Sieving versus microscopy

The mass distribution measured by sieve analysis was transformed to the surface
area distribution (assuming for prismatic crystals of acetylsalicylic acid that the
size dimension measured by sieving is equal to the crystal width) :

A48 kjd Afj/A sieve,j
(12

where :
K;= I+ I/Pi+l!q (13)
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and: p{was calculated from Eq. (9) for Lwequal to Ldee i (the arithmetic mean
of the appropriate sieve appertures). The resulting surface area distribution is
also plotted in Fig. 5. Both data compare well, in particular in the range of small
crystals.

3. Leitz-Classimat versus microscopy

For non-spherical particles, the surface area distributions A(LTH plotted as a
function of maximum cord Laxd drawn in a selected direction (the dimension
measured by the Leitz-Classimat instrument) is necessarily more spread than
the surface area distribution A(L”) plotted against the particle width Lw. This
is due to a random orientation of crystals in the field of view. These two surface
area distributions are related by the following integral equation:

Cord °° I MWAIT n\
(cord) = J dLGrd 1 <sfzcotd lz.w) { — JdLw (14)
0 O /

where g{LmIA\L") is the conditional probability density function, i.e. gi(Laod|Lw)
dLoori is the probability that a cord drawn in a selected direction through the

Fig. 6
Acetylsalicylic acid ; cumulative undersize surface area fraction plotted versus £w (microscopy,
1153 particles - curve 1) and versus Laxd (Leitz-Classimat - curve 2); results of microscopy
expressed as a function of according to Eq. (14), (15a) (15b) - curve 3
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Table 1.

Vol.

Ratio of the volume diameter dv to the drag diameters dlt d2 and d
for cylinders and rectangular prisms (experimental data [8]) and
ellipsoids (exact solution of the Navier-Stokes equations [6]);

d is given by Eq. (4) with d3equal to d2

axis ratio

cylinder 4:1:1

prism 4:1:1

ellipsoid 4:1:1

ellipsoid 10:1:1
Table 2.

@jdry 2

0.964
0.959
0.997
0.902

MM)12

0.871
0.872
0.879
0.752

(dj3)w

0.903
0.902
0.920
0.805

y o

0.926
0.907
0.940
0.876

Sedimentation behaviour of agglomerates consisting of n identical
spheres of diameter d

numer of spheres, n
arrangement

volume diameter
‘dv=nl1'3d

surface area
S=nnd2

sphericity
¥=n~113

37=y/mdv
(Equation (6))

Lw

AiTw

1

nd1

2

1.260rf

2nd1

0.794

1.189J

d

1.189

3

1.442(7

3nd2

0.693

1.316*/
1.866*/

0.705

4

triangular tetraedric

1.587d

And1

0.630

1.414*%/

1.866d

0.758

18

particle image having the width Lw will have a length within the range Laxdto
Laxd+dLmid. For a rectangular particle silhouette we have for L cord</tLw:

(15a)

(15b)



1990 Crystal Shape on Crystal Size Distribution 137

The surface area distribution T(LW obtained for acetylsalicylic acid from the
evaluation of photomicrographs by hand was converted to the distribution
A{Laxd) by numerical integration of Eq. (14) using the values of elongation ratio
p given by Eg. (9). It can be seen from Fig. 6 that the surface area distribution
zt(Loxd) calculated from the surface area distribution A(L”) is close to the
experimental surface area distribution A(Lodd measured by the Leitz-Classimat
instrument. Nevertheless, it should be noted that measuring a distribution by
an orientation-dependent method contributes heavily to the spread of the results
and that the numerical deconvolution of Eq. (14) to obtain distribution A(LW)
form a measured distribution A(Lodd) is more complex than the straightforward
calculation of A(Lodd) for a given distribution A(LW).

Potassium Aluminium Sulphate

Visual examination of the potash alum samples revealed both discrete octahe-
dral crystals and agglomerates of “elementary” particles. The surface area
distributions A(3st) and A(Lw) determined by the photosedimentation technique
and by the evaluation of photomicrographs are shown in Fig. 7. Also included
in the Figure is a plot of the size distribution of elementary particles (i.e. single
particles and particles involved in agglomerates) which was determined from the
photomicrographs. Single crystals and agglomerates involving 2, 3 and 4 el-
ementary particles prevailed: the ratio of the number of elementary particles
and the sum of agglomerates and single crystals was 1.9. It is apparent from
Fig. 7 that median sizes of the distributions A(L”") and A(33) are practically
identical, but the distribution determined by microscopy is more spread than
that obtained by the photosedimentation technique.

For a further discussion of these results, the average Stokes diameters and
the widths of an agglomerate formed by n identical touching spheres (used to
approximate the elementary octahedral particles) were estimated assuming that
the average Stokes diameter of such an agglomerate may be calculated from Eq.
(6). It is apparent from Table 2 that the agglomerates comprising three or four
building units exhibit a smaller ratio <&/Lw than single particles or doublets.
On average, the 3SJL W ratio is approximately equal to 1; this may explain the
agreement between median sizes of A(LW), and A(d9) distributions.

From the microscopic observations of the crystal samples, as well as from the
size distribution of elementary particles, it follows that the number of elemen-
tary particles making up an agglomerate varies approximately from 2 to 3 or
4 with increasing agglomerate width Lw. Therefore, the conversion of the
surface area distribution A(LW) into the distribution A(dS) should qualitatively
be done in such a way that the part of the A(LW) curve corresponding to smaller
agglomerate widths should be shifted in the direction of increasing Lw (since
JS/Lw is greater than 1according to Table Il), whereas the part of the A(LW)
curve corresponding to larger agglomerate widths should be shifted in the
opposite direction (dsJLw< 1) - indicated by arrows in Fig. 7. The calculated
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Lw.dst(Hm)

Fig. 7
Potassium aluminium sulphate; cumulative undersize surface area fraction plotted versus o3
(photosedimentation technique - curve 1), versus the particle width Lw (microscopy, 577
agglomerated particles or single crystals - curve 2) and versus the width of elementary particles,
i.e. single crystals and building units of agglomerates (microscopy, 571 elementary particles -
curve 3); arrows indicate (qualitatively) transformation of the experimental distribution A(Lw)
into the distribution A(dsJ

distribution A(dS) should be narrower than the distribution A(LW) and should,
therefore, approach the experimental distribution A(dS).

It should be recalled that the degree of agglomeration of the potash alum
sample is relatively low. In such a case, the shape of agglomerate varies signifi-
cantly with every addition of a building unit. The relative position of the
building units and their different sizes also contribute to the variability of
agglomerate shapes. Therefore, it is very difficult to describe quantitatively the
distribution of the shapes in a partially agglomerated sample. The situation will
be more favourable for higher degrees of agglomeration; it follows from geome-
trical considerations that with an increasing number of constituent particles, the
shape of an agglomerate will tend to be more spherical.

Conclusions

1 Microscopic measurements of elongation and thickness ratio proved to be
a useful tool in the quantitative characterization of crystal shapes and the
distribution of shapes in a crystal population.

2. Relatively limited information on crystal shapes is sufficient for mutual
conversion of the results obtained by the photosedimentation method and
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microscopy (or sieving) as demonstrated with samples of copper sulphate and
acetylsalicylic acid crystals. Even though the elongation ratio of acetylsalicylic
acid crystals varied in a wide range for a constant crystal width, the distribution

of average Stokes diameters by surface area was successfully reconstructed using
only a single (average) elongation ratio for each crystal width; acceptable results
were obtained even by assuming the elongation ratio to be constant over the
entire population of crystals.

3. Approximate equation (6) gives satisfactory estimates of the average

Stokes diameters of non-spherical particles.

Symbols
A cumulative undersize fraction of surface area, -
di(i = 1,2,3) drag diameters of an orthotropic particle moving in the direction of the particle
axis x,, [m]
g average drag diameter defined by Eq. (4), [m]
d surface diameter (diameter of the sphere having the same surface area as the

particle), [m]

4 average Stokes diameter of the particle, [m]

dy volume diameter (diameter of a sphere having the same volume as the particle),

=1 drag force exerted on a particle moving in the direction of particle axis xu
[kg mm/s2]

a acceleration due to gravity, [m/sZ]

d(Feordtrw) conditional probability density, Eq. (15),-

ncord maximum length of a cord drawn in a fixed direction through the particle image,
[m]

4> length, width and thickness, respectively, of a particle, [m]

dieve side dimension of sieve aperture, [m]

Mnm cumulative undersize mass fraction, -

P~1t/tw elongation ratio, -

q —LjlLyj thickness ratio, -

Re = itd"QIn Reynolds number of particle sedimentation, -

«1 W terminal settling velocity in the direction of particle axis x{ and average settling
velocity, respectively, [m/s]

Q density of sedimentation liquid, [kg/m3]

Aq difference in density between the particle and sedimentation liquid, [kg/m3]

\Y sphericity of a particle, 4 = tfi/df, [

p viscosity of sedimentation liquid, [kg/(m es)]
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Sodium lauryl sulphate (NaLS), cetyl pyridinium chloride (CPC) and triton
x-100 (TX-100) were used in a photogalvanic cell containing azur-A as a
photosensitizer and EDTA as a reductanct for solar energy conversion and
storage. The photopotential and photocurrent generated by the cell in the
presence of NaLS were 932 mV and 44pA, respectively. The effect of the
variation of the concentrations of the surfactants on the electrical output,
fill-factor, conversion efficiency and performance of the cell in the dark was
studied in detail. In the presence of NaLS, the cell can be used in the dark
(storage capacity) for 155 minutes.

Introduction

Photogalvanic effect was first discovered in 1925 by Ridear and Wirtiams [1],
but it was systematically investigated by Rabinowitch [2]. This kind of work
was followed, later on, by various workers throughout the world [3-15]. Pro-
blems encountered in the development of this field were discussed by Hoffman
and Lichtin [16]. The expected conversion efficiency of an ideal photogalvanic
cell is about 18% [17], but the observed conversion efficiencies are quite low
(0.03-0.1%). Back-electron transfer, low stability of dyes, aggregation of dye
molecules around the electrode, and reversible oxidation of reductant, etc., are
considered the main reasons for the lower output.

A careful survey of literature reveals that various photosensitizers like pro-
flavin [18], tolusafranine [17], riboflavin [11], and brilliant cresyl blue [12, 14],
etc., have been used in photogalvanic cells, but no attention was paid to Azur-A
as a photosensitizer with EDTA and, therefore, the present work was under-
taken. Secondly, the photovoltaic cell cannot be used in the absence of light,
whereas photogalvanic cells (of course with lower conversion efficiency) can be
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used in the dark for a reasonably good time period. Use of surfactants (micelles)
in photogalvanic cell showed an appreciable increase in the performance of the
cell; therefore, the work was further investigated using cationic, anionic and
neutral micelles.

Experimental

Azur-A (Chroma), sodium lauryl sulphate (Sisco), cetyl pyridinium chloride
(Sisco), triton x-100 (BDH), sodium hydroxide (SM) and EDTA-disodium salt
(EM ‘GR’) were used in the present work. Doubly distilled water was used to
prepare all the solutions. A mixture of the solutions of the dye, EDTA, sodium
hydroxide and surfactant was taken in H-shaped glass cells. Platinum electrode
(1.0 X1.0cm2) was dipped in one limb of the cell and a saturated calomel
electrode (SCE) was kept in the other one. The platinum electrode was exposed
to a 200 W tungsten lamp (Sylvania) and the limb containing the SCE was kept
in the dark. A water filter was placed between the exposed limb and the light
source to cut-off infra-red radiations.

The photochemical bleaching of azur-A was studied potentiometrically. The
photopotential and photocurrent generated by the system azur-A/EDTA/
OED/surfactant/nv were measured by digital pH meter (Systronics model 335)
and multimeter (Systronics Model 435) respectively. The i-V characteristics of
the cell were studied by using an external load (log 500 K) in the circuit.
Intensity of light was measured by solarimeter (CEL Model SM 203), as
13.5 mWenT2

Results and Discussion

The optimum conditions for the azur-A-EDTA system were determined first
in the absence of surfactants [22]: pH= 12.5, [Azur-A] = 4.8 x 10_5M, [ED-
TA] = 1.2x10_3M, Temperature =303 K, Intensity= 13.5 mWcm-2. The
photopotential and photocurrent generated by the cell were 807 mV and 40 pA,
respectively.

EJfect of Variation of Concentrations of Surfactant:

The effect of variation of the concentrations of surfactant on the electrical
output was studied in detail and the results are reported in Table 1, Table 2 and
Table 3, respectively. It is clear from all the Tables that the electrical output
increases in the presence of all the micelles at the concentrations just above the
critical micelle concentration (CMCQC) of the surfactants;
[NaLS] = 8.4x 10_3M; [CPC] = 9.2x 10"4M;

[Triton-X-100] = 3.4 x 10“4M.
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Table 1
Effect of NaLS Concentration
[Azur A] = 4.8 X10~5M [EDTA] = 1.2x 0”3 M
pH = 125 Intensity = 13.5 mWcm-2
Temperature = 303 K
[NaLS] x 103 M Photopotential (mV) Photocurrent (pA)
— 807.0 40.0
6.6 836.0 41.0
7.4 882.0 42.0
8.2 917.0 44.0
8.6 932.0 44.0
9.0 804.0 39.0
9.8 713.0 36.0
Table 2
Effect of CPC Concentration
[Azur A] = 4.8 x 10~5 M [EDTA] = 1.2* 10~3 M
pH = 125 Intensity = 13.5 mWcm-2
Temperature = 303 K
[CPC]* 104 M Photopotential (mV) Photocurrent (pA)
_ 807.0 40.0
7.4 811.0 40.0
8.0 817.0 40.0
8.6 820.0 41.0
9.0 824.0 41.0
9.3 827.0 41.0
9.7 763.0 40.0
10.0 714.0 40.0
Table 3
Effect of triton x-100 Concentration
[Azur A] = 48 * 10~5 M [EDTA] = 1.2x 10“3 M
pH = 125 Intensity = 13.5 mWcm*2
Temperature = 303 K
[Triton x-100] x 104 M Photopotential (mV) Photocurrent (pA)
_ 807.0 40.0
2.8 817.0 40.0
3.0 828.0 40.0
3.3 835.0 40.0
35 845.0 40.0
3.8 810.0 40.0

4.0 768.0 40.0
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Current- Voltage Characteristics:

The open circuit voltage (Fod) and short circuit current (t) of the photogalvanic
cell were measured on the digital pH meter (keeping the circuit open) and on
the multimeter (keeping the circuit closed), respectively. The current and poten-
tial values in between these two extreme values (Vacand i) were recorded with
the help of a carbon pot (log 500 K) connected in the circuit of the multimeter,
through which an external load was applied. The current voltage data are given
in Tables 4, 5 and 6.

Table 4
i-v Characteristics of the Cell in the presence of NaLS
[Azur A] = 4.8 X10-5 M [EDTA] = 12x K3 M
pH = 125 Intensity = 13.5 mWcm'2
[NaLS] = 8.6 X10“3 M Temperature = 303 K
Potential* (mV) Photocurrent (//A) Fill-factor (n)
932.0 0.0
857.0 5.0
805.0 10.0
735.0 15.0
685.0 20.0 0.45
631.0 25.0
563.0 30.0
443.0 35.0
248.0 40.0
0.0 44.0

* Absolute value

Table 5
i-v Characteristics of the Cell in the presence of CPC
[Azur A] = 4.8 X10“5 M [EDTA] = 1.2x O3 M
pH = 125 Intensity = 13.5 mWcm~2
[CPC] = 93x10 4 M Temperature = 303 K
Potential* (mV) Photocurrent (//A) Fill-factor (n)
827.0 0.0
708.0 5.0
598.0 10.0
477.0 15.0
395.0 20.0 0.23
317.0 25.0
238.0 30.0
163.0 35.0
54.0 40.0
0.0 41.0

* Absolute value
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Table 6
i-v characteristics of the Cell in the presence of Triton x-100
[Azur A] = 48 X10“5M [EDTA] = 1.2* 10“3 M
pH = 125 Intensity = 13.5 mWcm-2
[Triton x-100] = 3.5 X10-4 M Temperature = 303 K
Potential* (mV) Photocurrent (jiA) Fill-factor (n)

845.0 0.0

708.0 5.0

605.0 10.0

523.0 15.0

467.0 20.0 0.30

402.0 25.0

314.0 30.0

209.0 35.0

0.0 40.0

* Absolute value

It was observed that the i-V curve of the cell deviated from its ideal regular
rectangular shape. A point in the i-V curve, called the power point (pp) was
determined, where the product of potential and current is maximum. The values
of potential and current at power point is represented as Vppand ipp, respective-
ly. With the help of the (i-V) curve, the fill-factor and conversion efficiency of
the cell were determined using formula:

Fill-factor = ﬁ—xi (1)

Conversion efficiency = ----- \ﬂ.l— A X 100% 2
13.5 mWem 2
The performance of the cell was studied by applying the external load necess-
ary to have current and potential at power point after removing the source of
light. It was observed that the cell in the presence of NaLS, can be used in the
dark for 155 minutes. The fill-factor, conversion efficiency and performance of
the cell are summarised in Table 7.

Effect of Micelles:

The effect of anionic (NaLS), cationic (CPC) and neutral (TX-100) micelles on
the photopotential, photocurrent, fill-factor, conversion efficiency and the per-
formance of the cell was studied in detail and the results are summarised in
Table 7. Maximum output was obtained at a concentration just above the
critical micelle concentration of the surfactant. The anionic micelle was found
to give a better output than the cell without micelle, whereas the presence of
cationic and neutral micelles adversely affected the output, fill-factor and con-
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Table 7
Fill-factor, Conversion Efficiency and Performance of the Cell
Intensity = 13.5 mWcm-2 Temperature = 303 K
. Performance
. Conversion .
Fill-factor . (capacity to
System o) eﬁ'f%my work in dark)
(min.)
Azur A-EDTA 0.31 0.0781 61.0
Azur A-EDTA-NaLS 0.45 0.1255 155.0
Azur A-EDTA-CPC 0.23 0.0593 87.0
Azur A-EDTA-Triton x-100 0.30 0.0747 110.0

version efficiency (cf. Table 7), however, all the micelles increase the usefulness
of the cell in the dark (storage capacity) in the order

anionic > neutral > cationic.

This may be due to the better stabilization of dye molecules by the anionic
micelle, because azur-A is cationic in nature, secondly, the incorporation of the
dye into the anionic micelle will drastically increase the probability of photoejec-
tion of electron from micelle aggregates to the aqueous phase [23].
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