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Abstract⎯ Numerous studies on the effects of the El Niño-Southern Oscillation (ENSO) on 
the stratosphere have been conducted in recent years. However, few of these have examined 
whether the use of an adequate representation of the stratosphere might affect simulations of 
the ENSO. In the present work, sea surface temperature data from two numerical model 
configurations, namely one with a well-resolved stratosphere, the “high top configuration” 
(Hadley Centre Global Environmental Model, HadGEM2-CCS), and the other without a well-
resolved stratosphere, the “low top configuration” (HadGEM2-CC), are employed to study the 
impact of the stratosphere on the surface climate, especially on the ENSO. A pre-industrial 
control run is performed to eliminate interference from other factors, such as greenhouse gas 
warming and volcanic eruptions. Based on the present research, both model configurations 
function reasonably well and have shown little difference from each other when analyzng the 
global annual and seasonal mean sea surface temperatures, except for the Northern Atlantic 
Ocean region. A statistical analysis performed using the t-test method shows that the significant 
differences in the annual and seasonal mean sea surface temperatures in the Northern Atlantic 
region result from real signals rather than random noises. Furthermore, the configuration with 
a better representation of the stratosphere simulates the quasi-period of the ENSO and the 
seasonal phase-locking characteristics of El Niño more precisely. Therefore, it is probably 
advantageous to adopt climate models that resolved stratosphere for a more realistic 
representation of ENSO climatology and its possible variations under certain conditions. 

Key-words: stratosphere, sea surface temperature, ENSO, HadGEM, high top 
configuration, low top configuration 
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1. Introduction 

The present work aims to determine the effects of the stratosphere on global 
climate as well as on the El Niño-Southern Oscillation (ENSO) by examining and 
comparing numerical simulations both with and without a well-resolved 
stratosphere. 

1.1.  The ENSO phenomenon 

The ENSO is a quasi-periodic climate phenomenon that occurs in the tropical 
Pacific and is attributed to a coupled ocean-atmosphere interaction. 

The atmospheric aspect, called the Southern Oscillation, was first identified 
by Walker (1923, 1924) as a seesaw of surface pressure between the central 
tropical Pacific and the Indonesian Archipelago. The three-dimensional 
circulation pattern explaining Southern Oscillation was described by Bjerknes 
(1969) and designated as the ‘Walker Circulation’ (Fig. 1). The quasi-periodic 
warming of the waters off the coast of Peru and Ecuador is called El Niño. El Niño 
has long been understood to be part of an oceanic oscillation that extends 
westward along the equator. Bjerknes (1966, 1969) was among the first to 
recognize its connection to the Southern Oscillation.  
 
 
 
 
 

 

Fig. 1. Schematic diagrams of (a) normal conditions and (b) El Niño conditions in the 
Pacific Ocean. From www.pmel.noaa.gov/tao/elnino/ninonormal.html 

 
 
 

During normal years, as shown in Fig. 1(a), a particularly strong cooling in 
the eastern Pacific is called La Niña. Under El Niño conditions, as shown in 
Fig. 1(b), the Walker circulation reverses, resulting in El Niño events. El Niño 
events are not always followed by La Niña, and vice versa, as they sometimes are 
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followed by neutral conditions. However, El Niño events have a typical life cycle 
that tends to be phase-locked with the seasonal cycle, with warm SST anomalies 
tending to appear in January, strengthening during the year, and eventually 
peaking in the northern winter one year after their onset (Wang, 1995). This 
seasonal phase locking is also observed in the climate model results examined 
here (see Section 3.2). Although ENSO events are irregular, in the historical 
record, the length of this interval has varied from 2 to 7 years (NOAA Climate 
Prediction Centre (2005-12-19)). 

The ENSO is widely accepted to be the largest source of internal variability 
in the global climate system (Trenberth et al., 1998). The eastward displacement 
of the atmospheric heat source overlying the warmest water results in significant 
changes in the global atmospheric circulation, which forces weather changes in 
regions remote from the tropical Pacific. These remote influences are known as 
teleconnections. 

1.2. ENSO and the stratosphere 

El Niño events are associated with maximum warm anomalies occurring in the 
tropical Pacific. Thus, it is useful to study these events by simulating aspects of 
surface climate. Observational and modeling studies over the past two decades 
have fundamentally changed our understanding of the role of the stratosphere in 
surface weather and climate. Interactions between the stratosphere and other 
components of the earth’s system, from the troposphere to the deep ocean and 
possibly even the ice sheets of Greenland and Antarctica, reveal coupling across 
a wide range of spatial and temporal scales. In response to these discoveries, 
operational forecasts, seasonal predictions, and coupled climate models are 
raising their lids by adding model layers, incorporating additional stratospheric 
processes and assimilating data higher into the stratosphere than ever before 
(Gerber et al., 2012). 

Van Loon and Labitzke (1987) studied the statistical relationship between 
ENSO and the Arctic stratosphere. They found that strong El Niño events are 
associated with a strong Aleutian High and weak polar vortex in the stratosphere. 
Furthermore, the stratosphere appears to play an important role in transmitting the 
tropical ENSO signals to the mid-latitudes (e.g., Bell et al., 2009). Extra tropical 
upward wave propagation intensified during warm ENSO events in the boreal 
winter, modulating the meridional overturning circulation of the stratosphere and 
the stratospheric polar vortex (Garcia-Herrera et al., 2006). The vortex 
anomalies, ultimately, then propagated downward, affecting the mid-latitudes in 
the troposphere (Cagnazzo and Manzini, 2009).  

Several modeling studies have shown that including a well-resolved 
stratosphere could produce more reliable tropospheric climate change projections. 
For example, Hardiman et al. (2012) suggested that simulations should be 
performed using stratosphere-resolving general circulation models to capture the 
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influence of teleconnections and stratospheric processes on surface climate. This 
finding also indicates that little distinction is found between the model simulations 
with and without a well-resolved stratosphere, unless the effects of 
teleconnections on the surface fields during specific years are considered (e.g., 
the ENSO on the northern extra tropical mean sea level pressure (MSLP)). 
However, most of the studies included the influences of various possible factors 
interfering with the interconnectedness of the ENSO and the stratosphere, such as 
seasonality and nonlinearity (Van Loon and Labitzke, 1987; Manzini et al., 2006), 
volcanic eruptions (Labitzke and Van Loon, 1989) and ozone depletion (Kiehl and 
Boville, 1988). However, these observational analyses may benefit from further 
comparisons with control run simulations. Control run simulations allow for the 
systematic study of the possible influences by excluding external factors, and they 
only differ in the stratosphere representations.  

Therefore, to study the dynamical impact of the stratosphere alone on the 
surface climate, and the ENSO in particular, the present work used numerical 
simulations from model configurations with and without a well-resolved 
stratosphere. These model configurations are the two configurations of the Hadley 
Centre Global Environmental Model (HadGEM) run at the Met Office Unified 
Model for CMIP5. (Refer to Section 2 for more details.) Pre-industrial control 
runs were used to investigate the effects of the vertical height and resolution of 
the stratosphere alone on surface climate, and again, the ENSO in particular. 
(Details of the control run are described in the Section 2.)  

In the present work, the first aspect under review is the annual and seasonal 
mean SSTs in both model configurations, which are compared with observations. 
The effects of random variability on the annual mean SSTs are also examined. 
The second aspect under review focuses on the equatorial tropical region in both 
model configurations to investigate the quasi-period of ENSO events through a 
power spectrum. The third aspect is the study of the evolution of the ENSO in 
both model configurations through Hovmoller diagrams. (Details are shown in 
Section 3.4.) A detailed analysis of the possible factors that may give rise to the 
differences in the ENSO characteristics between the configurations, as described 
in Section 3, will be the subject of a later and more extensive study, but these are 
discussed in general terms at the end of this report. 

2. Models and methods 

Two configurations of the HadGEM run at the Met Office Unified Model for CMIP5 
are used in the present work. These two configurations are the HadGEM2-CCS (high 
top configuration) and HadGEM2-CC (low top configuration) (Martin et al., 2011), 
which differ only in their vertical extent and vertical resolution. The high top 
configuration includes a well-resolved stratosphere, incorporating 60 vertical levels 
(L60) and an upper boundary at 85 km (mesopause). The low top configuration has 
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38 vertical levels (L38) and an upper boundary at 40 km (mid stratosphere). As 
shown in Appendix 1, the vertical resolutions show the details of how these levels 
are defined. The high top configuration is better by more than a factor of two in the 
vertical resolution within the stratosphere (Collins et al., 2008).  

To obtain a clear view of the dynamic impact of the vertical height and 
resolution of the stratosphere alone on the ENSO, the ‘control runs’ of both the 
high top and the low top configurations were used instead of the historical runs, 
as performed in Hardiman et al. (2012). The control run is a simulation using pre-
industrial levels of CO2 and ozone that are held constant with time (Taylor et al., 
2009). In other words, the influence of volcanic eruptions and increasing CO2 
concentrations is eliminated. The pre-industrial control run also serves as the 
baseline for the analysis of historical and future scenarios, because it runs with 
non-evolving, pre-industrial conditions. The pre-industrial control run is used in 
addition to estimate the unforced variability of the model (Taylor et al., 2009).  

Therefore, the two sets of SST data in this work result from the pre-industrial 
control runs of the high top and low top configurations, which are publicly 
available from CMIP5 data centers and were downloaded by a DPhil student. The 
present research is based on these two sets of SST data. The SSTs used in the 
present work are determined by four variables: time, longitude, latitude, and 
depth. The depth is set to one meter below the ocean surface, which is sufficient 
to represent surface temperature variability. The time (t) unit is one month, which 
means the SST is a monthly average temperature. Both configurations were run 
over the same period of time, spanning 240 years (t=2880) in total. However, 
because some of the data are missing in the SST data sets of both configurations 
(details in the Appendix 2), only 150 years of data were used for the analysis, 
which is still sufficiently long to study quasi-periodic events such as the ENSO. 
Hence, adequate realizations for examining its statistics are available. 

There are different ways of measuring the strength of the ENSO (Trenberth 
1997). For the oceanic component, the most common method is to average the 
SST anomalies over certain regions termed Niño 1+2, Niño 3, Niño 4, and Niño 
3.4 (Fig. 2). These SST-based indices are statistically positive for El Niño and 
negative for La Niña. In addition, there are various procedures to evaluate the SST 
anomalies. This study adopted two of these: one as SST anomalies with the 
seasonal cycle and the other without. The SST anomalies evaluated with the 
seasonal cycle computed by subtracting the annual mean SST from each SST, 
while those without the seasonal cycle are determined by subtracting the 
monthly average of the corresponding month (relevant Matlab codes are listed 
in Appendix 5).  
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Fig. 2. Niño regions (www1.ncdc.noaa. gov/pub/data/cmb/teleconnections/nino-
regions.gif) 

 

 

El Niño events are then defined based on the conditions of certain thresholds 
being exceeded. The present work utilized the official National Oceanic and 
Atmospheric Administration (NOAA) definition stating that El Niño (La Niña) is 
a phenomenon in the equatorial Pacific Ocean characterized by five consecutive, 
three-month running-means of SST anomalies in the Niño 3.4 region above 
(below) the threshold of +0.5 0C (-0.5 0C). This standard measurement is known 
as the Oceanic Niño Index (ONI) (refer to NOAA ONI in the references for 
details).  

In this work, the eastern and central equatorial Pacific Ocean regions, Niño3 
(5S–5N, 90W–150W) and Niño 3.4 (5S5N, 120W–170W), were used to measure 
the strength of ENSO and ONI of Niño3.4. Moreover, to determine how well the 
SST was simulated in both model configurations, corresponding plots from 
NOAA were used for comparison.  

3. Results and analysis  

Using the high top simulations run with the Met Office Unified Model for CMIP5, 
and equivalent low top simulations, the present work studies the effects of the 
inclusion of a well-resolved stratosphere through general circulation model 
climate simulations of oceanic surface climate. 
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3.1. Global annual climatology 

Figs. 3(a) and (b) show the climatology plots of global SST averaged over 150 
years of control data for the high top and low top configurations, respectively, and 
(c) shows the observed annual mean sea surface temperature climatology from the 
National Oceanic and Atmospheric Administration (NOAA, 
http://www.cpc.ncep.noaa.gov/ products/precip/CWlink/climatology/). Both high 
top and low top configurations generally captured the warmest mean temperature, 
which occurs near 120° E in the tropics and the coldest around the North and 
South Poles. The findings agree well with plot (c), which also shows a cold tongue 
in the east Pacific Ocean along the coastline of South America.   
 
 
 

 

 
Fig. 3. Global sea surface temperature averaged over 150 years; (a) the high top model 
configuration, (b) the low top model configuration, and (c) the annual mean of global SST 
from 1982 to 1995, plot from the NOAA National Weather Service. 
 
 
 
Fig. 4 shows the annual mean global SSTs of the high top run minus the low 

top run, i.e., the difference between Figs. 3(a) and (b). The differences in 
temperature are less than 1 0C between the high top and low top model 
configurations, except in the northern extra-tropical region. The significant 
differences in the northern Atlantic region may be attributed to various causes, 
including the ocean circulation or different surface winds. All these possible 
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reasons result from the differences between the high top and low top 
configurations’ parameters, which are different in the vertical extension and 
vertical resolution of the stratosphere.  
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The present work then further examined whether the differences are 
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first 20 (out of 240 available) years of data were disregarded to cut off the spinning 
up processes. However, noise still remains because of the random variability. To 
test whether the high top and low top annual SSTs are significantly different, a 
standard 2-sample t-test is introduced.  

The t-test is the most commonly used method to evaluate the differences in 
the means between two samples with normal distributions 
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where  and are the means of data sets 1 and 2, respectively. S×1×2 is the 
standard deviation of the combined data, defined by Eq.(2). n is the number of 
data points in each data set, which refers to the number of time points here (81885 
points). In Matlab, the function h = ttest2(x,y) was used in this study. 
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temperature between the high top and low top model configurations are mainly 
statistically significant with 99% confidence. The SSTs in the high top 
configuration in this region are expected to have more variability as SST is more 
influenced by the stratosphere (Baldwin and Dunkerton, 2001).  
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3.2. Global seasonal climatology 

The seasonal mean climatology plots (Fig. 6) from high top and low top 
configurations and those from the NOAA National Centres for Environment and 
Predictions (NCEP) reanalysis are reported. The NOAA NCEP reanalysis data set 
is a continually updated grided data set representing the state of the Earth’s 
atmosphere, incorporating observations and numerical weather prediction (NWP) 
model outputs dating back to 1948. It could serve as observational data or data 
close to observations. The data set was adopted to create seasonal SST 
climatology plots for comparison. (The plots are available at 
www.esrl.noaa.gov/psd/cgibin/data/composites/printpage.pl) 

In this research, spring is considered to begin on the first day of March, and 
each season lasts 3 months, which is generally the definition used in meteorology 
for the northern hemisphere. Therefore, spring begins on March 1, summer on 
June 1, autumn on September 1, and winter on December 1. 

The corresponding seasonal climatology plots from both the high top and 
low top configurations were initially compared with those from the NCEP 
reanalysis (plots in column 3 of Fig. 6). Both the high top and low top 
configurations generally agree well with the observations. Fig. 7 shows the 
seasonal mean global SSTs for the high top minus the low top runs. The 
differences in temperature are less than 1 0C between the high top and low top 
configurations, except in the northern extra-tropical region, which is similar to the 
annual mean in Fig. 4. The t-test for these seasonal means was also computed, 
and the results show a pattern similar to the one in Fig. 5. The seasonal 
climatology is in reasonable agreement with the theory suggested in Baldwin and 
Dunkerton (2001). 
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Column 1. High top Column 2. Low top Column 3. NOAA NCEP 

   

   

   

   

Fig. 6. Seasonal mean global sea surface temperature climatology plots from the high top 
configuration (column 1), the low top configuration (column 2), and the NOAA National 
Centres for Environment and Predictions (NCEP) reanalysis (column 3, available at 
http://www.esrl.noaa.gov/psd/cgi-bin/data/composites/printpage.pl). The first row 
represents spring (MAM), the second represents summer (JJA), the third row represents 
autumn (SON), and the last row represents winter (DJF). 
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Fig. 7. Differences in the seasonal mean global SSTs between the high top and low top 
configurations during (a) spring (MAM), (b) summer (JJA), (c) autumn (SON), and (d) winter 
(DJF). 

 

3.3. ENSO power spectrum 

After studying the global behavior, the focus now is exclusively on the 
behavior of El Niño as described by the SST variability in the equatorial central 
and eastern Pacific region, i.e., the Niño 3 and Niño 3.4 regions of both the 
high top and low top configurations. The normalized power spectra of the 
corresponding monthly SST anomalies are computed by taking the fast Fourier 
transform of a time series as the output in its frequency spectrum (based on the 
code from http://blinkdagger.com/matlab/matlab-introductory-fft-tutorial/). 
Detailed Matlab codes are shown in Appendix 5.  

First, the Niño indices were computed by averaging the SST anomalies over 
the corresponding Niño regions. For example, low Niño 3 indices without the 
seasonal cycle are computed by averaging the low top SST anomalies without the 
seasonal cycle over the Niño 3 region. The time series can then be plotted (Fig. 8), 
and the corresponding power spectra can then be computed (Fig. 9). 

The power spectra of the low top Niño 3 indices with the seasonal cycle and 
those without the seasonal cycle are identical, except near the 1 year per cycle 
strong peak observed in that with the seasonal cycle. This finding indicates that 
the method adopted to remove the seasonal cycle is reasonable for investigating 
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the stratospheric impacts on ENSO quasi-periods. In addition, studying the 
differences without the representation of the seasonal cycle may be easier, 
because the effect of the seasonal cycle in power spectrum study can be 
eliminated. The horizontal axis represents the number of years per cycle over a 
total of 150 years, and a frequency band of 10 years per cycle is statistically more 
reliable than the rest. For example, a frequency of 10 years per cycle has 15 cycles 
as a sampling ensemble. Therefore, the focus was directed towards a range of 0 
to 10 years per cycle on the Niño indices without the seasonal cycle. 

The time series of the Niño 3 and Niño3.4 indices without the seasonal cycle 
for the both high top and low top configurations were produced (not shown here) 
as well as the corresponding power spectra (Figs. 10 and 11).  

Both the high top Niño3 and Niño3.4 power spectra show peak bands over 
approximately 3 to 8 years per cycle, especially in the band of 7 to 8 years per 
cycle. The major ENSO events simulated in the low top configuration have quasi-
periods of 7 to 8 years. Some of the ENSO events are located in a period band of 
5 to 7 years, as well as a period of approximately 3 years. The low top power 
spectra also capture the peak band of 3 to 8 years per cycle. However, a stronger 
peak is observed in the region of 8 to 9 years per cycle. The major ENSO events 
simulated in the low top configuration have quasi-periods of 8 to 10 years. Only 
a few events have a quasi-period of approximately 6.5 years or 5.6 years.  

By just considering the power spectra in Figs. 10 and 11, the high top 
configuration matches better with the general quasi-periods of the ENSO, which 
vary from 2 to 7 years. Most of the power is found within the band of 2 to 8 years 
for the high top configuration, whereas most of the power is found within the band 
of 9 to 10 years for the low top configuration. However, this conclusion is 
imprecise, thus requiring further study.  
 

 

 

 

 

Fig. 8. The time series of the low top Niño 3 index: the SST anomalies without the seasonal 
cycle. 
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Fig. 9. Corresponding power spectra of time series in Fig. 8: the power spectrum without 
the seasonal cycle. The x-axis represents the number of years per cycle and the y-axis is 
the power. 
 
 
 
 

 

Fig. 10. Power spectra of the Niño3 SST anomalies without the seasonal cycle for (a) the 
high top configuration and (b) the low top configuration. 
 
 
 
 

 

Fig. 11. Power spectra of the Niño 3.4 SST anomalies without the seasonal cycle for (a) 
the high top configuration and (b) the low top configuration. 
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Using the NOAA definition described in Section 2 to classify the El Niño 
events, Appendix 3 shows the time series of both the high top and low top Niño 
3.4 ONI with a threshold of 0.5 0C. The power spectra (not shown) corresponding 
to the time series are similar to those shown in Fig. 11. The time series are then 
used to classify El Niño episodes. The criterion, which is often used to classify El 
Niño episodes, is that five consecutive 3-month running mean SST anomalies 
exceed the threshold. A list of El Niño episodes from the high top configuration 
can then be produced (Matlab code is in Appendix 5). With this list, several 
examples of the evolutions of El Niño episodes can then be plotted. 

3.4. ENSO evolutions 

Changes in the SST anomalies shown above during the ENSO cycle are 
accompanied by wind anomalies that cause the mean easterlies to weaken during 
El Niño events and strengthen during La Niña events. To illustrate the structure 
of the evolution over time during ENSO events, both high top and low top 
equatorial SSTs are considered as a function of longitude and time (Figs. 12 and 
13), and SST anomalies along the Equatorial Pacific are represented as a 
Hovmoller diagram for the high top and low top configurations, respectively. A 
Hovmoller diagram created from the NOAA Tropical Atmosphere and Ocean 
(TAO) project of the equatorial SST and SST anomalies from 1990 to 2000 is 
available in Appendix 4 for reference. 

Fig. 12 shows the high top SST anomalies in the equatorial Pacific region 
averaged over the latitude band 5S to 5N, and Fig. 13 shows the low top 
configuration anomalies. A red color indicates a strong El Niño signal, and dark 
blue represents La Niña signals. A total of 15 diagrams were produced, covering 
150 years each for the both high top and low top configurations. Each diagram 
covers a 10-year time scale (e.g., Fig. 12, years 30 to 39). Based on the high top 
configuration Hovmoller diagrams, the majority of El Niño events tend to reach 
their peak towards the end of the calendar year, such as the one shown in Fig. 12, 
in which the El Niño event reaches its maximum between December of year 36 
and January of year 37. However, in the low top configuration diagrams, El Niño 
events do not show this seasonal phase-locking property. For example, the El 
Niño event between year 78 and year 79 shown in Fig. 13 peaks around summer. 

The Hovmoller diagrams shown in this work for both high top and low top 
configurations contain relatively active ENSO phenomena, with El Niño events 
followed by La Niña events. Several other diagrams show neutral conditions 
(normal years) following El Niño or La Niña events. This finding is consistent 
with the general characteristics of the ENSO presented in the introduction.  
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Fig. 12. Hovmoller diagram from 
January in year 30 to January in year 
40 of the high top configuration 
simulation. The horizontal axis is the 
longitude from 110E to 80W; the 
vertical axis is the time stating with 
January in year 40 and ending with 
January in year 30. The SST 
anomalies plotted here are the high 
top SST anomalies in the equatorial 
region averaged over latitude 5S to 
5N. 

Fig. 13. Hovmoller diagram from 
January in year 70 to January in year 
80 of the high top configuration 
simulation. The horizontal axis is the 
longitude from 110E to 80W; the 
vertical axis is the time stating with 
January in year 80 and ending with 
January in year 70. The SST 
anomalies plotted here are the low 
top SST anomalies in the Equatorial 
region averaged over latitude 5S to 
5N. 

4. Summary 

This work uses pre-industrial control runs for the high top and low top 
configurations of HadGEM to investigate the effects of a well-resolved 
stratosphere on SSTs.  
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Annual mean and seasonal mean SSTs are well simulated in both 
configurations (Figs. 4 and 6). The annual and seasonal mean SSTs in the northern 
Atlantic Ocean are cooler with a well-resolved stratosphere (high top 
configuration) than without one (low top configuration) (Figs. 4 and 7). The 
differences between these SSTs could reach as high as 1.5 0C. This work further 
examined whether the temperature differences are statistically significant using a 
statistical method called the ‘t-test’ (Fig. 5). The annual mean SST differences 
that occur in the northern Atlantic Ocean are statistically significant and are not 
due to random variability in these two configurations. 

For Niño indices without the effects of the seasonal cycle, studying the 
ENSO quasi-periods in a power spectrum is easier, because the influence of the 
seasonal cycle is eliminated (Fig. 9). The configuration with a well-resolved 
stratosphere has a slight advantage in terms of simulating the ENSO quasi-period 
properly. The ENSO quasi-period is shown primarily to be a band of 2 to 8 years, 
close to observed periods of 2 to 7 years. The configuration without a well-
resolved stratosphere shows an ENSO quasi-period primarily in the longer period 
band of 9 to 10 years (Figs. 10 and 11). 

The Hovmoller diagrams (Figs. 12 and 13) for both high top and low top 
configurations show the irregularity of ENSO events, which is consistent with the 
general characteristics of ENSO descripted in introduction. Hence, both 
configurations show that El Niño events are not always followed by La Niña, and 
vice versa. Neutral conditions sometimes follow El Niño and La Niña events in 
an ENSO phenomenon. The Hovmoller diagrams also show that the configuration 
with a well-resolved stratosphere, El Niño events tend to reach their peaks towards 
the end of the calendar years, which is the seasonal phase locking phenomenon 
(Fig. 13). 

5. Discussion and future work 

This work suggests that an accurate representation of the stratosphere may be 
necessary to improve simulations of surface climate, especially during ENSO 
events. Both configurations appropriately simulated the long-term mean sea 
surface temperature. However, the configuration with a well-resolved 
stratosphere has an advantage in simulating the ENSO quasi-period and the El 
Niño phase-locking phenomenon. Thus, it is possible to conclude from this work 
that a model with a well-resolved stratosphere is better than one without in terms 
of simulating the ENSO. However, other properties of the ENSO need to be 
further examined. 

Future work is needed to resolve the aforementioned problems. The 
following aspects need to be improved: 

Surface wind stress data and thermocline data for both model configurations 
in the pre-industrial control run are needed to more explicitly investigate the 
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impact of the stratosphere on the ENSO (Fig. 1). As mentioned in Section 1, the 
ENSO is a phenomenon that results from a complex interaction between the 
atmosphere and the ocean. Based on a more accurate representation of surface 
wind stress, the atmosphere and ocean coupling strength can be studied further. 

Further analysis of systematic errors is required. The model resolution 
subgrid processer must be parameterized, which introducing errors. In other 
words, anything influencing the Earth system that acts on scales less than the 
model grid size must just be put into the model as a best guess estimate. Clouds, 
for instance, play a large role on air temperatures but are often too small to be 
resolved in a model. Furthermore, Guilyardi et al. (2004) and Bellenger et al. 
(2014) suggested that multi-model analyses show that serious systematic errors 
persist in the simulated background climate as well as in the natural variability. 

It is necessary to compare the outcomes of both configurations with 
observations. Since the present work makes use of a pre-industrial (1860) control 
run, it is less meaningful to compare the time series with observational data for it 
does not simulate a historical period. However, the power spectra can be 
compared with the observations. Comparing the outcome with other global 
climate models may also be useful.  
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impact of the stratosphere on the ENSO (Fig. 1). As mentioned in Section 1, the 
ENSO is a phenomenon that results from a complex interaction between the 
atmosphere and the ocean. Based on a more accurate representation of surface 
wind stress, the atmosphere and ocean coupling strength can be studied further. 

Further analysis of systematic errors is required. The model resolution 
subgrid processer must be parameterized, which introducing errors. In other 
words, anything influencing the Earth system that acts on scales less than the 
model grid size must just be put into the model as a best guess estimate. Clouds, 
for instance, play a large role on air temperatures but are often too small to be 
resolved in a model. Furthermore, Guilyardi et al. (2004) and Bellenger et al. 
(2014) suggested that multi-model analyses show that serious systematic errors 
persist in the simulated background climate as well as in the natural variability. 

It is necessary to compare the outcomes of both configurations with 
observations. Since the present work makes use of a pre-industrial (1860) control 
run, it is less meaningful to compare the time series with observational data for it 
does not simulate a historical period. However, the power spectra can be 
compared with the observations. Comparing the outcome with other global 
climate models may also be useful.  
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Appendix 
Appendix 1. Currently available vertical resolutions 

 

Fig. 14 .The vertical coordinate system in the atmosphere is height-based and terrain 
following near the bottom boundary. Left: Schematic picture, showing impact of orography 
on atmosphere model levels. Right: Model level height (or depth) vs. thickness plotted for 
the 40 L ocean model configuration and the 38 L and 60 L atmosphere model configurations 
at a point with zero orography (Martin et al., 2011) 
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Appendix 2. Investigation of the original data 
 
Note: Since the control run SST data of both high top and low top configurations 
have been produced only recently and have not been investigated, the present 
work has encountered difficulties due to the incompleteness of these original data, 
to which proper attention has not been previously given. In order to investigate 
these issues with the original results based on the incomplete data, different codes 
were used to reproduce the process, which was highly time-consuming. However, 
the present work was based on data that had been verified and shown to be 
reliable. Further investigations with the original incomplete data will still be 
helpful. 

(1) Both data sets are in NetCDF form, which require to download a NetCDF 
toolbox from Unidata website (available at  
http://www.unidata.ucar.edu/downloads/netcdf/index.jsp), as the student 
version of Matlab does not contain this necessary toolbox. 

(2) Use ‘ncdump’ comment to read the information on the data set, take the high 
top data file for example. 
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The time size was 2870, which is not 2880 for 240 years as expected, which 
implies that some data may be missing inside or at the end of the data set (as the 
model is still running). 

For low top configurations, all the data were correctly obtained, except from 
the 1050 to 1100 months region. Thus, the exact month should be identified and 
the integer number of the data to the corresponding year should be cut-off to fix 
the problem above. This method will not affect the analysis as long as the high 
top and low top configurations have the same time scale, and the statistical study 
has enough realization.  

Missing data of high top configurations occurred in several places around 
2240 months and 2380 months. In the current study, the high top data set was not 
fixed because of time constrains. The latter portions of both models were 
disregarded since they do not affect the reliability of the outcome. Only data that 
cover 150 years were considered. 
 

 

 

Appendix 3. Niño 3.4 ONI time series 
 

 

Fig. 15. Time series of the Niño 3.4 Oceanic El Niño Index for (a) the high top 
configuration and (b) the low top configuration produced from this work 
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Appendix 4. Hovmoller diagrams from NOAA 

 

Fig. 16. Hovmoller diagrams from January 2000 to January 2010 of the NOAA Tropical 
Atmosphere Ocean project (TAO). The horizontal axis is the longitude from 310E to 90W; 
the vertical axis is the time stating with Jan 2010 and ending with Jan 2000 

 

The first plot panel are mean SSTs in Equatorial region averaging over latitude 
2S - 2N; the second plot panel is the SST anomalies in Equatorial region averaging 
over latitude 2S - 2N. 
(Figures are available from http://www.pmel.noaa.gov/tao/jsdisplay/) 
 

Appendix 5. Matlab code 
 
1. Nino indices with and without the seasonal cycle  
2. Power spectrum 

(1) Matlab script based on  
http://blinkdagger.com/matlab/matlab-introductory-fft-tutorial/ 
(2) Adopted the script above for the power spectrum in this project, taken power 
spectrum of Nino 3 indices without seasonal cycle for example.  

3. El Nino episodes (High top for example) 
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Abstract⎯This study aims to give a brief overview of an ensemble of regional climate 
model (RCM) simulations with and without bias correction for daily precipitation for the 
Carpathian Region located in Central/Eastern Europe. Within the international initiative 
called the Coordinated Regional Downscaling Experiment (CORDEX), EURO-CORDEX 
and Med-CORDEX provide RCM simulations targeting Europe as a whole or in a part at 
the grid resolutions of 0.44° (~50 km) and 0.11° (~12 km). The ensemble of RCMs 
provides a huge amount of data, which are, however, prone to biases compared to high-
resolution observations. First, the bias correction of the daily precipitation output of EURO-
CORDEX and Med-CORDEX RCM ensemble at a common 0.11° × 0.11° horizontal grid 
resolution is performed based on the high-resolution, high-quality observational dataset 
CARPATCLIM. The region covered by the CARPATCLIM dataset can be considered as 
the Carpathian Region, for which the RCM ensemble (consisting of six members in total at 
0.11° resolution) of a historical period (1976−2005) and under the Representative 
Concentration Pathway 8.5 (RCP8.5) over two future time slices (2021−2050 and 
2070−2099) are assessed. Percentile-based bias correction method was used in order to 
adjust systematic biases in all simulated precipitation fields. The present study focuses on 
different precipitation climate indices derived from high-resolution RCM outputs over the 
entire Carpathian Region and specifically two sub-regions representing high- and lowlands 
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within the target region. The analyzed indices are as follows: the frequency of rainy days 
(RR1, days with a total rainfall of at least 1 mm), heavy precipitation days (RR10, days 
with a total rainfall of at least 10 mm), highest daily precipitation (RX1), maximum 
consecutive dry periods (CDD, the duration of the longest period with < 1 mm total daily 
precipitation), maximum consecutive wet periods (CWD, the duration of the longest period 
with > 1 mm total daily precipitation). Our results indicate that both the spatial distribution 
and magnitude of mean changes are similar to those found in previous works based on 
ENSEMBLES project simulations using a different greenhouse gas emission scenario. 
Furthermore, the present study also aims to introduce a high-resolution bias-corrected 
precipitation database, which can serve as input for climate change impact and adaptation 
studies to be carried out for the Carpathian Region and to provide important information to 
stakeholders and decision makers at local/regional/national levels. 

 
Key-words: EURO-CORDEX, Med-CORDEX, CARPATCLIM, Carpathian Region, 
precipitation, bias correction, regional climate change, precipitation climate indices 
 

1. Introduction 

Information is of great value. One of the most crucial issues concerning climate 
change is: what impacts and changes will the changing climate have in the future? 
An important aspect of this question is that all precipitation projections come with 
a certain degree of uncertainty, which can have different sources. On the one hand, 
climate models can be useful tools for providing information on human induced 
climate change (IPCC, 2013), but on the other hand, the climatic parameters 
derived from climate model simulations are encumbered with high uncertainties. 
In fact, climate model simulations are characterized by biases compared to 
observations (Torma et al., 2011; Kotlarski et al., 2014). The main sources of 
uncertainties of global climate model (GCM) simulations can be attributed to (1) 
the internal climatic variability (in the absence of any external radiative forcing), 
(2) the implemented parameterization and model dynamics (model or response 
uncertainty), (3) the prescribed emission scenarios (scenario uncertainty), or (4) 
model systematic errors. Furthermore, RCM projections include additional 
uncertainties due to simulation configuration features as the choice of integration 
domain, resolution, lateral boundary conditions (LBCs), etc. Precipitation 
projections for the Carpathian Region, which is characterized by complex 
topography (with an altitude range between 27 m and 2655 m) and is located in 
Central Europe, where warmer Mediterranean climate meets the colder, 
continental northeastern European air masses, come with a certain degree of 
uncertainty (IPCC, 2013; Gaál et al., 2014; Fischer et al., 2015). 

However, climate models may exhibit substantial systematic errors at 
different horizontal resolutions with distinct origins; valuable efforts can be done 
by adjusting or correcting those. In general, when bias correcting the raw climate 
simulation data, we can ensure the equal means between the observations and the 
bias-corrected climate simulation data (Déqué et. al., 2007). More recent and 
sophisticated methods (Berg et al., 2012; Lafon et al., 2013) ensure to fit the whole 
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distribution of climate model simulation to observations for a given 
meteorological variable (e.g., precipitation). The non-parametric (any prior 
knowledge of the theoretical distribution of the assessed variable is not required) 
quantile mapping method is considered to be among the best methods in 
reproducing not only the means but also other statistical properties (standard 
deviation, quantiles, etc). In principle, the quantile mapping method is easy to 
implement, which makes this method attractive among the climate research 
community (e.g., Gudmundsson et al., 2012; Fang et al., 2015). Note that the 
method requires a reliable observational dataset serving as reference data. From 
this point of view, a high-resolution, quality controlled, and homogenized 
observational dataset is essential in the bias correcting process. The 
CARPATCLIM (Szalai et al., 2013) dataset served as reference in the present 
study since it is a high-resolution and high-quality observational dataset, thus 
optimal for such purposes. Additionally, the CARPATCLIM dataset covers the 
region of interest, which is the Carpathian Region in this study. 

A few RCM-based high-resolution (25 km or finer grid spacing) climate 
change projects have been accomplished encompassing the entire domain of the 
Carpathian Region in the last two decades, namely, ENSEMBLES (Ensembles-
Based Predictions of Climate Changes and Their Impacts, 2004−2009; Hewitt and 
Griggs, 2004), CECILIA (Central and Eastern Europe Climate Change Impact 
and Vulnerability Assessment, 2006−2009; Halenka, 2007), and CORDEX (The 
Coordinated Regional Downscaling Experiment, Giorgi et al., 2009), which is the 
most recent international initiative with the task of producing reliable regional 
climate simulations for several well-defined domains under the supervision of the 
World Climate Research Programme (WCRP). EURO-CORDEX (Jacob et al., 
2014) and Med-CORDEX (Ruti et al., 2016) both target Europe with a more and 
a less extended modeling domain, respectively. More precisely, EURO-CORDEX 
covers the entire continent, whereas Med-CORDEX focuses on the Mediterranean 
region, i.e., the southern part of Europe up to the 50°N. As being parts of 
CORDEX, they provide RCM simulations targeting European regions at grid 
resolutions of 0.44° (~50 km, medium resolution) and of 0.11° (~12 km, 
high-resolution). 

We post-processed and analyzed a 6-member RCM ensemble (Table 1) 
involving EURO-CORDEX and Med-CORDEX high-resolution RCM 
simulations under the high-end greenhouse gas scenario RCP8.5 (Moss et al., 
2010). Following the work of Mezghani et al. (2017), the percentile-based 
quantile mapping method was used for bias correcting precipitation projections 
obtained from the high-resolution RCM simulations. The bias-corrected daily 
total precipitation data obtained from the aforementioned RCM ensemble is 
assessed for future periods 2021−2050 and 2070−2099 with respect to the 
reference period 1976−2005 (which is the last 30 years of processed historical 
simulations) over the Carpathian Region. Changes in mean seasonal precipitation 
characteristics are reported not only for the entire Carpathian Region, but also for 
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within the target region. The analyzed indices are as follows: the frequency of rainy days 
(RR1, days with a total rainfall of at least 1 mm), heavy precipitation days (RR10, days 
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two sub-regions selected along the same latitude representing low- and highlands 
with low and high mean altitudes, respectively (Fig. 1). Precipitation climate 
indices are also involved in the assessment of future precipitation characteristic 
and summarized in detail in Table 2. 

 
 
 
Table 1. Overview of global (a-d) and regional (e-j) climate models used in the present 
study. For the regional models the letter in parenthesis indicates the driving GCM (from 
CMIP5) and whether the run accomplished over the EURO-CORDEX (EC) or MED-
CORDEX (MC) domain. 

Model Modelling group Horizontal 
resolution 

Convection scheme 

a, CNRM-CM5 
(Voldoire et al., 2012) 

Centre National de Recherches 
Meteorologiques and Centre 
Europeen de Recherches et de 
Formation Avancee en Calcul 
Scientifique, France 

1.40625° Bougeault (1985) with a 
Kuo (1965) type closure  

    

b, EC-EARTH 
(Hazeleger et al., 
2010) 

Irish Centre for High-End 
Computing, Ireland 

1.125° Bechtold et al. (2008) 

    

c, HadGEM2-ES 
(Collins et al., 2011) 

Met Office Hadley Centre, UK 1.875°(lon) 
× 
1.2413°(lat) 

Derbyshire et al. (2004) 

    

d, MPI-ESM-LR 
(Jungclaus et al., 
2010) 

Max Planck Institute for 
Meteorology, Germany 

1.875° Tiedtke (1989) 

    

e, ALADIN (a-MC) 
(Colin et al., 2010) 

Centre National de Recherches 
Meteorologiques, France 

0.11°  Bougeault (1985) with a 
Kuo (1965) type closure 
 

    

f, CCLM (d-EC) 
(Rockel et al., 2008) 

Climate Limited-area Modelling 
Community, Germany 

0.11°  Tiedtke (1989) 

    

g, RCA4 (c-EC) 
(Kupiainen et al., 
2014) 

Swedish Meteorological and 
Hydrological Institute, Rossby 
Centre, Sweden 

0.11°  Kain and Fritsch 
(1993) 

    

h, RACMO (b-EC) 
(Meijgaard van et al., 
2012) 

Royal Netherlands Meteorological 
Institute, The Netherlands 

0.11°  Tiedtke (1989), 
Nordeng (1994), 
Neggers et al. (2009) 

    

i, REMO (d-EC) 
(Jacob et al., 2001) 

Max-Planck-Institut für 
Meteorologie, Germany 

0.11°  Tiedtke (1989), 
Nordeng (1994), 
Pfeifer (2006) 

    

j, RegCM4 (c-MC) 
(Giorgi et al., 2012) 

International Centre for 
Theoretical Physics, Italy 

0.11°  Grell (1993),  
Emanuel (1991) 
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Fig. 1. Analysis region and topography (on a common 0.11° grid) over the Carpathian 
Region. a) Location of the analysis region within the European domain (red area); b) 
topography based on the GTOPO30 database. Sub-regions within red boxes are for 
representing low- and highlands in the region of interest. Units in b) are m. 
 
 
 
 
 
Table 2. Description of analyzed precipitation indices. 

Abbreviation of index Definition Unit 

CDD Maximum number of consecutive dry days with  
daily precipitation sum < 1 mm day 

CWD Maximum number of consecutive wet days with  
daily precipitation sum > 1 mm day 

RR1 Number of wet days (daily precipitation sum > 1 mm) day 

RR10 Number of days with heavy precipitation  
(daily precipitation sum ≥ 10 mm) day 

RX1 Highest total daily precipitation  mm 

 
 
 
 
 
The present study follows the work of Mezghani et al. (2017), which 

introduces a publicly available bias-corrected dataset consisting projected daily 
precipitation totals along with near surface air temperature (minimum, maximum, 
and mean) for the region of Poland. Here we present the initial steps towards 
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creating similar dataset for the Carpathian Region with special focus on 
precipitation. One of the main objectives of the present work is to introduce a 
publicly available high-resolution RCM based, bias-corrected precipitation 
dataset, which can serve as a fundamental input for application to regional risk 
assessment or impact studies for the Carpathian Region. We also aim to provide 
a brief summary on the assessment of the possible future climatic precipitation 
characteristics over the Carpathian Region based on such dataset. The introduced 
dataset will be publicly available shortly after publication, upon request. 

2. Data and methods 

2.1. The CARPATCLIM gridded observational dataset 

The CARPATCLIM dataset provides 16 daily meteorological variables 
(including daily total precipitation) and related derived indicators for the period 
of 1961−2010 encompassing the Carpathian Region at 0.1° × 0.1° horizontal grid 
resolution (Szalai et al., 2013). This climatic database is station-based, 
state-of-the-art quality controlled, covers the Carpathian Mountains and the whole 
Carpathian Basin (approximately 500 000 km2), and freely available for scientific 
purposes through the following link: http://www.carpatclim-eu.org. From a 
network of meteorological weather stations covering the region of interest 904 
stations were used in collecting daily total precipitation data (Spinoni et al., 2015). 
The technique of Multiple Analysis of Series for Homogenized Database (MASH; 
Szentimrey, 2007) is used for homogenization and checking data quality, while 
the Meteorological Interpolation based on Surface Homogenized Database 
(MISH; Szentimrey and Bihari, 2006) method is applied for gridding and 
interpolating within the CARPATCLIM database. Thus, the CARPATCLIM is 
the ideal and best currently publicly available high-resolution climatological 
dataset, which includes daily total precipitation that can serve as reference for bias 
correction studies over the Carpathian Region with special focus on precipitation. 

2.2. RCM simulations 

Several RCM experiments have been accomplished over each of the 14 different 
sub-regions of the globe in the framework of CORDEX. The European continent 
is targeted by two different sub-programs of CORDEX: EURO-CORDEX and 
Med-CORDEX, both provide RCM simulations for Europe (Med-CORDEX is 
focusing on the Mediterranean region, between the latitudes of 30°N and 50°N) 
at grid resolutions of 0.44° and 0.11°. As both initiatives provide data 
encompassing the whole Carpathian Region, they are ideal for investigating RCM 
simulations obtained from the EURO- and Med-CORDEX programs. We used an 
ensemble of RCM simulations consisting six RCM simulations driven by four 
different GCMs (Table 1). All RCM simulations involved in the present study 
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follow the high-end RCP8.5 scenario (Moss et al., 2010) and were obtained from 
the EURO-CORDEX and the Med-CORDEX initiatives. Although some RCMs 
are available with multiple simulations (different driving GCMs, different 
realizations, etc.) within the CORDEX project, our selected ensemble includes 
only one simulation from each individual RCM in the interest of any of the RCMs 
that should not dominate the selected ensemble. Our study focuses on present 
climatic conditions (1976−2005), and on projections for the future periods 
2021−2050 (near future) and 2070−2099 (far future) with respect to the reference 
period 1976−2005 (the last 30 years of historic runs within CORDEX). 

Since the RCM simulations and the CARPATCLIM dataset are available on 
different horizontal grids, all simulation data and observational data were 
interpolated onto a common grid by following the previous work of Torma et al. 
(2015). The Climate Data Operators software (CDO, https://code.mpimet. 
mpg.de/projects/cdo) was used during the interpolation processes. More 
specifically, the distance-weighted average remapping method was used in order 
to all data share the same grid. However, several different interpolation methods 
are available in the framework of CDO, such as bicubic, bilinear, distance 
weighted, or field conserving, the distance-weighted method was found to be the 
most spatial pattern consistent between different horizontal resolutions over 
regions with complex topography (Torma et al., 2015). All data reported in the 
present study are represented on the common 0.11° grid. 

2.3. Bias correction method 

Either of available bias correction methods is used, one has to keep in mind, that 
bias correction is a mere statistical post-processing tool, which cannot be expected 
to overcome the fundamental shortcomings of any climate model (Maraun, 2016). 
To correct the systematic biases present in our RCM ensemble, we used a 
percentile-based bias correction method (or quantile mapping; Wang et al., 2016). 
The percentile-based bias correction technique is considered to be flexible and to 
be a prominent representative of the most frequently used bias correction 
techniques by the climate research community (e.g., Teutschbein and Seibert, 
2013; Rajczak et al., 2016; Kis et al., 2017). In general, the quantile mapping 
method employs a quantile-based transformation of distributions in order to adjust 
the variance of simulated distribution to better match the variance obtained from 
the observations. It is also important to note that the quantile mapping has a few 
limitations, which must be taken into consideration. The method is considered to 
be sensitive to the length and quality of the calibration or reference dataset 
(Fowler and Kilsby, 2007). Regarding the aforementioned facts, under different 
climatic conditions, unobserved values may not present in the calibration dataset 
in that given time period (Themeßl et al., 2010). Following the work of Mezghani 
et al. (2017), the adjustment of all simulated daily precipitation to the observations 
was performed for each grid cell after interpolating all data onto the common 
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creating similar dataset for the Carpathian Region with special focus on 
precipitation. One of the main objectives of the present work is to introduce a 
publicly available high-resolution RCM based, bias-corrected precipitation 
dataset, which can serve as a fundamental input for application to regional risk 
assessment or impact studies for the Carpathian Region. We also aim to provide 
a brief summary on the assessment of the possible future climatic precipitation 
characteristics over the Carpathian Region based on such dataset. The introduced 
dataset will be publicly available shortly after publication, upon request. 

2. Data and methods 

2.1. The CARPATCLIM gridded observational dataset 
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(including daily total precipitation) and related derived indicators for the period 
of 1961−2010 encompassing the Carpathian Region at 0.1° × 0.1° horizontal grid 
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purposes through the following link: http://www.carpatclim-eu.org. From a 
network of meteorological weather stations covering the region of interest 904 
stations were used in collecting daily total precipitation data (Spinoni et al., 2015). 
The technique of Multiple Analysis of Series for Homogenized Database (MASH; 
Szentimrey, 2007) is used for homogenization and checking data quality, while 
the Meteorological Interpolation based on Surface Homogenized Database 
(MISH; Szentimrey and Bihari, 2006) method is applied for gridding and 
interpolating within the CARPATCLIM database. Thus, the CARPATCLIM is 
the ideal and best currently publicly available high-resolution climatological 
dataset, which includes daily total precipitation that can serve as reference for bias 
correction studies over the Carpathian Region with special focus on precipitation. 

2.2. RCM simulations 

Several RCM experiments have been accomplished over each of the 14 different 
sub-regions of the globe in the framework of CORDEX. The European continent 
is targeted by two different sub-programs of CORDEX: EURO-CORDEX and 
Med-CORDEX, both provide RCM simulations for Europe (Med-CORDEX is 
focusing on the Mediterranean region, between the latitudes of 30°N and 50°N) 
at grid resolutions of 0.44° and 0.11°. As both initiatives provide data 
encompassing the whole Carpathian Region, they are ideal for investigating RCM 
simulations obtained from the EURO- and Med-CORDEX programs. We used an 
ensemble of RCM simulations consisting six RCM simulations driven by four 
different GCMs (Table 1). All RCM simulations involved in the present study 
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0.11° grid. In addition, an adjustment for rainy day frequencies was applied with 
a given threshold of 0 mm day-1. In order to compute the threshold, the probability 
of rainy days was first determined based on observations, and then all modeled 
data below that threshold were set to zero. Accordingly, all modeled data were 
fitted to the portion of the distributions of observed rainy days. The present study 
represents data derived from simulations bias-corrected by the quantile mapping 
technique, where the number of quantiles was set to 1000. Additionally, the 
quantile mapping method was used on seasonal scale in order to take into account 
the seasonal behavior of biases (e.g., correction factors were computed for each 
season for each grid cell). Finally, the quantiles of the RCM simulations for the 
analyzed periods were mapped onto the corresponding quantiles derived from 
observations using the entire available period of CARPATCLIM (1961−2010). 
This was done in order to minimize the sensitivity to the choice of the calibration 
time period, when some unobserved values may lie outside the range, if too short 
time period is considered as calibration period. 

2.4. Precipitation climate indices 

Based on the bias-corrected high-resolution RCM simulation ensemble, in total, 
5 precipitation climate indices defined by the Expert Team on Climate Change 
Detection and Indices (ETCCDI, e.g., Sillmann et al., 2013) are calculated and 
analyzed over the region of interest. The analyzed indices are as follows: 
frequency of rainy days (RR1), heavy precipitation days (RR10), highest daily 
precipitation sum (RX1), maximum consecutive dry periods (CDD), and maximum 
consecutive wet periods (CWD). Indices selected from ETCCDI are analyzed for 
the following reasons: RR1 and CWD represent wet conditions, while CDD 
represents dry spells. RX1 represents precipitation intensity and RR10 represents 
extreme precipitation events. All indices are reported in detail in Table 2. 

3. Results 

3.1. Evaluating raw and bias-corrected RCM-simulated precipitation against 
CARPATCLIM (1976‒2005) 

The period 1976 ‒2005 served as reference for which the historical RCM 
simulations were evaluated first. Model errors usually show spatial and temporal 
dependence. More specifically, wet and dry regions vary depending on the season 
across the region of interest. The biases of simulated seasonal and annual 
precipitation fields compared to CARPATCLIM show their maxima over 
mountainous regions, which can also be attributed to the low station network 
density over those regions. As the thorough comparison of analyzed RCMs before 
and after bias-correction are out of the scope of the present work, here we report 
only a representative example of RCM performance on representing precipitation 
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in the form of spatial plot in Fig. 2. For this purpose, we show as an example of the 
high-resolution run of RCM named as KNMI-RACMO22E (hereafter RACMO) 
driven by EC-EARTH validation against CARPATCLIM before and after bias 
correcting the daily precipitation sums. Fig. 2 depicts not only the negative or 
positive bias of simulated precipitation, but in the form of root mean square error 
(RMSE) given on each panel, it also gives information on the magnitude of overall 
deviation between simulated and observed precipitation taking into account all the 
grid cells over the entire Carpathian Region. In case of RACMO, the raw data holds 
high seasonal RMSE, especially in winter and summer (16.28 mm month-1 and 
16.43 mm month-1, respectively), while for the transition seasons, slightly more 
modest RMSE values were found (12.09 mm month-1 for spring, and 
12.22 mm month-1 for autumn). Relatively smaller RMSE was found on annual 
scale (10.23 mm month-1). The highest biases occurred along the chains of the 
Carpathian Mountains, especially over the southern flanks of the Southern 
Carpathians, where a positive bias can exceed 100 mm month-1. The RMSEs 
obtained from the bias-corrected simulation found to be much lower compared to 
those derived from the raw simulation and were close to 2 mm month-1 for annual 
and seasonal means, except for summer (4.01 mm month-1). After bias correction, 
the annual and seasonal precipitation biases on individual grid cells were found to 
be between –20 and +20 mm month-1. 
 
 
 

 
Fig. 2. Annual and seasonal precipitation bias with (labeled as “BC” maps in the lower 
panels) and without (labeled as “Raw” maps in the upper panels) bias correction for the 
RACMO model simulation (see Table 1), for the period 1976–2005. The root-mean-
squared error (RMSE) is averaged for the whole domain and is given in mm/month in the 
lower left corner of each panel. 

 
 
 

Next, the RCM simulations were assessed for the reference period over the 
two selected sub-regions along the same latitude (Figs. 3 and 4), as an additional 
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0.11° grid. In addition, an adjustment for rainy day frequencies was applied with 
a given threshold of 0 mm day-1. In order to compute the threshold, the probability 
of rainy days was first determined based on observations, and then all modeled 
data below that threshold were set to zero. Accordingly, all modeled data were 
fitted to the portion of the distributions of observed rainy days. The present study 
represents data derived from simulations bias-corrected by the quantile mapping 
technique, where the number of quantiles was set to 1000. Additionally, the 
quantile mapping method was used on seasonal scale in order to take into account 
the seasonal behavior of biases (e.g., correction factors were computed for each 
season for each grid cell). Finally, the quantiles of the RCM simulations for the 
analyzed periods were mapped onto the corresponding quantiles derived from 
observations using the entire available period of CARPATCLIM (1961−2010). 
This was done in order to minimize the sensitivity to the choice of the calibration 
time period, when some unobserved values may lie outside the range, if too short 
time period is considered as calibration period. 

2.4. Precipitation climate indices 

Based on the bias-corrected high-resolution RCM simulation ensemble, in total, 
5 precipitation climate indices defined by the Expert Team on Climate Change 
Detection and Indices (ETCCDI, e.g., Sillmann et al., 2013) are calculated and 
analyzed over the region of interest. The analyzed indices are as follows: 
frequency of rainy days (RR1), heavy precipitation days (RR10), highest daily 
precipitation sum (RX1), maximum consecutive dry periods (CDD), and maximum 
consecutive wet periods (CWD). Indices selected from ETCCDI are analyzed for 
the following reasons: RR1 and CWD represent wet conditions, while CDD 
represents dry spells. RX1 represents precipitation intensity and RR10 represents 
extreme precipitation events. All indices are reported in detail in Table 2. 

3. Results 

3.1. Evaluating raw and bias-corrected RCM-simulated precipitation against 
CARPATCLIM (1976‒2005) 

The period 1976 ‒2005 served as reference for which the historical RCM 
simulations were evaluated first. Model errors usually show spatial and temporal 
dependence. More specifically, wet and dry regions vary depending on the season 
across the region of interest. The biases of simulated seasonal and annual 
precipitation fields compared to CARPATCLIM show their maxima over 
mountainous regions, which can also be attributed to the low station network 
density over those regions. As the thorough comparison of analyzed RCMs before 
and after bias-correction are out of the scope of the present work, here we report 
only a representative example of RCM performance on representing precipitation 
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measure on their performance across the Carpathian Region. Fig. 3 reports the 
individual RCMs simulated seasonal precipitation totals for both sub-regions with 
and without bias correction. In general, over the mountainous sub-region, the 
seasonal precipitation positive bias is more pronounced compared to the sub-
region with low average elevation. Taking into account all simulations, the 
relative bias varies between ‒49% and 53% (‒37% and 159%) in the case of 
lowland (mountainous region). On the one hand, over the mountainous sub-
region, the exaggerated simulated seasonal precipitation totals (compared to 
CARPATCLIM) can indicate the relatively sparse station network density. On the 
other hand, it can also allude to the fact, that how challenging the simulation of 
precipitation over mountainous region can be. Fig. 3 also shows that seasonal 
precipitation is overestimated by most of the models over both sub-regions in all 
seasons, except for summer (JJA). Note that only the ALADIN model 
overestimated the seasonal total precipitation regardless of the season and sub-
region with a somehow exaggerated summer maximum. The latter may be 
attributed to the sensitivity of the applied convective parameterization. After the 
quantile mapping bias correction, the biases present in the raw simulated seasonal 
precipitation totals were almost eliminated, leading to negligible differences 
between RCMs and observational seasonal precipitation totals. In the case of 
lowland (mountainous region), the relative bias is between ‒4% and 4% (‒1% and 
8%), which is substantially less than in the case of raw simulations. The remaining 
slight discrepancy is due to the fact that the calibration period (1961‒2010) 
embeds the reference period (1976‒2005) used in our study and they are not 
identical. 

Other metrics are also known to evaluate the performance of climate models 
in simulating present climatic conditions (Zhao et al., 2013). Besides computing 
the mean bias and RMSE (e.g., Fig. 2), the degree of statistical similarity between 
the simulated and observational fields can be concisely quantified and displayed 
in the form of Taylor diagrams (Taylor, 2001). Fig. 4 summarizes the 
performance of each RCM over the sub-regions with respect to CARPATCLIM 
over the period 1976−2005 in the form of Taylor diagrams. More specifically, the 
azimuthal position of symbols present in Fig. 4 refers to the correlation coefficient 
between the RCM simulations and the CARPATCLIM, the radial distance from 
the reference point (marked with black dot) to each symbol indicate the centered 
RMSE, while the distance from point 0 shows the ratio of standard deviation 
derived from the RCM simulations against the observations. In Fig. 4, all RCM 
simulations are represented by symbols filled with different colors. More 
precisely, color refers to the RCM, while the raw and bias-corrected simulated 
precipitation is denoted by different symbols (square and circle, respectively). 
Among others, Fig. 4 reports the imperfection of the raw RCM simulations, which 
is partly due to biases inherited by the driving fields provided by GCMs. 
Regardless the sub-region, the raw RCM simulations are characterized by very 
low (or even negative) and high (in case of ALADIN) spatial correlation 
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coefficients, varying between –0.3 and 0.93, while after bias correcting the RCM 
simulated precipitation fields, the spatial correlation coefficients are found to be 
within the range of 0.65 and 0.94 (so the low and negative values disappear). 
Regarding the centered RMSE and the standard deviation, both metrics show the 
clear signal of the bias correction on RCM precipitation fields by tending towards 
them to the observations over both sub-regions. It is also interesting to note that 
RACMO with and without bias correction is among the best performing RCMs 
over both sub-regions. In summary, over both sub-regions the application of the 
bias correction method leads to the substantial improvement of the simulated 
precipitation distributions with respect to CARPATCLIM. 

 
 
 
 

 
Fig. 3. Seasonal precipitation bias over the sub-regions with (on the right) and without (on 
the left) bias correction for all RCMs (see Table 1), for the period 1976–2005.  
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Fig. 4. Taylor diagrams for summarizing the statistical characteristics of simulation data 
and the effect of bias correction for the two selected sub-regions, for the period 1976–2005. 
 
 
 
 
 

3.2. Seasonal mean precipitation projections 

After having assessed the RCM simulations with and without bias correction for 
the historical period 1976−2005, now we turn our attention to the projected 
precipitation changes. Toward this purpose, we analyzed the six-member 
high-resolution bias-corrected RCM ensemble including projections following 
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the high-end RCP8.5 greenhouse gas concentration for the future time periods: 
2021−2050 and 2070−2099, with respect to the historical period. Fig. 5 shows the 
change in ensemble mean seasonal precipitation over the region of interest for 
both future time slices. Dotting indicates regions where at least 4 out of 6 RCMs 
agree on that seasonal precipitation change is statistically significant at the 90% 
confidence level using two-sided t-test. Thus, findings are considered robust over 
regions highlighted by dots. According to Fig. 5, it is evident that during the 21st 
century, the region of interest is likely to experience a general increase in 
precipitation during all seasons, except for summer. On the one hand, the mean 
seasonal precipitation changes found to be similar for both future time periods 
(regarding the sign and spatial pattern), but on the other hand, these changes found 
to be more prominent and robust by the end of the 21st century (2070−2099) than 
by the mid-century. For this reason, hereafter in this section, we focus on changes 
by the end of the century. The bias-corrected RCM simulations show a maximum 
winter (DJF) precipitation increase in the western part of the region (mostly 
covering the territory of Hungary) and surrounding the mountain chains of the 
Carpathians exceeding 30%. The latter one can indicate the sign of the 
topographically induced precipitation change. Regarding the sign and spatial 
distribution, very similar but less pronounced changes were found for spring 
(MAM) within the range of 0%–30%. It is also interesting to note that 
precipitation increase in DJF and MAM tends to be more moderate towards the 
south over the Southern Carpathians, while the precipitation change signal is the 
opposite over the northern and southern parts of the Southern Carpathians  
(-15% – 0%, but being mostly not significant) in autumn (SON). Obviously, the 
orientation of the southern flanks of the Carpathians plays a key role in this 
process (precipitation shadowing effect) along with the prevailing wind flow 
change (Zappa et al., 2013). The models project significant precipitation decrease 
in the summer season (JJA) over the selected domain, reaching a maximum of 
 -25% – -30% over the southern regions of the Carpathian Basin. This raises a 
major concern on future fresh water availability (e.g., irrigation), since the 
precipitation maximum occurs in the summer season. In summary, our findings 
on seasonal precipitation change confirm previous studies reporting general 
winter precipitation increase and decrease in summer over the region of interest 
(e.g., Jacob et al., 2014; Kis et al., 2017). 
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Fig. 4. Taylor diagrams for summarizing the statistical characteristics of simulation data 
and the effect of bias correction for the two selected sub-regions, for the period 1976–2005. 
 
 
 
 
 

3.2. Seasonal mean precipitation projections 

After having assessed the RCM simulations with and without bias correction for 
the historical period 1976−2005, now we turn our attention to the projected 
precipitation changes. Toward this purpose, we analyzed the six-member 
high-resolution bias-corrected RCM ensemble including projections following 
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Fig. 5. Ensemble average of the projected seasonal precipitation change over the 
Carpathian Region. The changes are presented for two different future time slices compared 
with the reference period 1976–2005, derived from the RCM ensemble (see Table 1; units 
of percentage of reference period values) for 2021–2050: DJF (a), MAM (c), JJA (e), and 
SON (g). For far future (2070–2099): DJF (b), MAM (d), JJA (f), and SON (h). Dotting 
indicates areas where at least 4 out of 6 RCMs agree on that precipitation change is 
statistically significant at the 90% confidence level. Thin contour lines represent 
topography with the intervals of 500 m. Thick black lines show country borders. 
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3.3. Estimated changes of precipitation climate indices 

As discussed in the previous Section (3.2) the assessed RCM ensemble projects 
robust precipitation change only by the end of the 21st century, therefore 
climate index changes are analyzed and reported only for this later future 
period in Fig. 6. More specifically, Figure 6 summarizes the spatial distribution 
of the aforementioned climate indices’ winter and summer changes projected 
by 2070−2099 with respect to 1976−2005 over the Carpathian Region. Noting 
that, indices which take into account several days (CDD and CWD) and based 
on bias corrected model data are not expected to perfectly match with 
observations due to some residual bias. Whilst one-day indices based on bias 
corrected data expected to be really close to observations. The estimated 
changes of CWD and CDD are not found significant in DJF. Whilst, the 
maximum length of dry periods in JJA is projected to be significantly extended 
over most part of the region with a maximum increase of 7 days. Note that the 
maximum increase of CDD is projected over the same region where the 
maximum summer precipitation decrease is estimated to occur. CWD does not 
show robust change with any particular topographical feature. Estimated 
change of RR1 shows similar seasonal and spatial patterns to CDD changes. 
More specifically, the absolute increase of RR1 is robust in winter and 
estimated to increase by 2‒3 days per season in the northern regions of the 
Carpathian Mountains. While in summer, the projected decrease of RR1 is 
found to be significant technically all over the region of interest. It is also 
interesting to note the evidence of the topographical modulation of the 
Carpathians on the spatial distribution in the summer change of RR1, where 
the estimated decrease can reach 7‒ 8 days per season over the mountain peaks. 
The more abundant future winter precipitation reported in Section 3.2. is 
associated with more intense daily precipitation totals: RX1 relative change is 
estimated to reach a maximum of 50% over the Northeastern Carpathians. A 
moderate increase of RX1 is simulated for summer over most part of the 
Carpathian Region, but with a slight decrease (~10%) over the western part of 
the Southern Carpathians. In terms of the sign and spatial distribution, the 
increase of RR10 is found to be in line with the winter precipitation change, 
even the changes are robust only for the interior of the chains of Carpathians 
reaching 2‒3 days more per season. In the meanwhile, RR10 in summer is 
estimated to decrease with the same magnitude over the peaks of the 
Carpathians, the region of Croatia, and the southern parts of Serbia covered by 
the CARPATCLIM dataset. 

In summary, the number of days with precipitation total exceeding 1 mm is 
estimated to decrease; also the intensity of rainy events is estimated to decrease 
over the western part of the Southern Carpathians, leading the climate of that region 
considerably drier. In addition, the overall winter and summer precipitation changes 
are fostered by the projected robust changes found for RX1 and RR1, respectively. 
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Fig. 5. Ensemble average of the projected seasonal precipitation change over the 
Carpathian Region. The changes are presented for two different future time slices compared 
with the reference period 1976–2005, derived from the RCM ensemble (see Table 1; units 
of percentage of reference period values) for 2021–2050: DJF (a), MAM (c), JJA (e), and 
SON (g). For far future (2070–2099): DJF (b), MAM (d), JJA (f), and SON (h). Dotting 
indicates areas where at least 4 out of 6 RCMs agree on that precipitation change is 
statistically significant at the 90% confidence level. Thin contour lines represent 
topography with the intervals of 500 m. Thick black lines show country borders. 
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Fig. 6. Ensemble average of the projected winter (DJF) and summer (JJA) change of 
precipitation climate indices for the far future (2070‒2099). Dotting indicates areas where 
at least 4 out of 6 RCMs agree on that precipitation change is statistically significant at the 
90% confidence level. Thin contour lines represent topography with the intervals of 500 m. 
Units are day season-1, while changes are given in % for RX1. Thick black lines show 
country borders. 
 
 
 
 
In order to assess the possible role of orography on the projected changes in 

precipitation and the analyzed climate indices, further assessments are needed. 
Toward this purpose, the estimated changes of the precipitation indices over the 
two specific sub-regions within the Carpathian Region for time slices 2021−2050 
and 2070−2099 compared to the reference period 1976−2005 were computed and 
are reported in Fig. 7. The bars with different colors depict the arithmetic mean of 
the climate index derived from the RCM simulations (2021−2050 is represented by 
dark, while 2070−2099 period is represented by light colors), while the vertical 
black line displayed over each bar indicates the minimum and maximum values 
(the entire spread of the six-member RCM ensemble). According to the sign and 
magnitude of the estimated changes of climate indices, slight differences were 
found between the analyzed sub-regions. In general, most climate indices show a 
more pronounced change in the far future (2070−2099) compared to the earlier time 
slice (2021−2050). No substantial changes were found for the frequency of rainy 
days (RR1) in DJF and MAM, while it is projected to decrease in JJA and SON by 
~10 ‒20% on average, with the maximum in JJA. Slight differences can be seen 
over the sub-regions in the estimated seasonal changes of RR10. More specifically, 
days with precipitation sum exceeding 10 mm are projected to become more 
frequent in DJF and MAM (by ~30 ‒50% and by 20 ‒35%, respectively). It is 
interesting to note that a more pronounced increase in RR10 is found over the sub-
region with lower mean elevation. By the end of the 21st century, about 15% less 
RR10 is projected in JJA over both sub-regions, whilst small decrease (~5%) along 
with a more robust increase (~15%) is estimated in SON over the low elevation and 
the mountainous sub-regions, respectively. Thus, the estimated changes of RR1 and 
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RR10 envision the modulation of the annual precipitation cycle over the analyzed 
sub-regions. RX1 shows very similar increase in all seasons over both sub-regions 
(~10 ‒20% in DJF, ~10 ‒30% in MAM, and ~5 ‒15% in JJA), except for SON, 
when over the mountainous sub-region, the increase of RX1 is more modest 
(~10%) compared to the other sub-region at lower elevation (~35%). According to 
the assessed precipitation climate indices, longer wet periods (CWD) are projected 
in DJF and MAM (~10%), whereas shorter wet periods in JJA and in SON  
(5 ‒15%). Along with this, longer dry periods (CDD) are projected over both 
sub-regions by ~10‒30% in JJA and SON by the end of the 21st century. Note that 
only negligible changes are estimated in CDD for DJF and MAM, regardless of the 
sub-region. 

 
 
 
 

 
Fig. 7. Relative changes of precipitation climate indices for the two sub-regions for  
2021‒2050 and 2070‒2099 with respect to 1976‒2005. Changes are given in %. Color bars 
represent the ensemble mean, while the vertical black lines are drawn from the smallest to 
the greatest projected changes. 
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Fig. 6. Ensemble average of the projected winter (DJF) and summer (JJA) change of 
precipitation climate indices for the far future (2070‒2099). Dotting indicates areas where 
at least 4 out of 6 RCMs agree on that precipitation change is statistically significant at the 
90% confidence level. Thin contour lines represent topography with the intervals of 500 m. 
Units are day season-1, while changes are given in % for RX1. Thick black lines show 
country borders. 
 
 
 
 
In order to assess the possible role of orography on the projected changes in 

precipitation and the analyzed climate indices, further assessments are needed. 
Toward this purpose, the estimated changes of the precipitation indices over the 
two specific sub-regions within the Carpathian Region for time slices 2021−2050 
and 2070−2099 compared to the reference period 1976−2005 were computed and 
are reported in Fig. 7. The bars with different colors depict the arithmetic mean of 
the climate index derived from the RCM simulations (2021−2050 is represented by 
dark, while 2070−2099 period is represented by light colors), while the vertical 
black line displayed over each bar indicates the minimum and maximum values 
(the entire spread of the six-member RCM ensemble). According to the sign and 
magnitude of the estimated changes of climate indices, slight differences were 
found between the analyzed sub-regions. In general, most climate indices show a 
more pronounced change in the far future (2070−2099) compared to the earlier time 
slice (2021−2050). No substantial changes were found for the frequency of rainy 
days (RR1) in DJF and MAM, while it is projected to decrease in JJA and SON by 
~10 ‒20% on average, with the maximum in JJA. Slight differences can be seen 
over the sub-regions in the estimated seasonal changes of RR10. More specifically, 
days with precipitation sum exceeding 10 mm are projected to become more 
frequent in DJF and MAM (by ~30 ‒50% and by 20 ‒35%, respectively). It is 
interesting to note that a more pronounced increase in RR10 is found over the sub-
region with lower mean elevation. By the end of the 21st century, about 15% less 
RR10 is projected in JJA over both sub-regions, whilst small decrease (~5%) along 
with a more robust increase (~15%) is estimated in SON over the low elevation and 
the mountainous sub-regions, respectively. Thus, the estimated changes of RR1 and 
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Different processes and different underlying mechanisms may be 
responsible for the seasonal precipitation change patterns projected for these sub-
regions and for the entire Carpathian Region, which is in fact exciting and also 
challenging to be addressed, but the detailed investigation of it is out of the scope 
of the present study. It will be investigated in a future work. 

4. Conclusions 

The high-resolution, high-quality observational dataset, CARPATCLIM served as 
long-term reference dataset for the Carpathian Region to correct for systematic bias 
in daily precipitation simulated by six EURO-CORDEX and Med-CORDEX 
simulations. Following the work of Mezghani et al. (2017), the quantile mapping 
method was used in order to eliminate biases present in the ensemble of RCM 
simulations. The six-member high-resolution (~12 km) RCM ensemble assuming 
the high-emission greenhouse gas scenario (RCP8.5) was assessed for future time 
slices 2021‒2050 and 2070‒2099 with respect to the reference period 1976‒2005. 
Based on the ensemble mean of bias-corrected RCM simulations, more robust 
changes are projected by the end of the 21st century than for the near future time 
slice. The present study also reported on the projected changes of precipitation 
climate indices over the entire Carpathian Region and with special focus on two sub-
regions representing high- and lowlands within the target region. The sub-regions 
were selected in favor of the quest of the role of topography on precipitation change. 
The analyzed climate indices are: frequency of rainy days (RR1, days with a total 
rainfall of at least 1 mm), heavy precipitation days (RR10, days with a total rainfall 
of at least 10 mm), highest daily total precipitation (RX1), maximum consecutive 
dry days (CDD, duration of the longest period with < 1 mm total daily precipitation), 
maximum consecutive wet periods (CWD, duration of the longest period with 
> 1 mm total daily precipitation). 

By and large, the key findings of the present study are as follows: (1) the 
influence of orography on seasonal precipitation change is evident throughout the 
analyzed periods, (2) the estimated precipitation change holds an unequivocal 
seasonality as most models project significant winter (DJF) precipitation increase 
(~30%), while in general drier (~20%) summers (JJA) are projected over the most 
part of the Carpathian Region by the end of the 21st century, (3) RR10 shows a 
clear signal of increase over the sub-regions in all seasons (10 ‒50%), except for 
summer (~ -15%), while RX1 shows increase in all seasons. 

The present study also introduces a high-resolution bias-corrected 
precipitation database, which can serve as input for further climate change impact 
and adaptation studies to be carried out for the Carpathian Region at 
local/regional/national levels. Furthermore, the present work draws attention to 
the important role that a high-resolution, quality controlled observational dataset 
may play not only in validation studies, but also in creating bias-corrected RCM 
simulation-based dataset for further scientific purposes. 
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Abstract⎯ The main objective of this study is to review and test the applicability of well-
established models collected from the literature for estimating the monthly average daily 
diffuse solar radiation on a horizontal surface in Egypt. The different meteorological data 
measured at eight stations during the period 1987–2016 were used to calculate the monthly 
mean values of diffuse solar radiation over these stations using the collected models. The 
selected eight stations measure diffuse solar radiation component and have been chosen to 
cover the whole of Egypt. The collected models (fourteen models) were compared on the 
basis of many statistical error tests such as the relative percentage error, (e%), mean 
percentage error (MPE), mean bias error (MBD), root mean square error (RMSE), t-test, 
and Nash-Sutcliffe equation (NSE). According to the results, the Tarhan and Sar model 
(Model 12) showed the best estimation of the diffuse solar radiation on a horizontal surface 
for all of the eight stations, and therefore, it is recommended for predicting diffuse solar 
radiation at any location in Egypt. 

 
Key-words: solar energy, diffuse solar radiation, sunshine duration, extraterrestrial 

radiation, solar radiation models, model comparison, Egypt. 
 
 

1. Introduction 

Knowledge of local solar radiation components is essential in the design and study 
of many solar energy applications (Lu et al, 1998; Li and Lam, 2000; Wong and 
Chow, 2001; Driesse and Thevenard, 2002; Almorox and Hontoria, 2004; Al-
Mohamad, 2004; Kumar and Umanand, 2005). Although Egypt is a vast country 
and has abundant solar energy, solar radiation measurements are not easily 
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available in Egypt (especially the diffuse solar radiation) because of not being 
able to afford the measuring equipments and techniques involved (Ibrahim, 1985). 
Therefore, it is important to develop methods to estimate the solar radiation on 
the basis of the more readily available meteorological data. Several models have 
been developed to estimate the amount of global solar radiation on horizontal 
surfaces in Egypt (Ibrahim, 1985; Sabbagh, 1977; El-Shahawy, 1984; El-Shazly, 
1998; Trabea and Shaltout, 2000; Darwish and Taha, 2000; Tadros, 2000; El-
Metwally, 2004 and 2005; El-Sebaii, and Trabea, 2005; Khalil and Shaffie, 2013; 
El-Metwally and Wald, 2013; Khalil and Shaffie, 2016). Unfortunately, the diffuse 
radiation measurements are very rare in Egypt, and there are no researches, except 
for the study of El-Sebaii and Trabea (2003), which made a concerning estimation 
of diffuse solar radiation in Egypt. Therefore, the main objective of this paper is 
to validate the best available models that predict the monthly mean daily diffuse 
radiation on a horizontal surface against an independent data set over Egypt, and 
thus, to select the most accurate model. All the most accurate empirical models 
which are used to estimate diffuse solar radiation, D, have been collected from 
literatures to evaluate the applicability of these models to estimate D over 
different stations in Egypt. The collected models were compared on the basis of 
many statistical error tests. 

2. Comparison of models with literature 

The most accurate empirical models concerning estimation of diffuse solar 
radiation collected from the literature are as follows: 
 
 
 
Model 1 (Hawas and Muneer, 1984): 

 �
� = 	1.35− 1.6075 � ���� , (1) 

 
Model 2 (Ulgen and Hepbasli, 2009): 

 �
��
= 	0.1155 − 0.1958	 � ����, (2) 

 
Model 3 (Gopinathan, 1988): 

 �
� = 	0.697 − 0.577	 � ���� , (3) 

 
Model 4 (Jamil and Akhtar, 2017): 

 �
� = 	0.2932 − 1.8655	 � ���� − 	1.5114	 � ���� , (4) 
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Model 5 (Gopinathan, 1988): 

 �
� = 	0.879 − 0.575	 � ���� − 	0.323	 � ����, (5) 

 
Model 6 (El-Sebaii et al. 2010): 

 �
��
= 	3.0020 − 3.8820	 � ���� − 0.1500	 � ���� , (6) 

 
Model 7 (El-Sebaii and Trabea, 2003): 

 �
� = 	−	0.209 + 2.183	 � ���� − 1.785	 � ����

�, (7) 

 
Model 8 (Tarhan and Sar, 2005): 

 �
� = 	0.9885 − 1.4276	 � ����+ 0.5679	 � ����

�				, (8) 

 
Model 9 (Jamil and Akhtar, 2017): 

 �
� = 	0.3116 + 1.8043	 � ����+ 	0.0501 � ����

� − 1.5118 � ����, (9) 

 
Model 10 (Jamil and Akhtar, 2017): 

 �
� = 	0.3017 − 1.8726	 � ���� − 	1.5454 � ����+ 0.0212 � ����

�
, (10) 

 
Model 11 (Jamil and Akhtar, 2017): 

 �
��
= 	−0.1776 + 1.6206	 � ���� − 	0.6843 � ���� − 0.2136 � ����

�, (11) 

 
Model 12 (Tarhan and Sar, 2005): 

 �
� = 	1.0207 − 1.6582	 � ����+ 1.1018	 � ����

� − 0.4019	 � ����
�			,		 (12) 

 
Model 13 (Aras et al. 2006): 

 �
� = 	1.7111 − 4.9062	 � ����+ 6.6711	 � ����

� − 3.9235	 � ����
�		, (13) 

 
Model 14 (Jamil and Akhtar, 2017): 

 �
� = 	0.2191 + 2.3964	 � ���� − 	0.3877 � ����

� − 1.7828 � ���� + 0.1705 � ����
�, (14)  

 

48 

available in Egypt (especially the diffuse solar radiation) because of not being 
able to afford the measuring equipments and techniques involved (Ibrahim, 1985). 
Therefore, it is important to develop methods to estimate the solar radiation on 
the basis of the more readily available meteorological data. Several models have 
been developed to estimate the amount of global solar radiation on horizontal 
surfaces in Egypt (Ibrahim, 1985; Sabbagh, 1977; El-Shahawy, 1984; El-Shazly, 
1998; Trabea and Shaltout, 2000; Darwish and Taha, 2000; Tadros, 2000; El-
Metwally, 2004 and 2005; El-Sebaii, and Trabea, 2005; Khalil and Shaffie, 2013; 
El-Metwally and Wald, 2013; Khalil and Shaffie, 2016). Unfortunately, the diffuse 
radiation measurements are very rare in Egypt, and there are no researches, except 
for the study of El-Sebaii and Trabea (2003), which made a concerning estimation 
of diffuse solar radiation in Egypt. Therefore, the main objective of this paper is 
to validate the best available models that predict the monthly mean daily diffuse 
radiation on a horizontal surface against an independent data set over Egypt, and 
thus, to select the most accurate model. All the most accurate empirical models 
which are used to estimate diffuse solar radiation, D, have been collected from 
literatures to evaluate the applicability of these models to estimate D over 
different stations in Egypt. The collected models were compared on the basis of 
many statistical error tests. 

2. Comparison of models with literature 

The most accurate empirical models concerning estimation of diffuse solar 
radiation collected from the literature are as follows: 
 
 
 
Model 1 (Hawas and Muneer, 1984): 

 �
� = 	1.35− 1.6075 � ���� , (1) 

 
Model 2 (Ulgen and Hepbasli, 2009): 

 �
��
= 	0.1155 − 0.1958	 � ����, (2) 

 
Model 3 (Gopinathan, 1988): 

 �
� = 	0.697 − 0.577	 � ���� , (3) 

 
Model 4 (Jamil and Akhtar, 2017): 

 �
� = 	0.2932 − 1.8655	 � ���� − 	1.5114	 � ���� , (4) 



50 

where D is the monthly average of the daily diffuse solar radiation, H is the 
monthly average of the daily global solar radiation, Ho is the monthly average 
daily extraterrestrial radiation, n  is the day length, and  is the maximum 
possible sunshine duration. Ho was calculated from the following equation 
(Duffie, 1991): 
 
 

 )sinsin
360
2sincos(cos24 δϕπδϕ

π
wwfIH so += , (15) 

 
where Is is the solar constant (=1367Wm-2), f is the eccentricity correction factor 
of the Earth’s orbit, ϕ  is the latitude of the site, δ  is the sun declination, and w is 
the mean sunrise hour angle for the given month. f, δ , w, and  can be computed 
by the following equations (Duffie, 1991): 
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 15/2wN o = , (19) 
 
where n′  is the day of the year. 

3. Data and comparison methods 

In this study, monthly mean values of global solar radiation and sunshine hours 
measured at of eight stations during the period 1987–2016 have been obtained 
from the Egyptian Meteorology Authority (EMA) to calculate the diffuse solar 
radiation, D over these stations using the above corresponding models. Table 1 
gives the list of the stations and their coordinates in addition to the type of the 
measured radiation at each station and its date of commencement of records. The 
monthly mean values of extraterrestrial solar radiation, Ho, and the day length, n , 
were calculated for each month of the year and for each station using Eqs. (15–
19), and they were then employed to estimate D for each station. 
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Table 1. Coordinates of the Egyptian radiation measurements network and the radiation 
components measured together with the date of commencement of recording 

Station 
Latitude 

(N) 
Longitude 

(E) 
Elevation 

(m) 
Measurement Date of 

commencement 
of records* G D I S 

Sidi-Barrani 
Matruh 
El-Arich 
Tahrir 
Cairo 
Qena 
El-Kharga 
Aswan 

31°38’ 
31°20’ 
31°05’ 
30°39’ 
30°05’ 
26°03’ 
25°27’ 
23°58’ 

25°24’ 
27°13’ 
33°49’ 
30°42’ 
31°17’ 
32°12’ 
30°32’ 
32°47’ 

27 
38 
32 
16 
36 
96 
78 

192 

X 
X 
X 
X 
X 
X 
X 
X 

X 
X 
X 
X 
X 
X 
X 
X 

- 
- 
- 
- 
X 
- 
- 
- 

X 
X 
X 
X 
X 
X 
X 
X 

1984 
1961 (1981) 
1980 
1960 (1981) 
1969 (1974) 
1979 
1964 (1981) 
1972 (1981) 

* The year in brackets indicates the data of commencement of diffuse and/or direct solar 
radiation records.  

G is the global solar radiation; D is the diffuse solar radiation,  
I is the direct solar radiation, and S is the sunshine duration. 

 
 
 
 
 

The calculated values of diffuse solar radiation, Dc, were compared with the 
corresponding mean measured values, Dm (mean of the period 1987–2016) in each 
model. Moreover, the performance of the models was also evaluated on the basis 
of the following statistical error tests: relative percentage error (e%), mean 
percentage error (MPE), mean bias error (MBE) root mean square error (RMSE), 
t-statistic (t), and Nash–Sutcliffe equation (NSE). e%, MPE, MBE, RMSE, t and 
NSE are defined by Equations (20–25), respectively, as below (Tiba, 2001; Ulgen 
and Hepbasli, 2003 and 2004; Notton et al. 2004; Soares et al. 2004; Tymvios et 
al. 2005; Mediavilla et al. 2005; Ulgen and Hepbasli, 2002; Togrul and Togrul, 
2002; Stone, 1993; Chen et al., 2004): 
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where n′  is the day of the year. 

3. Data and comparison methods 

In this study, monthly mean values of global solar radiation and sunshine hours 
measured at of eight stations during the period 1987–2016 have been obtained 
from the Egyptian Meteorology Authority (EMA) to calculate the diffuse solar 
radiation, D over these stations using the above corresponding models. Table 1 
gives the list of the stations and their coordinates in addition to the type of the 
measured radiation at each station and its date of commencement of records. The 
monthly mean values of extraterrestrial solar radiation, Ho, and the day length, n , 
were calculated for each month of the year and for each station using Eqs. (15–
19), and they were then employed to estimate D for each station. 
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where Di,m and Di,c are the ith measured and calculated values of diffuse solar 
radiation, respectively, while N is the number of observations taken into account.  

4.  Results and discussion 

The values of monthly mean daily diffuse solar radiation intensity estimated using 
the above fourteen models (1–14) were compared with the corresponding 
measured values at the used eight stations. The relative percentage errors, e(%), 
between the estimated and measured values of the monthly mean daily diffuse 
solar radiation intensity were determined using Eq. (20) for the 12 months of the 
year. The statistical tests of MPE, MBE, RMSE, t-test, and NES were also 
calculated using Eqs. (21–25), respectively. The results are given in Tables 2–9. 
Furthermore, Table 10 summarizes the maximum and minimum values of the 
statistics errors, MPE, MBE, RMSE, t-test, and NSE, of each fourteen models at 
the eight selected stations. 

It can be seen that the estimated values of Dc at each station are in favorable 
agreement with the measured values Dm for all the months of the year (Tables 2–9), 
whereas the percentage errors, e(%), for a single month not reaches ±10% for any 
of the locations. Based on all statistical test results of MPE, MBE, RMSE,  
t-test, and NES (Tables 2–10), all models are recommended for using to estimate 
the diffuse radiation at all stations, whereas all statistical test results are in the 
range of acceptable values between (–0.49 and +5.12) for MPE; (-0.39 and +2.78) 
for MBE; (+0.22 and +3.51) for RMSE; (+0.03 and +7.96) for t-test; and (0.9502 
and 0.9999) for NES. On the other hand, it was found that the Tarhan and Sar 
model, (Model 12), shows the best results among the all models for all of the 
stations. This is due to the fact that Model (12) has the lowest MPE, MBE, RMSE, 
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and t-test value and highest NES values compared to the other fourteen models. It 
was found that, the overall percentage error, e%, of Model (12) is in the range of 
acceptable values between –5.04 and +3.31% with the lowest mean percentage 
error (MPE) values that range from –0.49% to +0.27%. Furthermore, 95.8% of 
these values (e%) lie between –2.64 and +2.94 for Model (12). Also, the MBE 
values of Model (12) are usually equal to zero or very close to zero, while the 
values of t-test range from +0.03 to 1.88. Furthermore, Model (12) has the highest 
values of NES and closest to 1.0, whereas they range from 0.9956 to 0.9999.  
These are considered excellent indicators in that the Tarhan and Sar model 
(Model 12) gives precise estimation for each station and all Egypt with acceptable 
errors. Although Model (13) is almost like Model (12), Model (13) has higher 
values of MPE, MBE, RMSE, and t-test and lower values of NES than of Model 
(13), (See Tables 2–9). Therefore, it can be concluded that the Tarhan and Sar 
model (Model 12) is extremely recommended for use to estimate diffuse solar 
radiation at any location in Egypt, i.e., Model (12) is the best model for estimating 
diffuse solar radiation on a horizontal surface over Egypt.  
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5. Conclusions 

The most accurate empirical models that estimate diffuse solar radiation were 
collected from the literature to evaluate their applicability for estimate diffuse solar 
radiation over Egypt. The collected models were compared on the basis of the many 
statistical error tests; relative percentage error (e%), mean percentage error (MPE), 
mean bias error (MBD), root mean square error (RMSE), t-test, and Nash-Sutcliffe 
equation (NSE). According to the results, the Tarhan and Sar model (Model 12) 
showed the best estimation of the diffuse solar radiation on a horizontal surface for 
all stations. Therefore, the Tarhan and Sar model (Model 12) is extremely 
recommended for predicting diffuse solar radiation at any location in Egypt. 
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Abstract⎯ Investigations of the long-term observations of climate variables, as a practical 
approach to monitor climate changes, have attracted the interest of many researchers 
around the world. One of the important variables in this context is precipitation. The 
investigation of precipitation, one of the most important meteorological factors directly 
affecting accessibility to water resources, is of special importance. In every region, studies 
of precipitation on daily, monthly, or annual scales provide important information on the 
distribution, concentration, and dispersion of precipitation, as well as some conclusions 
about the associated hydrological problems. In this study, the precipitation concentration 
was calculated and zoned by means of the precipitation concentration index (PCI) in the 
basin of Lake Urmia, using monthly and annual rainfall data of 42 selected rain gauge 
stations, from which 24 stations located in the West Azerbaijan province (in the west of 
Lake Urmia) and 18 stations located in the East Azerbaijan province (in the east of Lake 
Urmia) during 1984–2013. The results of the studies of the precipitation concentration 
index over the basin of Lake Urmia showed that the dominant concentrations of spring, 
autumn, and winter precipitation were moderate, indicating a moderate distribution for the 
precipitation of the months in these seasons. In addition, in the period under study, uniform 
and regular precipitation concentrations (PCI<10) were observed only in winter and in the 
borders of the basin. In summer, almost the entire surface of the basin (excluding its 
northeastern part) faced a strongly irregular distribution of precipitation, indicating 
irregular rainfall in July, August, and September. Most of the basin of Lake Urmia is 
covered by an irregular distribution of precipitation on an annual scale. By investigating 
the precipitation distribution in the first and the last 10 years of the statistical period 
considered and by comparing them, it was revealed that the greatest increase in the 
precipitation concentration index was in autumn, it rose by approximately 20.55 percent. 
According to the results, on the basin scale, the concentration index showed that the daily 
rainfall of the Lake Urmia basin was neither in regular nor in strongly irregular conditions 
at any of the stations studied. All the stations studied were in fairly regular, moderate 
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concentration and fairly irregular conditions of daily precipitation distribution. The results 
also showed that the moderate concentration includes most of the daily precipitation 
distributions throughout the basin. 
 
Key-words: precipitation pattern, precipitation concentration, Lake Urmia, meteorological 
drought, Lorenz curve. 

1. Introduction 

In the present era, climate change is one of the most important environmental 
challenges. Understanding the human impacts on the environment, particularly 
those related to the warming caused by the increase in greenhouse gases, reveals 
that a number of parameters are being changed. According to scientific reports, 
the average surface air temperature has increased by 0.6 oC during the 20th 
century, where an upward trend is also expected for the evaporation rate. Hence, 
the atmosphere will be able to transfer more water vapor, and so, the precipitation 
rate will consequently be affected (Tabari et al., 2011). Under the influence of 
global warming, rainfall patterns have changed, and extreme weather events like 
floods, droughts, rains, storms, and so on have occurred as a result. For instance, 
a significant reduction in the number of rainy days was confirmed in many parts 
of the world, including China (Gong and Ho, 2002; Ren et al., 2000; Zhai et al., 
2005; Zhang et al., 2008). One of the most important aspects of climate change, 
which needs to be studied more accurately, is the investigation of temporal 
distribution of precipitation and its historical changes. Therefore, it seems 
necessary to employ indices to express the changes caused by the effects of 
precipitation on water resources like groundwater, surface water, and snow 
reserves. Some prominent indices are the standardized precipitation index (SPI), 
precipitation concentration index (PCI), and concentration index (CI). Low 
amounts of precipitation and severe fluctuations on daily, seasonal, and annual 
scales are the inherent characteristics of Iran’s climate.  

The precipitation concentration index (PCI) is a strong indicator of the 
temporal distribution of precipitation, which is commonly used on annual scales. 
The increase in the value of this index means that precipitation has a minor 
distribution in the region. The PCI is also an evaluator to determine the 
precipitation changes in a specific region, and its analytical results demonstrates 
the availability of water in an environment. Information about the outcome can be 
used in management programs. Changes in the intensity, duration, time, and 
amount of precipitation are major indicatives of climate change. These changes 
can be assessed by the concentration index. The concentration index (CI) and the 
corresponding concentration curve are actually used to measure the quantity 
inequality of a parameter of a particular variable. For example, in statistics, this 
index can be used to determine better health subsidies for the poor in different 
countries. It is also possible to use this index to study precipitation distribution in 
a basin or a country, or in any other field of science. The concentration index is 



75 

defined by a concentration curve (Lorenz curve). In this curve, the x axis is the 
cumulative percentage of samples, which is ranked by specified values, and the y 
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concentration and fairly irregular conditions of daily precipitation distribution. The results 
also showed that the moderate concentration includes most of the daily precipitation 
distributions throughout the basin. 
 
Key-words: precipitation pattern, precipitation concentration, Lake Urmia, meteorological 
drought, Lorenz curve. 
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amount of precipitation are major indicatives of climate change. These changes 
can be assessed by the concentration index. The concentration index (CI) and the 
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years fell within the first and second limits of the moderate concentration range, 
respectively. Cortesi et al. (2012) examined the daily precipitation concentration 
in different regions of Europe (Cortesi et al., 2012). Shi et al. (2013) studied the 
daily precipitation concentration in the Lankang River basin using the 
concentration index, and concluded that the results of this indicator are able to 
improve the water resources management of the river (Shi et al., 2013). Valli et 
al. (2013) used PCI, in a part of their study, to show the rainfall patterns in the 
state of Andhra Pradesh from 1981 to 2010 at two annual and seasonal scales. The 
results indicated that there was an irregular precipitation distribution (with values 
ranging from 16 to 35) in the region (Valli et al., 2013). Khalili et al. (2016) 
investigated the distribution of monthly and annual precipitation at synoptic 
stations of Iran during the last half century in two 25-year periods. Scientists 
believe that changes in the concentration of greenhouse gases, resulting from the 
consumption of fossil fuels, have led to drastic changes in some certain 
components of the hydrological cycle, including precipitation in different parts of 
the world; wherein Lake Urmia is not excluded from these changes and has faced 
critical conditions in recent years. According to the statistics provided by the 
relevant organizations, it is seen that there is no significant changes in the amounts 
of precipitation over the basin; it seems that the temporal distribution of 
precipitation, as well as the rainfall pattern, have changed in recent years. Hence, 
the aim of the present study is to investigate the changes in the pattern and 
distribution of daily, monthly, and annual precipitation at rain gauge stations in 
the basin of Lake Urmia from 1984 to 2013. 

2. Materials and methods 

2.1. Study area 

Lake Urmia is the accumulation center of surface runoff surplus to the demand of 
the rivers within the enclosed basin of Lake Urmia. With an area of approximately 
5,750 square kilometers and an average altitude of 1,276 meters above mean sea 
level, this lake is located in the middle of the northern basin. The Lake Urmia 
basin is located in the northwest part of Iran. There are 16 wetlands with areas 
ranging from five to 120 hectares (some of which have dried up), mostly 
containing fresh or fresh and saline water, and possess high value as ecosystems. 
The Lake Urmia basin is situated within the eastern longitudes from 14–44 to  
47–53 and northern latitudes of 35–40 and 30–38. In the basin of Lake Urmia, 
precipitation changes from 220 to 900 mm and the mean rainfall is 263 mm, 
whereas the precipitation increases from the central parts of the basin towards the 
surrounding highlands. In this study, daily, monthly, and annual rainfall data from 
the rain gauge stations located in the basin of the lake have been used from 2013 
to 1984, a period of 30 years. The positions of Lake Urmia and the rain gauge 



77 

stations studied in the basin are illustrated in Fig. 1, and the attributes of the rain 
gauge stations are presented in Table 1. 
 
 
 

 
Fig. 1. Location map of the selected stations in the Lake Urmia basin. 
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Table. 1. Statistical properties of rain gauge stations located in the Lake Urmia basin in the period from 
1984 to 2013 
 

Annual 
Precipitation 
(mm/y) 

Latitude Longitude Elevation 
(m) Station  Station 

Number 

424.0 37.28 46.45 1710 Agchekol 1 
352.6 37.80 46.77 1850 Bashsizojan 2 
172.0 38.00 46.47 1700 Basmanj 3 
339.5 38.10 47.30 1844 Ghezelche 4 
768.3 37.78 47.27 1980 Ghoshchi 5 
463.7 37.83 47.52 1690 Haris 6 
309.0 37.32 46.13 1320 Khoshehmehr 7 
398.3 37.42 46.17 1556 Khormazard 8 
327.2 38.08 47.13 1608 Mehraban 9 
238.1 38.22 46.17 1415 Pardel 10 
457.7 38.35 45.80 1790 Payam 11 
381.3 37.95 46.58 1950 Saeedabad 12 
287.6 38.22 46.93 1545 Saray 13 
272.6 37.98 46.12 1400 Isfahlan 14 
297.4 38.18 45.70 1400 Shabestar 15 
372.5 38.08 47.08 1390 Tasoj 16 
297.7 38.32 45.37 1600 Zarnaq 17 
332.9 37.85 46.27 2110 Zenjanab 17 
578.8 36.53 45.64 1620 Afan 19 
392.7 36.49 47.04 1700 Alasagel 20 
342.8 37.40 45.23 1282 Babarood 21 
638.4 36.86 46.84 2119 Badamloo 22 
348.3 36.48 46.77 1898 Bagch 23 
366.3 38.08 44.59 1611 Chehreq 24 
306.3 36.88 46.40 1361 Chobchole 25 
397.3 36.65 46.17 1318 Dashband 26 
268.7 37.00 45.72 1280 Gerdeyaghob 27 
402.5 36.42 45.97 1374 Ghezel Gonbad 28 
322.6 36.58 46.65 1657 Ghezel-Ghaber 29 
379.8 36.51 47.30 2260 Ghoshkhana 30 
248.4 37.73 45.20 1281 Moshabad 31 
323.2 36.96 45.39 1306 Naqade 32 
486.1 36.99 45.03 1306 Pey Ghala 33 
35.0 36.77 45.71 1350 Pole sorkhe 34 
322.5 36.48 46.49 1391 Sari Ghamesh 35 
360.8 37.72 44.64 1628 Sero 36 
212.6 38.11 44.88 1387 Tamar 37 
368.6 37.68 44.90 1398 Tapik 38 
310.0 38.35 44.72 1840 Urban 39 
422.5 36.97 46.12 1390 Zarineh 40 
427.6 36.69 47.12 2100 Zereshoran 41 
542.3 37.23 44.96 1569 Zharabad 42 
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2.2. Concentration index (CI) 

CI is a concentration index that is used to assess the daily concentration and the 
statistical structure of precipitation. The daily statistical structure of precipitation 
can be depicted by precipitation concentration curves, which are related to 
cumulative precipitation percentages to the cumulative percentage of days with 
rainfall. The concentration index (CI) is a curve that defines the contrast or 
concentration of different amounts of daily precipitation. The method of 
calculating the concentration index (CI) is based on the principle that the overall 
proportion of days with rainfall to the total precipitation is adjustable by a negative 
exponential distribution (Brooks and Carruthers, 1953; Martin-Vide, 2004). 
Considering the geographical characteristics and the temporal period, the 
possibility of a small amount of daily precipitation would be more than large 
quantities of precipitation. So, starting with the classification from the lowest 
class, the absolute eventuate frequency will be decreased (Martin-Vide, 2004). To 
investigate the effects of different amounts of daily rainfall and to determine the 
share of the high values of precipitation to the entire rainfall, the cumulative 
rainfall percentage (Y) and the cumulative percentage of days (X) were studied 
during Y events. Based on the studies of (Martin-Vide, 2004; Olascoaga, 1950; 
Riehl, 1949), in order to investigate the concentration index (CI), first of all, the 
daily precipitation data are classified in 1 mm/day clusters. The number of days 
with specified rainfall is determined in each cluster, and its cumulative value is 
calculated as well. 

Finally, the cumulative percentage of rainy days and the amount of 
precipitation associated with the rainy days are obtained. According to the 
aforementioned stages, an exponential curve of the cumulative percentages of 
rainy days (X) versus the cumulative rainfall percentage (Y) is achieved. Martin-
Vide (2004) recommended the ( ) exp(b )Y a X X= × ×  model for this curve, where 
a and b are the regression coefficients. 

The Gini concentration index (Gini=2S / 10000) is employed as a 
concentration measuring index, where S equals the area enclosed by the first 
quarter bisector and a polygon line or Lorenz curve. In fact, the precipitation 
concentration is based on the Gini coefficient. The Lorenz curve is depicted by 

( ) exp(b )Y a X X= × ×  model, where coefficients a and b are calculated by the 
least squares method (Martin-Vide, 2004). After determining coefficients a and b, 
the definite integral of the exponential curve between 0 and 100 illustrates the area 
under curve or A':  
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Based on this equation, the area enclosed by the curve and the distribution 
line of X = 100 between 5000 and the value calculated by Eq.(2) are different 
(Martin�Vide, 2004; Zamani et al., 2018). From these precipitation 
concentrations, which are similar to the Gini coefficient, it can be found that: 

 
 '/ 5000CI S= . (2) 

 
Therefore, the value of CI is a fraction of the amount of S' and the triangle 

area formed at the bottom of the chart. Coefficients a and b can be obtained by 
the following equation:  
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In Eqs. (3) and (4), X and Y values are described in detail in Table 3. The 

flowchart of the proposed methodology is demonstrated in Fig. 2. 
 
 

Preparing the daily rainfall data 
↓ 

Classified the daily rainfall data in 1 mm/day clusters 
↓ 

Determined the number of days with specified rainfall, and 
its cumulative value is calculated as well 

↓ 
The cumulative percentage of rainy days and the amount of 

precipitation associated with the rainy days are obtained 
↓ 

The Lorenz curve is depicted by ( )exp(b )Y a X X= × ×  model by 
Eqs. (3) and (4) 

↓ 
Evaluated the area under curve by Eq. (1) 

↓ 
Evaluated the concentration index by Eq. (2) 

 
Fig. 2. Flowchart of the proposed CI methodology 
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2.3. Precipitation concentration index (PCI) 

The PCI is an indicator used to determine the precipitation changes of a specific 
region, and its analytical results demonstrates the water availability in an 
environment. The PCI is recommended as a measure of the precipitation 
concentration and distribution. The seasonal and annual scales of this index are 
calculated by Eqs. (5) and (6) (Oliver, 1980), respectively: 
 
 

 

3 2
pii=1PCI = * 25Seasonal 3 2( )pii=1




, (5) 
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, (6) 

 
 

where Pi is the amount of monthly precipitation for the ith month. The number 3 
in Eq. (5) indicates the number of months in a season. On the basis of the 
suggested formula and the initial results of Oliver (1980), the minimum 
theoretical value of PCI is 8.3, indicating a complete uniformity in precipitation 
distribution (which means that the same amount of precipitation occurs in each 
month). A PCI equals to 16.7 shows that the total rainfall is concentrated in the 
half of the temporal interval, and a value of 25 for this index indicates that the 
total precipitation received has occurred in one-third of the temporal interval (this 
means that the total rainfall occurs in four months). Oliver (1980) – according to 
the preliminary results of his studies – suggested that a PCI less than 10 shows a 
uniform distribution of rainfall (low concentration of precipitation). PCI values 
from 11 to 15 represent average precipitation concentration, and values between 
16 and 20 reflect the irregular distribution of precipitation. Based on the 
classification of Oliver (1980), a PCI greater than 20 is indicative of a great 
chaotic distribution of precipitation (strong precipitation concentration) (De Luis 
et al., 2011). 
Results of applying this index in the various climates of the world such as Spain, 
Nigeria, and India showed that PCI index can be useful in investigating 
precipitation concentration distribution (Adegun et al., 2012; De Luis et al., 2011; 
Tahroudi et al., 2019; Valli et al., 2013; Zamani et al., 2018; Khozeymehnezhad, 
and Tahroudi, 2019). 
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3. Results and discussion 

3.1. The results of the concentration index in Lake Urmia basin 

The statistical analysis of daily, monthly, and annual precipitation data of 
enclosed basins such as Lake Urmia basin is climatically important from the 
distribution point of view. Hence, the investigation of an index, which is able to 
show distributions and concentrations, can be very valuable. The PCI is calculated 
at annual and seasonal scales by using the data of monthly and annual 
precipitation from the selected rain gauge stations over the basin of Lake Urmia 
in the period from 1984 to 2013 along with Eqs. (5) and (6). The mean results are 
presented in Table 2. 

 

 

 

Table 2. Results of calculation of the PCI index in rain gauge stations located in the Lake 
Urmia basin 

Station 
Number Station  Latitude Longitude Spring Summer Autumn Winter Annual 

1 Agchekol 37.28 46.45 11.86 20.02 12.13 9.88 15.29 
2 Bashsizojan 37.80 46.77 11.67 17.06 12.71 9.79 14.98 
3 Basmanj 38.00 46.47 11.05 16.84 12.43 10.17 14.95 
4 Ghezelche 38.10 47.30 11.51 17.81 11.13 10.83 15.88 
5 Ghoshchi 37.78 47.27 11.39 19.70 11.77 9.32 15.29 
6 Haris 37.83 47.52 11.60 16.64 13.17 10.22 16.91 
7 Khoshehmehr 37.32 46.13 12.79 23.21 12.96 10.57 17.41 
8 Khormazard 37.42 46.17 12.72 21.53 13.18 10.31 17.11 
9 Mehraban 38.08 47.13 11.87 16.75 11.9 10.70 16.90 

10 Pardel 38.22 46.17 11.19 18.76 12.15 11.1 15.60 
11 Payam 38.35 45.80 10.92 18.67 11.59 10.21 15.44 
12 Saeedabad 37.95 46.58 11.96 17.29 13.95 10.29 16.97 
13 Saray 38.22 46.93 11.41 17.49 12.46 10.06 14.87 
14 Isfahlan 37.98 46.12 11.75 20.09 12.61 10.67 17.07 
15 Shabestar 38.18 45.70 12.25 20.30 12.38 10.4 17.36 
17 Tasoj 38.08 47.08 11.24 15.13 12.37 10.52 15.50 
17 Zarnaq 38.32 45.37 12.08 17.72 13.3 11.08 17.60 
18 Zenjanab 37.85 46.27 10.68 19.16 13.04 10.28 15.99 
19 Afan 36.53 45.64 13.61 22.05 13.03 9.60 17.08 
20 Alasagel 36.49 47.04 12.92 21.65 14.31 9.46 16.06 
21 Babarood 37.40 45.23 13.36 21.49 13.82 10.84 17.38 
22 Badamloo 36.86 46.84 12.30 21.99 11.49 9.3 15.57 
23 Bagch 36.48 46.77 12.64 23.71 13.79 10.17 18.13 
24 Chehreq 38.08 44.59 10.38 14.85 12.34 10.45 14.23 
25 Chobchole 36.88 46.40 14.24 25.00 12.36 10.61 18.54 
26 Dashband 36.65 46.17 13.51 23.25 13.52 10.2 18.12 
27 Gerdeyaghob 37.00 45.72 13.3 22.06 13.61 10.76 19.69 
28 Ghezel Gonbad 36.42 45.97 14.82 23.79 14.51 10.28 18.61 
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Table 2. Continued 

Station 
Number Station Latitude Longitude Spring Summer Autumn Winter Annual 

29 Ghezel-Ghaber 36.58 46.65 13.58 23.03 13.97 9.66 16.97 
30 Ghoshkhana 36.51 47.30 13.26 22.95 12.85 9.48 16.86 
31 Mosh Abad 37.73 45.20 12.53 21.18 13.79 11.58 18.54 
32 Naqade 36.96 45.39 12.96 21.15 12.66 10.55 16.99 
33 Pey Ghala 36.99 45.03 13.62 21.00 12.00 9.63 15.89 
34 Pole sorkhe 36.77 45.71 12.82 21.53 13.01 10.47 17.81 
35 Sari Ghamesh 36.48 46.49 12.96 21.15 12.66 10.55 16.99 
36 Sero 37.72 44.64 11.46 17.30 11.95 10.74 15.95 
37 Tamar 38.11 44.88 12.18 21.06 15.12 12.77 19.08 
38 Tapik 37.68 44.90 12.97 20.21 14.81 11.40 18.33 
39 Urban 38.35 44.72 11.40 18.05 12.33 13.27 17.52 
40 Zarrine 36.97 46.12 13.12 20.95 13.1 10.15 17.44 
41 Zereh Shoran 36.69 47.12 12.21 21.75 14.88 9.35 16.93 
42 Zhar Abad 36.58 46.65 13.65 20.65 13.34 10.56 16.75 

 

 

 

 

 

The results of studying the precipitation concentration of Lake Urmia 
showed that on an annual scale over the basin, there is no regular concentration at 
the rain gauge stations studied (PCI <10). On an annual scale, Stations 4, 3, 2, 18, 
11, 22, and 24 are of moderate concentration and distribution of precipitation. 
Also, on this scale, rain gauge Stations 1, 10, 8, 19, 20, 21, 23, 25, 28, 29, 34, 36, 
40, 41, and 42 have irregular distribution of monthly precipitation in more than 
50 percent of the studied years, which means that the distribution of precipitation 
is irregular in 12 months in the studied years. Strongly irregular distribution was 
also observed on this scale at Tepik (38), Moshabad (31), Gerdeyaghob (27), and 
Dashband (26) stations. 

In spring, there is at least one regular precipitation concentration (PCI<10) 
on the seasonal scale over the basin and through the years studied. In spring, at all 
the stations surveyed, 50 percent of the years that were investigated have moderate 
precipitation concentration and distribution. Meanwhile, Stations 22 and 41 
experienced an almost uniform precipitation distribution in spring; also, on this 
scale, Stations 37 and 39 were of the highest number of years with irregular 
precipitation concentration. This means that in the years studied, the distribution 
of precipitation was irregular in three months of each year. A strongly irregular 
distribution of precipitation on this scale was evident in one to three years of the 
years studied at Stations 2, 12, and 7 in the east of Lake Urmia and at Stations 42, 
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3. Results and discussion 

3.1. The results of the concentration index in Lake Urmia basin 

The statistical analysis of daily, monthly, and annual precipitation data of 
enclosed basins such as Lake Urmia basin is climatically important from the 
distribution point of view. Hence, the investigation of an index, which is able to 
show distributions and concentrations, can be very valuable. The PCI is calculated 
at annual and seasonal scales by using the data of monthly and annual 
precipitation from the selected rain gauge stations over the basin of Lake Urmia 
in the period from 1984 to 2013 along with Eqs. (5) and (6). The mean results are 
presented in Table 2. 

 

 

 

Table 2. Results of calculation of the PCI index in rain gauge stations located in the Lake 
Urmia basin 

Station 
Number Station  Latitude Longitude Spring Summer Autumn Winter Annual 

1 Agchekol 37.28 46.45 11.86 20.02 12.13 9.88 15.29 
2 Bashsizojan 37.80 46.77 11.67 17.06 12.71 9.79 14.98 
3 Basmanj 38.00 46.47 11.05 16.84 12.43 10.17 14.95 
4 Ghezelche 38.10 47.30 11.51 17.81 11.13 10.83 15.88 
5 Ghoshchi 37.78 47.27 11.39 19.70 11.77 9.32 15.29 
6 Haris 37.83 47.52 11.60 16.64 13.17 10.22 16.91 
7 Khoshehmehr 37.32 46.13 12.79 23.21 12.96 10.57 17.41 
8 Khormazard 37.42 46.17 12.72 21.53 13.18 10.31 17.11 
9 Mehraban 38.08 47.13 11.87 16.75 11.9 10.70 16.90 

10 Pardel 38.22 46.17 11.19 18.76 12.15 11.1 15.60 
11 Payam 38.35 45.80 10.92 18.67 11.59 10.21 15.44 
12 Saeedabad 37.95 46.58 11.96 17.29 13.95 10.29 16.97 
13 Saray 38.22 46.93 11.41 17.49 12.46 10.06 14.87 
14 Isfahlan 37.98 46.12 11.75 20.09 12.61 10.67 17.07 
15 Shabestar 38.18 45.70 12.25 20.30 12.38 10.4 17.36 
17 Tasoj 38.08 47.08 11.24 15.13 12.37 10.52 15.50 
17 Zarnaq 38.32 45.37 12.08 17.72 13.3 11.08 17.60 
18 Zenjanab 37.85 46.27 10.68 19.16 13.04 10.28 15.99 
19 Afan 36.53 45.64 13.61 22.05 13.03 9.60 17.08 
20 Alasagel 36.49 47.04 12.92 21.65 14.31 9.46 16.06 
21 Babarood 37.40 45.23 13.36 21.49 13.82 10.84 17.38 
22 Badamloo 36.86 46.84 12.30 21.99 11.49 9.3 15.57 
23 Bagch 36.48 46.77 12.64 23.71 13.79 10.17 18.13 
24 Chehreq 38.08 44.59 10.38 14.85 12.34 10.45 14.23 
25 Chobchole 36.88 46.40 14.24 25.00 12.36 10.61 18.54 
26 Dashband 36.65 46.17 13.51 23.25 13.52 10.2 18.12 
27 Gerdeyaghob 37.00 45.72 13.3 22.06 13.61 10.76 19.69 
28 Ghezel Gonbad 36.42 45.97 14.82 23.79 14.51 10.28 18.61 
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41, 40, 39, 38, 35, 33, 32, 31, 30, 29, 28, 27, 26, 25, 23, 21, 20, and 19 in the 
western part of the basin. The results suggested an increase in the precipitation 
irregularity at the western stations compared to the eastern stations over the last 
30 years. On the seasonal scale and in summer, throughout the basin during the 
years studied, no regular precipitation concentrations were observed. In summer, 
the prevailing concentration of the stations was classified as strongly irregular. 
Meanwhile, the number of stations to the west of Lake Urmia was higher in 
percentage terms, and their concentrations were more irregular than the stations 
to the east of the lake. Stations located in the eastern part of the lake in this season 
(summer) were of relatively less moderate and irregular precipitation 
concentrations. The results showed that in summer, the precipitation in the 
different months of this season is distributed in an extremely irregular manner. On 
a seasonal scale and in autumn, through the basin and over the years studied, a 
regular concentration of precipitation was seen in a few years at each station. In 
autumn, the prevailing concentration of precipitation was in two categories of 
moderate and irregular concentrations at the stations studied. In the meantime, as 
in summer, the stations in the western part of the lake were more in percentage 
terms and had more irregular concentrations than the stations in the eastern part 
of the basin. 

The extremely irregular concentration of precipitation was observed in one 
to three years at most of the stations. No strongly irregular precipitation 
concentration was observed on a seasonal scale and in winter over the basin in the 
years studied. In winter, the prevailing precipitation concentration of the stations 
studied were within either moderate or regular concentration categories. In winter, 
the precipitation distribution was more regular in January, February, and March 
than in the other months of the year. To investigate the distribution of the 
precipitation concentration index in the basin of Lake Urmia, the results of the 
studies of the index were zoned in the region on two seasonal and annual scales, 
and are presented in Fig. 3. 

As it is obvious from Fig. 3, in spring, small regions to the northwest and 
northeast of Lake Urmia have regular concentrations and distributions. There is 
also a small region that is irregularly concentrated in terms of precipitation 
distribution in the southwestern part of the Lake Urmia basin. 

Finally, it is clear, that most parts of the lake basin have moderate 
concentration and distribution of precipitation in spring. Precipitation around the 
lake in this season and in April, May, and June is in the moderate distribution 
category in terms of the distributions of the months. In summer, the prevailing 
concentration of rain gauge stations is strongly irregular in the basin of Lake 
Urmia. 
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Fig. 3. Spatial distribution of PCI in annual and seasonal time scales in the period of 1984–2013. 

 
As it can be seen in Fig. 3, the surroundings of the lake and the southern 

parts of the basin possess strongly irregular distribution of precipitation. The 
results indicated strongly irregular distribution of precipitation in the months of 
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41, 40, 39, 38, 35, 33, 32, 31, 30, 29, 28, 27, 26, 25, 23, 21, 20, and 19 in the 
western part of the basin. The results suggested an increase in the precipitation 
irregularity at the western stations compared to the eastern stations over the last 
30 years. On the seasonal scale and in summer, throughout the basin during the 
years studied, no regular precipitation concentrations were observed. In summer, 
the prevailing concentration of the stations was classified as strongly irregular. 
Meanwhile, the number of stations to the west of Lake Urmia was higher in 
percentage terms, and their concentrations were more irregular than the stations 
to the east of the lake. Stations located in the eastern part of the lake in this season 
(summer) were of relatively less moderate and irregular precipitation 
concentrations. The results showed that in summer, the precipitation in the 
different months of this season is distributed in an extremely irregular manner. On 
a seasonal scale and in autumn, through the basin and over the years studied, a 
regular concentration of precipitation was seen in a few years at each station. In 
autumn, the prevailing concentration of precipitation was in two categories of 
moderate and irregular concentrations at the stations studied. In the meantime, as 
in summer, the stations in the western part of the lake were more in percentage 
terms and had more irregular concentrations than the stations in the eastern part 
of the basin. 

The extremely irregular concentration of precipitation was observed in one 
to three years at most of the stations. No strongly irregular precipitation 
concentration was observed on a seasonal scale and in winter over the basin in the 
years studied. In winter, the prevailing precipitation concentration of the stations 
studied were within either moderate or regular concentration categories. In winter, 
the precipitation distribution was more regular in January, February, and March 
than in the other months of the year. To investigate the distribution of the 
precipitation concentration index in the basin of Lake Urmia, the results of the 
studies of the index were zoned in the region on two seasonal and annual scales, 
and are presented in Fig. 3. 

As it is obvious from Fig. 3, in spring, small regions to the northwest and 
northeast of Lake Urmia have regular concentrations and distributions. There is 
also a small region that is irregularly concentrated in terms of precipitation 
distribution in the southwestern part of the Lake Urmia basin. 

Finally, it is clear, that most parts of the lake basin have moderate 
concentration and distribution of precipitation in spring. Precipitation around the 
lake in this season and in April, May, and June is in the moderate distribution 
category in terms of the distributions of the months. In summer, the prevailing 
concentration of rain gauge stations is strongly irregular in the basin of Lake 
Urmia. 
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summer (July, August, and September) and a decrease in the summer rainfall. In 
this season (summer), the areas in the northwestern and northeastern parts of the 
basin and to the northwest of Lake Urmia have irregular concentrations of 
precipitation, while by getting away from the lake, the distribution of precipitation 
is more regular. The results of zoning the concentration index of rainfall in autumn 
showed that almost all the regions in the lake basin have moderate concentration 
and distribution of precipitation. In this season (autumn), a small area to the 
northwest of Lake Urmia has an irregular distribution of monthly precipitation. 

Compared to the other seasons, the distribution of rainfall is more regular in 
winter. In winter, most of the rain gauge stations in the basin of the lake showed 
moderate distribution of precipitation. In the surroundings of the lake in this season, 
the concentration is moderate. Border areas in the basin of Lake Urmia in winter 
have regular distribution of precipitation. No irregular and strongly irregular 
concentrations were seen in this season (winter). On the annual scale, the distribution 
of most of the stations was irregular, which means that the precipitation distribution 
was irregular among the months of a year. The southeastern part of Lake Urmia on 
an annual scale has strongly irregular precipitation concentration. Areas in the 
northwestern and northeastern parts of the Lake Urmia basin are more regularly 
concentrated. The results of the present research are in accordance with the studies 
of (Khalili et al., 2014; Khalili et al., 2016) in investigating the concentration and 
trend of precipitation at synoptic stations of Iran. 

3.2. Investigating the concentration index (CI) while studying the precipitation 
distribution in the basin of Lake Urmia 

Basically, the concentration index shows whether or not the share of rainfall 
events against the total amount of precipitation events can be generally well 
described by a negative exponential distribution. This method consists of the 
collection and classification of daily rainfall values with a 1 mm increase, and 
then determining the relative effectiveness of different classes by analyzing the 
relative contribution (1 percent) of precipitation. CI is basically between 0 and 1, 
and geometrically shows the triangle between the line X = Y and the exponential 
curve. When the share of each class to the total precipitation is the same, CI 
approaches 0, and when the share of precipitation is assigned to one class, the 
exponential curve changes into Y=0 line, and CI will equal 1. As it was mentioned 
in Section 2, in order to calculate the concentration index over the basin, first the 
recorded precipitation of the basin was classified into 1 mm classes. Finally, the 
value of the concentration index (CI) was obtained using Eq. (2) for each station. 
Similarly, the concentration index was calculated for all of the stations; the results 
are presented in Table 3. The results of studying the daily concentration index at 
seasonal scale are presented in Table 4. 
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Table 3. Results of calculation of the annual CI of rain gauge stations in the period 1984–
2013 

Station 
Number Station Latitude Longitude a b S Annual 

Ci 
1 Aghchekol 37.28 46.45 0.17 0.02 2969.68 0.41 
2 Bashsisojan 37.80 46.77 0.1 0.02 2638.43 0.47 
3 Basmenj 38.00 46.47 0.17 0.02 3053.47 0.39 
4 Ghezelchehsadat 38.10 47.30 0.17 0.02 3053.47 0.39 
5 Ghooshchisarab 37.78 47.27 0.16 0.02 3028.96 0.39 
6 Herissarab 37.83 47.52 0.09 0.02 2526.12 0.49 
7 Khooshehmehr 37.32 46.13 0.17 0.02 2969.68 0.41 
8 Khormazard 37.42 46.17 0.14 0.02 2811.98 0.44 
9 Mehraban 38.08 47.13 0.12 0.02 2697.35 0.46 
10 Pardel 38.22 46.17 0.12 0.02 2654.22 0.47 
11 Payam 38.35 45.80 0.12 0.02 2654.22 0.47 
12 Saidabad 37.95 46.58 0.1 0.02 2638.43 0.47 
13 Saray 38.22 46.93 0.06 0.03 2276.26 0.54 
14 Sfahlan 37.98 46.12 0.1 0.02 2638.43 0.47 
15 Shabestar 38.18 45.70 0.07 0.03 2391.7 0.52 
16 Zarnaghheris 38.08 47.08 0.12 0.02 2697.35 0.46 
17 Tasooj 38.32 45.37 0.12 0.02 2654.22 0.47 
18 Zinjenab 37.85 46.27 0.14 0.02 2811.98 0.44 
19 Afan 36.53 45.64 0.1 0.02 2606.73 0.48 
20 Alasaghal 36.49 47.04 0.11 0.02 2628.00 0.47 
21 Babarood 37.40 45.23 0.1 0.02 2606.55 0.48 
22 Badamlu.xls 36.86 46.84 0.14 0.02 2896.44 0.42 
23 Baghche-Misheh 36.48 46.77 0.13 0.02 2780.97 0.44 
24 Chehreq 38.08 44.59 0.1 0.02 2585.03 0.48 
25 Choblocha 36.88 46.40 0.15 0.02 2905.52 0.42 
26 Dashband 36.65 46.17 0.11 0.02 2655.65 0.47 
27 Gherdeyaghob 37.00 45.72 0.1 0.02 2538.01 0.49 
28 Ghezel 36.42 45.97 0.13 0.02 2824.00 0.44 
29 Ghezel-Ghaber 36.58 46.65 0.14 0.02 2896.44 0.42 
30 Ghoshkhana 36.51 47.30 0.11 0.02 2628.00 0.47 
31 Mosh Abad 37.73 45.20 0.11 0.02 2645.33 0.47 
32 Naqade 36.96 45.39 0.12 0.02 2665.45 0.47 
33 Pey Ghala 36.99 45.03 0.16 0.02 2912.26 0.42 
34 Pole sorkhe 36.77 45.71 0.05 0.03 2163.22 0.57 
35 Sari Ghamesh 36.48 46.49 0.14 0.02 2791.31 0.44 
36 Sero 37.72 44.64 0.12 0.02 2675.28 0.46 
37 Tamar 38.11 44.88 0.17 0.02 3053.47 0.39 
38 Tapik 37.68 44.90 0.11 0.02 2704.35 0.46 
39 Urban 38.35 44.72 0.16 0.02 2958.55 0.41 
40 Zarrine 36.97 46.12 0.11 0.02 2660.5 0.47 
41 Zereh Shoran 36.69 47.12 0.12 0.02 2743.48 0.45 
42 Zhar Abad 37.23 44.96 0.13 0.02 2787.26 0.44 
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summer (July, August, and September) and a decrease in the summer rainfall. In 
this season (summer), the areas in the northwestern and northeastern parts of the 
basin and to the northwest of Lake Urmia have irregular concentrations of 
precipitation, while by getting away from the lake, the distribution of precipitation 
is more regular. The results of zoning the concentration index of rainfall in autumn 
showed that almost all the regions in the lake basin have moderate concentration 
and distribution of precipitation. In this season (autumn), a small area to the 
northwest of Lake Urmia has an irregular distribution of monthly precipitation. 

Compared to the other seasons, the distribution of rainfall is more regular in 
winter. In winter, most of the rain gauge stations in the basin of the lake showed 
moderate distribution of precipitation. In the surroundings of the lake in this season, 
the concentration is moderate. Border areas in the basin of Lake Urmia in winter 
have regular distribution of precipitation. No irregular and strongly irregular 
concentrations were seen in this season (winter). On the annual scale, the distribution 
of most of the stations was irregular, which means that the precipitation distribution 
was irregular among the months of a year. The southeastern part of Lake Urmia on 
an annual scale has strongly irregular precipitation concentration. Areas in the 
northwestern and northeastern parts of the Lake Urmia basin are more regularly 
concentrated. The results of the present research are in accordance with the studies 
of (Khalili et al., 2014; Khalili et al., 2016) in investigating the concentration and 
trend of precipitation at synoptic stations of Iran. 

3.2. Investigating the concentration index (CI) while studying the precipitation 
distribution in the basin of Lake Urmia 

Basically, the concentration index shows whether or not the share of rainfall 
events against the total amount of precipitation events can be generally well 
described by a negative exponential distribution. This method consists of the 
collection and classification of daily rainfall values with a 1 mm increase, and 
then determining the relative effectiveness of different classes by analyzing the 
relative contribution (1 percent) of precipitation. CI is basically between 0 and 1, 
and geometrically shows the triangle between the line X = Y and the exponential 
curve. When the share of each class to the total precipitation is the same, CI 
approaches 0, and when the share of precipitation is assigned to one class, the 
exponential curve changes into Y=0 line, and CI will equal 1. As it was mentioned 
in Section 2, in order to calculate the concentration index over the basin, first the 
recorded precipitation of the basin was classified into 1 mm classes. Finally, the 
value of the concentration index (CI) was obtained using Eq. (2) for each station. 
Similarly, the concentration index was calculated for all of the stations; the results 
are presented in Table 3. The results of studying the daily concentration index at 
seasonal scale are presented in Table 4. 
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Table 4. Results of calculation of the seasonal CI of rain gauge stations in the period 1984–
2013 

Station  
Number Station Autumn Ci Winter Ci Spring Ci Summer Ci 

1 Aghchekol 0.39 0.42 0.41 0.40 
2 Bashsisojan 0.48 0.47 0.45 0.48 
3 Basmenj 0.4 0.41 0.38 0.40 
4 Ghezelchehsadat 0.4 0.41 0.38 0.40 
5 Ghooshchisarab 0.42 0.4 0.39 0.42 
6 Herissarab 0.47 0.45 0.52 0.55 
7 Khooshehmehr 0.39 0.42 0.41 0.40 
8 Khormazard 0.43 0.40 0.44 0.43 
9 Mehraban 0.46 0.46 0.46 0.46 

10 Pardel 0.45 0.43 0.49 0.48 
11 Payam 0.45 0.43 0.49 0.48 
12 Saidabad 0.48 0.47 0.45 0.48 
13 Saray 0.55 0.52 0.53 0.53 
14 Sfahlan 0.48 0.47 0.45 0.48 
15 Shabestar 0.50 0.51 0.52 0.56 
17 Zarnaghheris 0.46 0.46 0.46 0.46 
17 Tasooj 0.45 0.43 0.49 0.48 
18 Zinjenab 0.43 0.40 0.44 0.43 
19 Afan 0.46 0.48 0.48 0.56 
20 Alasaghal 0.48 0.47 0.48 0.44 
21 Babarood 0.47 0.47 0.48 0.54 
22 Badamlu.xls 0.40 0.42 0.44 0.42 
23 Baghche-Misheh 0.43 0.46 0.41 0.52 
24 Chehreq 0.5 0.46 0.49 0.45 
25 Choblocha 0.42 0.41 0.41 0.38 
26 Dashband 0.46 0.47 0.46 0.45 
27 Gherdeyaghob 0.51 0.47 0.50 0.48 
28 Ghezel 0.44 0.45 0.41 0.52 
29 Ghezel-Ghaber 0.40 0.42 0.44 0.42 
30 Ghoshkhana 0.48 0.47 0.48 0.44 
31 Mosh Abad 0.48 0.45 0.48 0.41 
32 Naqade 0.47 0.46 0.42 0.40 
33 Pey Ghala 0.44 0.40 0.42 0.40 
34 Pole sorkhe 0.56 0.57 0.56 0.49 
35 Sari Ghamesh 0.45 0.44 0.42 0.45 
36 Sero 0.47 0.47 0.46 0.44 
37 Tamar 0.40 0.41 0.38 0.40 
38 Tapik 0.47 0.46 0.47 0.44 
39 Urban 0.42 0.40 0.42 0.48 
40 Zarrine 0.55 0.47 0.46 0.50 
41 Zereh Shoran 0.53 0.46 0.44 0.34 
42 Zhar Abad 0.44 0.46 0.42 0.42 
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To evaluate the accuracy of the coefficients a and b, function 
( ) exp(b )Y a X X= × ×  can be employed along with the Lorenz curve. As 

examples, Lorenz curves of Stations 21 and 23 are presented in Figs. 4 and 5. In 
Figs. 4 and 5, Sum Ni (%) is the cumulative sum of the percentage of data 
frequency per each class, and Sum Pi is the subtraction of the cumulative sum of 
the frequency values of each class from the class mean. 
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Fig. 4. Concentration (or Lorenz) curves for observed and estimated CI values of Babarood station (21) 
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Fig. 5. Concentration, or Lorenz, curves for two observation and estimation CI values of Baghcheh-
Misheh station (23) 
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Table 4. Results of calculation of the seasonal CI of rain gauge stations in the period 1984–
2013 

Station  
Number Station Autumn Ci Winter Ci Spring Ci Summer Ci 

1 Aghchekol 0.39 0.42 0.41 0.40 
2 Bashsisojan 0.48 0.47 0.45 0.48 
3 Basmenj 0.4 0.41 0.38 0.40 
4 Ghezelchehsadat 0.4 0.41 0.38 0.40 
5 Ghooshchisarab 0.42 0.4 0.39 0.42 
6 Herissarab 0.47 0.45 0.52 0.55 
7 Khooshehmehr 0.39 0.42 0.41 0.40 
8 Khormazard 0.43 0.40 0.44 0.43 
9 Mehraban 0.46 0.46 0.46 0.46 

10 Pardel 0.45 0.43 0.49 0.48 
11 Payam 0.45 0.43 0.49 0.48 
12 Saidabad 0.48 0.47 0.45 0.48 
13 Saray 0.55 0.52 0.53 0.53 
14 Sfahlan 0.48 0.47 0.45 0.48 
15 Shabestar 0.50 0.51 0.52 0.56 
17 Zarnaghheris 0.46 0.46 0.46 0.46 
17 Tasooj 0.45 0.43 0.49 0.48 
18 Zinjenab 0.43 0.40 0.44 0.43 
19 Afan 0.46 0.48 0.48 0.56 
20 Alasaghal 0.48 0.47 0.48 0.44 
21 Babarood 0.47 0.47 0.48 0.54 
22 Badamlu.xls 0.40 0.42 0.44 0.42 
23 Baghche-Misheh 0.43 0.46 0.41 0.52 
24 Chehreq 0.5 0.46 0.49 0.45 
25 Choblocha 0.42 0.41 0.41 0.38 
26 Dashband 0.46 0.47 0.46 0.45 
27 Gherdeyaghob 0.51 0.47 0.50 0.48 
28 Ghezel 0.44 0.45 0.41 0.52 
29 Ghezel-Ghaber 0.40 0.42 0.44 0.42 
30 Ghoshkhana 0.48 0.47 0.48 0.44 
31 Mosh Abad 0.48 0.45 0.48 0.41 
32 Naqade 0.47 0.46 0.42 0.40 
33 Pey Ghala 0.44 0.40 0.42 0.40 
34 Pole sorkhe 0.56 0.57 0.56 0.49 
35 Sari Ghamesh 0.45 0.44 0.42 0.45 
36 Sero 0.47 0.47 0.46 0.44 
37 Tamar 0.40 0.41 0.38 0.40 
38 Tapik 0.47 0.46 0.47 0.44 
39 Urban 0.42 0.40 0.42 0.48 
40 Zarrine 0.55 0.47 0.46 0.50 
41 Zereh Shoran 0.53 0.46 0.44 0.34 
42 Zhar Abad 0.44 0.46 0.42 0.42 
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The results of the studies of the concentration index showed that the average 
value of the index was obtained equal to 0.45 at annual and seasonal scales at all 
of the stations. On the annual scale, the lowest CI value was 0.39, and its 
maximum value was 0.57. A summary of the results of investigating stations in 
terms of daily precipitation concentration is presented in Table 5. According to 
the results, it can be concluded that the maximum value of CI on all the studied 
scales was 0.57 and 0.56. 

 
 

Table 5. Summary of the results related to CI from 1984 to 2013 

CI Annual Autumn Winter Spring Summer 

Max 0.57 0.56 0.57 0.56 0.56 
Min 0.39 0.39 0.40 0.38 0.34 

Average 0.45 0.46 0.45 0.45 0.45 

 
 
According to the researches of Martin-Vide (2004), big values of CI 

(CI > 0.61) indicate a high concentration of daily precipitation, moreover, at 
stations with CI>0.6, the precipitation occurred on the 25 percent of rainy days. 
This indicates the possibility of highly aggressive and severe rainfalls at stations 
with CI > 0.61. CI < 0.61 values are more regularly distributed with regard to the 
daily rainfall, and the lower this number, the more regular station of interest is in 
terms of the number of rainy days and daily precipitation. In the present study, 
CI > 0.61 was observed at none of the studied stations. At annual scale, Stations 
4, 3, 5, and 37 had the lowest CI, while the highest CI value was calculated for 
the Pole Sorkhe (34) station. To evaluate the concentration index regionally, CI 
values in the basin on different scales were zoned, and are presented as Fig. 6. 

Based on the results of the studies of the concentration index (CI) in the 
period under review, no CI > 0.6 was observed in spring in any part of the study 
area. CI values were between 0.4 and 0.5 (the yellow parts) for most areas of the 
lake basin in this season (spring), while aggressive and severe precipitation was 
observed in none of the areas of the basin. In the northeast region of Lake Urmia 
and partly to the south of the lake, CI was 0.5 to 0.6, which represents irregular 
daily precipitation in these areas. The daily distribution of precipitation is more 
regular in the southern part of the basin, and a regular exponential distribution fits 
the rainfall data of the rainy days. As it was seen in spring, the daily precipitation 
in the southern basin of Lake Urmia is more regularly distributed. In autumn in 
the study area, like spring, CI > 0.6 was observed at none of the stations studied. 
Some areas in the eastern and southern, as well as the northeastern and 
southeastern parts of the basin of Lake Urmia, are more irregular than the others. 
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Fig. 6. Spatial distribution of CI index in annual and seasonal time scales in the period of 1984–2013. 
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southeastern parts of the basin of Lake Urmia, are more irregular than the others. 
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The results showed that in both spring and autumn, these areas have severe 
and thunder-like rainfalls on days with precipitation, and the precipitation 
distribution in the rainy days is of less regularity than in the other regions. 
Areas in the eastern and northeastern parts of the basin (the areas colored green) 
are also relatively regular in terms of daily precipitation distribution. Other 
regions (colored yellow) deal with a moderate distribution of daily rainfall. 
Regular concentration was not observed in this season either. In winter, 
similarly to spring and autumn, areas to the south and northeast of Lake Urmia, 
as well as a region in the northeastern part of the basin in the period studied 
have an average CI value between 0.5 and 0.6, indicating strong concentration 
of daily precipitation and irregularity in the daily precipitation distribution in 
these areas. Also, it can be concluded that the amount of daily rainfall in the 
abovementioned areas is not divided regularly among the days with 
precipitation. Most areas of the basin have a CI between 0.4 and 0.5. In this 
season, neither regular distribution (CI < 0.3) nor irregular distribution  
(CI > 0.6) of daily rainfall was observed. Some small areas in the eastern part 
of the basin of Lake Urmia had CI values between 0.3 and 0.4, indicating a 
regular distribution of daily rainfall in winter days. In other words, the amount 
of precipitation is distributed fairly regularly in this season among the days 
with precipitation in the abovementioned areas. There is strongly irregular 
precipitation in summer in the southern parts of the lake basin, so that it can be 
concluded that 70 percent of the precipitation in this season has occurred only 
on 25 percent of the rainy days (days with precipitation). 

In this season, the northeastern and southern regions of the lake, an area 
in the northeastern, and also a station in the southwestern region of the lake are 
of irregular concentration distributions of summer precipitation. In this season 
(summer), the regular distribution of daily rainfall was not observed in the 
basin. Some stations to the northwest of Lake Urmia and also to the southeast 
and west of the lake were of relatively regular daily precipitation. On an annual 
scale, most areas of the lake basin fell within the moderate concentration class 
(CI between 0.4 and 0.5). On this scale (annual), similarly to the seasonal 
scales, the northeastern and southern regions of Lake Urmia basin had more 
irregular concentration than the other areas. On an annual scale, regular daily 
precipitation distribution was observed at none of the stations studied 
throughout the basin of Lake Urmia. Moreover, the eastern part of the basin 
faces an increased precipitation irregularity in the time scales studied, though 
this change is not significant. Nonetheless, the reduction in precipitation 
reported by (Asakereh and Razmi, 2012; Dinpashoh et al., 2013; Khalili et al., 
2016) had a significant impact on the status of water resources of the region 
and can even be involved as an influencing factor on the drying up of Lake 
Urmia.  
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4. Conclusion 

The results of the investigation of the annual precipitation concentration showed 
that in the basin of Lake Urmia, the precipitation distribution is generally 
irregular. The values of precipitation distribution index for the stations located to 
the east of Lake Urmia was 17.55 and for the stations to the west of the lake it was 
16.37, indicating that precipitation is more irregular in the eastern parts of the lake 
than in the western parts. The irregularity of precipitation in the eastern parts of 
Lake Urmia basin will lead to more extreme rainfall events. The results also 
showed that during the period under review, the concentration index of 
precipitation at stations in the western and eastern parts of the lake had increased 
by 0.38 and 4.06 percent, respectively. Meanwhile in spring, the results indicated 
that precipitation distribution during the period under review became more 
regular. In summer, as in spring, a decrease in the concentration index of 
precipitation over the basin of Lake Urmia was observed, which represents a 
uniform distribution of rainfall in the months of summer. The concentration of 
autumn precipitation during the last 10 years of the study period in relation to the 
first 10 years has increased by about 20.54 percent. In this, the share of the western 
areas of Lake Urmia is about 19.91 percent, and the share of the eastern part of 
the lake is about 21.22. The increase in the concentration index over the basin of 
Lake Urmia in autumn depicts that the precipitation distribution has changed from 
moderate distribution to irregular distribution; this increase can increase autumn 
extreme precipitation events.  

Based on the PCI index, winter precipitation at the basin studied is moderate 
and regular in terms of distribution, which demonstrates a uniform and moderate 
precipitation distribution in the months of winter. The results generally showed 
that the distribution of annual and autumn precipitation patterns of the basin of 
Lake Urmia, particularly in the eastern parts of the basin, became irregular from 
1984 to 2013; this indicates the possibility of extent rainfall and flooding events 
in this season. The results of the studies of the concentration index throughout the 
basin showed that the daily rainfall of basin of Lake Urmia was within neither 
strongly irregular nor regular conditions at any of the stations. In the meantime, 
most of the stations studied were in the moderate concentration class in terms of 
daily precipitation distribution. In autumn, winter, spring, summer, and on the 
annual scale, 74, 90, 81, 74, and 84 percent of the rain gauge stations studied were 
respectively of moderate precipitation concentration. According to the results of 
the values of concentration index (CI), there is a possibility of severe and extreme 
precipitation in the southern and eastern parts of the basin of Lake Urmia; this 
possibility would increase over the course of time. Recent floods in the eastern 
part of the lake confirm these results. By analyzing and studying the concentration 
index and the precipitation concentration index, it is possible to investigate 
extreme events as well as the irregularity and inequality of daily, monthly, and 
annual precipitation. Hence, further researches should be considered to determine 
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throughout the basin of Lake Urmia. Moreover, the eastern part of the basin 
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reported by (Asakereh and Razmi, 2012; Dinpashoh et al., 2013; Khalili et al., 
2016) had a significant impact on the status of water resources of the region 
and can even be involved as an influencing factor on the drying up of Lake 
Urmia.  
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the correlation between the precipitation concentration index and the occurrence 
of extreme events such as floods, soil erosion, and drought. 

Also the results of comparing two 10-year-long sub-periods indicated that 
PCI index of the second sub-period increased in the spring time scale that means 
that the irregularity of precipitation distribution has been increased, while in the 
other seasons significant variations were not observed. Also in the annual time 
scale, PCI index has been increased in the second sub-period because of the 
increasing trend of precipitation. These results showed the importance of applying 
techniques of water resources management in most parts of Iran, especially in the 
northwestern areas of Iran, where Lake Urmia and agricultural fields are located. 

The evaluated indices, as statistical indicators, can specify different weights 
of precipitation, including distribution, share of extreme precipitation, and spatial 
distribution in relation to the total precipitation. One of the benefits of studying 
drought indices, such as the PCI, is the ability to observe the precipitation 
distribution among the months of a season and even a year, and also to distinguish 
the governing distributions. Therefore, the results may be utilized when facing 
droughts or extreme rainfall conditions.  
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Abstract⎯ The paper discusses the circulation and thermal conditions over Poland and 
their dependence on the sign and values of the North Atlantic Oscillation (NAO) index 
(hereinafter NAO+ and NAO-). The input data used in the research consisted of average 
monthly values of air temperature in Warsaw, NAO index values, and a calendar of 
atmospheric circulation types according to Lityński (1969). The study comprised the three 
winter months (December, January,February) from the period 1951–2015. The 
dependence between the circulatory and thermal conditions was investigated on the basis 
of 10 months representing each of the winter months with the highest NAO+ and NAO- 
values and 10 months with the greatest positive and negative temperature deviations from 
the long-term average (Δt+, Δt-), based on the assumption, that they should largely be the 
same months. In general, the analysis confirmed these assumptions, but it also showed 
that there are deviations from previously known regularities as regards the effect of the 
positive or negative phases of the NAO on the thermal conditions in Poland. 
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1. Introduction 

The temperate zone is characterized by the high variability of atmospheric 
circulation, which translates into significant variations in weather conditions. 
This follows from the fact that the zone is under the influence of the formation, 
evolution, and movement from west to east of families of dynamic cyclones 
separated by high-pressure ridges. This results from the global system of 
atmospheric circulation, which – in this zone – takes place within the Ferrel cell, 
i.e., between subtropical anticyclones and moderate-latitude cyclones. In the 
Northern Atlantic, the Icelandic Low and the Azores High are such centers of 
atmospheric activity. The values of atmospheric pressure between these two 
systems demonstrate a negative correlation (Marsz, 2002), which means that 
when pressure within the Icelandic Low drops, it increases in the Azores High 
and vice versa. However, as Marsz (2002) explains, the interrelations between 
these two pressure centers are not stable. It may so happen that only one of them 
can be strong or weak. 

The relationships between the Azores High and the Icelandic Low have 
been known for over 100 years (Hurrell, 1995; Wibig, 2000), and in the 1920s 
the phenomenon was named the North Atlantic Oscillation or NAO. 

The development of the NAO index as a quantitative characteristics of 
westerly circulation (or lack thereof) over the eastern part of the Atlantic at the 
latitude of Europe created new research opportunities. These include, inter alia, 
an opportunity for investigating the relationship between the air temperature in 
Poland in individual winter months and the sign and value of the index. 
However, since temperatures in Poland are determined directly by the 
circulation over its territory, studying the link between air temperature and the 
NAO should include an intermediate stage, i.e., an analysis of atmospheric 
circulation over Poland. This follows from the fact that smaller areas may 
observe meso-circulation processes, which are determined by regional 
geographic factors and differ from those occurring on the macroscale. This was 
clearly shown by Niedźwiedź (2002), who determined the statistical relationship 
between the zonal circulation index over Poland and the NAO index. The 
correlation coefficients obtained by Niedźwiedź were significant only from 
December to April, with the highest dependence in February (r = 0.66). 

Thus, this study focuses on answering the question on how a specific NAO 
phase and its intensity influence air temperatures at a distance of nearly 2000 
kilometers from the Atlantic coast. As the sea air masses travel the distance, not 
only do they undergo significant transformation, but they may also change their 
primary trajectory as a result of pressure systems forming over Europe. 
Therefore, in central Europe, as well as in other parts of it (Castro-Diez et al. 
2002; Kossowska-Cezak and Twardosz, 2018), the relationship between the air 
temperature in winter and the positive or negative NAO phase may be, but does 
not need to be, strong or even unambiguous, even though numerous studies (as 
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well as non-scientific observations) indicate the existence of such a relationship. 
For example, it has been found that warm or cold winters in Europe correspond 
to a specific phase of the NAO (Saunders and Lea, 2006; Hirschi and Sinha, 
2007; Hirschi, 2008; Cattiaux et al., 2010; Wang et al., 2010; Buchan et al., 
2014). 

2. Data and methods 

This study is based on a 65-year-long series (1951–2015) of the NAO index 
defined as the difference the between normalized sea level pressure over 
Gibraltar and the normalized sea level pressure over Southwest Iceland (Jones et 
al., 1997). The values were taken from the website of the Climate Research Unit 
(http://www.cru.uea.ac.uk/cru/data/nao.htm). The second set of data consists of 
average monthly values of air temperature in Warsaw and a calendar of 
circulation types according to Lityński (1969), as developed by Pianko-
Kluczyńska (2007). The calendar includes 27 types of circulation, including nine 
cyclonic types, nine “0” (transitional) types, and nine anticyclonic types from 8 
directions, as well as a ninth, advectionless type. The study covers the three 
coolest months of the year, i.e., from December to February. Based on previous 
research, we know that the North Atlantic Oscillation has the strongest effect on 
temperatures in winter, when westerly movement of air masses clearly 
predominates (Hurrell, 1995; Marsz, 2002). This is attributable to the greatest 
thermal contrasts between air masses in the extratropical areas of the Northern 
Hemisphere during the year. 

The dependence between the air temperature in Warsaw in the 3 winter 
months of the 65-year period and the NAO index value demonstrates that the 
majority of the values of both characteristics clearly diverge from the 
dependence line and the 95% confidence interval (Fig. 1). Therefore, studying 
the circulatory and thermal conditions over Poland relative to the sign and value 
of the NAO index (hereinafter NAO+ and NAO-) is not based on the full 65-
year series of average values for the 3 months (December-February), but on 
values from selected months.  Thus, 10 months from the 65-year period with the 
highest positive and negative NAO values (hereinafter: high NAO+ and high 
NAO-) and 10 months with the highest positive and negative (Δt) deviations 
from the multiannual average (hereinafter: high Δt+ and high Δt-) were selected 
for analysis. If there was a close relationship between the monthly NAO and Δt 
values, then the months identified independently according to each criterion 
(NAO or Δt) would be the same, while in the absence of such a relationship, the 
months would be completely different. As is demonstrated by the summary in 
Table 1, in the months with high NAO+ or high Δt+, the sign of the other 
characteristics was opposite (Δt-, NAO-) in only one month, while in the months 
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1. Introduction 

The temperate zone is characterized by the high variability of atmospheric 
circulation, which translates into significant variations in weather conditions. 
This follows from the fact that the zone is under the influence of the formation, 
evolution, and movement from west to east of families of dynamic cyclones 
separated by high-pressure ridges. This results from the global system of 
atmospheric circulation, which – in this zone – takes place within the Ferrel cell, 
i.e., between subtropical anticyclones and moderate-latitude cyclones. In the 
Northern Atlantic, the Icelandic Low and the Azores High are such centers of 
atmospheric activity. The values of atmospheric pressure between these two 
systems demonstrate a negative correlation (Marsz, 2002), which means that 
when pressure within the Icelandic Low drops, it increases in the Azores High 
and vice versa. However, as Marsz (2002) explains, the interrelations between 
these two pressure centers are not stable. It may so happen that only one of them 
can be strong or weak. 

The relationships between the Azores High and the Icelandic Low have 
been known for over 100 years (Hurrell, 1995; Wibig, 2000), and in the 1920s 
the phenomenon was named the North Atlantic Oscillation or NAO. 

The development of the NAO index as a quantitative characteristics of 
westerly circulation (or lack thereof) over the eastern part of the Atlantic at the 
latitude of Europe created new research opportunities. These include, inter alia, 
an opportunity for investigating the relationship between the air temperature in 
Poland in individual winter months and the sign and value of the index. 
However, since temperatures in Poland are determined directly by the 
circulation over its territory, studying the link between air temperature and the 
NAO should include an intermediate stage, i.e., an analysis of atmospheric 
circulation over Poland. This follows from the fact that smaller areas may 
observe meso-circulation processes, which are determined by regional 
geographic factors and differ from those occurring on the macroscale. This was 
clearly shown by Niedźwiedź (2002), who determined the statistical relationship 
between the zonal circulation index over Poland and the NAO index. The 
correlation coefficients obtained by Niedźwiedź were significant only from 
December to April, with the highest dependence in February (r = 0.66). 

Thus, this study focuses on answering the question on how a specific NAO 
phase and its intensity influence air temperatures at a distance of nearly 2000 
kilometers from the Atlantic coast. As the sea air masses travel the distance, not 
only do they undergo significant transformation, but they may also change their 
primary trajectory as a result of pressure systems forming over Europe. 
Therefore, in central Europe, as well as in other parts of it (Castro-Diez et al. 
2002; Kossowska-Cezak and Twardosz, 2018), the relationship between the air 
temperature in winter and the positive or negative NAO phase may be, but does 
not need to be, strong or even unambiguous, even though numerous studies (as 
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with high NAO- or high Δt- there were more similar cases, namely 8. This 
confirms that, as expected, the consistency between the signs of NAO and 
temperature Δt is greater for positive values than for negative ones. This should be 
attributed to the different numbers of atmospheric pressure field types during 
specific phases of the NAO over the North Atlantic and Europe. According to 
Styszyńska (2002), the positive phase of the NAO involves one or two pressure 
field types, while during the negative phase, the number of the possible field types 
can be very different. 

At this point it should be observed that despite their apparent similarity  
(+ or -), the compared values of the average monthly NAO and the deviations of 
the monthly average temperature from the long term average (Δt) are two 
completely different kinds of value. The NAO index informs us about a current 
pressure system distribution over the Northern Atlantic Ocean. On average, and 
most frequently, the two dominant pressure systems are the Azores High and the 
Icelandic Low, and the resulting pressure gradient runs from south to north, while 
the NAO is positive. Shifts in the exact location of these pressure systems and their 
pressure values are reflected in constant changes in the NAO value and, 
periodically, also in its sign. In this way, NAO provides objective information 
about the status of the atmospheric pressure distribution. The deviation of the air 
temperature in a given month from the long-term average, on the other hand, is a 
relative metric, where the sum of deviations over a relevant multi-year period 
arrives at nil.  

 
 

 

Fig. 1. Relationship between the deviation of average temperature (Δt) in the winter 
months in Warsaw from the NAO index and the 95% confidence interval of the 
regression line, (1951–2015). The correlation coefficient is r = 0.600 significant at the 
level of significance α=0.05. 
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Table 1. Number of months with high NAO +/- and/or high Δt +/- (1951–2015) 

 Dec  Jan  Feb  Dec –Feb  

NAO+ 
Δt+ 6 5 5 16 
(Δt+) 4 5 4 13 
(Δt-) – – 1 1 

      

Δt+ 
NAO+ 6 5 5 16 
(NAO+) 4 5 5 14 
(NAO-) – – – – 

      

NAO- 
Δt- 7 7 4 18 
(Δt-) 2 2 4 8 
(Δt+) 1 1 2 4 

      

Δt- 
NAO- 7 7 4 18 
(NAO-) 3 2 3 8 
(NAO+) – 1 3 4 

Explanation: NAO +/- – months with a positive/negative NAO index; Δt +/- – months 
with a positive/negative deviation of temperatures from the multiannual average; symbol 
without parentheses – “high” value, i.e., one of the 10 highest values in the 65-year 
period; symbol in parentheses – value lower than the tenth highest in the 65-year period. 
 
 
 
 
 
 

3. Atmospheric circulation over Poland in selected months with a high 
monthly average value of the NAO and/or Δ t 

The frequency of circulation types over Poland according to Lityński (1969) was 
calculated for all the months when a high value occurred (i.e., which saw one of 
the 10 highest positive and negative NAO and/or Δt values). Following this, the 
average frequency of days with circulation from individual directions and with 
cyclonic, “0” (transitional), and anticyclonic circulation across the categories of 
months distinguished according to the sign and size of NAO and Δt were 
calculated. When compiling the months selected on account of a high NAO 
and/or Δt value, the NAO index was adopted as the primary characteristic (Table 
2). The average number of days with circulation from each direction and of 
different nature is given in integral values for a 31-day month. 
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Table 2. The average number of days in a month with circulation from the individual 
directions and of different nature (according to Lityński (1969)) during different categories 
with high NAO+/- and/or high Δt+/-. The highest values are marked with bold type, C is for 
cyclonic types, 0 is for types “0” (transitional types), A is for anticyclonic types 

Month 
category 

No. of 
months N NE E SE S SW W NW 0 C 0 A 

NAO+/Δt+ 16 2 – – 1 2 9 8 8 1 10 9 12 

NAO+/(Δt+) 13 4 2 1 1 3 6 6 6 3 9 7 15 

(NAO+)/Δt+ 14 2 1 2 2 5 7 4 6 2 14 9 8 

(NAO+)/Δt- 4 4 3 6 7 3 2 2 3 2 11 8 12 

NAO-/Δt- 18 3 6 7 6 3 1 1 1 3 10 8 13 

NAO-/(Δt-) 8 4 4 4 8 4 2 1 2 2 13 10 8 

(NAO-)/Δt- 8 3 4 6 6 5 1 1 1 4 7 8 16 

NAO-/(Δt+) 4 3 1 4 6 6 3 3 2 3 16 8 7 

Explanation as in Table 1. The single month in the NAO+/Δt- category is disregarded. 
 
 
 
 

3.1. Months with a positive value of the NAO index 

In all the months from December to February in which the positive phase of the 
NAO occurred and the mean temperature in Warsaw was higher than the long-
term average, there was a clear predominance of days with circulation from the 
western sector and a small number of days with circulation from the eastern 
sector.  

In the months with high NAO+ and Δt+ (16 months) values, there was an 
average of 25 days with circulation from the SW-NW sector, and a mere 1 day 
from the NE-SE sector; advectionless situations also appeared, but they were 
very rare. The share of cyclonic, “0” (transitional), and anticyclonic types was 
fairly balanced, with a slight advantage of the last type (Table 2). In this 
category of months, several months stood out. The second highest NAO+ value 
(5.11) and one of the two highest Δt+ values (6.5 °C, which is equivalent to 1.8 
standard deviations) occurred in February 1990 (28 days), when SW-NW 
circulation occurred on 24 days. At the time, the greatest deviation of air 
temperature considered to be anomalous, i.e., exceeding 2 standard deviations 
(t ≥ tav.+2σ) covered vast areas of Europe from Scandinavia and northern 
western part of Russia, through southern western part of Europe to the islands of 
the western Mediterranean Sea (Fig. 2). In Kajaani and Arkhangelsk, the 
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temperature anomaly was Δt=10.5 oC, and even in Bordeaux, it exceeded 5 oC. 
The same group also included the previous month January 1990 (NAO = 3.5, 
Δt = 4.5 oC). As a result of having two such warm months in succession (and a 
fairly warm December), the winter of 1989/90 was one of the mildest in Europe 
in the mid-20th century (Kossowska-Cezak and Twardosz, 2017). In January 
1983, which saw the highest January NAO+ (4.82) and Δt+ (5.8 oC), there were 
19 days with SW-NW circulation. February 1995 (NAO=3.13, Δt = 5.0 oC) had 
27 days with circulation from this sector (out of 28). December 2015 saw both 
the highest December NAO+ (4.22) and Δt + (5.4 oC); there were 23 days with 
SW-NW circulation and 3 days with circulation from the south. 

 
 
 
 
 

 

Fig. 2. Ranges of the positive (Δt+) and negative (Δt-) thermal anomalies during the 
positive NAO phase: February 1990 – NAO+/Δt+; February 1954 – (NAO+)/Δt- 
(explanations as for Table 1, the ranges are based on the publication by Kossowska-Cezak 
and Twardosz, 2017) 
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very rare. The share of cyclonic, “0” (transitional), and anticyclonic types was 
fairly balanced, with a slight advantage of the last type (Table 2). In this 
category of months, several months stood out. The second highest NAO+ value 
(5.11) and one of the two highest Δt+ values (6.5 °C, which is equivalent to 1.8 
standard deviations) occurred in February 1990 (28 days), when SW-NW 
circulation occurred on 24 days. At the time, the greatest deviation of air 
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(t ≥ tav.+2σ) covered vast areas of Europe from Scandinavia and northern 
western part of Russia, through southern western part of Europe to the islands of 
the western Mediterranean Sea (Fig. 2). In Kajaani and Arkhangelsk, the 
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Months with high NAO+ do not always see high Δt+. In months with lower 
temperature deviation from the multiannual mean [NAO+/(Δt+), 13 months, 
Table 1], the average number of days with SW-NW circulation was 18 (Table 
2), and from the opposite sector it was 4, i.e., NE-SE with a slightly higher share 
of days with northerly (N – 4 days) and/or southerly circulation  
(S – 3 days). For example, January 1974 (NAO=3.75, Δt=1.4 oC) had 12 days 
with SW-NW circulation, 11 days with S and 5 days with SE circulation, while 
in February 1961 (NAO=4.06, Δt=3.3 oC), SW-NW circulation occurred on 14 
days, while N circulation on 6 days. This category of months also included 
February 1997, with the highest value of NAO+=5.26 (Δt = 3.5 oC) in the  
65-year period. There were 23 days with SW-NW circulation, 4 days with 
circulation from the northeastern sector, and 15 days with anticyclonic 
circulation. 

However, a high positive temperature deviation from the long-term average 
may occur in months with a relatively low NAO+ value [(NAO+)/Δt+, 14 
months, Table 1]. This group included months with a wide range of NAO+ 
values from the “high” categories to the near-zero ones, and thus to the variation 
in the share of circulation directions in individual months. However, on average, 
days with SW-NW circulation predominated (17 days, Table 2), with 5 days on 
average with circulation from the opposite sector. This group included January 
2007, with one of the two highest winter Δt+ = 6.5 oC, (1.9 standard deviations; 
NAO = 1.76). That month saw 27 days with SW-NW circulation and only one 
day with circulation from the NE-S sector; at the same time, it was the only 
month with a complete absence of anticyclonic circulation. At the time, a 
positive temperature anomaly extended to the southern and central parts of 
Europe and the southeastern part of European Russia (Kossowska-Cezak and 
Twardosz, 2017). Also, February 1998 was a month in the (NAO+)/Δt+ category 
(NAO = 2.44, Δt = 5.0 oC) recording 19 days with SW-NW circulation and no 
days with circulation from the NE-SE sector, but there were 3 days each with N 
and S circulation and anticyclonic circulation prevailed (15 days). This group 
also included January 1965 (NAO = 0.01, Δt = 3.5 oC) and February 1974 
(NAO = 0.68, Δt = 3.9 oC), in which the number of days with SW-NW was 10 
and 12, respectively, and the number of days with NE-SE circulation was 11 and 
10, respectively; cyclonic circulation prevailed in both months – 15 and 13 days, 
respectively. 

During spells with the positive NAO phase, there were occasional months 
when the average temperature in Warsaw was lower than the long-term average 
(4 months during the 65 years, Table 1). These months included February 2011, 
which represents the category (NAO = 2.79, Δt = -2.0 oC). The low temperature 
in that month was determined by the prevailing share of SE circulation (11 
days), which was mostly anticyclonic in nature (14 days). 
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Months with a greater negative deviation of mean temperature from the 
multiannual average, but with a low positive value of the NAO index, i.e., the 
(NAO+)/Δt- category months were more frequent (4 months). In those months, 
the NAO value ranged from 0.01 to 1.28. Circulation from the NE-SE sector 
was predominant (16 days on average – Table 2), and that from the SW-NW 
sector was the least frequent (7 days). The months of this category included the 
anomalously cold February 1954 (NAO = 0.57, Δt = -7.8oC). That month saw 
circulation from the E-S sector for 27 days, and anticyclonic circulation for  
26 days. At the time, the negative temperature anomaly was present across vast 
areas of Europe from the southern Baltic countries to the shores of the Caspian 
Sea (Fig. 2); in Astrakhan, the temperature anomaly (Δt-) was -14.0 oC 
(Kossowska-Cezak and Twardosz, 2017). 

3.2. Months with a negative value of the NAO index 

During negative NAO phases from December to February, Warsaw usually saw 
a monthly average temperature below the long-term mean. In those months, the 
prevailing circulation in Poland was that from the NE-SE direction, but its 
predominance was not as strong as for the SW-NW circulation in the NAO+ 
months, with advectionless situations being more frequent. 

On average, in the months with a high NAO- and, at the same time, high 
Δt- (18 months, Table 2), there were on average 19 days with circulation from 
the NE-SE and only 3 days with circulation from the opposite sector (Table 2). 
Two examples of such months were December 1996, which experienced the 
greatest December NAO- in the 65-year period (-4.70, Δt = -4.7 oC), and 
December 2010 with the second highest NAO- (NAO = -4.61, Δt = -4.7 oC). 
During the latter month, the negative temperature anomaly stretched across the 
entire northwestern part of Europe (Fig. 3). In those months, NE-SE circulation 
was recorded on 13 and 15 days, respectively, with SW-NW circulation 
occurring only 5 and 7 times; furthermore, in December 1996, there were 6 days 
with advectionless situations. January 1963, which had the highest NAO-  
(-4.09), observed both the highest January Δt- and the second highest negative 
winter temperature anomaly (Δt = -9.8 oC). That month stood out for the 
dominance of circulation from the N-E sector (27 days, including 13 days with 
NE) and the complete absence of circulation from the SW-NW sector; 
anticyclonic circulation prevailed (21 days). In that month, the negative 
temperature anomaly extended in Europe from the British Isles and France to 
western Russia and Ukraine (Fig. 3). At the eastern ends of the anomaly, Δt 
exceeded -10 oC. The month that followed – February 1963 – was of the same 
category (NAO = -1.90, Δt = -6.3 oC), with a prevalence of the NE-SE 
circulation (25 days) and, likewise, an absence of the SW-NW circulation. At 
the time, the negative thermal anomaly covered western Europe and the 
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Months with high NAO+ do not always see high Δt+. In months with lower 
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may occur in months with a relatively low NAO+ value [(NAO+)/Δt+, 14 
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in the share of circulation directions in individual months. However, on average, 
days with SW-NW circulation predominated (17 days, Table 2), with 5 days on 
average with circulation from the opposite sector. This group included January 
2007, with one of the two highest winter Δt+ = 6.5 oC, (1.9 standard deviations; 
NAO = 1.76). That month saw 27 days with SW-NW circulation and only one 
day with circulation from the NE-S sector; at the same time, it was the only 
month with a complete absence of anticyclonic circulation. At the time, a 
positive temperature anomaly extended to the southern and central parts of 
Europe and the southeastern part of European Russia (Kossowska-Cezak and 
Twardosz, 2017). Also, February 1998 was a month in the (NAO+)/Δt+ category 
(NAO = 2.44, Δt = 5.0 oC) recording 19 days with SW-NW circulation and no 
days with circulation from the NE-SE sector, but there were 3 days each with N 
and S circulation and anticyclonic circulation prevailed (15 days). This group 
also included January 1965 (NAO = 0.01, Δt = 3.5 oC) and February 1974 
(NAO = 0.68, Δt = 3.9 oC), in which the number of days with SW-NW was 10 
and 12, respectively, and the number of days with NE-SE circulation was 11 and 
10, respectively; cyclonic circulation prevailed in both months – 15 and 13 days, 
respectively. 

During spells with the positive NAO phase, there were occasional months 
when the average temperature in Warsaw was lower than the long-term average 
(4 months during the 65 years, Table 1). These months included February 2011, 
which represents the category (NAO = 2.79, Δt = -2.0 oC). The low temperature 
in that month was determined by the prevailing share of SE circulation (11 
days), which was mostly anticyclonic in nature (14 days). 
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Greenland Sea and Barents Sea islands, where Δt exceeded -10 oC (Kossowska-
Cezak and Twardosz, 2017). The entire winter of 1962/63 was anomalously 
cold. The greatest negative thermal anomaly in Warsaw in the 65-year period 
(Δt = -10.4oC) was also recorded during a month in this category, namely in 
February 1956 (NAO = -2.96). In that month, NE-SE circulation was recorded 
on 26 days, and that from W and NW on 2 days; there were 15 days with 
anticyclonic circulation. February 1956 was highly exceptional, because it was 
the only month in the 65-year period when the negative temperature anomaly 
covered more than half of the continent, from the Pyrenean Peninsula to the 
Urals (except Scandinavia and northern Russia, Fig. 3). The greatest anomaly 
occurred in central Europe (Δt = -11 – -12 oC) (Kossowska-Cezak and Twardosz, 
2017). It should be noted that at least half of the months in this category were 
classified as anomalously cold (t ≤ tav. -2σ). 

 
 
 
 

 

Fig. 3. Ranges of the negative thermal anomaly during the negative NAO phase – NAO-/Δt- 
(explanations as for Table 1, the ranges are based on the publication by Kossowska-Cezak 
and Twardosz, 2017) 
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Not every month with high NAO- see high negative deviations of 
temperature from the long-term average. In the months of the NAO-/(Δt-) 
category (8 days, Table 1), the disproportion between the number of days with 
the NE-SE and SW-NW circulations is lower; an average of 16 and 5 days 
respectively (Table 2). Such months included, inter alia, February 1969 
(NAO = -3.16, Δt = -2.6 oC), which saw 23 days with E-S circulation, including 
18 days with SE, and only 2 days altogether with SW and W, as well as 
December 1976 (NAO = -3.63, Δt = -0.5 oC), in which there were only 12 days 
with NE-SE circulation and 12 days with circulation from the S-SW section. 

By contrast, significant deviation of monthly average temperatures from the 
long-term average can occur in months with a low NAO- value [category (NAO-
)/Δt-; 8 months, Table 1]. In those months, there were on average 16 days with 
NE-SE circulation and 3 days with SW-NW circulation; advectionless and 
anticyclonic situations were relatively frequent (Table 2). This category includes 
inter alia January 1972 (NAO = -0.52, Δt = -4.8 oC), January 2006 (NAO = -
0.10, Δt = -4.8 oC), and February 1985 (NAO = -0.24, Δt = -7.4 oC). All those 
months were dominated by days with circulation from the ES or NE-SE sectors 
(at least 20 days), and saw very few days or no days at all with SW-NW 
circulation (January 1972). One noteworthy fact is the characteristic, vast area of 
the negative temperature anomaly (t ≤ tav.-2σ) in February 1985, from 
Scandinavia to the Balkans and the Black Sea (Fig. 4). 

In periods with negative NAO phase, there are also single months with an 
average temperature above the long-term mean (4 in total), but in none of those 
months did both these characteristics in question reach “high” levels. The 4 
months saw high NAO- accompanied by slight Δt+ (0.2 – 1.9 oC). The months 
saw a slight advantage of the number of days with NE-SE circulation (11 days) 
over SW-NW (8 days), but with a significant share of days with S circulation  
(6 days, Table 2). Thus, this group of months should rather be described as 
marked with a prevalence of circulation from the southern sector (SE-SW – an 
average of 15 days) over northerly circulation (NW-NE – 6 days – Table 2), 
even though in individual months, atmospheric circulation over Poland varied. 
For example, in January 1977 (NAO = -2.36, Δt = 0.7 oC), circulation from the 
SE-SW sector occurred on 25 days (including 14 days with southern circulation) 
and NW-NE circulation on only 3 days, while in December 1989 (NAO = -2.23, 
Δt = 1.8 oC), such circulation occurred on 11 and 10 days, respectively. A 
compact area with a positive temperature anomaly in the latter month was seen 
in the southwestern part of Europe (Fig. 4). 
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Fig. 4. Ranges of the positive and negative thermal anomalies during the negative NAO 
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4. Conclusions 

Research into the relationship between the monthly thermal conditions in 
Warsaw and the monthly value of the NAO index in the winter months of 1951–
2015 has led to several observations. 

With a high positive value of the NAO index (at least 2.5), which is 
indicative of a strong westerly flow, central Europe is dominated by circulation 
from the western sector (SW-NW), with a negligible share or absence of 
circulation from the opposite sector. As a result of the advection of sea air 
masses in winter, temperatures over Poland are several degrees higher than the 
multiannual average (even by 5–6 oC and more). In general, the greater the 
number of days with westerly circulation, the higher the temperature. 
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An equally high positive temperature deviation can also occur with a low 
NAO+ index values if the prevalence of western circulation over Poland is 
similar to that in months with high NAO+ (e.g., January 2007). Based on this, it 
can be concluded that values of the NAO index calculated on the basis of 
atmospheric pressure measured at specific points (which is necessary for 
comparison purposes) does not always reflect the actual intensity of westerly air 
mass transport controlled by the actual difference in pressure between the 
Azores High and the Icelandic Low. 
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cloudiness on thermal conditions in winter (night cooling through radiation 
during long cloudless nights). 

In the negative NAO phase, temperatures above the long-term average may 
occur in Poland, which occurs when there is increased circulation from the 
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southern sector. However, the temperature deviation does not reach such values 
as in warm months during the positive phase of the NAO with westerly 
advection. 

The analysis conducted in the present study confirms well-known 
regularities related to the impact of a strongly marked positive or negative NAO 
phases on the thermal conditions during Polish winters. However, it also reveals 
certain deviations from these regularities, which should be attributed to regional 
pressure systems over Europe, which control the advection within the territory 
of Poland and directly affect the thermal conditions here. At the same time, it 
must borne in mind that the direction of advection is not the sole determinant of 
the thermal characteristics of an incoming air mass. 
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Abstract⎯ Air pollution occurs when harmful or excessive quantities of substances 
including gases, solid particulates, and biological molecules are introduced into the 
atmosphere. The analysis of the relationship between air pollutants and meteorological 
factors can provide important information about air pollution. The aim of this study is to 
examine and explore the relationship between the different monitored air pollutant 
concentrations such as carbon-monoxide (CO), nitrogen-oxides (NOx), ozone (O3), 
particulate matter (PM10), and sulphur-dioxide (SO2) and the selected meteorological 
factors such as wind speed, temperature, precipitation, and atmospheric pressure. The 
investigation is based on data observed during a 10-year-long measurement period 
(2004–2014) in the city of Veszprem located in the western part of Hungary, in the 
Transdanubia region. In the present research, regression analysis was the chosen 
statistical tool for the investigation. The analysis found that there is a moderate or a weak 
relation between the air pollutant concentrations and the meteorological factors. 

 
Key-words: air quality, meteorological parameters, regression analysis, air pollutants, 
urban air 
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1. Introduction 

As a consequence of anthropogenic activities of the last 50 years – such as 
public heating, transportation, and industrial activities – a diversity of waste 
compounds has been and is being released into ambient air. Thus, air quality has 
become a major and pressing issue to be considered in order to provide a livable 
environment. The spatial distribution (Hiep et al., 2000; Casado et al., 1994; 
Harinath and Murthy, 2010) and the temporal trends (Mauro et al., 2017; Aynul 
et al., 2016) of air pollutants allow the assessment of the air quality in cities. 
There is a special focus on metropolises such as Paris, Beijing (Gros et al., 
2007), or New York (Masiol et al., 2017). Numerous previous studies 
(Cuhadaroglu and Demirci, 1997; Chelani and Rao, 2013; Plaisance et al., 
2004; Luvsan et al., 2012; Minarro et al., 2013; Li et al., 2014; Mahapatra et 
al.,. 2014; Rodrigez et al., 2013; Wapler, 2013) also pointed out the impact of 
various air pollutants on the urban environment and provided information on 
their association with weather conditions.  

For example, in the research of Chiu et al., (2005), it was presented that local 
meteorological parameters (such as solar radiation, wind speed, and wind direction) 
have an influence on O3 and NO2 concentrations. According to their research 
results, the concentration of O3 were higher during the day – compared to night 
values – thanks to that there is a correlation between the ground level ozone 
concentration and the photochemical reactions. As stated in the findings of 
Hargreaves et al. (2000) there is a weak negative connection between the ambient 
NO2 concentration and wind speed. Xu and Zhu (1994) found out, that in case of 
ozone, high concentrations are related to high pressure weather systems, low 
relative humidity, low cloudiness, light wind speed, and fog formation. 

Several analytic methods are being used to find statistical relationship 
between meteorological parameters and air pollutants. Regression analysis, 
especially linear regression analysis is by far the most popular and well-known 
analytical method in the field of behavior-, social-, public health, and natural 
sciences, such as physics, chemistry, other engineering areas and countless other 
fields. This widely used analysis yields a mathematical equation – a linear model – 
that estimates a dependent variable Y from a set of predictor variables or regressors 
X. The analysis is extensively and broadly used and confirmed by many 
experiments in the works of several authors (e.g., Xin, 2009; Darlington, 2016; 
Montgomery et al., 2012). In this study, the regression analysis was conducted with 
the computer program IBM SPSS Statistics (SPSS), which offered advanced 
statistical capabilities and analytics to help to gain deep, accurate insights and 
understanding of the data providing better decision making. 

In the presented study the authors studied the relationship between air 
pollutants concentration in the ambient air and the selected meteorological 
parameters based on regression analysis. Furthermore, the strength of the 
relationships was also determined. 
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2. Methodology 

2.1. Study area 

Veszprem is situated in the middle-western part of Hungary at 47°05’34” N and 
17°54’49” E with the population of approximately 60,000 inhabitants. Hungary 
lies about halfway between the Equator and the North Pole, in the temperate 
zone, therefore, the weather is very changeable, mainly because it is influenced 
by the oceanic, continental, and the mediterranean climates. Thus, the annual 
average temperature in the city is approximately 10–12 °C (Central 
Transdanubia, 2017). Another important factors are the relief and the impact of 
the Carpathians, which is significant. The main contributors to air pollution in 
the city are public transport, private vehicles, public and domestic heating, and 
industrial activities (Fig. 1). Also, the impacts of the relief and the 
meteorological parameters are noticeable. Based on the air pollution index, the 
air quality in Veszprem is good (Air Quality Report, 2017). 

Based on the data of the Hungarian Central Statistical Office (2017), there 
has been a visible increase of the number of registered vehicles in the studied 
period (Fig. 2). All these vehicles moving on the streets result traffic congestion 
problems in Veszprem, especially during the morning (06:00 – 08:00) and 
evening (16:00 –18:00) rush hours.  

 
 
 
 
 

 
Fig. 1. Measurement area of the research project and its geographical location: (left) 
aerial view of the city (OpenStreetMap), (right) public transportation lines in the city 
(OpenStreetMap). 
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Fig. 2. Number or registered vehicles in the city of Veszprem between 2004 and 2014. 

2.2. Meteorological data 

For analyzing air quality, it is important to know the parameters that influence 
the ambient concentration of air pollutants. The selected relevant meteorological 
factors are the following: temperature (K); atmospheric pressure (hPa); wind 
speed (m/s), and precipitation (mm). The necessary meteorological data were 
supplied by the Institute of Radiochemistry and Radioecology of the University 
of Pannonia. The data were collected between 2004 and 2014. Their statistically 
processed version is shown in Fig. 3. 
 
 

  

  
Fig. 3. Annual average values of meteorological parameters: (a) wind speed, (b) 
temperature, (c) atmospheric pressure, (d) precipitation. 
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2.3. Collection of ambient air quality data 

The different air pollutants concentrations (CO, NOx, O3, PM10, and SO2) were 
obtained from the automatic monitoring network system of the Hungarian Air 
Quality Network (OLM). Data observed between 2004 and 2014 were used in 
this study. Statistically processed data are shown in the following figures 
(Fig. 4). 
 
 

 

 
 

 
 

 
Fig. 4. Yearly average concentration of the measured air pollutants: (a) carbon-monoxide, 
(b) nitrogen-oxides, (c) ozone, (d) particulate matter, (e) sulphur-dioxide. 
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Fig. 2. Number or registered vehicles in the city of Veszprem between 2004 and 2014. 
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2.4. Regression analysis  

To study the relationship between the variables, regression analysis was used 
according to Douglas et al. (2012), Darlington (2016), and Xin (2009). 
Statistical calculations have been used to analyze the extent to which the 
individual parameters such as temperature, solar radiation, wind direction, 
velocity, or relative humidity may be influenced by the concentration of 
different pollutants. The statistical method used is the regression calculation, 
also known as the correlation test. The essence is that we are looking for a 
relationship with a mathematical function between a dependent variable (result 
variable) and one or more explanatory variables. IBM SPSS Statistics has been 
used for the regression analysis. The following software outputs were used: 
summary tables, variance analysis tables, regression coefficients, and statistical 
test tables containing the results of the hypothesis test (F-test, sum of square 
deviations, degrees of freedom, T-test). According to the calculations, in each 
case p value was less than 0.0001, which means that the results are very 
significant. 

3. Results  

The interconnection between the meteorological parameters, such as wind 
speed, temperature, air pressure, and precipitation and the concentration of 
certain major air pollutants (CO, NOx, O3, PM10, and SO2) was examined by 
using linear regression analysis. By determining the linear correlation coefficient 
(R) – also called Pearson product moment correlation coefficient –, the strength 
and direction of a linear relationship between two variables were determined. 
The range of R was between –1 to +1, as shown in Table 1. The coefficient is 
symmetric. The closer the value to the endpoint the stronger the linear 
correlation, like in the case of CO concentration and wind speed (0.841). A 
perfect positive fit is achieved at R=+1, and a perfect negative fit is achieved at 
R= –1. On the contrary, if the value of R is close to 0, no or weak linear 
correlation can be determined meaning that there is a random, nonlinear 
relationship between the two variables, like in the case of SO2 concentration and 
atmospheric pressure (0.011). 
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Table 1. Linear correlation coefficients of the selected parameters 

R CO NOX O3 PM10 SO2 

Wind speed 0.841 0.635 0.723 0.277 0.074 

Temperature 0.102 0.243 0.192 0.058 0.462 

Atmospheric pressure 0.250 0.394 0.154 0.128 0.011 

Precipitation 0.870 0.213 0.042 0.100 0.145 

All meteorological parameters 0.884 0.740 0.862 0.344 0.490 

 
 
 
Another tool of assessing relationships between variables is the coefficient 

of determinations (R2) that gives the proportion of the variance of one variable 
being predictable from the other (Table 2). It is the ratio of the explained 
variation to the total variation. The coefficient of determination ranges from 0 to 
1 and denotes the strength of the linear association between the selected 
variables. The value shows the ratio of the data that is the closest to the line of 
best fit. If R2=1, the regression line goes through every single element of the 
scatter plot meaning that it approximates all of the data points. The farther a 
point is away from the regression line, the less variable can be explained.  

 
 
 
Table 2. The coefficient of determinations of the selected parameters 

R2 CO NOX O3 PM10 SO2 

Wind speed 0.7070 0.4027 0.5222 0.0766 0.0053 

Temperature 0.0104 0.0589 0.0370 0.0034 0.2142 

Atmospheric pressure 0.0623 0.1549 0.0238 0.0165 0.0000 

Precipitation 0.0076 0.0452 0.0017 0.0099 0.0212 

All meteorological parameters 0.7820 0.5470 0.7430 0.1180 0.2400 

 
 
 
The analysis shows (Fig. 5) that in the examined period, the CO 

concentration is strongly affected by the wind speed. The determination 
coefficient is 0.707, which means that there is a strong relationship between 
those variables. Contrast with that, in case of other meteorological parameters, 
CO shows low values of R2. Considering the relation between all meteorological 
parameters and the CO level, there is a high value (R2=0.7820), therefore, the 
positive relation were demonstrated.  
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Furthermore, a moderate relation was observed in the case of the O3 

concentration (Fig. 6). The coefficient of determinations was a bit lower 
(R2=0.5222), and the graph shows that between those two variables there is a 
negative linear correlation. 

 
 

 
Fig. 5. Regression connection between the CO concentration and the wind speed.  

 

 

 

 

 
Fig. 6. Regression connection between the O3 concentration and the wind speed. 
 
 
 
 
Similar tendency was observed between the concentration of NOx and the 

selected meteorological parameters (Fig. 7). The analysis confirmed a moderate 
relationship between the NOx concentration and the wind speed (R2=0.403). The 
relation of the NOx and all meteorological parameters could be stated also as 
moderate (R2=0.547). 
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Fig. 7. Regression connection between the NOx concentration and the wind speed. 
 
 
 
 
 
Relations between the PM10 concentration and the meteorological 

parameters were week. The highest values of R2 (Fig. 8) were noticed in the case 
of wind speed (R2= 0.0766). The analysis demonstrated a positive connection, 
however, the coefficient of determination with all meteorological parameters 
were low (R2= 0.1180).  

 
 
 
 

 
Fig. 8. Regression connection between the PM10 concentration and the wind speed. 
 
 
 
Similarly, to PM10 low connection was observed in the case of SO2 (Fig. 9). 

The highest determination coefficient value (R2=0.2142) was between SO2 and 
temperature. The strength of the relation between SO2 and all meteorological 
parameters was low also (R2=0.2400). 
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Fig. 9. Regression connection between the SO2 concentration and the wind speed. 
 
 

4. Discussion 

In order to study the relationship between the CO, NOx, O3, PM10, and SO2 
pollutants concentrations and the selected meteorological parameters, a linear 
regression analysis was carried out. The coefficient of the determinations (R2) 
between the CO, NOx, O3, PM10, and SO2 pollutants concentrations and the 
meteorological parameters comparing with other scientific researches are shown 
in Table 3. 

 
 
Table 3. The coefficient of determinations of the selected parameters in this study and in 
other studies 

R2  CO NOX O3 PM10 SO2 

In this study 0.78 0.54 0.74 0.11 0.24 

Sevda (2008) 0.48 0.28 0.75 * * 

Barrero et al. (2006) * * 0.67 * * 

Gupta et al. (2008) * 0.05–0.49 * 0.16–0.64 0.23–0.75 
*not measured components 

 
 
 
In accordance with the previous scientific works it can be stated, that the 

number of meteorological parameters included in regression equations were 
variable, and the analyses of the meteorological parameters affecting 
concentrations of air pollutants were diverse also. A strong dependence was 
obtained by Ocak (2008), who determined a 75% coefficient that means the 75% 
of the O3 concentration depends on the wind speed, temperature, and relative 
humidity, which is close to the research results of Barrero et al., (2006) and also 

R² = 0,0053

2,5

3

3,5

4

4,5

2 4 6 8 10 12

W
in

d 
sp

ee
n 

[m
/s

]

Concentration of SO2 [µg/m³]



123 

to the results found in this study. Contrary to the research results of Ocak 
(2008), CO dependence was characterized by a strong relationship instead of a 
moderate one. In case of NOx, the results were ranged on a wide spectrum (0.05 
– 0.54), but not any case was detected stronger than moderate. Gupta et al. 
(2008) found the regression coefficients between PM10 and SO2 levels and 
meteorological factors as 0.16 – 0.75, which differs greatly from our findings, 
which may be due to the fact, that their measurements were carried out in three 
different areas (one residential site, one commercial site, and one industrial site). 

Besides the local emissions and meteorological conditions, the atmospheric 
long-range transport of pollutants influences the concentration field, too. For 
example, volcanic eruptions could have a significant effect on the SO2 and SO2

−4 
concentrations in air, as well as on the sulfur deposition. In 2014, a volcanic 
eruption started at the Barðarbunga fissure system in Iceland. There was little 
ash released in the eruption, but large amounts of SO2 were emitted into the 
atmosphere. For better understanding the pollution level in Veszprém county, 
the data sets were compiled from existing results of the atmospheric chemistry 
transport model ran by the European Monitoring and Evaluation Programme 
under the Convention on Long-range Transboundary Air Pollution (CEIP, 
2016). The emissions and the estimated deposition of SOx and NOx in Hungary 
are shown in Table 4.  

 
 
 
Table 4. Emission and estimated deposition of SOx and NOx in Hungary [unit: Gg(S); 
Gg(N)] 

2005 2006 2007 2008 2009 2010 2011 2012 2013 2014 

SOx (emission) 41 39 35 35 30 31 34 31 29 27 
NOx (emission) 169 172 167 164 157 154 140 124 121 120 
SOx (deposition) 78 70 71 61 65 72 53 52 62 55 
NOx (deposition) 55 56 55 48 51 52 43 42 45 42 

 
 
 
 
The spatial distribution and deposition from transboundary sources of SOx 

and NOx are visible in Figs.10 and 11 (EMEP/MSC-W, 2014; Gauss et al., 
2016). The amount of emitted contaminants has changed in proportion to the 
level of emissions. It can also be stated that the county was less exposed to SOx 
depletion, while it was exposed to NOx pollution significantly. 
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Fig. 10. The spatial distribution of SOx and NOx (emissions). 
 
 

  

Fig. 11. Deposition from transboundary sources of SOx and NOx (unit: mg(S)/m2, 
mg(N)/m2). 
 

5. Conclusion 

The aim of the present study was to determine the relationship between the CO, 
NOx, O3, PM10 and SO2 pollutants concentrations and selected meteorological 
parameters (wind speed, temperature, air pressure, and precipitation). It was not 
observed a significant change in the terms of the selected meteorological 
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parameters in Veszprem between 2004 and 2014. Variability of the values of 
wind speed, air pressure, and wind direction were not significant considering 
either the averages or the maximums or minimums.  More extreme values were 
observed in the evolution of precipitation and temperature. In 2005, 2010, and 
2014, the precipitation extremes were more significant than in the other years. It 
was noticeable, that among those years there were greatly drier years than the 
others, especially in 2011 and 2012. The temperature values were concerned too, 
and it has been found that there were a few outliers among the minimum and 
maximum values. The variability of averages was low. In the examined period, 
the highest and lowest values occured in the year of 2006. The concentration of 
air pollutants decreased between 2004 and 2014, except for concentration of 
nitrogen-dioxide and ozone. The main source of those air pollutants were 
transportation, which is determinative in Veszprem. The connection between the 
air pollutants and the meteorological parameters were demonstrated by 
regression analysis. The level of the relationship depends on the type of air 
pollutant and the meteorological parameter. The concentration of air pollutants 
were highly affected by the wind speed, since this parameter promotes the 
mixing and dilution of the pollutants. Among the analyzed parameters, CO and 
O3 indicate high determination values (>70%). In the case of the other 
pollutants, the low determination coefficient values could be explained by the 
low average annual emissions. 
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Abstract— This work presents the variation in the spatial distribution of atmospheric 
precipitation determined by means of multidimensional analyses. Precipitation data 
observed at nine stations of the Institute of Meteorology and Water Management (IMGW) 
located in central-eastern Poland in the period 1971–2005 are analyzed. Precipitation 
periodicity index was calculated for each station (measurement point). The index was 
subjected to descriptive analysis by calculating the average value for the long-term period 
and the average rate of change. Multidimensional analyses were used to examine the spatial 
differentiation of precipitation variation. Periodicity indexes in months associated with the 
first and second principal component were found to account for over 70% variation 
between the measurement points. The months were as follows: April, May, July, and 
October. Cluster analysis was performed based on principal components, and it yielded 
three groups of measurement points with different distribution of precipitation periodicity 
indexes. The first group consisted of localities characterized by a low precipitation 
periodicity index in July and October. The second cluster included measurement points 
which had the lowest precipitation periodicity in May, June, August, and September. The 
third cluster was formed by only one locality (Białowieża), whose precipitation periodicity 
index was the highest in every month of the growing season. Both principal component 
analysis and cluster analysis may be used for an assessment of spatial variation of 
precipitation periodicity. Their results agree with findings based on the method of isoline 
interpolation. 
 
Key-words: precipitation periodicity index, multidimensional analysis, variation, spatial 
distribution 
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1. Introduction 

Atmospheric precipitation is a basic element of climate, which is characterized by 
substantial temporal and spatial variations. The literature on the subject contains 
many parameters which describe this phenomenon, and suggests numerous 
methods of determining their variation (Friederichs, 2010; Huang et al., 2018; 
Łupikasza, 2001; Miler, 2018; Nikulin, 2011).The annual distribution of 
atmospheric precipitation in the zone of temperate latitudes is commonly believed 
to be their most important characteristic. Poland has a temperate climate which is 
changeable, uneven and characterised by, among others, spatial and temporal 
precipitation variation (Paul and David, 2006; Twardosz et al., 2011; Żarski and 
Dudek, 2000). 

Precipitation distribution varies throughout the growing season, and the 
same season of the year may see many days without rain or longer periods of 
excessive rainfall (Dzieżyc et al., 2012). Spatial and temporal changes in 
precipitation distribution negatively affect agriculture, afforestation, and water 
reserves. As the frequency of extreme phenomena has been on the increase in 
recent years, much more attention is paid to precipitation at present. Scientists all 
over the world have raised the subject of precipitation variation for many years, 
particularly in the context of climate change and increased frequency of weather 
anomalies (Banaszkiewicz et al., 2004; Olechowicz – Bobrowska et al., 2005, Paul 
and David, 2006). 

Progressing warming is an empirically confirmed symptom of climate 
change. The warming, which is most evident in spring, is not accompanied by 
statistically significant changes in the amount of precipitation (Ziernicka-
Wojtaszek et al., 2015; Żmudzka, 2009). Modern climatic forecasts, including 
research by IPCC experts (2007), indicate that central Europe will see an 
increase in the winter precipitation and a decline in the summer rainfall. 
Precipitation conditions in Poland have changed in the last 50 years as well. A 
decline in the proportion of summer (June-August) precipitation sum in the 
annual sum has been observed. According to Degirmendžić et al. (2004) and 
Zawora and Ziernicka (2003), the main features of the continental climate are 
becoming less and less pronounced. Variation in precipitation is to a great 
extent the result of the effect of atmospheric circulation, which favours 
continental or oceanic influences and thus impacts the climate at a global and 
local scale (Twardosz et al., 2011). 

In meteorology and climatology, spatial analysis is almost exclusively based 
on measurements taken at certain points − mainly various types of meteorological 
stations. As a result, the analysis requires that the data collected at these points 
are transformed into surfaces of certain meteorological elements. The spatial 
distribution of precipitation types in Europe, particularly in the Mediterranean 
area, is well known. However, little attention has been paid in literature to the 
long-term variation of this precipitation characteristics. 
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The objective of this work was to analyze the variation in one of the 
indicators of annual precipitation variation (irregularity index) in the central-
eastern part of Poland by means of multidimensional analyses. 

2. Materials and methods 

2.1. Study area 

The present work draws on data on daily atmospheric precipitation sums for the 
period 1971–2005 obtained from nine IMGW stations located in the 
central-eastern part of Poland (Table 1 and Fig. 1). 

According to Woś (1993), the study area belongs to the 19th Polish climatic 
region − the Podlasie-Polesie region. Compared with other climatic regions in 
Poland, the number of days with moderately warm and cloudy weather in the area 
is low − around 70 days per year. The number of moderately warm days with 
precipitation is about 55 per year, and the number of moderately warm, cloudy 
days with precipitation is only 26 per year. The days when the weather is rather 
frosty and sunny without precipitation are more frequent than in other regions. 
 
 
 
 
 

Table 1.Geographic coordinates of synoptic and climatic IMGW stations in central-eastern 
Poland 

Station 
Geographic coordinates Hs 

m a.s.l. φ λ 

Ostrołęka 53 o 05’ 21 o 34’ 95 
Białowieża 52 o 42’ 23 o 51’ 164 
Włodawa 51 o 33’ 23 o 32’ 163 
Szepietowo 52 o 51’ 22 o 33’ 150 
Legionowo 52 o 24’ 20 o 58’ 93 
Biała Podlaska 52 o 02’ 23 o 05’ 133 
Sobieszyn 51 o 37’ 22 o 09’ 135 
Pułtusk 52 o 44’ 21 o 06’ 95 
Siedlce 52 o 11’ 22 o 16’ 146 

Explanations: φ – latitude, λ – longitude, Hs – elevation above sea level. 
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Fig. 1. Location of the meteorological stations included in the study. 

 
 
 

2.2. Meteorological analysis 

The following parameters were calculated for each station: 

• the average atmospheric precipitation sum for the growing season (April-
October) through the long-term period, 

• the monthly atmospheric precipitation sum for the growing season (April-
October), and 

• the monthly index of precipitation periodicity in the growing season (April-
October). 

The precipitation periodicity index is a general characteristics of the 
precipitation continentality which suitably reflects the degree of the development 
of land-related precipitation characteristics in areas of temperate latitudes (Woś, 
1993). 

The precipitation periodicity index is calculated according to the following 
formula: 



133 

 W = (Σ│mi – Rs│* 100)/R, (1) 
 
where mi is the average precipitation in the ith month, Rs is the average 
precipitation sum for the studied period, and R is the precipitation sum for the 
studied period. 

The index of precipitation periodicity may range from 0 to about 183%. 
Based on the value of the W index, Wilgat (1948) distinguished the following 
precipitation types:  

− fairly even precipitation, when W is less than 25%,  

− slightlyperiodic precipitation, when W is between 25–50%,  

− clearly periodic precipitation, when W is between 50–75%,  

− distinctly periodic precipitation, when W is between 75–100%, and 

− extremely periodic precipitation, when W is more than 100%.  
Schulze (1956) termed the above indicator the annual distribution index, 

whereas Chromow (1977), who used the unitless parameter (not percentages), 
called it the periodicity index. According to Kożuchowski and Wibig (1988), such 
a formula should be termed the non-proportionality index. Walsh and Lawler 
(1981) used this parameter to develop maps of seasonal precipitation variation in 
the tropical Africa, the British Isles, Brazil, and India.  

2.3.  Geostatistical analysis 

The spatial interpolation of precipitation periodicity was based on the kriging 
method. A few types of kriging can be distinguished based on the detailed 
calculation used by the algorithm, from which the ordinary kriging is the most 
popular. Many traditional climatological approaches accept it as the only spatial 
interpolation method. The description of kriging can be found in many works, 
including textbooks on individual geostatistical programs. In generally, kriging 
assumes that there is internal stationarity in the whole spatial process. Explaining 
values (variables) are based on linear equations calculated from observed data 
accompanied by corresponding weights. The weights depend on the spatial 
correlation which exists between these points. Linear coefficients are determined 
so that the estimated variance error is the lowest (the so-called kriging variance). 
Due to this, kriging is believed to be the most universal method of spatial analysis.  

2.4.  Statistical analysis  

Multi-dimensional principal component analysis (PCA) and cluster analysis were 
carried out to compare the measurement points in terms of precipitation 
periodicity. The principal component analysis is a dimension reduction technique, 
which transforms the original correlated variables into new, non-correlated 
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variables called principal components. They maximally explain the total variance 
of a group of p primary variables x1, …, xp, that is  
 
 ∑ ����

��� = ��	(�), (2) 
 
where S is the covariance matrix for a sample, tr is the trace of the matrix, and ��� 
is the variance of the variable xj, j = 1, …, p (Krzyśko, 2010). 

The number of components considered was selected based on the Kaiser’s 
criterion, according to which only the variables with the value of more than 1 are 
analyzed. Such components carry only the most significant information which 
reflects the variation of the objects, thus they were used in the second part of the 
analysis, in the cluster analysis. Euclidean distance was used as a measure of 
distance between objects and Ward’s procedure as an agglomeration method.  The 
intersection point was determined applying the Mojena’s rule: 

 
 ���� > �̅ + ���,  (3) 

 
where �̅	is the mean value, ��	is the standard deviation di, and �	is a constant value 
= 1.25 (Milligan and Cooper,1985). 

Statistical analysis was performed using Statistica 12.0 PL for Windows. 

3. Results and discussion 

The highest atmospheric precipitation sum for the growing season in central-
eastern Poland was recorded in 1974 (630 mm), while the lowest in 1982 
(248 mm) (Fig. 2). In Białowieża, the precipitation sum spanning from April to 
October declined by as much as 48 mm per 10 years, on average. The 
precipitation for the April-October period dropped by less than 10 mm per 
10 years only in Pułtusk. Many authors confirmed that precipitation patterns have 
been changing both in Poland and Europe (Boryczka and Stopa –Boryczka, 2004; 
Mousavi et al., 2018; Pauling et al., 2005). 

The yearly atmospheric precipitation sum in the study area was primarily 
affected by the location of the measurement point. It was the highest (610 mm) in 
the north (Białowieża) and the lowest (518 mm) in the south (Włodawa). A similar 
relationship was found for the growing season. The sum for April-October was 
the highest in the north and amounted to 414 mm in Białowieża and 410 mm in 
Ostrołęka. At the remaining points, the precipitation sum did not exceed 400 mm 
throughout the growing season. In Poland, substantial differences between 
precipitation amounts are recorded even in relatively small areas (Banaszkiewicz 
et al., 2004, 2008). Precipitation unevenness, analyzed on the basis of periodicity 
indexes, was also confirmed by Paul and David (2006). 
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Siedlce Włodawa 

 

Legionowo Pułtusk 

 

Szepietowo Białowieża 

 

Biała Podlaska Sobieszyn 
Fig. 2. Atmospheric precipitation sums for the growing season (April-October) and the 5-year moving average in 
central-eastern Poland from 1971 to 2005. 
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variables called principal components. They maximally explain the total variance 
of a group of p primary variables x1, …, xp, that is  
 
 ∑ ����

��� = ��	(�), (2) 
 
where S is the covariance matrix for a sample, tr is the trace of the matrix, and ��� 
is the variance of the variable xj, j = 1, …, p (Krzyśko, 2010). 

The number of components considered was selected based on the Kaiser’s 
criterion, according to which only the variables with the value of more than 1 are 
analyzed. Such components carry only the most significant information which 
reflects the variation of the objects, thus they were used in the second part of the 
analysis, in the cluster analysis. Euclidean distance was used as a measure of 
distance between objects and Ward’s procedure as an agglomeration method.  The 
intersection point was determined applying the Mojena’s rule: 

 
 ���� > �̅ + ���,  (3) 

 
where �̅	is the mean value, ��	is the standard deviation di, and �	is a constant value 
= 1.25 (Milligan and Cooper,1985). 

Statistical analysis was performed using Statistica 12.0 PL for Windows. 

3. Results and discussion 

The highest atmospheric precipitation sum for the growing season in central-
eastern Poland was recorded in 1974 (630 mm), while the lowest in 1982 
(248 mm) (Fig. 2). In Białowieża, the precipitation sum spanning from April to 
October declined by as much as 48 mm per 10 years, on average. The 
precipitation for the April-October period dropped by less than 10 mm per 
10 years only in Pułtusk. Many authors confirmed that precipitation patterns have 
been changing both in Poland and Europe (Boryczka and Stopa –Boryczka, 2004; 
Mousavi et al., 2018; Pauling et al., 2005). 

The yearly atmospheric precipitation sum in the study area was primarily 
affected by the location of the measurement point. It was the highest (610 mm) in 
the north (Białowieża) and the lowest (518 mm) in the south (Włodawa). A similar 
relationship was found for the growing season. The sum for April-October was 
the highest in the north and amounted to 414 mm in Białowieża and 410 mm in 
Ostrołęka. At the remaining points, the precipitation sum did not exceed 400 mm 
throughout the growing season. In Poland, substantial differences between 
precipitation amounts are recorded even in relatively small areas (Banaszkiewicz 
et al., 2004, 2008). Precipitation unevenness, analyzed on the basis of periodicity 
indexes, was also confirmed by Paul and David (2006). 
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Ostrołęka  
Fig. 2. Continued 

 

 
In the study area, average values of precipitation variation index ranged from 

42% in Włodawa to 48% in Szepietowo. The average area values of this parameter 
in individual months of the growing season ranged from 35% in May to 61% in 
October. According to Czarnecka and Nidzgorska-Lencewicz (2012), the greatest 
spatial and temporal variations in precipitation occur in autumn. Marosz et al., 
(2013) claim that spatial variation of the average value (from 1971 to 1990) of the 
90th percentile of daily precipitation sums shows relatively low variation, while 
seasonal and monthly values are cyclic. The sum of the monthly precipitation 
tended to change significantly in August in Koszalin, and a seasonal trend of 
precipitation change was observed only in the cool season of the year in Poznań 
(Skowera et al., 2014). 

In central-eastern Poland, only two types of precipitation periodicity (slightly 
and clearly periodic) were found in the growing season of the long-term period 
studied (Fig. 3). 

Analysis of the periodicity index revealed that at each measurement point, 
precipitation was slightly periodic in April, May, September (excluding 
Włodawa), and October, and clearly periodic in June and July. Precipitation 
periodicity in August depended on the measurement point and was clearly 
periodic for five points, and poorly periodic for four locations. According to 
Wilgat (1948), precipitation in Europe is quite even compared with other areas in 
the world resulting from a strong impact on the Atlantic. The yearly precipitation 
pattern becomes surprisingly smooth in eastern and south-eastern Europe, 
although continental properties of precipitation should strengthen eastwards − 
precipitation should be higher in the summer season. Probably, precipitation 
concentration declines in eastern Europe due to a general shortage of and seasonal 
fluctuations in water vapor transportation (Łupikasza, 2001). Variation in 
precipitation results from the effect of atmospheric circulation, which is behind 
the domination of continental or oceanic influences (Tylkowski and Hojan, 2018). 
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October  

Fig. 3. Distribution of atmospheric precipitation periodicity types in the growing season in 
central-eastern Poland. 

 
 
Łupikasza (2001) observed that the precipitation periodicity index was 

constantly on the increase mainly in western Europe (the British Isles, Denmark, 
western France), Romania, and some stations located in the east of Europe, 
whereas in central Germany, south-eastern France and southern Norway the 
opposite trend was observed (the index W was constantly on the decline).  

Principal component analysis demonstrated that the first two principal 
components accounted for over 70% of variation in the types of precipitation 
periodicity between measurement points (Table 2). The precipitation periodicity 
index for April, May, and October had the greatest influence on spatial variation, 
as indicated by correlation coefficients between the first principal component and 
the indicators analyzed. The second principal component was the most strongly 
correlated with precipitation periodicity in July, and accounted for over 20% of 
variation between measurement points. 
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Table 2. Factor loads, eigenvalues, and proportion of the total variance of precipitation 
periodicity index, as explained by the first two principal components 

Characteristics PC1 PC2 

X1 – periodicity index in April -0.827 -0.441 
X2 – periodicity index in May -0.837 0.186 
X3 – periodicity index in June -0.734 0.194 
X4 – periodicity index in July -0.420 -0.874 
X5 – periodicity index in August -0.683 0.272 
X6 – periodicity index in September -0.726 0.340 
X7 – periodicity index in October -0.827 -0.441 
Eigenvalue of principal components  3.09 1.22 
Explainded proportion of the total variance (%) 51.53 20.33 
Comulative proportion of the total variance (%) 51.53 71.87 

 
 
 

Measurement points were divided into three groups based on cluster analysis 
(Fig. 4). 

 
 
 

 
Fig. 4. Dendrogram for nine measurement points obtained for the first two principal 
components. 

 



139 

The first group included stations located in Siedlce, Pułtusk, Szepietowo, 
Biała Podlaska, and Ostrołęka. The second group included stations situated in 
Włodawa, Sobieszyn, and Legionowo, while the Białowieża station is the only 
object in the third group. 

The region represented by stations in cluster 1 had a low periodicity index in 
July and October. The region formed by points from cluster 2 was characterized 
by the lowest periodicity index in May, June, August, and September. Cluster 3 
with only Białowieża in it had the highest precipitation periodicity index in every 
month of the growing season (Table 3). 

 
 
 
Table 3. Average values of precipitation periodicity index in the three clusters 

Characteristic Cluster 1 Cluster 2 Cluster3 

April 36.358 36.910 44.260 

May 54.290 49.710 59.480 

June 70.628 67.530 77.200 

July 70.226 74.790 80.680 

August 63.452 58.083 65.870 

September 55.840 54.070 58.500 

October 36.358 36.910 44.260 

 
 
 

Principal component analysis and cluster analysis may be used for an 
assessment of spatial variation of precipitation periodicity, because their results 
agree with the results of the isoline interpolation method. 

4. Conclusions 

1. Average values of precipitation periodicity index ranged from 42 to 61%, 
and in the period 1971–2005, only two types of it were observed: the slightly 
and the clearly periodic precipitation. 

2. The index of precipitation periodicity in April, May, and October had the 
greatest influence on the differences between the analyzed locations. 

3. Based on cluster analysis, the study area was divided into three groups. The 
first cluster comprised stations in Siedlce, Pułtusk, Szepietowo, Biała 
Podlaska, and Ostrołęka, which had low precipitation periodicity indexes in 
July and October. The second cluster, formed by stations located in 
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Włodawa, Sobieszyn, and Legionowo, was characterized by the lowest 
precipitation periodicity in May, June, August, and September. Białowieża, 
which was the sole object in the third cluster, had the greatest precipitation 
periodicity in almost all of the months. 

4. Principal component analysis and cluster analysis may be used for an 
assessment of spatial variation of precipitation periodicity, because their 
findings agree with the results of the spatial interpolation method. 
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