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Abstract�The precise knowledge of the beginning and the end of the growing season is 
necessary for the calculation of climatic indicators with evident effect on grapevine 
production. The aim of this study is to develop suitable methods on the basis of thermal 
conditions that can be used for calculation of the beginning, the end, and the length of the 
growing season for every single year. The two most accurate methods (‘5mid’ and ‘int’) 
are selected using the root-mean-square error compared to the reference growing season 
values based on averaging the daily mean temperature for several decades. In case of the 
‘5mid’ method, the beginning (or the end) is the middle day of the first (or last) 5-day 
period with temperature not less than 10 °C. In case of the ‘int’ method, the beginning (or 
the end) of the growing season is the day after March 15 (or September 15), when the 
smoothed series of daily temperature using the monthly average temperatures of March and 
April (or September and October) exceeds 10 °C (or falls below 10 °C). As a next step, 
several climatic indicators (e.g., Huglin index and hydrothermal coefficient) are calculated 
for Hungary for three time periods (1961�1990, 2021�2050, and 2071�2100*) using the 
‘5mid’ and ‘int’ methods. For this purpose, the bias-corrected daily mean, minimum, and 
maximum temperature and daily precipitation outputs of three different regional climate 
models (RegCM, ALADIN, and PRECIS) are used. Extreme temperature and precipitation 

                                                           
* In the case of the PRECIS model, due to its shorter simulation time range, we calculated the indicators for the 
period 2069�2098. 
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indices are also evaluated as they determine the risk of grapevine production. The spatial 
distributions of the indicators are presented on maps. We compare the indicators for the 
past and for the future using one-way completely randomized robust ANOVA (analysis of 
variance).  

Results suggest that changes of temperature conditions in the 21st century will favor 
the production of red grapevine and late-ripening cultivars. Furthermore, drought seasons 
will be longer and extreme high summer temperatures will become more frequent, which 
are clearly considered as high risk factors in grapevine production. Besides the negative 
effects, the risk of winter frost damage is expected to decrease, which is evidently a 
favorable change in terms of grapevine production. 

 
Key-words: Vitis vinifera, growing season calculation method, climatic indicator, ANOVA, 

Bonferroni’s correction, RegCM, ALADIN, PRECIS 
 
 

1. Introduction 

Grapevine production in Hungary is enabled by favorable climatic conditions. 
Certain climatic events, however, can result in risk factors to the current 
production practices including the selection of specific grapevine cultivars. In this 
study, we apply indicators related to risk factors, and analyze their temporal and 
spatial changes. 

Wine regions can be characterized with climate indicators that have evident 
effect on grapevine production based on temperature and precipitation (Hlaszny, 
2012; Ramos et al., 2008; Santos et al., 2012). The comparison of vine growing 
regions worldwide can be done by analyzing the climate indicators based on 
observed meteorological data (Bois et al., 2012; Jones et al., 2009). These 
indicators can also be calculated using climate model simulation outputs for the 
21st century (Hlaszny, 2012; Moriondo et al., 2013; Neumann and Matzarakis, 
2011; Szenteleki et al., 2012). These results predict the changes in risk factors 
(e.g., long dry period and extreme heat), thus they can help farmers make long 
term decisions about the selection of favorable grapevine cultivars. Usually, a 
fixed growing season time interval is used in the calculation of the indicators, 
although the beginning and the end of the growing season depend on the actual 
meteorological conditions of each year. Since the variability of meteorological 
parameters (especially temperature) is expected to increase during the 21st 
century (IPCC, 2013), a modified growing season calculation method is 
reasonable to be used. It is desirable to find methods, which can handle the 
increasing frequency of extreme meteorological events. 

Instead of the commonly used fixed time interval definition (i.e., April 1 – 
September 30), we calculate the length of the growing season on the basis of 
actual thermal conditions with the ultimate aim to develop suitable methods for 
determining the beginning, the end, and the length of the growing season by taking 
into account the different meteorological conditions throughout every single year. 



219 

The methods introduced in this study can handle the extreme temperature events 
of each year as they follow the temperature conditions on a day-by-day basis. 

In our previous study (Mesterházy et al., 2014), we analyzed the changes of 
climatic indicators having evident effect on grapevine production with a modified 
growing season calculation method applied to Hungary for the 21st century. 

In this paper, we complete the earlier conclusions with new results obtained 
through model refinement. In this study, a total of ten accurate definitions of the 
beginning, the end, and the length of the growing season are introduced, 
compared, and analyzed. We use a method (the so-called ‘reference’ method), that 
is based on averaging the daily mean temperatures of a 30-year-long period, which 
provides roughly accurate overall estimations of the beginning, the end, and the 
length of the growing seasons for a long time interval. In order to find the most 
accurate method (or methods), we define nine additional growing season 
calculation methods and compare their accuracies to the ‘reference’ method. 

After having chosen the two most accurate growing season calculation 
methods, we use them to create several climatic indicators (e.g., the Huglin index 
and hydrothermal coefficient) based on temperature and precipitation values. We 
analyze the spatial and temporal distribution of these climatic indicators and 
present our results on maps created by ArcGIS. Our study focuses on Hungary 
and uses bias-corrected outputs (daily minimum, maximum, and mean 
temperature, as well as daily precipitation) of three different regional climate 
models (RegCM, ALADIN, PRECIS). 

2. Applied methods 

2.1. Applied regional climate models and time periods 

We use the daily mean, minimum, and maximum temperature, and daily 
precipitation outputs of the following model simulations carried out in the 
framework of the European ENSEMBLES project (van der Linden and Mitchell, 
2009): RegCM (Giorgi et al., 1993) and ALADIN (Déqué et al., 1998) regional 
climate models and PRECIS regional climate model developed by the UK Met 
Office Hadley Centre for Climate Prediction and Research (Wilson et al., 2007) 
and applied specifically to the Carpathian Basin (Pieczka, 2012). The raw regional 
climate model (RCM) outputs generally overestimate the temperature in the 
summer and the precipitation throughout the entire year (Pongrácz et al., 2011; 
Pieczka et al., 2011). Therefore, they were corrected using a percentile-based bias 
correction technique (Formayer and Haas, 2010) by the correction of the 
simulated daily outputs on the basis of the monthly distributions of observed 
meteorological data. Observations are available from the gridded E-OBS database 
(Haylock et al., 2008). The RCM simulations use the A1B emission scenario 
(Nakicenovic and Swart, 2000) for the 21st century. All RCMs applied a 
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horizontal resolution of 25 km in the Carpathian Basin between latitudes 
44°�50°N and longitudes 14°–26°E. 

We used 228 grid points (g=1, …, 228) covering Hungary, and time periods 
R: 1961�1990 (as the reference period), F1: 2021�2050, and F2: 2071�2100*. 

2.2. Methods used for calculating the length of the growing season 

We aim to define the beginning, the end, and the length of the growing season for 
year k taken from time periods R, F1, F2 or F2,P and for all grid points g of Hungary 
using nine different methods. 

First, we use the moving average method to define the ‘reference’ method 
for the calculation of the beginning, the end, and the length of the growing season 
(Ambrózy et al., 2002). In this method, an array of average daily temperatures is 
produced – for every day i of the year – by calculating the mean temperatures of 
the day )),(( kiT g  over a 30-year period: 

 
 )),(()( kiTAveriT g

k

g =  (� � R or F1 or F2 or F2,P),  (1) 

 
and then, the array is smoothed by averaging the array values in 5-day-long time 
windows. 

The beginning and the end of the growing season are defined as the first and 
last days when the smoothed average temperatures are not less than 10 °C, which 
is considered as the biological base temperature of grapevines (Amerine and 
Winkler, 1944; Winkler et al., 1974; Kozma, 2002). We use this method in 
calculating datasets for the beginning ( g

refB;G ), the end ( g
refE;G ), and the length (

g
refL;G ) of the growing season for the 30-year time periods R, F1, F2, F2,P, and for 

every grid point g in Hungary. 
As a next step, we introduce the following methods for calculating the 

beginning of the growing season: 

• Methods ‘3’ and ‘5’ choose the first day of the first 3-day ( )(GB;3 kg ) or  
5-day ( )(GB;5 kg ) long period that continuously has daily mean temperatures 
not less than 10 °C; 

• Methods ‘3mid’ and ‘5mid’ choose the middle day of the first 3-day  
( )(G B;3mid kg ) or 5-day ( )(G B;5mid kg  long period that continuously has daily mean 
temperatures not less than 10 °C; 

• Methods ‘MA3’ and ‘MA5’ choose the first day of the first 3-day  
( )(G MA3B; kg ) or 5-day ( )(G MA5B; kg ) long period that continuously has daily mean 

                                                           
* In the case of the PRECIS model, due to its shorter simulation time range, we calculated the indicators for the 
period F2,P: 2069�2098. 
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temperatures not less than 10 °C in the annual temperature dataset smoothed 
by the 5-day-long moving average (MA) method; 

• Methods ‘MA3mid’ and ‘MA5mid’ choose the middle day of the first 3-
day ( )(G MA3midB; kg ) or 5-day ( )(G MA5midB; kg ) long period that continuously has 
daily mean temperatures not less than 10 °C in the annual temperature 
dataset smoothed by the 5-day-long moving average (MA) method; 

• Method ‘int’ uses interpolation method (Csepregi, 1997; Hlaszny, 2012), 
where we choose the first day ( )(G B;int kg ) after March 15, when the series of 
daily temperatures smoothed using the monthly average temperatures of 
March and April, exceeds 10 °C. The unit temperature change used in this 
interpolation is given as: 
 

 

31
)()(

)(
kTkT

kd
g

March
g

Aprilg
B

−
= , (2) 

 
where )(kT g

March  and )(kT g
April  are the monthly mean temperatures in March and 

April, respectively, for year k, and measured in °C units. The first day of the 
growing season is given as: 
 

[ ] )(15March  )( th
;int knkG g

B
g
B += , (3) 

 

where )(kng
B  is the lowest natural number above 

)(
)(10

kd
kTC

g
B

g
March−° . 

We calculate the end of the growing season ( )(; kG g
ME ; where M=‘3’, ‘5’, 

‘3mid’, ‘5mid’, ‘MA3’, ‘MA5’, ‘MA3mid’, ‘MA5mid’) with the same methods, 
substituting the first day with the last day of the given periods. For the 
interpolation method denoted with index ‘int’, we substitute )(kd g

B  and )(;int kG g
B  

with )(kd g
E  and )(;int kG g

E defined as: 
 

30
)()(

)(
kTkT

kd
g

October
g

Septemberg
E

−
= , (4) 

 
 

[ ] ( )1)(15 September )( th
;int −+= knkG g

E
g
E , (5) 
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where )(kT g
September  and )(kT g

October  are the monthly mean temperatures in September 
and October, respectively, for year k, and measured in °C units; and )(kng

E is the 

lowest natural number above 
)(

10)(
kd

CkT
g
E

g
September °−

. This way, )(;int kG g
E  is defined as 

the first day after September 15 when the daily temperature, smoothed using the 
monthly average temperatures of September and October, falls below 10 °C. 

We calculate the length of the growing season ( )(, kG g
ML ; where M=‘3’, ‘5’, 

‘3mid’, ‘5mid’, ‘7mid’, ‘MA3’, ‘MA5’, ‘MA3mid’, ‘MA5mid’, ‘int’) with the 
following formula: 

 
1)()()( .., +−= kGkGkG g

MB
g

ME
g

ML .  (6) 
 

For each grid point g, we calculate the average length of the growing season 
for year k of the periods R, F1, F2, F2,P as: 
 

( ))(;; kGAverG g
MLk

g
ML = . (7) 

 

After taking the average values of g
MBG ; , g

MEG ; , g
MLG ;  over all grid points g, the 

results are denoted by MBG ; , MEG ; , MLG ; . 
We use the average root-mean-square error (RMSE, [day]) taken over all grid 

points g of Hungary to compare the ‘reference’ growing season values ( g
refLG ; , g

refBG ;  
and g

refEG ; , respectively), with the other nine growing season datasets (Table 1). 
Percentages of cases are calculated when RMSE values are below a certain value 
considering the results of all the three regional climate models (RegCM, 
ALADIN, and PRECIS) and all the three time intervals (1961�1990, 2021�2050, 
and 2071�2100*) involved in the survey. For the length of the growing season, 
methods g

midLG 5;  and g
LG ;int  result in the best estimations, i.e., RMSE values are 

below 9 days in 89% of the cases. 
For the beginning of the growing season, methods g

midBG 5;  and g
BG int; , whereas 

for the end of the growing season, methods g
EG 5; , g

midEG 5; , and g
midMAEG 5;  are the best 

estimators of g
refBG ;  and g

refEG ; , respectively. These methods give RMSE values 
below 5 days at least 67% of the cases (see Table 1).  

For the calculation of the climatic indicators and extreme temperature and 
precipitation indices (which apply the beginning and/or the end of the growing 
season), we use the two most accurate methods: ‘5mid’ and ‘int’. 
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Table 1. The percentages of the cases when the average RMSE values [day] taken over all 
grid points of Hungary are below 9 days for the length and are below 5 days for the 
beginning and the end of the growing season (GS). Percentages are calculated considering 
the results of all the three regional climate models (RegCM, ALADIN, and PRECIS) and 
all the three time intervals (1961�1990, 2021�2050, and 2071�2100*) involved in the 
survey. (For the notations and definitions of growing season calculation methods see 
Section 2.2.) The best estimations are indicated by bold characters 

 Growing season (GS) calculation methods 
‘3’ ‘5’ ‘3mid’ ‘5mid’ ‘MA3’ ‘MA5’ ‘MA3mid’ MA5mid’ ‘int’ 

Length of GS  
RMSE< 9 days 

0% 56% 0% 89% 0% 0% 0% 44% 89% 

Beginning of GS 
RMSE< 5 days 

0% 33% 0% 67% 0% 11% 0% 33% 100% 

End of GS 
RMSE< 5 days 

0% 78% 0% 100% 0% 22% 11% 67% 33% 

 
 
 
 
 

2.3. The applied indicators and the extreme indices of temperature and 
precipitation 

The following indicators and extreme indices are calculated for a given year k for 
all grid points g, and analyzed in this paper: 

• )(kAWI g
GS  (adjusted Winkler index in °C): sum of the residual above 10 °C 

of daily mean temperatures during the growing season (i.e., the time interval 
[ ])();()( kGkGkGS g

E
g
B

g = ). 
• )(kAHI g

GS  (adjusted Huglin’s heliothermal index in °C):  
 

( ) ( )[ ]
�

=

−+−
=

)(

)(

,

,

max

2
10),(10),(

)(
kG

kGi

gg
g
GS

g
ME

g
MB

ikTikT
dkAHI ,  (8) 

 
where d is the latitude coefficient (1.05 in Hungary), ),( ikT g

 is the daily mean 
temperature (in °C), and ),(max ikT g

 is the daily maximum temperature (in °C) on 
day i in year k. 

• )(kAHTC g
GS  (adjusted hydrothermal coefficient): 
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)(
10

)(
)(

)(

kTempSum
P

kAHTC g
kGS

g
kg

GS
GS

⋅
= , (9) 

 
where )(kPg

GS  is the sum of precipitation (in mm) during )(kGSg , )(kTempSumg
GS  is 

the sum of daily mean temperatures (in °C) during )(kGSg  when the temperature 
is not less than 10 °C. The optimal )(kAHTC g

GS  value for growing grapevines is 
around 1.0, while the minimum value is 0.3–0.5 and the maximum value is  
1.5–2.5. Grapevine growth stops below g

GSAHTC =0.5, grapevine production in 
such a case is only possible if the humidity is high or if irrigation is applied. 

• )(kPg
GS  (in mm): the sum of precipitation during )(kGSg . 

• )(_5 kLRPg
GSA  (in days): the longest unbroken (rainy) period of precipitation in 

year k with above 5 mm per day during )(kGSg . 
• )(_1 kLDPg

GSB  (in days): the longest unbroken (dry) period of precipitation in 
year k with below 1 mm per day during )(kGSg . 

• g
GSAYN _35 : the number of years with at least one day when the daily maximum 

temperature is above 35 °C during gGS . 
• )(_1 kDN g

GSfmB : the number of days when the daily minimum temperature is 

below �1 °C during the first part of )(kGSg  (from )(kGg
B  to the end of June).  

• )(_17 kDN g
DmB  and )(_21 kDN g

DmB : the number of days when the daily minimum 
temperature is below �17 °C or �21 °C during dormancy (i.e., the days 
between )(kGg

E  and )1( +kGg
B ). 

(For more details about these indicators, see Seljaninov, 1928; Amerine and 
Winkler, 1944; Davitaja, 1959; Winkler et al., 1974; Huglin, 1978; Oláh, 1979; 
Dunkel and Kozma, 1981; Riou, 1994; Kozma, 2002; Szenteleki et al., 2012.) 

For each grid point g, the averages of )(kAWI g
GS , )(kAHI g

GS , )(kAHTC g
GS , )(kPg

GS

)(_5 kLRPg
GSA , and )(_1 kLDPg

GSB  are calculated, then the sums of )(_1 kDN g
GSfmB , 

)(_17 kDN g
DmB , and )(_21 kDN g

DmB  over all k are calculated. We denote these averages 
and sums with g

GSAWI , g
GSAHI , g

GSAHTC , g
GSP , etc. 

2.4.  Statistical analysis 

In the case of all indicators and extreme indices defined in Section 2.3., we compare 
the 30-year-long time periods R, F1, F2, and F2,P at all grid points, using the one-way 
completely randomized robust ANOVA (analysis of variance) at all the grid points. 
When having significant results, we continue the analysis with pairwise comparisons 
using Bonferroni’s Type I error correction (at the p < 0.05 level). 
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The assumption of normality of residuals was accepted, except in a few 
number of grid points, in all examined time periods and all growing season 
calculation methods. The homogeneity of variances is violated in a great number 
of grid points, which can be explained by the increasing variability of temperature 
data in the 21st century. 

3. Results 

It is important to note that RCMs assume plain surfaces despite of the built-in 
topography. This means that our results do not include topography-related 
variations in heat, sunlight exposure, and microclimatic influences, all having 
evident effect on grapevine production. 

3.1.  Beginning, end, and length of growing season ( g
MBG ; , g

MEG ; , and g
MLG ; ; 

where M=‘5mid’, ‘int’) 

The average length ( midLG 5; ) of growing seasons g
midLG 5;  taken over all grid 

points g and for the reference period (R: 1961–1990) is 192 days (April 10 – 
October 18). Longer growing seasons (meaning earlier g

midBG 5;  and later g
midEG 5; ) 

occur typically in plain regions, while shorter growing seasons occur in hilly 
terrains. Such regional differences are projected for the 21st century (see Figs. 1 
and 2). According to all three RCMs, the average growing season length  
( midLG 5; ) is 214 days (March 30 – October 29) in the time period 2021–2050. 
RegCM and ALADIN simulation data show 229-day-long growing season 
(March 21 – November 4) up to the end of the 21st century. The PRECIS model 
simulation predicts that a 238-day-long growing season (March 20 – 
November 12) is also possible. 

The calculation with the ‘int’ method shows similar spatial and temporal 
distributions. The length of the growing season has an average of 182–190 days 
(April 12 – October 15) in the reference period. RegCM and ALADIN 
simulations show a 201-day average growing season length (April 4 – 
October 21), while the PRECIS model estimates it to be 214 days long (March 31 
– October 30) in the time period 2021–2050. For the end of the 21st century, 
RegCM and ALADIN outputs show an average of 210-day-long growing season 
(March 27 – October 22), and PRECIS simulation results with an up to 226-day-
long growing season (March 25 – November 5). 

These results suggest that because of the changing thermal conditions, the 
growing season is expected to be significantly longer in the middle and end of 
the 21st century, compared to what is calculated for (and observed at) the end 
of the 20th century. The beginning (the end) of the growing season tends to 
occur usually earlier (later) in the future, compared to what was experienced in 
the past. 



226 

 
Fig. 1. The beginning of the growing season ( g

midBG 5; ) in Hungary calculated with the 
‘5mid’ method. Rows represent different time slices, i.e., 1961�1990 (upper row), 
2021�2050 (middle row), and 2071�2100* (lower row). Columns correspond to RegCM 
(left), ALADIN (middle), and PRECIS (right) simulations. 
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Fig. 2. The end of the growing season ( g
midEG 5; ) in Hungary calculated with the ‘5mid’ 

method. Rows represent different time slices, i.e., 1961�1990 (upper row), 2021�2050 
(middle row), and 2071�2100* (lower row). Columns correspond to RegCM (left), 
ALADIN (middle), and PRECIS (right) simulations. 
 
 

3.2. Adjusted Winkler index and adjusted Huglin’s heliothermal index (
g
GSAWI  

and 
g
GSAHI ) 

The average length of the growing season calculated with the ‘5mid’ method is 
usually longer than the one calculated with the ‘int’ method, therefore, the heat 
sum indicator values ( g

GSAWI  and g
GSAHI ) are evidently higher, with an average of 

0–150 °C. 
According to the RCMs, values of g

GSAWI  calculated for the reference period with 
the ‘5mid’ and ‘int’ methods are in the range of 833–1540 °C and 813–1501 °C, 
respectively. Higher values are usually in the plain regions, and lower values can be 
found in hilly terrains. Values of g

GSAWI  estimated for the middle of the 21st century 
can be as high as 1700–2000 °C in the southern part of the Great Hungarian Plain. The 
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highest g
GSAWI  values at the end of the 21st century (‘5mid’: 1806–2657 °C; ‘int’: 

1782–2607 °C) are projected by the PRECIS outputs, while the lowest values (‘5mid’: 
1369–2248 °C; ‘int’: 1338–2161 °C) are predicted by the RegCM simulation. 

Values of g
GSAHI  calculated for the reference period are 1363–2204 °C, and 

1305–2161 °C calculated with the ‘5mid’ and ‘int’ (see Fig. 3) methods, 
respectively. Similarly to g

GSAWI , higher values appear in the southern part of the 
Great Hungarian Plain. At the end of the 21st century, g

GSAHI  values are projected 
to exceed even 3000 °C in this region. RegCM simulation shows the smallest 
increase (600–800 °C increase) and PRECIS outputs show the largest increase 
(1000–1300 °C increase) by the end of the 21st century. 

Values of )(kAWI g
GS  and )(kAHI g

GS  calculated with both methods (‘5mid’ and 
‘int’) project significant (p < 0.05) increases from all examined time periods to 
later time period(s). 

 
 

 
Fig. 3. Values of adjusted Huglin’s heliothermal index ( g

GSAHI , °C) in Hungary calculated 
with the ‘int’ method. Rows represent different time slices, i.e., 1961�1990 (upper row), 
2021�2050 (middle row), and 2071�2100* (lower row). Columns correspond to RegCM 
(left), ALADIN (middle), and PRECIS (right) simulations. 
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3.3. Adjusted hydrothermal coefficient ( g
GSAHTC ) 

Values of g
GSAHTC  are in the range of 0.82–1.69 in Hungary in the reference period 

(see Fig. 4). High temperature with low precipitation ( g
GSAHTC  values below 1.0) 

is usual in the plain regions, while g
GSAHTC  values above 1.0 appear in the hilly 

terrains. The RCM simulations predict decreasing g
GSAHTC  values ( g

GSAHTC : 
0.54�1.44) during the 21st century. This prediction corresponds to a decrease of 
the dominance of temperature over precipitation, however, g

GSAHTC  values are not 
expected to fall into the critical interval (i.e., below 0.5).  

)(kAHTC g
GS  values predicted by PRECIS outputs for the end of the 21st 

century differ significantly (p < 0.05) from the estimated values of the reference 
period (see Fig. 5). 

 
 
 

 
Fig. 4. Values of the adjusted hydrothermal coefficient ( g

GSAHTC ) in Hungary calculated 
with the ‘int’ method. Rows represent different time slices, i.e., 1961�1990 (upper row), 
2021�2050 (middle row), and 2071�2100* (lower row). Columns correspond to RegCM 
(left), ALADIN (middle), and PRECIS (right) simulations. 
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Fig. 5. Comparison of the adjusted hydrothermal coefficient ( g
GSAHTC ) for Hungary 

calculated with the ‘int’ method. Rows represent different time slices, i.e., 1961�1990 
(upper row), 2021�2050 (middle row), and 2071�2100* (lower row). Columns correspond 
to RegCM (left), ALADIN (middle), and PRECIS (right) simulations. The different letters 
(or colors) show significantly different values with Bonferroni’s correction at the p < 0.05 
level. 
 
 
 
 

3.4. Sum of precipitation ( g
GSP ) 

According to all three RCMs, values are in the range of 270�445 mm in Hungary 
in the time period 1961�1990. This amount is sufficient for the vital activities of 
grapevine (Kozma, 2002). )(kPg

GS  values do not show significant (p > 0.05) change 
for the 21st century. Results calculated from the RegCM outputs with the ‘5mid’ 
method show significant (p < 0.05) increase of )(kPg

GS  in the Transdanubian region 
and in northeastern Hungary during the 21st century. 
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3.5. The length of the annual longest rainy and dry unbroken periods of 

precipitation (
g

GSALRP _5  and 
g

GSBLDP _1 ) 

The distribution of precipitation during the year is also important for grapevine 

production. The projected changes of )(_5 kLRP g
GSA  values are not significant 

(p > 0.05) in the investigated time period. The average values of 
g

GSALRP _5  are  

3–4 days. Statistically significant (p < 0.05) increase in the )(_1 kLDP g
GSB  values is 

projected by ALADIN (using both the ‘5mid’ and ‘int’ methods) and PRECIS 

(using the ‘5mid’ method). )(_1 kLDP g
GSB  values are estimated to increase from 

means of 12–29 days during the reference period to averages of 15–39 days by 
the end of the 21st century (see Fig. 6). Higher values are expected primarily in 
the region of the Great Hungarian Plain. 

 

 
Fig. 6. Average length of the annual longest unbroken (dry) period of precipitation with 
below 1 mm per day during growing season ( g

GSBLDP _1 , day) in Hungary calculated with 
the ‘int’ method. Rows represent different time slices, i.e., 1961�1990 (upper row), 
2021�2050 (middle row), and 2071�2100* (lower row). Columns correspond to RegCM 
(left), ALADIN (middle), and PRECIS (right) simulations. 
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3.6. The number of years with extreme high temperature ( g
GSAYN _35 ) 

Extreme temperature indices as risk factors in grapevine production are also 
examined. According to RCM simulations, at least one day occurs every second 
or third year that has a maximum temperature above 35 °C in the reference period. 
Such extreme events are most frequent in the southeastern and northwestern parts 
of Hungary. Day(s) with a maximum temperature above 35 °C are projected to 
occur in almost every year at the end of the 21st century. 

3.7. The number of days with extreme low temperature (
g

GSfmBDN _1  ,
g

DmBDN _17  

and 
g

DmBDN _21 ) 

The different RCM simulations and growing season calculation methods provide 
quite diverse results. The maximum value of g

GSfmBDN _1  are 20 and 99 when using 
the ‘int’ method in case of the ALADIN and RegCM simulations, respectively. 
Spatial distributions of g

GSfmBDN _1 derived with different growing season 
calculation methods are also diverse. Using the ‘int’ method, we get lower values 
of g

GSfmBDN _1 in plain regions are lower than in hilly terrains. Contrary to this, based 
on the ‘5mid’ method, values of g

GSfmBDN _1  are usually higher in the plain regions.  
On one hand, the PRECIS simulation predicts no day at all with a daily 

minimum temperature below �17 °C (�21 °C). On the other hand, g
DmBDN _17

values are estimated in the range of 6�113 days (RegCM simulation) and 
6�100 days (ALADIN simulation) for the reference period by the other two RCM 
simulations. The highest values appear in the Northern Hungarian Mountains. 
According to both the RegCM and ALADIN simulations, the number of days with 
a daily minimum temperature below �17 °C may become zero during the 21st 
century. The likely range for g

DmBDN _17 values by the end of the 21st century is 
0�8 days.  

g
DmBDN _21 values are in the range of 0�20 days and 0�13 days (according to 

RegCM and ALADIN simulations, respectively) in the time period 1961�1990. 
During the 21st century, these extreme temperature events are likely to disappear 
almost completely. 

4. Discussion and conclusions 

The aim of the presented study is to refine the growing season calculation methods 
based on fixed calendar days and find the most accurate ones (‘5mid’ and ‘int’) 
using the root-mean-square error compared to the reference growing season 
values based on averaging the daily mean temperature for several decades. The 
selected methods are able to handle the extreme temperature events. First we use 
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the ‘5mid’ and ‘int’ methods for the calculation of the beginning, the end, and the 
length of the growing season. We apply these methods to prepare some climatic 
indicators which are usually used in viticulture studies. In the calculations, a fixed 
biological base temperature (10 °C) is used for the grapevine (Amerine and 
Winkler, 1944; Winkler et al., 1974; Kozma, 2002). Our further aim is to sensitize 
the growing season calculation methods for different grapevine cultivars by 
modeling their special temperature demands (Hlaszny, 2012; Fraga et al., 2016). 

Our results suggest that the growing season is to become significantly longer 
during the 21st century, which should be taken into account when calculating the 
growing season, and thus, should be adjusted to the thermal conditions. The 
increasing length of the growing season appears in a form of an earlier beginning 
and a later end. 

Hungary is considered as a one of the countries close to the northern border 
of quality wine production (Schultz and Jones, 2010). Therefore, grapevine 
cultivar assortment is limited by climatic conditions. According to Van Leeuwen 
et al. (2008), grapevine cultivars have different heat requirements for their 
phenological stages, including the ripening time. The sum of heat claim has a large 
range across the varieties, from 1204 °C to 1940 °C for Chasselas and Mourvèdre, 
respectively. However, the necessary sum of heat for a given variety is not 
consistent for cool and warm climates. 

The increase of heat sum indicator values (e.g., Huglin index) for the 21st 
century, is projected by regional climate models based on A1B scenario 
(Nakicenovic and Swart, 2000) in several studies for European wine regions (e.g., 
Malheiro et al., 2010; Neumann and Matzarakis, 2011). Based on the projection for 
the future, complex analyses of climatic indicators are necessary (Fraga et al., 2014).  

Also, according to our results, values of heat sum indicators are expected to 
increase. Therefore, wide settlement and economical production of late-ripening 
and red grapevine cultivars with higher heat demand can become more likely in 
Hungary. Moreover, the length of periods with low precipitation and the 
occurrence frequency of days with extreme high temperature are expected to 
increase significantly, which are potential risk factors in grapevine production 
(Kozma, 2002). Nevertheless, a highly probable propitious effect is the projected 
significant decrease of winter frost damage events. 
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Abstract⎯The present article is the first one of a couple of articles, related to the assessment 
of the human forecasts (forecast made by weather forecasters). In this article, we have 
performed an integral assessment of the human-derived extreme temperature forecasts during 
2009–2014. It will give us a more general picture of the forecasts, their accuracy over the 
years of the period in consideration, and their change through the different months of the year. 
We will show how the accuracy of the forecasts increases in the assessing period, and also 
how human forecasts underestimate extreme temperatures. The integral assessment gives us a 
more clear view on the movement of the various errors in time, but it has a significant 
shortcoming – the spatial distribution of the information is lost. The spatial distribution would 
give us a valuable feedback, that could be used to correct the forecasts. It will be discussed in 
the second article, where an assessment by stations will be made. 

 
Key-words: verification, assessment, evaluation, extreme temperature, mean error, mean 

absolute error 

1. Introduction 

The purpose of the assessment of the extreme daily temperatures is to look 
deeper in and to give a more detailed picture of the short-range forecast (forecast 
for the next day) of the National Institute of Meteorology and Hydrology, 
Bulgarian Academy of Science (NIMH-BAS), Bulgaria. The results of the 
forecast analysis (the assessment) will provide a feedback to the forecaster, that 
should lead to an improvement of the forecast’s quality. 
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In Bulgaria, meteorological observations has been effectuated for more 
than 100 years, and civil meteorological forecasts have been drawn up for more 
than 60 years. Regardless this long period, such extensive and in-depth study of 
the human weather forecasts issued by the National Weather Service has never 
been done up to now. 

For this aim, different kinds of errors, as well as the percent of correct 
forecasts are calculated, using the guidance of the World Meteorological 
Organization (http://www.wmo.int/pages/prog/amp/pwsp/pdf/TD-1023.pdf). It 
uses ±2 °C or ±3 °C as a limit when calculating the percent correct. This 
assessment is very suitable to be used for the general public or other users. This 
study uses a margin of admissible error up to 2 °C, i.e., ±2 °C for calculating the 
percent correct. In order to be trusted by the public, to trust a weather forecast 
needs to be both: accurate and consistent. Accuracy is important, as public will 
not trust the forecast that has proven to be inaccurate over a time period, 
especially if this period is short (just a few days). A consistent forecast, covering 
usually seven days, is a forecast sequence that does not have large swings (flip-
flops) from one forecast to the next (for the same date). Consistency is just as 
important as accuracy, because the public will not trust to forecasts that flip-flops 
and changes on a day to day basis (Lashley et al., 2008). These flip flops of the 
forecast (for one and the same day) are measured with the Ruth-Glahn Forecast 
Convergence Score (FCS), developed by David Ruth and Harry Glahn (Ruth et 
al., 2009). 

Brier and Allen (1951) point some economical, administrative, and 
scientific reasons for evaluation. A.H. Murphy (1993) says that goodness of a 
forecast has different faces and determines three types: 

− consistency (correspondence between the forecasters’ judgment and the 
forecast), 

− quality (correspondence between the forecasts and the matching 
observations), and 

− value (incremental economic and/or other benefits realized by decision 
makers through the use of the forecasts). 

In this work, only the second type (quality) will be discussed. 
Globally, there are number of researches that approach the present work. 

There, the quality of the forecasts for minimum and maximum temperatures and 
precipitations is calculated. In Riply and Archibold (2002), several points in 
Canada (with different climate), in the year 2000, were assessed by calculating 
the quality of the short-range and medium-range (up to 5 days) forecasts. 
Determined parameters were: mean error, mean absolute error, Skill score 
(climate norm was used) for temperatures and Brier score (Brier, 1950) for the 
precipitation probability. It was shown how forecast errors gradually increase 
from day 1 to day 5. 
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In Fajman (2011), for the area of Omaha Valley during the period 2008–
2009, basic errors were calculated, such as: mean error, mean absolute error, 
Brier score, and forecast convergence score, for maximum and minimum 
temperatures and precipitation probability for a 3-day and a 7-days period. 
These statistics were calculated for the forecasts issued from the Meteorological 
Office (human forecasts) and for the forecasts produced by the GFS model. It 
was emphasized that the comparison between these two forecasts showed that 
human forecasts were better. Although, it has to be mentioned, that human 
forecasts were based mainly on the numerical model predictions. 

In 1998 a verification program, named SOLVER, started at the 
Meteorological Office Corpus Christi in Texas (Wilk, 2005). The software package 
(SOLVER) was developed by Jamie Frederic, a chief forecaster at the 
meteorological office in Tulsa, Oklahoma at that time. Over the following few 
years, this software underwent some changes, and since 2003, an overall 
assessment and personal assessments (sent via e-mail to the weather forecasters) 
have been made for minimum temperatures, maximum temperatures, and 
precipitation every month and every six months (for the cold and warm halves of 
the year). The computer program calculated mean error, mean absolute error as 
well as percent correct with deviation up to 3 °F for minimum and maximum 
temperatures. For the precipitation, the Brier score was calculated. These errors 
were calculated for 6 points using 5 lead-time periods (each having 12 hours) and 
incorporated human forecasts and the three numerical models in use: GFS (Global 
Forecast System), NAM (North American Mesoscale Model), NGM (Nested Grid 
Model). A comparison of errors and results has been made in form of graphics, and 
placed in the forecasters’ restroom. Furthermore, the personal assessments gave 
possibility for competition between the forecasters, and those with the best results 
(every six months) received diplomas. The purpose of this verification program 
was to provide the best forecasts for the area of responsibility of Corpus Christi. In 
the paper of Wilk (2007), the methodology described in Wilk (2005) was used. 
Moreover it was found that the human forecast was about 10% better than the 
numerical forecast and, furthermore, the Meteorological Office of Corpus Christi 
had the best results, compared to all other meteorological offices in the USA. 

In Bulgaria, in the work of Spiridonov (1987), various errors were 
calculated for minimum and maximum temperatures in Sofia during the period 
1983–1984. Beside the human forecast’s error, the persistence forecast error was 
calculated as well. However, the mean error was not determined, which would 
have given the systematic error of the forecast. 

In Bogatchev (1988), a scheme was developed for a medium-range forecast 
of the daily mean temperature and the daily amounts of precipitation for five 
days (day by day), based on the field AT500 of the ECMWF model. The 
forecast was made for 8 stations on the territory of Bulgaria. An assessment of 
the results was made, and it showed that they were satisfactory. 
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In Bogatchev (1994), the work of Bogatchev (1988) was described and a 
predictive scheme (statistical) for forecasting extreme temperatures up to six 
days for 17 stations in Bulgaria was created. The scheme was developed on the 
basis of the fields: AT500, surface pressure, and T850, derived from the 
ECMWF model. Various types of evaluation of the output data have been made; 
also a comparison with the mean absolute error of the human forecast for the 
period of November 1991 – October 1992. 

In the present work, the method of the continuous variables is used for 
evaluation; a useful tool is the website of the Joint Working Group on Forecast 
Verification Research (http://cawcr.gov.au/projects/verification/). It gives a 
good presentation of the modern assessment methods, some of which are used in 
this study. 

2. Methodology 

The short-range weather forecast of NIMH is up to 36-48 hours ahead, and it is 
prepared till 11 a.m. every day. It consists of a forecast for today and a forecast 
for the next day (that will be assessed). Besides of the text forecast, a numerical 
forecast is issued as well; it includes minimum and maximum temperatures and 
a symbol for the phenomena expected (sun, clouds, rain, snow, thunders, fog, 
etc.). The numerical forecast is elaborated for 68 points in Bulgaria, 37 of which 
coincide with synoptic stations. For these 37 points (shown in Fig. 1) the 
assessment will be carried out. Four of these 37 points are mountainous. The 
period for assessing is the years 2009–2014. 

In the followings we give the definitions of the error estimations used in 
this study. 

Mean error or bias. It can be interpreted as systematic error. The mean 
error indicates the difference between the forecast and the observations for the 
day. For a definite period of time, the sign and the magnitude of the systematic 
error can be seen. 
 
 ME

,
 (1) 

 
where Fi and Oi are the values of the forecast and observations for day i, 
respectively. 

Mean Absolute error. It determines the accuracy of the forecast. It does 
not take into account the direction of the error, only its magnitude. 

 
 M!E= Ah ,

 (2) 

 
where h is human. 



241 

 
Fig. 1. Map of the points, where the assessment carried out, names of the stations, and 
their WMO code. First 2 digits (15) are omitted. 
 

 

 

Many of the meteorological elements, including the temperature, do not 
vary very sharply, and they are often close to their previous values. So, if the 
climatic value or persistence forecast (recent observations) is issued as a 
forecast, the result would be fairly good (with small errors). It must be 
acknowledged that a forecaster, using a persistence forecast, would get even 
better results. To assess the contribution of the persistence forecast to the human 
forecast of the temperature, it has to be determined. So, to calculate the 
persistence forecast’s error, Oi is used instead of Fi, and Oi is replaced by O(i-1).  

 

 = 
,
 (3) 

 
where p is persistence. 

The persistence error is suitable to be used for the forecast of the minimum 
temperatures, as they are available (at 8 or 9 a. m. in local time, depending on 
the season) before the forecast is issued (11 a. m.). However, for the maximum 
temperatures, the last data available are those from the previous day. Thus, there 
are 2 days difference between observations and forecast. Thus, to get the real 
error of the persistence forecast, as will be in practice, it should be calculated as 
follows: 
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 =  
.
 (4) 

 
In 2012, in the operational forecasting office of NIMH BAS, a program 

was released in operational mode, that evaluates the predicted temperatures 
(minimum and maximum) for 37 points (shown on the map above). Every day it 
calculates the mean error, mean absolute error, maximum error, mean square 
error, and the percent correct for these 37 stations. Thus, in near-real-time, the 
forecaster can see these types of errors of his/her own forecast. He can look in 
more details in the meteorological conditions and analyze the consequences and 
the reasons for the deviations in his/her forecast. 

Percent correct is determined as followed: 
 
 

  (5) 

 
 

Using Eqs. (2), (3), and (4), the Skill scores of the forecaster can be 
calculated for the minimum and maximum temperatures using the formula: 

 
 

 Skill scores
,
 (6) 

where Ah is MAE of human forecast (Eq. (2)), and Ap is MAE of persistence forecast 
(Eqs. (3) and (4) – the minimum and maximum temperature respectively). Skill 
scores change from 0% persistence forecast to 100% perfect forecast. 

3. Results 

To make a stations-averaged (integral) assessment, first the assessment is made 
in space and then in time, i.e., first, all points for a given day are evaluated (as it 
is made by the internal verification program), and then they are evaluated for a 
certain past period. Here, we look at the data by years and by months. The 
information that will be presented is: mean error (ME), mean absolute error 
(MAE), percent correct (PC), Skill scores and ME, MAE and PC of the persistent 
forecast. 

3.1. Mean absolute error (MAE) 

We will discuss the mean absolute error, first by years (Fig. 2). 



243 

 
Fig. 2. Mean absolute error of the human forecast for the minimum and maximum 
temperatures. 

 
 
 
 
It is seen that: 

• The minimum temperature MAE is less than the maximum temperature 
MAE, i.e., the minimum temperature forecast is more accurate than the 
maximum temperature forecast. 

• In general, the course of MAE decreases with the years, due to various 
factors, such as: improvement of the numerical models, accumulation of 
more experience from the forecasters, partially probably the release in an 
operational mode of evaluation system, and others. 
 

At the minimum temperatures, there is a slight increase of the error in 2011 
and 2012 with less than 0.1 °C. The maximum temperatures have an increase of 
the error in 2010 and a delayed decrease of the error in 2013. These fluctuations 
are normal and can be due to different factors. 

In Fig. 3, the MAE of the persistence forecast is added to the MAE of the 
human forecast. Tmax_In1 is also presented just to make the comparison 
between MAE of the persistence forecast for the minimum and maximum 
temperatures. Later on, the Tmax_In1 will not be used, and Tmax_In2 will be 
discussed instead (this would be the real conditions error).  

To compare, considering Tmax_In1 and Tmin_In1, it is seen (Fig. 3) that 
the error in the minimum temperatures is smaller, that leads to the conclusion 
that the fluctuations (day to day) in the minimum temperatures are smaller. 
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Fig. 3. MAE for the human and persistence forecasts. Tmax_In2 is MAE of the persistence 
forecast for the maximum temperatures calculated in Eq.(4), i.e. the forecast and the 
observations difference by two days. Tmax_In1 and Tmin_In1 MAE of the persistence 
forecast for the maximum and the minimum temperatures calculated by Eq.(3), or one 
day difference between the prediction and the observation. 

 
 

 
Fig. 4. MAE for the minimum and maximum temperatures of the human forecast. 

 
 

Looking now at Tmax_In2 and Tmin_In1 (Fig. 3), it is seen that the 
persistence forecast error is significantly greater than the forecast error of the 
meteorological office. It is especially true for the maximum temperature, where 
the difference is almost 2 °C, and this is a double, in some years even, greater 
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error. For the minimum temperature, the difference is about 0.5 °C. Besides, the 
correlation between Tmin_In1 and Tmin is high, and this leads to the conclusion 
that the influence of the persistence forecast on the minimum temperatures is 
quite big and moreover, it is bigger than the maximum temperatures. 

Let us now consider the mean absolute error changes in months. The 
monthly averaged absolute error for the minimum and maximum temperatures is 
presented in Fig. 4. 

One can see in Fig. 4 that, during the warm months, MAE decreases and 
during the cold months, it grows. The course of the maximum temperatures 
shows a minimum in August and a maximum in February. The difference 
between August and February is nearly 0.8 °C, and this is a significant 
difference in the absolute error. The results are almost identical to those shown 
by Wilk (2005). At the minimum temperatures, there is a minimum in May and 
June (Fig. 4) and a maximum in January; the difference between them is nearly 
0.7 °C, i.e., the fluctuations in the minimum temperatures’ absolute error are 
slightly smaller than those in maximum temperatures. 

Let us add now the persistence forecast error (Fig. 5). 
 
 

 
Fig. 5. MAE of the human and persistence forecasts. Tmax_In2 is MAE of the persistence 
forecast for the maximum temperatures calculated by Eq. (4). Tmin_In1 is MAE of the 
persistence forecast for minimum temperatures calculated by Eq. (3). 
 
 
Fig. 5 shows that MAE of the persistence forecast also decreases during the 

warm months, and this is logical, since during the warm months the atmosphere 
is more stable. In addition, the correlation between the MAE of the human and 
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persistence forecasts is good enough (especially for the minimum temperatures), 
so that a conclusion can be drawn that the contribution of the persistence 
forecast in the human forecast is big, and it is bigger at the minimum 
temperatures. Moreover, the figure shows that the MAE of the persistence 
forecast for minimum temperatures (Tmin_In1) during the warm months is less 
than the human forecast error during the cold months, i.e., the persistence 
forecast in summer is more accurate than human forecast in winter. 

At the maximum temperatures (Tmax_In2), the situation is a little different. 
The error is much greater than the human error. But it is normal to expect, since 
when calculating Tmax_In2, a two-day difference is used, moreover, the 
fluctuations (from day to day) of the maximum temperatures are higher. 

3.2. Percent correct (PC) 

As mentioned before, a forecast with an error up to 2 °C is considered to be 
correct. Fig. 6 presents the PC for maximum and minimum temperatures, by 
years. 

 
 

 
Fig. 6. Percent correct for the human forecast 
 
 
 
Fig. 6 indicates that the PC for minimum temperatures is greater than for 

the maximum temperatures. Furthermore, the PC increases over the years 
(contrary to MAE); for the maximum temperatures this rise is a little more than 
4%, and for the minimum temperatures nearly 6%. At the minimum 
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temperatures, there is a slight decrease of the PC in 2011 and 2012, which fully 
corresponds with the increase of the MAE in these two years. 

At the maximum temperatures, there is a drop in 2013 for the PC, but the 
MAE does not have a rise (2012 and 2013 have the same error). In addition, the 
MAE has an increase in 2010, but it does not correspond to the PC (also 
increasing). It is completely normal to get, if MAE is more evenly distributed 
and more stations fall in this interval of 2 °C. So, it is seen that the MAE and the 
PC are not necessarily always opposite. 

Now, let’s add the PC of the persistence forecast (Fig. 7). 
 

 
 

 
Fig. 7. Percent correct for the human and persistence forecast. Tmin_In1 and Tmax_In1 
are the PC for the minimum and maximum temperatures with one day difference between 
forecast and observation. Tmax_In2 is the PC for the maximum temperature with two 
days difference. 

 
 

Here Tmax_In2, Tmax_In1, and Tmin_In1 are described below Fig. 3, and 
Tmax_In1 is used only for an initial comparison, from which it is seen that the 
maximum temperature has a smaller PC (53–55%) compared to the minimum 
temperature (55–61%). Moreover, Tmin_In1 decrease in 2012 coincides with the 
fall in Tmin, proving once again the big influence of the persistence forecast on 
the human forecasts. 

We made the difference between the PC of the human forecasts and the PC 
of the persistence forecast: Tmin-Tmin_In1 and Tmax–Tmax_In2, with the aim 
to check approximately what percentage from the PC is not due to the 
persistence forecast. These are presented in Fig. 8. 
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Fig. 8 indicates that at the minimum temperatures, from 10% to 15% of the 
errors are NOT due to the persistence forecast. In fact, some of these 10–15% 
are due to the persistence forecast with correction, so the forecaster’s experience 
is of great importance. 

Can we state that at minimum temperatures between 85 and 90% of the 
human forecasts are due to persistence forecast? The answer is NO. 

The reason is that the PC of the human forecast, which is about 70–76% for 
the minimum temperatures (Fig. 7), is a superposition of three elements: 
persistence forecast, numerical models, and the forecasters’ decisions (strongly 
depending on his/her experience). Till now, we studied just one of these three 
elements, so in this ”equation” still two unknown remain. In a next work, we 
shall investigate the numerical models and find one more of factors. Then, only 
one unknown element, the forecaster’s decision will remain; and we would be, 
to a great extent, able to say what parts of the human forecast is due to the 
numerical models and to the persistence forecast. 

 
 
 

 
Fig. 8. Percent correct of the human forecast minus persistence forecast. 
 
 
So far, we could only state (based on 15 years experiences as forecaster), 

that the impact of the persistence forecast on the human is really big. The reason 
is that every morning after the arriving of the synoptic data at 6 UTC, minimum 
temperatures are available, and the forecaster uses them to prepare the forecast 
for the minimum temperatures for the next day, making adjustments. This 
technique is very useful for a static atmosphere, but not applicable in case of 
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active dynamics (a cold front passage, for example). However, cases with more 
intensive dynamics occur relatively rarely compared to cases with more static 
atmosphere, that is why the PC of the persistence forecast (Fig. 7 – Tmin_In1) is 
about 60%, i.e., the big impact of the persistence forecast on the human is 
obvious. 

At the maximum temperatures, this percentage (of NON-persistence 
forecast) is significantly higher, between 26 and 30%. Also, an increase of about 
4% is noticed over the years. Fig. 7 shows that the PC of the maximum 
temperatures (Tmax_In2) is almost constant over the years. It follows that these 
4% of increase are due to other factors, as numerical models and forecaster’s 
experience. In addition, the PC is not influenced by the type of the year. For 
example, 2014 is one of the most humid years (more dynamics), but 
nevertheless, no drop in the difference is noticed (Fig. 8) in the drier years 
(when the influence of the persistence forecast should be greater). This is a proof 
that, in case of more dynamics (little influence of the persistence forecast), 
numerical models and forecaster’s experience compensate the smaller impact of 
the persistence forecast. 

The difference between the PC in the maximum and minimum 
temperatures in Fig. 8 is 15–20%. This difference results, on one hand, from the 
fact that for the maximum temperatures a persistence forecast from two days ago 
is used, and on the other hand, from the fact that at minimum temperatures 
fluctuations (day to day changes) are smaller. 

Looking at the skill scores in Fig. 9, calculated using Eq. (6), a big 
difference is seen between minimum and maximum temperatures. 

 
 
 

 
Fig. 9. Skill scores of the human forecast for the minimum and maximum temperatures. 
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Skill scores at minimum temperatures is 25–30% and at the maximum 
temperatures about 50%, i.e., the difference in between is 20–25%. This 
corresponds to the above statements, namely that at the maximum temperatures 
about 30% of the errors are due to the non-persistence forecast, i.e., to the 
numerical models and the forecaster’s skill; at the minimum temperatures they 
are 10–15%. These numbers are just obtained in a different way, not with the 
formula for the skill scores; that’s why they are different, but the end results and 
the conclusions are similar. 

Now, let’s go back to the results of the skill scores. The reason for this big 
difference in the skills at minimum and maximum temperatures is that in 
calculating the skill scores of the maximum temperatures, a MAE of the 
persistence forecast from two days ago is used, and these results in nearly 2 °C 
difference between the human and the persistence forecasts (Fig. 3). At 
minimum temperatures, the MAE of persistence forecast is from just one day 
before, and thus, the difference between the human and persistence forecasts is 
only about 0.5 °C. Even if we use the MAE of the persistence forecast at the 
maximum temperature from one day before (Fig. 3), we would have a difference 
of 0.7–0.9 °C between the human and persistence forecasts, i.e., skills at 
maximum temperatures would be greater again.  

Therefore, we think that the main reason for the smaller skill for the 
minimum temperatures is the smaller fluctuation (day to day changes) in the 
minimum temperatures, which leads to a smaller error in the persistence 
forecast, and on its side, this leads to less skills at minimum temperatures. 

Let’s now have a look at the PC by months. We start with the averaged PC 
at the human forecasts (Fig. 10). 
 

 
Fig. 10. Monthly averages of PC of the human forecast for the minimum and the 
maximum temperatures. 
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Looking at Fig. 10, it is noticed that the percent correct gradually grows 
from winter to summer; for the maximum temperatures it is the highest in 
August and the lowest in February. This totally corresponds (inversely 
proportional) with the MAE (Fig. 4), unlike the distribution by years. In 
addition, in most months, the PC of the human forecasts at the minimum 
temperatures is greater than at the maximum temperatures. At the minimum 
temperatures, there is a minimum in January, and the maximum is in June; this 
almost totally corresponds to the MAE. There is a difference only in May (the 
MAE in May and June is the same, while the PC in May is smaller than in June). 
This confirms the statement above, that the MAE and the PC are not necessarily 
always opposite (in inverse correlation). 

In Fig. 11, the averaged PC of the persistence forecast (Tmin_In1 and 
Tmax_In2) by months are added to the averaged PC of the human forecast 
(Tmin and Tmax). The Fig. shows that there is a good correlation between 
human and the persistence forecast. 

 
 
 

 

 
Fig. 11. Monthly averages of PC for the minimum and maximum temperatures of the 
human and persistence forecasts. 
 
 
 
In the next figure (Fig. 12), we will show what percentage is due to the 

non-persistence forecast, i.e., we will make the difference: Tmin-Tmin_In1 and 
Tmax-Tmax_In2. 
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Fig. 12. Monthly averages of the PC of the human forecast minus the persistence 
forecast. 

 
 

Fig. 12 indicates that at the minimum temperatures, the non-persistence 
forecast changes between 4% and 18%, the minimum of 4% is in July and 
August, and this is the proof for the big impact of the persistence forecast on the 
human forecast in summer, when dynamics in the atmosphere are weak. 
Looking at the situation over the years (Fig. 13), it is seen that in August 2010 
and 2013, there are even negative values, which means that the persistence 
forecast is better than the human. 

 
 
 

 
Fig. 13. Monthly and yearly distribution of PC for the minimum temperatures of the 
human forecast minus the persistence forecast. 
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For the maximum temperatures (Fig. 12), the difference between the 
human and persistence forecasts (with some variations) is also constant, i.e., 
about 30% of the human are due to the non-persistence forecast (as it was when 
looking by years). There are two big minima in February and in November – the 
persistence forecast had higher values (Fig. 11). In fact, there is a minimum at 
the minimum temperatures as well, but it is less pronounced. 

3.3. Mean error (ME) 

Finally for this study, we will discuss a very important error - the mean error. 
First, we shall examine it by years (Fig. 14), however, here we shall not consider 
the change over the years, but the concrete values only.  

The mean error of the persistence forecast is also included in Fig. 14. 
Looking at the errors (human forecast) of the minimum and maximum 
temperatures, it is seen that during all of the six years, they have negative 
values, i.e., there is a systematic underestimate in the minimum and maximum 
temperatures forecast. 
 
 
 

 
Fig. 14. Mean error of the minimum and the maximum temperatures of the human and 
persistence forecasts through the different years. Tmin_In1 is the persistence forecast of 
the minimum temperatures from one day ago, and Tmax_In2 is the persistence forecast 
for the maximum temperature from two days ago. 
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It is also seen that at the minimum temperatures, the biggest systematic 
error is in 2011, while that at the maximum temperatures is in 2012. It has to be 
mentioned as well, that over the past two years, the systematic error at the 
minimum temperatures is very small. Looking at the mean error of the 
persistence forecast, it is seen that it is very small, almost there is no systematic 
error. As mentioned above, when elaborating the forecast, the forecaster uses the 
persistence forecast, the numerical models, and his own experience. Based on 
personal experience, the numerical models underestimate the maximum 
temperatures, i.e., they have a negative systematic error (we shall discuss this 
error in a further work). From everything said till now, a conclusion can be 
drawn that the systematic error is mainly due to the numerical forecasts and the 
weather forecasters. 

Let us now discuss the situation by months (Fig. 15). What impresses is 
that there is an underestimate (systematic error) from September till April, while 
during the warm months (from May to August) the deviation is minimal and 
positive. In other words, during the cold months, the temperatures are 
underestimated, and during the warm months they are overestimated. 

One can say that if the systematic error could be reduced, then the forecast 
accuracy would be improved. This is, namely, the purpose of this study. To a 
great extent, this purpose can be achieved through the results in the second panel 
part, where assessment by stations will be made. 

 
 
 
 

 
Fig. 15. Mean error for the minimum and maximum temperatures of the human forecast 
through the different months. 
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Next figure (Fig. 16) comprises the mean error of the persistence forecast. 
Fig. 16 indicates the conclusion, that during the transition months (spring and 
autumn), there is a bigger systematic error of the persistence forecast, especially 
at the maximum temperatures. 

 
 
 

 
Fig. 16. Mean error for the minimum and maximum temperatures of the human and 
persistence forecasts through the different months. 
 
 
 
Despite the bigger positive bias of the persistence forecast in spring 

(February, March, and April), which is more than 0.3 °C, it does not compensate 
the significant negative mean error in the human forecast. There is an overlap 
only in September and December, when there is a negative bias of more than 
0.3 °C in the maximum temperatures. Thus, it can be stated that the persistence 
forecast, even by months, does not import a big systematic error in the human 
forecast. Or, we can say, that by months and by years, the persistence forecast 
does not bring a serious defect (systematic error) in the human forecast. 
Therefore, the systematic error in the human forecast is primarily due to the 
numerical models and the weather forecasters. 
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4. Conclusion 

1. Over the years (2009–2014), the accuracy of the forecasts increases and the 
PC rises in the minimum temperatures with nearly 6%, while in the 
maximum temperatures with a little more than 4%. 

2. The accuracy of the forecast is higher during the warm months (when 
dynamics of the atmosphere are lower); expressed in the PC this difference 
is nearly 20% (Fig. 10). 

3. The accuracy of the minimum temperature forecast is greater, which is 
caused by smaller fluctuations (day to day), compared to the maximum 
temperatures (Fig. 3). 

4. The influence of the persistence forecast on the human is great, and it is 
greater at the minimum temperatures.  

5. Human forecast during the cold months underestimates the temperatures, 
while in the warm months slightly overestimates them. 

6. Summarized by years, there is a negative systematic error: an 
underestimation of the temperatures (Fig. 14). 

7. The systematic error in the human forecast is mainly due to the numerical 
models and to the forecasters. 
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Abstract⎯Empirical studies of the late twentieth and early twenty-first century indicate 
the existence of a growth trend in air temperature. This trend is particularly pronounced in 
the region of Southern Europe, including the Republic of Serbia. Many problems occur in 
the socio-economic areas due to global warming, which directly influences the 
development of tourism. In this study, we will deal with the influence of climate change 
on the sustainable development of mountain tourism in the area of the western and central 
Serbia tourist zones, which includes Starovlaška and Kopaonik mountain chain. The data 
on changes in the temperature of air will be gathered at six different altitude 
meteorological stations, for the period from 1990 to 2014. All weather stations in the 
studied area were classified into three groups: lowland, middle and high mountain. In 
order to obtain trends, three sets of data were used: the average monthly temperature, the 
maximum monthly temperature, and the monthly minimum temperature, recorded in each 
station. The seasonal classification has been conducted based on four seasons: spring, 
summer, autumn, and winter. Three statistical approaches were used to analyze the 
temperature trends in 15 time series, for each group of stations individually. First, the 
trend equation was calculated for each time series, then, completely separate from the 
first approach, all trends were assessed using the Mann-Kendall test, and in the end, in all 
cases, the trend magnitude was calculated based on the trend equation. The results show 
that there is a significant positive trend of temperature rise on an annual basis, while the 
trend is significantly positive during the fall and spring seasons. In winter, the trend is 
slightly positive or absent, while in the summer trend is moderately positive in all three 
groups of stations. 
 
Key-words: analysis of temperature, sustainable development, mountain tourism, turist 

zone, Serbia 
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1. Introduction 

The analysis of the mean value of air temperature changes in the last couple of 
decades is an important theme of climate research. The studies include different 
regions in the world, and the scales show that there is an air temperature growth 
trend during the twentieth century (Jones and Moberg, 2003; Luterbacher et al., 
2004; Rebetez and Reinhard, 2008; Manabe et al., 2011; Tabari and Talaee, 
2011; Christy, 2013; Wang et al., 2014; Kuang et al., 2014; Omondi et al., 2014; 
Croitoru et al., 2014). According to the Intergovernmental Panel on Climate 
Change report (IPCC, 2007), Europe is isolated as one of the regions especially 
sensitive to climate change. It is pointed out that climatic changes can increase 
regional differences concerning natural resources and their values. Mean annual 
temperatures in Europe in the last fifty years have increased faster than the 
global average. One of the regions where especially significant warming has 
been recorded is the southeast part of Europe. High temperatures can lead to a 
gradual decrease of summer tourism in the Mediterranean, but also to an 
increase in spring and autumn tourism. Ski resorts in Europe can be affected by 
a significant reduction in snow cover at the beginning and end of the winter 
season, which can significantly affect the overall economic development (Unger 
et al., 2016). 

The Intergovernmental Panel on Climate Change report (IPCC, 2014) made 
a conclusion that the human impact on the climate is indisputable and that the 
effects can be seen in several regions of the world. High mountainous regions are 
the most exposed to big climate changes (Diaz and Bradley, 1997; Croitoru et al., 
2014, 2016). The consequences of this are reflected in the different socio-
economic and ecological areas: tourism industry, health of human population, 
ecosystems, mountain glaciers, water resources (Mountain Agenda, 1998; 
Beniston, 2003, 2005; Walther et al., 2005; Boisvenue and Running, 2006; EEA, 
2008; Micu, 2009, 2012; Toreti et al., 2010; Croitoru et al., 2014, 2016). There 
are a number of studies dealing with the analysis of climate change in Serbia. 
Observed mean annual temperature in the last 50 years show a positive trend 
almost everywhere in Serbia. It is expected that the increase in temperature has a 
different trend during different seasons, up to 0.04 °C per year. The greatest 
increase in temperature is recorded during the fall period. The analysis of climate 
change through temperature trends was done on annual and seasonal levels for the 
whole territory of Serbia (Popovi" et al., 2005, 2009). 

The individual linear trends were not measured for the stations in the 
mountainous areas of Serbia, neither were the impacts of climate change on 
tourism development in the region. The Republic of Serbia has a lot of potential 
for the development of mountain tourism, but only 30% are utilized (Miliji" et al., 
2013). These are high mountain areas above 1500 m above sea level 
(Kopaonik), and partly the medium height mountains, from 1000 to 1500 m high 
(Zlatibor, Tara, Zlatar). Given that previously performed studies of the highest 
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areas of Serbia (western and central tourist zones of Serbia) are modest and 
insufficient, the aim of this paper is to analyze temperature trends and highlight 
their impact on the sustainable development of mountain tourism. 

2. Materials and methods 

2.1. Area 

The research area is a mountainous area in Serbia that includes mountains of 
Starovlaška and Kopaonik, as well as part of a western zone under younger fold 
mountains. In structural terms, the western zone of younger fold mountains 
belong to the Dinaric Alps in the broad sense (Rodic and Pavlovic, 1994). It is 
part of the southern Alpine orogenic belt. It was formed during the late Alpine 
orogeny in a spacious geosyncline of Tethys. According to the geological 
structure, impervious Paleozoic rocks occupy the largest space, although 
Starovlaška mountains contain Mesozoic limestone as well. According to the 
spatial plan of the Republic of Serbia in 1996, the area of research belongs to the 
Western and Central Serbia tourist zone (Jovi#i", 2009). In the regional 
organization of Serbian tourist area, Zlatibor tourist region (Tara-Zlatibor-
Zlatar) belongs to the Western tourist zone, while Kopaonik and Golija belong 
to the Central tourist zone (Fig. 1). 

 

 
 

 
Fig. 1. Western and Central Serbia tourist zone and spatial distribution of the analyzed 
meteorological stations on the Serbian map. 
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2.2. Data 

This work contains an analysis of surface air temperature trends obtained for six 
meteorological stations. The locations of the stations are presented in Fig. 1, and 
their main parameters are given in Table 1 in accordance with the 
Hydrometeorological Service of Serbia (http://www.hidmet.gov.rs/). Weather 
stations are divided into three groups depending on the altitude of the area for 
the period (P) from 1990 to 2014. The western tourist zone has an altitude of 
1500 m, the central tourist zone reaches 2017 m, and the valley areas of these 
zones range from 200 m to 500 m (Marovi", 2001). Based on that, the cells are 
grouped into three groups: lowland (L), medium-sized mountains (M1), and high 
mountains (M2). 

 

 

 

Table 1. List of meteorological stations and their geographical coordinates and elevations 

Number Meteorological station Latitude (°N) Longitude (°E) Elevation (m) 

1. Kraljevo 43°43' 20°42' 215 
2. Požega 43°50' 20°02' 310 
3. Kuršumlija 43°08' 21°16' 383 
4. Zlatibor 43°44' 19°43' 1027 
5. Sjenica 43°17' 20°00' 1038 
6. Kopaonik 43°17' 20°48' 1711 

 
 
 
 

In order to obtain trends, three sets of data were used: the average monthly 
temperature, the maximum monthly temperature, and the minimum monthly 
temperature for each station. Using the average monthly temperature, the 
minimum average annual temperature and the maximum average annual 
temperature have been calculated, as well as the average annual temperature and 
the average seasonal temperature for each season. Finally, based on these three 
types of average air temperature, new data sets for each month referred to as T, 
Tx, Tn are derived, for calculating trends for three lowland stations (L): 
Kraljevo, Požega, and Kuršumlija; two stations in the medium-sized mountains 
(M1): Zlatibor and Sjenica, while Kopaonik was treated as a separate data set, 
because it is a high mountain station (M2). 

Seasons definitions are used: winter (W), spring (Sp), summer (Su), and 
autumn (A), which are arranged in divided into sets of three months: January, 
February, and March; April, May, and June; July, August, and September; and 
October, November, and December (Hrnjak et al., 2014), respectively (Gavrilov 
et al., 2015).  
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During this research, the database was formed according to the year (Y), 
season (W, Sp, Su, A), and three types of temperatures (T, Tx, and Tn). There are 
15 stations in each group, 45 time series in total (15x3), which are used to 
determine the trend. Each of these 15 stations is marked with the acronym 
consisting of the abbreviation for the year/season and type of temperature 
(Table 2). 
 
 
 

Table 2. List of 15 time series to calculate surface air temperature trends 

 Year (Y) Winter (W) Spring (Sp) Summer (Su) Autumn (A) 

T YT WT SpT SuT AT 
Tx YTx WTx SpTx SuTx ATx 
Tn YTn WTn SpTn SuTn ATn 

 
 
 
 

Before the previous calculation, the homogeneity of the temperature data 
was examined according to the Alexandersson (1986) test. The test showed that 
the time series are not non-homogeneous for a significance level of 5% 
(Gavrilov et al., 2017). 

2.3. Methodology 

We adopted three statistical approaches in order to analyze the temperature 
trends in 15 time series, for each group of stations individually. First, we 
calculated the trend equation for each time series using linear interpolation of 
the mean annual and seasonal temperatures (Feidas et al., 2004). When the 
coefficient direction of the trend equation is greater than zero, the trend is 
positive, when it is less than zero, the trend is negative, and when it is equal to 
zero, there is no trend (no change). Completely independent of the first 
approach, in the second one we used the Mann-Kendall test (hereinafter MK 
test) in order to assess the significance of temperature trends (Kendall, 1938, 
1975; Mann, 1945; Gilbert, 1987). This test is widely applicable in the 
climatological time series. Ultimately, the trend magnitude in all cases was 
calculated using the trend equation (Gavrilov et al., 2015, 2016, 2017). 

According to the MK test, two hypotheses were tested: the null hypothesis, 
H0, when the trend is absent in the time series; and the alternative hypothesis, 
Ha, when there is a significant trend in the series, for a given level of 
significance. The probability, p, was calculated to determine the level of 
confidence in the hypothesis. 

In the following study, the brief mathematical procedure for the hypothesis, 
test, and assessment of the significance of the temperature trends will be 
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described. A key step in the application of MK test is the calculation of the MK 
statistics (Karmeshu, 2012): 
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Here, Tj and Ti are the time series of the annual and/or seasonal values of 

the temperatures in years j = i + 1, i + 2, i + 3,...,n and i = 1, 2, 3,..., n-1, where j 
> i, and n is the last year in the time series.  

As seen in Eqs. (1) and (2), if the temperature from the later year is higher 
than the temperature from the earlier year, S is incremented by 1. On the other 
hand, if the temperature from the later year is lower than the temperature of the 
earlier year, S is decremented by 1. The net result of all such increments and 
decrements yields the final value S. Statistics S can serve for evaluation of the 
temperature trend, because a very high positive value of S is an indicator of an 
increasing trend, and a very low negative value of S indicates a decreasing trend. 
However, to statistically quantify the significance of the trend, it is necessary to 
compute the probability associated with S and the number of years, n. 

Now, we will describe the procedure to compute this probability. For this 
purpose, the normalized/standard test statistic Z is calculated as: 
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where $2 is the variance for the approximately normally distributed statistics S 
for n ! 10. Finally, for measuring the significance of the temperature trend, the 
probability p is computed as: 
 
 ( )1 100p f Z= − ⋅� �	 
 . (4) 

 
Here, ƒ(Z), as the probability density function for a normal distribution 

with a mean of 0 and a standard deviation of 1, is given by the following 
equation: 
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As seen in Eq. (4), the probability p takes values between 0 and 100 in %. 

In fact, p is used to test the level of confidence in the hypothesis (Gavrilov et al., 
2010, 2011, 2013, 2015). If the computed value p is lower than the chosen 
significance level, % (e. g., "=5%), the H0 (there is no trend) should be rejected, 
and the Ha (there is a significant trend) should be accepted; and if p is greater 
than the significance level, the H0 cannot be rejected. We used XLSTAT 
software (http://www.xlstat.com/) for calculating the probability, p, and 
hypothesis testing. 

It is considered that accepting the Ha indicates that a trend is statistically 
significant. On the other hand, acceptance of the H0 implies that there is no trend 
(no change), while often in practice, the trend equation indicates the opposite, i. e., 
there is a trend. Therefore, to reduce the contradiction in analyzing the 
temperature trends between two independent statistical approaches, trend 
equation, and applying the previous or classical interpretation of the MK test, 
the modified interpretation of the MK test will be used (Gavrilov et al., 2015). 

It is quite clear that with decreasing the probability p, the statistical 
confidence in the H0 is decreasing and the confidence in the Ha is increasing, and 
vice versa. For the purposes of this study, a modified MK test with four levels of 
confidence was declared. Based on the computed probability p, these four levels 
of confidence are: less or equal than 5%: there is a significant positive/negative 
trend; greater than 5% and less or equal than 30%: there is a moderately 
positive/negative trend; greater than 30% and less or equal than 50%: there is a 
slightly positive/negative trend, and greater than 50%: there is no trend. 

As it can be seen, in cases (a) and (d) both interpretations of the MK tests 
have the same meaning. Differences occur in cases (b) and (c), where the 
classical MK test claims there is no trend, and the modified MK test allows 
trend with reduced levels of confidence. It is clear that modified interpretation is 
more subtle, and it enables obtaining diverse assessments (Gavrilov et al., 
2015). 

Namely, the modified Mann–Kendall test is used for smoother quantization 
of confidence levels than the regular Mann-Kendall test. The Modified Mann–
Kendall test just verifies the results obtained by the direct method (for positive 
trend, the modified Mann-Kendall test shows positive moderate trend in cases 
when by observing Mann-Kendall tests no trend is detected because of more 
robust quantization of confidence level). 

In the third statistical approach, the trend magnitude was calculated as: 
 
 ( ) ( )1990 2014y y yΔ = − , (6) 
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where #y is the trend magnitude in °C, y (1990) and y (2014) are temperatures 
from the trend equation in the beginning, 1990, and at the end, 2014, of the 
period, both in °C. When #y is greater than zero, less than zero, or equal to zero, 
the sign of the trend is negative (decrease), positive (increase), or no trend (no 
change), respectively. Moreover, when #y is less than or equal to the standard 
error of the temperature measurement, certainly there is no trend (Gavrilov et 
al., 2015). 

3. Results and discussion 

Each of Figs. 4–12 shows annual and seasonal temperatures during the period 
1990–2014, the trend equation, where y is the mean annual and seasonal value 
of the temperature in °C, x is the time in years; and the trend line. The 
probability confidence, p, and the trend magnitude, #y, for each time series over 
the territory of the western and central tourist zones of Serbia are shown in  
Tables 4–6, respectively. In all cases, the significance level was the same, a=5% 
(Karmeshu, 2012; Gavrilov et al., 2017).  

 

 

 

Table 3. Probability confidences and trends magnitudes for all time series for the group of 
stations L 

 
T Tx Tn 

p [%] �y [°C] p [%] �y [°C] p [%] �y [°C] 

Y 0.19 –1.35 2.23 –1.225 0.05 –1.4 
W 42.72 –1.025 90.26 0.075 20.92 –1.55 
Sp 3.43 –1.4 11.96 –1.475 1.72 –1.1 
Su 4.97 –1.55 27.50 –1.475 4.40 –1.475 
A 4.19 –1.1 6.27    –1.4 4.19 –1 

 
 

Table 4. Probability confidences and trends magnitudes for all time series for the group of 
stations M1 

 
T Tx Tn 

p [%] �y [°C] p [%] �y [°C] p [%] �y [°C] 

Y 0.63 –1.325 0.23 –1.675 0.15 –1.425 
W 78.77   0.6 24.76 –0.9 33.81 –1.6 
Sp 2.31 –2.075 4.40 –2.9 0.51 –1.525 
Su 20.56 –1.65 17.52 –2.425 3.01 –1.425 
A 7.87 –1.3 5.29 –1.875 7.87 –1.025 
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Table 5. Probability confidences and trends magnitudes for all time series for the group of 
stations M2 

 
T Tx Tn 

p [%] �y [°C] p [%] �y [°C] p [%] �y [°C] 

Y 0.36 –1.3 0.62 –1.35 0.24 –1.2 
W 71.33 –0.175 78.77 0.675 39.89 –0.675 
Sp 1.50 –1.875 6.27 –2.2 1.13 –1.55 
Su 24.34 –1.625 19.70 –1.875 14.97 –1.225 
A 5.60 –1.45 4.18 –1.8 7.80 –1.25 

 
 

 
 

Average maximum temperatures (Tx) in the area of the western and central 
tourist zones of Serbia for the period 1990–2014 are summarized in Fig. 2, 
which clearly indicates the observed temperature difference. In lowland areas 
(Kraljevo, Kuršumlija, and Požega), Tx ranges from 16.7 to 17.5 °C, in the 
middle-sized venues (Sjenica and Zlatibor) it is 13 °C, and in the higest 
mountainous areas (Kopaonik) Tx is 8 °C.  

 
Fig. 2. Mean maximum air temperature (Tx) on an annual basis in the western and central 
tourist zones of Serbia for the period from 1990 to 2014. 
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Fig. 3 shows the distribution average of minimum temperature (Tn). In the 
lowland areas of the western and central tourist zones, Tn ranges from 4.8 to 
6.6 °C (Požega, Kraljevo, and Kuršumlija), and this difference is more 
pronounced in some areas of the middle-size mountain ranging from 1.5 °C 
(Sjenica) to 4.1 °C (Zlatibor). The highest mountain areas (Kopaonik) have an 
average minimum temperature (Tn) of 0.5 °C. 
 
 

 
Fig. 3. Mean minimum air temperature (Tn) on an annual basis in the western and central 
tourist zones of Serbia for the period from 1990 to 2014. 

 
 

 
In strictly formal terms, some trends can be observed in all cases. However, 

all trends do not have the same positive or negative sign, probability, and 
magnitude. In order to obtain a final evaluation of the temperature trends in the 
western and central tourist zones, all numerical parameters, the visual 
representation of trends and, most importantly, the results of both MK tests were 
used.  

Figs. 4–6 and trend equations show that for the time series YT, WT, SpT, 
SuT, AT, YTx, SpTx, SuTx, ATx, YTn, WTn, SpTn, SuTn, and ATn, trends are 
positive; and in the cases of WTx, the trends are negative. MK testing will prove 
whether these statements are true. 
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(a) (b) 

  
(c) (d) 

 

 
 
 
Fig. 4. Annual and seasonal mean temperatures, 
linear trend lines and temperature equations of 
the trend from 1990 to 2014 for lowland group of 
stations (L) for time series YT, WT, SpT, Sut, and 
AT on panels a-e, respectively. 

 
(e)  

 
 
 
 
 

Results shown in Fig. 4 and Table 3 where futher analyzed to estimate the 
final trends. As the computed values of probability p fot the time series YT, SpT, 
SuT and AT is lower than the level of significance of a=5%, the null hypothesis 
H0 should not reject, and alternative hypothesis Ha is accepted. The risks to 
reject the null hypothesis are smaller than 4.97% for all time series. The 
calculated p-value of the time series WT is greater than the level of significance 
of a=5%, so we can reject the null hypothesis H0. The risk to reject the null 
hypothesis H0 while it is true is 42.72%. In accordance with the classical MK 
tests, the first, third, fourth, and fifth cases have a positive trend, while the 
second case is without trend. The modified MK test declared that the first, third, 
fourth, and fifth cases have positive significant trend, while the second have 
slightly positive trend. 
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(c) (d) 

 

 
 
Fig. 5. Annual and seasonal mean temperatures, 
linear trend lines, and temperature equations of 
the trend from 1990 to 2014 of lowland group 
of stations (L) for time series YTx, WTx, SpTx, 
SuTx, and ATx on panels a-e, respectively. 

(e)  
 
 
 
 

Based on the observed results presented in Fig. 5 and Table 3, the 
hypothesis was futher analyzed. Since the calculated value of p of the time series 
YTx is lower than the level of significance a=5%, the null hypothesis H0 should 
be reject, and the alternative hypothesis Ha is accepted. The risk to reject the null 
hypothesis is less than 2.23%. The calculated p value of the time series WTx, 
SpTx, SuTx and ATx are higher than the level of significance of a=5%, so it can 
not reject the null hypothesis H0. The risk to reject the null hypothesis H0 while 
it is true is 90.26, 11.96, 27.50, and 6.27 (all in %) for all time series, 
respectively. In accordance with the classical MK tests, the second, third, fourth, 
and fifth cases are without trend, while the first case has a trend. The modified 
MK test declared that the third, fourth and fifth cases have moderately positive 
trend, the first has positive significant trend, while the second case is without 
trend. 
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Fig. 6. Annual and seasonal mean temperatures, 
linear trend lines, and temperature equation of 
the trend from 1990 to 2014 for lowland group 
of stations (L) for time series YTn, WTn, SpTn, 
SuTn, and ATn on panels a-e, respectively. 

 

(e)  
 
 
 
 

Fig. 6 and Table 3 give the values of the analyzed hypothesis. Since the 
calculated p value of the time series YTn, SpTn, SuTn, and ATn is lower than the 
significance level a=5%, we should reject the null hypothesis H0 and accept the 
alternative hypothesis Ha. Risks to reject the null hypothesis are less than 4.40% 
for all time series. The calculated p value of the time series WTn is greater than 
the level of significance of a=5%, so we can reject the null hypothesis H0. The 
risk to reject the null hypothesis H0 while it is true is 20.92%. In accordance 
with the classical MK tests, the first, third, fourth, and fifth cases have a trend, 
while the second case is without trend. The modified MK test declared that the 
first, third, fourth, and fifth cases have positive significant trend, while the 
second case has moderately positive trend. 

Figs. 7–9 and trend equations show that for the time series YT, SpT, SuT, 
AT, YTx, WTx, SpTx, SuTx, ATx, YTn, WTn, SpTn, SuTn, and ATn trends are 
positive; and in the WT cases the trends are negative. MK testing will prove 
whether these statements are true. 
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Fig. 7. Annual and seasonal mean temperatures, 
linear trend lines, and temperature equations of 
the trend from 1990 to 2014 for the lower 
mountain group of stations (M1) for time series 
YT, WT, SpT, SuT, and AT on panels a-e, 
respectively. 

 
(e)  

 
 
 
 
 
 

Results of the mean annual and seasonal temperature for the lower 
mountain group of station (M1) are shown in Fig. 7 and Table 4. The calculated 
p value of the time series YT and SpT is lower than the level of significance of 
a=5%, so we can reject the null hypothesis H0 and to accept the alternative 
hypothesis Ha. The risk to reject the null hypothesis is lower than 2.31% in both 
series. The calculated p value of the time series WT, SuT and AT is greater than 
the level significance of a=5%, so we can reject the null hypothesis H0. The 
risks to reject the null hypothesis while it is true are 78.77, 20.56, and 7.87 (all 
in %) for all time series, respectively. In accordance with the classical MK tests, 
the first and third cases have a trend, the second, fourth, and fifth cases are 
without trend. The modified MK test declared that the first and third case have 
positive significant trend, the fourth and fifth cases have moderately positive 
trend, while the second case is without trend.  
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Fig. 8. Annual and seasonal mean temperatures, 
linear trend lines, and temperature equation of 
the trend from 1990 to 2014 for the lower 
mountain group of stations (M1) for time series 
YTx, WTx, SpTx, SuTx, and ATx on panels a-e, 
respectively. 

(e)  
 
 
 
 
 
 

Fig. 8 and Table 4 give the results of the analyzed hypotheses. As the 
computed values of probability p for the time series WTx, SuTx and ATx are 
greater than the significance level a=5%, the H0 cannot be rejected in all cases. 
The risks to reject the null hypothesis while it is true are 24.76, 17.52, and 5.29 
(all in %) for all time series, respectively. In accordance with the classical MK 
tests, the second, fourth, and fifth cases are without trend. The modified MK test 
declared that all cases have moderately positive trend. 

As the computed probability value p for the time series YTx and SpTx are 
lower than the significance level a=5%, the H0 should be rejected, and the Ha 
should be accepted for both time series. The risks to reject the null hypothesis 
are lower than 4.40%. The statement that there is a significant trend is correct 
with probabilities greater than 95.60% in both MK tests. 
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Fig. 9. Annual and seasonal mean temperatures, 
linear trend lines and temperature equations of 
the trend from 1990 to 2014 for the lower 
mountain group of stations (M1) for time series 
YTn, WTn, SpTn, SuTn, and ATn on panels a-e, 
respectively. 

(e)  
 
Fig. 9 and Table 4 show the results which were further analyzed. As the 

computed values of probability p for the time series WTn and ATn are greater 
than the significance level a=5%, the H0 cannot be rejected in all cases. The 
risks to reject the null hypothesis while it is true are 33.81 and 7.87%. In 
accordance with the classical MK tests, the second and fifth cases are without 
trend, while the modified MK test declared that second case has slightly positive 
trend, and the fifth case has moderately positive trend. 

As the computed probability p value for the time series YTn, SpTn, and 
SuTn are lower than the significance level a=5%, the H0 should be rejected and 
the Ha should be accepted for both time series. The risks to reject the null 
hypothesis are lower than 3.01%. The statement that there is a significant trend 
is correct with probabilities greater than 96.99% in both MK tests. 

Figs. 10–12 and trend equations show that for the time series YT, WT, SpT, 
SuT, AT, YTx, SpTx, SuTx, ATx, YTn, WTn, SpTn, SuTn and ATn trends are 
positive; and in the case WTx, the trend is negative. MK testing will prove 
whether these statements are true. 
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Fig. 10. Annual and seasonal mean temperatures, 
linear trend lines, and temperature equations of 
the trend from 1990 to 2014 for the high 
mountain group of stations (M2) for time series 
YT, WT, SpT, SuT, and AT on panels a-e, 
respectively. 
 

(e)  
 
 
 
 
Results of the mean annual and seasonal air temperature for the high 

mountainous group of stations (M2) are shown in Fig. 10 and Table 5. As the 
computed values of probability p for the time series WT, SuT, and AT are greater 
than the significance level %=5%, the H0 cannot be rejected in all cases. The 
risks to reject the null hypothesis when it is true are 71.33, 24.34, and 5.60 (all 
in %) for all time series, respectively. In accordance with the classical MK tests, 
it can be declared that there was no trend in all cases, while the modified MK 
test declared that the second case has no trend, and the fourth and fifth cases 
have moderately positive trend. 

As the computed probability value p for the time series YT and SpT are 
lower than the significance level a, the H0 should be rejected and the Ha should 
be accepted for both time series. The risks to reject the null hypothesis are lower 
than 1.50%. The statement that there is a significant trend is correct with 
probabilities greater than 98.50% in both MK tests. 
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Fig. 11. Annual and seasonal mean temperatures, 
linear trend lines, and temperature equations of 
the trend from 1990 to 2014 for the high 
mountain group of stations (M2) for time series 
YTx, WTx, SpTx, SuTx, and ATx on panels a-e, 
respectively. 

(e)  
 
 
 
 
Fig. 11 and Table 5 show the results of the hypotheses, which were futher 

analyzed for the final assessment of trends in air temperature. As the computed 
values of probability p for the time series WTx, SpTx, and SuTx are greater than 
the significance level a=5%, the H0 cannot be rejected in all cases. The risks to 
reject the null hypothesis while it is true are 78.77, 6.27, and 19.70 (all in %) for 
all time series, respectively. In accordance with the classical MK tests, the 
second, third and fourth case are without trend, while the modified MK test 
declared that third and fourth case have moderately positive trend, and second 
case have no trend. 

As the computed probability value p for the time series YTx and ATx are 
lower than the significance level a, the H0 should be rejected, and the Ha should 
be accepted for both time series. The risks to reject the null hypothesis are lower 
than 4.18%. The statement that there is a significant trend is correct with 
probabilities greater than 95.82% in both MK tests. 
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Fig. 12. Mean values of annual and seasonal 
temperature, linear trend line and temperature 
equation of trend from 1990 to 2014 for the 
high mountain group of stations (M2) for time 
series YTn, WTn, SpTn, SuTn, and ATn on 
panels a-e, respectively. 

 
(e)  

 
 
 
 
 

Results of the analyzed hypothesis (Fig. 12 and Table 5) were futher analyzed 
in order to obtain the final temperature trend estimates. As the computed values of 
probability p for the time series WTn, SuTn and ATn are greater than the 
significance level %=5%, the H0 cannot be rejected in all cases. The risks to reject 
the null hypothesis when it is true are 39.89, 14.97, and 7.80 (all in %) for all time 
series, respectively. In accordance with the classical MK tests, the second, fourth, 
and fifth cases are without trend, while the modified MK test declared that the 
fourth and fifth cases have moderately positive trend and the second case has 
slightly positive trend. 

As the computed probability value p for the time series YTn and SpTn are 
lower than the significance level a, the H0 should be rejected, and the Ha should 
be accepted for both time series. The risks to reject the null hypothesis are lower 
than 1.13%. The statement that there is a significant trend is correct with 
probabilities greater than 98.87% in both MK tests. 
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The main results of our analysis of temperature trends in the western and 
central tourist zones in Serbia are given in Tables 6–8 depending on the altitude 
of the hydrometeorological stations. It seems that the positive temperature trends 
are dominant. 
 
 
 

Table 6. The main results of the analysis of temperature trends for the lowland group of 
stations (L) 

Time series Trend equation Classical MK test Modified MK test 

YT positive trend positive significant trend positive significant trend 
WT positive trend no trend slightly positive trend 
SpT positive trend positive significant trend positive significant trend 
SuT positive trend positive significant trend positive significant trend 
AT positive trend positive significant trend positive significant trend 
YTx positive trend positive significant trend positive significant trend 
WTx negative trend no trend no trend 
SpTx positive trend no trend positive moderate trend 
SuTx positive trend no trend positive moderate trend 
ATx positive trend no trend positive moderate trend 
YTn positive trend positive significant trend positive significant trend 
WTn positive trend no trend positive moderate trend 
SpTn positive trend positive significant trend positive significant trend 
SuTn positive trend positive significant trend positive significant trend 
ATn positive trend positive significant trend positive significant trend 

 
 
 
 

In accordance with the trend equations in the lowland group of stations (L), 
positive trends were found in 14 time series and negative trends were found only 
in one of them. After applying the classical MK test, only nine positive trends 
were statistically significant, and in the remaining cases there were no trends. 
Also, after applying the modified MK test, (I) significant positive trends were 
confirmed in nine time series; and in the remaining cases the trends were 
declared as: (II) moderately and slightly positive in four series; (III) moderately 
and slightly negative in one case; and (IV) there was no trend in one case. 

For all temperatures, T, Tx, and Tn, the annual trends were declared as 
significantly positive. All winter trends were declared as significantly positive, 
moderately positive and without a trend. The spring, summer, and autumn trends 
were declared as significantly positive, moderately positive, and significantly 
positive, respectively. 
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In accordance with the trend equations for the lower mountain group of 
stations (M1), positive trends were found in 14 time series, and negative trends 
were found only in one of them. After applying the classical MK test, only seven 
positive trends were statistically significant, and in the remaining cases there 
were no trends. Also, after applying the modified MK test, (I) significant 
positive trends were confirmed in seven time series; and in the remaining cases 
the trends were declared as: (II) moderately and slightly positive in six series; 
(III) moderately and slightly negative in one case; and (IV) there was no trend in 
one case. 

 
 
 
 
 
 

Table 7. The main results of the analysis of temperature trends for the lower mountain 
group of stations (M1) 

Time series Trend equation Classical MK test Modified MK test 

YT positive trend positive significant trend positive significant trend 
WT negative trend no trend no trend 
SpT positive trend positive significant trend positive significant trend 
SuT positive trend no trend positive moderate trend 
AT positive trend no trend positive moderate trend 
YTx positive trend positive significant trend positive significant trend 
WTx positive trend no trend positive moderate trend 
SpTx positive trend positive significant trend positive significant trend 
SuTx positive trend no trend positive moderate trend 
ATx positive trend no trend positive moderate trend 
YTn positive trend positive significant trend positive significant trend 
WTn positive trend no trend slightly positive trend 
SpTn positive trend positive significant trend positive significant trend 
SuTn positive trend positive significant trend positive significant trend 
ATn positive trend no trend positive moderate trend 

 
 
 
 
 
 
 
 

For all temperatures, T, Tx, and Tn, the annual trends were declared as 
significantly positive. All winter trends were declared nonexistent, moderately 
positive, and slightly positive. All spring trends were declared significantly 
positive. Summer trends are declared as moderately positive and significantly 
positive, while the autumn trends were moderately positive. 



280 

Table 8. The main results of the analysis of temperature trends for the high mountain 
group of stations (M2) 

Time series Trend equation Classical MK test Modified MK test 

YT positive trend positive significant trend positive significant trend 
WT positive trend no trend no trend 
SpT positive trend positive significant trend positive significant trend 
SuT positive trend no trend positive moderate trend 
AT positive trend no trend positive moderate trend 
YTx positive trend positive significant trend positive significant trend 
WTx negative trend no trend no trend 
SpTx positive trend no trend positive moderate trend 
SuTx positive trend no trend positive moderate trend 
ATx positive trend positive significant trend positive significant trend 
YTn positive trend positive significant trend positive significant trend 
WTn positive trend no trend slightly positive trend 
SpTn positive trend positive significant trend positive significant trend 
SuTn positive trend no trend positive moderate trend 
ATn positive trend no trend positive moderate trend 

 
 
 
 
 
 
 
 

In accordance with the trend equations for the high mountain group of 
stations (M2), positive trends were found in 14 time series and negative trends 
were found in one time series. After applying the classical MK test, only 6 
positive trends were statistically significant, and in the remaining cases there 
were no trends. Also, after applying the modified MK test, (I) significant 
positive trends were confirmed in 6 time series; and in the remaining cases the 
trends were declared as: (II) moderately and slightly positive in six series; (III) 
moderately and slightly negative in one case; and (IV) in two cases trend was 
nonexistent. 

For all temperatures, T, Tx, and Tn, the annual trends were declared as 
significantly positive. With winter trends, in two cases there was no trend, and in 
the third case the trend was slightly positive. For the spring, trends were found 
significantly positive, moderately positive, and significantly positive. As for 
summer, trends are declared as moderately positive, while the autumn trends 
were moderately positive and significantly positive. 

The results show that there is a significant positive trend of temperature 
rise on an annual basis, while the trend is significantly positive during the 
autumn and spring seasons. In winter, the trend is slightly positive or absent, 
while in summer the trend is moderately positive in all three groups of stations. 
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4. Conclusions 

In the researched area, the mountain tourism takes place in the areas over 
1000 m above sea level, so that climate changes directly affect areas of the 
western tourist zone and the lower parts of the central zone (from 1000 to 
1500 m above sea level).  

Thus, this area, as a future development factor, represents a new subject of 
planning for the protection and sustainable development. The new strategies have 
to be based on the experiences of the countries with a higher level of development 
of mountain areas, on the examples of tourism development. Research has proven 
that there is no trend int he average temperatures on an annual basis in the winter 
for middle-sized mountain areas, up to 1500 m above sea level, and that the trend 
int he mean maximum temperature on an annual basis is moderately positive, 
while the average minimum temperature recorded a slight growth.  

In other seasons, there is a significantly positive and moderately positive 
temperature trend, which gives priority to the development of summer tourism. 
The traditional way of doing agriculture and the arrangement of traditional 
settlements in this area are complementary to other activities. Protection and 
presentation of nature and natural values of these areas in the future give priority 
to the development of health and recreational tourism (Zlatibor, Zlatar, Tara, 
Brze$e).  

Medium high and high mountain areas (Kopaonik), which were explored 
here, were equally affected by the current climate changes, while the 
consequences for mountain tourism were significant in lower areas. This impact 
will vary with the increasing altitude, and a small increase in winter 
temperatures can eliminate ski-centers at lower altitudes. Thus, the importance 
of high-mountain tourist centers and the need for sustainable development is 
increased. 
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Abstract⎯ One of the most complex problems of wind power plant operators is to 
compose a so-called “timetable” that is based on estimating the amount of power produced 
on the next day divided into small time units. Creation of this timetable could be based on 
the mathematical statistical method presented in this paper. Our statistical method is based 
on the construction of a model based on the statistical structure of the change of measured 
daily average wind speed, that enables the estimation of the probability of decreasing or 
increasing daily average wind speed by the next day in certain time periods or at various 
weather conditions. The statistical structure of daily average wind speed changing day by 
day provides further important information on the wind climate of Hungary and may help 
protection against wind erosion, building planning, and estimating bioclimatic factors. The 
basics of the method and the estimation of the sign of changes for the next day are presented 
in the following. The database is composed of daily average wind speed data measured at 
nine Hungarian meteorological stations between 1991 and 2000. Studies were performed 
for the whole period and for anticyclone and cyclone conditions based on Péczely’s 
macrosynoptic situations and their transitional situations as well. The relative amount 
characterizing the change of daily average wind speed day by day was defined, and then 
the most important basic statics were analyzed. The distribution by sign of this amount and 
the relationship with the actual daily average wind speed were studied. Based on the results, 
the sign of wind speed change by the next day is estimated. As a conclusion, it can be stated 
that the presented model yields best results if the present day belongs to cyclone conditions. 
 
Key-words: daily average wind speed, day by day changes of average wind speed, 

statistical estimations, error of estimations 
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1. Introduction 

The total capacity of established wind power plants in Hungary is 329.325 MW 
with 172 wind power plants operating at 39 sites. The process of wind energy 
utilization in Hungary and the evaluation of this process are discussed in detail by 
Tóth and Bíróné Kircsi (2013, 2014, 2015). 

With the integration of wind energy into electricity grids, it is becoming 
increasingly important to obtain accurate wind speed/power forecasts. Accurate 
wind speed forecasts are necessary to schedule dispatchable generation and tariffs 
in the day-ahead electricity market (Bremnes et al., 2002; Kavasseri and 
Seetharaman, 2009; Shukur and Lee, 2015). 

One of the most complex problems of wind power plant operators is to 
compose a so-called “timetable” that is based on estimating the amount of power 
produced on the next day divided into small time units. The complexity of the task 
is given by, for example, the difficulty of predicting wind speed for every hour. 

Composition of this timetable could be improved using the statistical method 
presented in this paper. The basis for the model was established and published in 
previous works (Tar and Puskás, 2010ab; Tar, 2011, 2014ab, 2015; Puskás et al., 
2014; Tar et al., 2015, 2016; Lázár, 2015; Tar and Lázár, 2016). The model 
presented here is suitable for predicting the probability of the decrease or increase 
of daily average wind speed, and thus, average wind energy by the next day for 
certain time periods (e.g., season, year) and in different weather conditions 
(macrosynoptic conditions), or in the cases of transition between them. Studying 
the statistical structure of daily average wind speed changes in detail enable us to 
estimate the average wind speed of the “next day”, on the basis of one of the basic 
statistics yielding a tool for wind power plant operators for composing the 
compulsory timetable. Moreover, it will give important information on the wind 
climate of Hungary and may help to estimate bioclimatic factors, as well. 

The basis of the method and the estimation of the sign of changes by the next 
day that could be utilised from climatological points of view as well are presented 
in the following. 

2. Methods, database 

Database of the study is composed of the hourly wind speed data of nine 
meteorological stations (Szombathely, Gy�r, Pécs, Budapest, Kékestet�, Szeged, 
Békéscsaba, Miskolc, and Debrecen) for the time period between 1991 and 2000 
supplied by the National Meteorological Survey. Location of the stations is given 
in Fig. 1.  
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Fig. 1. Geographical location of the observatories comprising the analyzed database. 
 
 
 
The data series cannot be regarded homogeneous at all stations, since certain 

devices or even the stations were moved in the studied period. Although the 
parameter describing the change of the daily average wind speed is independent 
of the height of the anemometer with good approximation, wind speed values 
were transformed for 10 m applying the WMO formula (see e.g., Mez�si and 
Simon, 1981; Tar and Puskás, 2010a) to make results comparable. 

Analyses were made for the whole time period and for anticyclone and 
cyclone situation groups based on the Péczely’s macrosynoptic conditions and for 
their various transitions. Macrosynoptic codes of the given days were taken from 
the works of Károssy (1993, 1998, 2001), and then the days belonging to 
anticyclone (AG) and cyclone (CG) situations were identified (see, e.g., Péczely, 
1961; Tar, 2007; Tar and Puskás, 2010a). 

For constructing the model, the average wind speed of every subsequent day 
has to be known, thus the last day and all days before and after every missing day 
were deleted from the database. The study period (January 1, 1991 –December 31, 
2000) is composed of 3653 days. The number of days taking into consideration varies 
between 100% (Kékestet�, Szeged) and 93.9% (Miskolc) of the 3653 days, because 
of missing and deleted days. These are called complete time series henceforward. 

With a few tenth of difference, 67% and 33% of the studied days belong to 
AG and CG groups, respectively, at the particular stations. Let us consider that 
AG/AG, when an AG day is followed by another AG day is the conditional event, 
while CG/AG means a CG day following an AG one. Similarly, CG/CG and 
AG/CG days can be defined as well. Their conditional relative frequencies are 
83%, 17%, 64%, and 36%, respectively. These results are in accordance with the 
results of our studies covering four years (Tar and Puskás, 2010b). Days 
belonging to CG and AG can be followed by any days, therefore, they could be 
indicated as WE/AG and WE/CG (WE - whatsoever). 
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3. Statistics of the daily relative change of daily average wind speed 

Daily wind speed day by day is characterized by the relative amount of 
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v

−
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where vp and vn are wind speeds of the present and the next day respectively. Δvr 
is approximately independent of the height of the anemometer. In percentage it 
shows the change of daily average wind speed compared to that of the previous 
day. 

Since Δvr is the observed value of a probability variable with special 
structure, their most important statistical functions are analyzed in detail in 
relation primarily with situation groups and their transitions. 

3.1. Basic statistics of relative change 

3.1.1. Average values 

Average values of Δvr in the complete time series and in the various transitions 
are presented in Table 1. It can be seen that the average is always positive, i.e., 
the average wind speed of the next day is always greater than that of the previous 
day in a long-term average. Values range between 0.18 (Gy�r) and 0.08 (Miskolc) 
with slight orographic differentiation in the complete time series: greater values 
appear in Western Transdanubia followed by the data of Great Plain and finally 
by stations in mountains shown in Fig. 2. Only Budapest does not fit into this 
series. 
 
 

Table 1. Mean values of relative changes Δvr 

 whole period WE/AG WE/CG AG/AG CG/AG CG/CG AG/CG 

Szombathely 0.17 0.19 0.12 0.18 0.24 0.16 0.05 
Gy�r 0.18 0.22 0.09 0.23 0.18 0.10 0.07 
Pécs 0.11 0.14 0.06 0.15 0.07 0.05 0.08 
Budapest 0.09 0.12 0.04 0.11 0.16 0.06 0.02 
Kékestet�  0.10 0.12 0.06 0.15 0.02 0.03 0.11 
Szeged 0.13 0.15 0.07 0.17 0.10 0.07 0.08 
Békéscsaba 0.12 0.15 0.07 0.16 0.09 0.06 0.09 
Miskolc 0.08 0.10 0.05 0.09 0.14 0.06 0.03 
Debrecen 0.13 0.15 0.07 0.17 0.07 0.07 0.08 
mean 0.12 0.15 0.07 0.16 0.12 0.07 0.07 
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Extreme values of Δvr averages are associated with the transitions. Maximum 
values appear when the present day belongs to AG. The absolute maximum is 
0.24 (Szombathely, CG/AG). Among the subsequent series of maximums, the 
already mentioned orographic character is somewhat stronger. Minimum values 
appear when the present day belongs to CG except for Kékestet�. The absolute 
minimum is 0.02 (Budapest, AG/CG and Kékestet�, CG/AG). This also indicates 
that orographic effects cannot be detected in the series of minimums. 

 
 
 
 

 
Fig. 2. Spatial differences of average values of Δvr in the whole time period. 

 
 
 
 

The areal average of Δvr is also greater in AG/AG, CG/AG, and WE/AG 
transition. The greatest areal average belongs to the AG/AG transition with a 
value of 0.16. In the remaining three transitions (CG/CG, AG/CG, WE/CG), the 
average is the same, 0.07. 

3.1.2. Variability 

The coefficient of variation (relative standard deviation) is applied to analyze the 
variability of Δvr. Its values varying between 30.84 (Budapest, AG/CG) and 3.24 
(Szombathely CG/AG) indicating that its statistical characteristics are very 
variable. Its maximum values occur at CG/CG and AG/CG transitions except for 
Kékestet�, where maximum values appear at either AG/AG or CG/AG transitions. 
In the series of extreme values according to magnitude, no orographic 
characteristics can be observed. 
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3.1.3. Minimum, maximum, scale 

It seems like Δvr is bounded from below, since its minimum values are not lower 
than –1, varying between –0.94 (Szeged complete time series, WE/CG, CG/CG) 
and –0.70 (Kékestet� and Miskolc, AG/CG). Maximum values vary in a 
significantly greater interval: 1.91 (Pécs, CG/AG) and 18.71 (Békéscsaba 
complete time series, WE/AG, AG/AG), i.e., there is almost a tenfold difference 
in their values. When the frequency distribution was determined (see Section 
3.1.6) classification into intervals with a particular width was performed up to  
Δvr = 3. Greater values were classified into the same interval. Their frequency 
varies between 2.6% and 0.2% with an average of 1%. 

3.1.4. Median 

Studying the median is important, because its sign yields information on the 
distribution of Δvr according to the sign. If the median is 0, half of the sample 
elements are negative and the other half are positive. If the median is negative, 
one half of the sample is composed of only negative and the other half is 
composed of mixed numbers. This means, that negative Δvr, i.e., decrease of daily 
average wind speed by the next day has greater probability, while with positive 
median the opposite occurs. 

The absolute value of median is in the range of one hundredth varying 
between –0.07 and 0.05, except for three cases. The absolute value of median is 0 
in 33.3% of the cases, while positive and negative in 23.8% and 42.9% of the 
cases, respectively. According to these facts, unchanging or increasing average 
wind speeds in Hungary are more probable (57.1%) than diminishing wind speeds 
considering the next day. The followings are experienced according to categories: 
(1) the median is zero everywhere in the complete time series, (2) the median is 
zero or positive in the cases of WE/AG and AG/AG, while (3) the median is zero 
or negative in the case of CG/CG. Regarding to stations: zero or positive median 
occurred in five (four) categories stations Miskolc and Debrecen (Szombathely, 
Gy�r, Budapest, Kékestet�, and Békéscsaba). It means that Δvr values are not 
negative at these stations, i.e., unabating daily average wind speed has greater 
probability than decreasing. At stations Pécs and Szeged, negative median 
occurred one time more than positive. 

3.1.5. Skewness, kurtosis 

Difference of the frequency distribution of Δvr from normal distribution is shown 
by the values of skewness and kurtosis coefficients by definition determined from 
the empirical central momentums (Dévényi and Gulyás, 1988). Both statistical 
functions show that the distribution of Δvr can be very close and also far away 
from normal distribution, and this is approximately independent of weather and 
orographic conditions. 
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3.1.6. Frequency distribution, mode  

According to Section 3.1.3, the values of Δvr were classified into 0.2 wide 
intervals. Detailed analysis of frequency distributions is not given here, as the 
primary aim was to determine the empirical value of mode (�Δvr�), defined as the 
centre of the interval containing the highest number of sample elements. In 90.5% 
of all cases (64) this interval is (–0.2; 0.0), i.e., the mode of Δvr is –0.1.  

In the rest of the cases, frequencies belonging to mode values are only a few 
tenth of % greater than that of the intervals containing –0.1. Thus, the most 
probable value of Δvr is –0.1 which is independent of weather conditions and their 
transitions and location, that makes the estimation of the average wind speed of 
the next day relatively simple. 

3.2. Distribution of relative change according to sign 

In the estimation of relative changes, the analysis of the distribution of Δvr 
according to sign is essential. As we have seen, the average values of Δvr are 
positive in all cases, therefore, in the long term, the wind speed of the next day is 
always greater than that of the previous day. The same was determined when the 
median was studied. Studying only the weather conditions, the rate becomes the 
opposite as the rate of negative changes, i.e., decrease is 53.7%. 

In Fig. 3 the appearances of the differences between the positive or 0 and the 
negative values of Δvr (dpn, in°%) are presented by categories. For example, 2.4% 
means that the frequency of Δvr

 ≥ 0 values is 51.2%, while that of negative values 
is 48.8%. 

According to Fig. 3, the value of dpn at WE/AG and AG/AG transitions is 
positive at every station in the complete time series, i.e., Δvr ≥ 0 changes appear 
with greater probability. The probability of average wind speed of the next day 
greater than that of the previous day is greatest, 56.2% in Miskolc at  CG/AG 
transition, followed by Kékestet� with 55.9% at AG/CG transition. Further order 
is Budapest with 55.6%, Pécs 54.7%, Debrecen 54.5%, Szeged 54.3%, Gy�r 
54.2%, Békéscsaba 53.2%, and Szombathely 53.1%, all of them at AG/AG 
transition. Average probability of Δvr

 ≥ 0 is greatest at AG/AG with 54.3%, i.e., 
at this transition, the increase of the wind speed of the next day in Hungary seem 
to have greatest probability. Smallest probability appears at CG/CG and AG/CG 
transitions with 48.6% and 48.5%, respectively. Probability of the selected case 
is greater than 50% in 58.7% of all cases (63). 
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Fig. 3. Ratio of differences between the number of Δvr ≥ 0 and Δvr < 0 cases. 

 

 
Categories containing only negative dpn values cannot be found. The 

probability of that the average wind speed of the next day would be smaller than 
that of the previous day is greatest, 57.9% at CG/AG transition in Kékestet�, 
followed by 56.3% at AG/CG transition in Szombathely, and 56.1 % and 55.1% 
at AG/CG transition in Gy�r and Budapest, respectively. The order continues with 
52.6% at CG/CG transition in Szeged, 51.5% at CG/AG transition in Pécs, 51.4% 
at AG/CG transition in Miskolc, 50.9% at CG/CG transition in Békéscsaba, and 
50.8% at CG/AG transition in Debrecen. 

When values of dpn are studied by stations in the complete time series, it can 
be observed that they vary in smaller intervals than at the transitions. The range 
here is 4.2%, while the average is 4%. Consequently, independently of weather 
conditions in Hungary, the probability of greater and smaller daily average wind 
speed of the next day than that of the present day is 52% and 48%, respectively. 
National averages of dpn in the rest of the categories are positive at transitions 
when the present day is AG, and negative if the present day is CG. The order, 
shown in Fig. 3, is 7.4%, –2.9%, 8.6%, 1.5%, –2.8%, –3.1%. 

3.3. Relationship between the sign of relative change and the average wind 
speed of the present day 

According to Eq. (1) Δvr is in a very complex function with the average wind 
speed of the present day (vp) considering that the average wind speed of the next 
day (vn) also depends on this. It is reasonable to regard the (vp,Δvr) relationship 
stochastic. Closest correlation was found with logarithmic regression. Values of 
i(vp, Δvr) correlation index is presented in Table 2. 
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Values of i(vp, Δvr) vary between 0.592 (Gy�r, CG/CG, see Fig. 4) and 0.404 
(Miskolc, AG/AG). Regarding absolute values, the maximum coefficient can be 
found in Gy�r except for AG/CG transition, when it was found in Budapest. 
Considering minimum values, there are no such strict orographic orders. 
Considering station orders, maximum values appeared at CG/CG transitions in 
seven towns, where the exceptions are Szombathely (AG/CG) and Kékestet� 
(CG/AG). This means that except for the latter ones, the maximums of the 
correlation index belong to the transitions, when the present day is CG. 

The regression curve crosses the horizontal, vp axis in all cases. The zero 
point is vp0. For the points of the regression curve with (x,y) coordinates, y > 0 
before the zero point and y < 0 after the zero point. As a result, it can be assumed, 
that the sign of the observed values of Δvr are in connection with zero points. Zero 
points can be regarded threshold values regarding the sign of Δvr. Table 2 also 
presents the values of vp0. 
 
 
 
 
 

Table 2. The correlation index i(vp, Δvr) of logarithmic regression and the zero point vp0 of 
regression function 

   whole 
period WE/AG WE/CG AG/AG CG/AG CG/CG AG/CG 

Szombathely 
i(vp, Δvr) 0.458 0.449 0.478 0.446 0.501 0.474 0.508 
vp0 (m/s) 3.8 3.6 4.0 3.5 4.3 4.4 3.4 

Gy�r 
i(vp, Δvr) 0.534 0.523 0.561 0.526 0.565 0.592 0.540 
vp0 (m/s) 2.5 2.4 2.7 2.3 3.0 2.9 2.4 

Pécs 
i(vp, Δvr) 0.505 0.495 0.525 0.497 0.488 0.536 0.521 
vp0 (m/s) 3.1 3.0 3.3 3.0 3.4 3.4 3.0 

Budapest 
i(vp, Δvr) 0.473 0.435 0.542 0.434 0.532 0.558 0.544 
vp0 (m/s) 2.6 2.6 2.7 2.5 3.1 2.9 2.4 

Kékestet� 
i(vp, Δvr) 0.459 0.457 0.456 0.445 0.501 0.481 0.405 
vp0 (m/s) 4.2 4.2 4.2 4.2 4.2 4.2 4.4 

Szeged 
i(vp, Δvr) 0.513 0.495 0.559 0.496 0.526 0.586 0.543 
vp0 (m/s) 3.4 3.3 3.6 3.1 3.8 3.8 3.3 

Békéscsaba 
i(vp, Δvr) 0.479 0.464 0.549 0.472 0.477 0.563 0.534 
vp0 (m/s) 3.3 3.1 3.6 2.9 3.8 3.7 3.4 

Miskolc 
i(vp, Δvr) 0.434 0.405 0.501 0.404 0.456 0.522 0.474 
vp0 (m/s) 3.1 3.0 3.1 2.9 3.6 3.2 3.0 

Debrecen 
i(vp, Δvr) 0.494 0.483 0.524 0.480 0.515 0.553 0.494 
vp0 (m/s) 3.0 2.9 3.2 2.8 3.3 3.3 3.0 
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Fig. 4. The closest logarithmic relationship between the present day’s average wind speed 
(vp) and the next day’s relative change (Δvr). 

 
 
 

Fig. 4 shows that most of the positive or 0 changes (Δvr ≥ 0) appear when the 
average wind speed at 10 m height of the present day is smaller than or equal to 
the zero point, vp ≤ vp0. Maximum and minimum frequency of the event is 48.0% 
(Miskolc CG/AG) and 29.9% (Kékestet�, CG/AG), respectively. Maximums 
belong to transitions when the present day is AG at the rest of the stations as well, 
except for Kékestet�. In the case of vp ≤ vp0, frequencies vary between 15.5% 
(Kékestet�, CG/CG) and 5.5% (Szombathely, CG/AG). Maximums at the rest of 
the stations also belong to transitions when the present day is CG, except for Pécs. 
The rate of frequencies belonging to the two conditions is between 8.6 
(Szombathely, CG/AG) and 2.0 (Kékestet�, CG/CG). Almost 90% of them are 
between 2 and 6. Frequency of positive changes is 40.4 % when the average wind 
speed of the present day is smaller than the zero point of the regression curve and 
10.2% when it is greater than the zero point. 

Frequencies of negative changes (Δvr < 0) are between 28.5% (Szombathely, 
CG/CG, Debrecen, WE/AG) and 17.9% (Pécs, WE/CG) in the case of  
vp ≤ vp0. Maximums belong to transitions when the present day is AG, except for 
Szombathely and Gy�r. Greater order is found in the distribution of minimum 
values: maximums appear at transitions when the present day is CG at every 
station. Most of the negative changes occur when the average wind speed of the 
present day is greater than the zero point (vp ≤ vp0). In this case, the maximum 
frequency is 36.5% (Kékestet�, CG/AG) while the minimum is 18.8% 
(Szombathely, WE/AG). Maximums at the rest of the stations belong to 
transitions when the present day is CG. Minimums appear at transitions WE/AG, 

<vr = -0.7406 ln(vp) + 0.7887
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and AG/AG except for Kékestet�. Frequency of the two conditions is 1.5 
(Szombathely, WE/AG) and 0.5–0.6. Almost 70% of them appear between 0.6 
and 1.2. Extreme values are ordered, maximums and minimums appear when the 
present day is AG and CG, respectively. Probability of negative changes is almost 
the same on average in the two cases: 23.1% in the case of present day average 
wind speed smaller than the zero point of the regression curve, and 23% if it is 
greater. 

Average wind speed of the next day, therefore, will probably increase, that 
is in the case of present day, wind speeds are smaller than the zero point of the 
regression curve. Smallest probability belongs to the increase of wind speed of 
the next day when the present daily average wind speed is greater than the zero 
point. The probability of decrease of the average wind speed of the next day does 
not differ significantly in the two cases. 

The latter statements are independent of location and transitions. If only the 
sign of Δvr is to be estimated and the average wind speed of the present day is 
known, the estimation could be performed with high reliability in comparison to 
the zero point of the regression curve. Zero points, however, are dependent on 
location and categories. Since its determination is not simple, it is more sensible 
to select a statistical parameter as a threshold, which is already known or can be 
calculated easier. 

According to our earlier studies (Tar, 2011, 2015; Lázár, 2015), the 
relationship of the simple change of Δv = vn – vp and the daily average wind speed 
is described best by linear correlation, and the zero point of the regression line in 
the complete time series is the same as the average speed of the time period [v]. 
Based on this result, it was presumed that the average wind speed of the categories 
could be used instead of zero points because the difference is zero in 12 cases 
(19%), negative in 6 cases (9.5%) and positive in 45 cases (71.5%). Differences 
vary between 0.7 m/s (Szombathely, CG/AG) and –0.3 m/s (Kékestet�, CG/AG, 
Szombathely, AG/CG), their average is 0.2 m/s. 

Therefore, the conditional relative frequencies of f(Δvr≥0/vp≤[v]), 
f(Δvr≥0/vp>[v]), f(Δvr<0/vp≤[v]), f(Δvr<0/vp>[v]) were determined, and it is 
presented in Fig. 5. Based on this figure, the following general statements can be 
made. 

It has the greatest probability (33.2% – 43.7%) at every station, except for 
Kékestet�, CG/AG in every category, that Δvr is positive if the average wind speed 
of the present day is smaller than the average wind speed of the category. This 
probability is the second greatest (30.8%) at Kékestet� at CG/AG transition after 
f(Δvr<0/vp>[v]) (~35%). The maximum of the frequency f(Δvr≥0/vp≤[v]) appears 
always in Szombathely, except for AG/CG situation, thus the absolute maximum 
is here as well: 43.7% at AG/AG transition. Minimums of the categories split 
among Békéscsaba, Pécs and Kékestet�. The frequency of the event 
(Δvr≥0/vp≤[v]) varies between 40.1 % (AG/AG) and 36.2% (CG/CG) on average. 
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Fig. 5. Conditional relative frequencies of the sign of Δvr (f, %) referred to the mean wind speed 
of categories ([v]): a: f(Δvr≥0/vp≤[v]), b: f(Δvr≥0/vp>[v]) c: f(Δvr<0/vp≤[v]), d: f(Δvr<0/vp>[v]) 

0

20

40

60

a b c d a b c d a b c d a b c d a b c d a b c d a b c d a b c d a b c d

Szombathely Gy�r Pécs BudapestKékestet� Szeged BékéscsabaMiskolc Debrecen

f (%)

0
20
40
60

a b c d a b c d a b c d a b c d a b c d a b c d a b c d a b c d a b c d

Szombathely Gy�r Pécs BudapestKékestet� Szeged BékéscsabaMiskolc Debrecen

f (%)

0

20

40

60

a b c d a b c d a b c d a b c d a b c d a b c d a b c d a b c d a b c d

Szombathely Gy�r Pécs BudapestKékestet� Szeged BékéscsabaMiskolc Debrecen

f (%)

0

20

40

60

a b c d a b c d a b c d a b c d a b c d a b c d a b c d a b c d a b c d

Szombathely Gy�r Pécs BudapestKékestet� Szeged BékéscsabaMiskolc Debrecen

f (%)

0

20

40

60

a b c d a b c d a b c d a b c d a b c d a b c d a b c d a b c d a b c d

Szombathely Gy�r Pécs BudapestKékestet� Szeged BékéscsabaMiskolc Debrecen

f (%)

0

20

40

60

a b c d a b c d a b c d a b c d a b c d a b c d a b c d a b c d a b c d

Szombathely Gy�r Pécs BudapestKékestet� Szeged BékéscsabaMiskolc Debrecen

f (%)

0

20

40

60

a b c d a b c d a b c d a b c d a b c d a b c d a b c d a b c d a b c d

Szombathely Gy�r Pécs BudapestKékestet� Szeged BékéscsabaMiskolc Debrecen

f (%)

whole 
period 

WE/AG 

WE/CG 

AG/AG 

CG/AG 

CG/CG 

AG/CG 



297 

It has the smallest probability (5.5% – 16.2%) in every case, that Δvr is 
positive if the average wind speed of the present day is greater than the average 
wind speed of the category. Smallest f(Δvr≥0/vp>[v]) frequencies appear in 
Szombathely except for Gy�r, CG/CG, the absolute minimum is here as well at 
AG/CG transition. Maximums split among Budapest, Kékestet�, and Békéscsaba 
with the absolute maximum appearing at Kékestet� at the AG/AG transition, 
16.2%. 

The rate of the probability of the two events shows that the probability of 
positive changes – i.e., increasing average wind speed of the next day compared 
to the present day is 3.2 times higher on average if the average wind speed of the 
present day – is smaller than the average wind speed of the present day. 

In case of negative changes (Δvr<0), there is no such great difference 
between the two cases, i.e., between f(Δvr<0/vp≤[v]) and frequencies of the 
f(Δvr<0/vp>[v]). The latter frequencies are always second, i.e., greater than 
previous frequencies. The exception is Szombathely, WE/CG. Average 
probability of negative change is 20.3% (Δvr<0/vp≤[v]) and 29.1% (Δvr<0/vp>[v]). 
Their differences are greater than that when the zero point is selected as threshold. 

It can be declared that if the average wind speed of the present day is smaller 
than the average speed of the category, the probability of the increase of the 
average wind speed of the next day is 1.4 – 2.3 times greater – 1.9 times on 
average – than the decrease. On the other hand, if daily average wind speed is 
greater than the average wind speed of the category then the probability of 
decrease of average wind speed of the next day is 1.6 – 2.5 times – 2.4 times on 
average – greater than that of increase. Only [v] depends on the weather 
conditions. 

3.4. Estimating the sign of the relative change 

Based on the results of the analyses above, the estimation of the sign of average wind 
speed change for the next day could be attempted using the average wind speeds at 
10 m height of the present day and the categories. The algorithm of this estimation 
is the following: average wind speeds of the present day (vp) are compared to the 
average wind speed of the category ([v]). If vp ≤ [v] then Δvr ≥ 0. In the opposite case, 
Δvr<0 with great probability. Comparing the observed and estimated sign of Δvr the 
analyzed time series of the reliability of the model could be tested. 

The estimated rate of positive change is above 50% at every station and in 
every category. The maximum of the estimated values appear in Szombathely in 
all categories while minimums are variable. The absolute maximum is 66.1% 
(Szombathely, AG/CG) while the absolute minimum is 53% (Békéscsaba, 
CG/CG). The rate of positive changes is always overestimated. Differences 
between the estimated and observed frequencies of Δvr ≥ 0 cases are presented in 
Fig. 6. It is apparent, that the grade of overestimation is greatest always at 
Szombathely with the absolute maximum of 22.4% at AG/CG transition. The 
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maximum of average values is here as well with 10.7%. The location of 
minimums is variable and the absolute minimum is 1.7% in Budapest at CG/AG 
transition. The minimum of average values is not here but at WE/AG category 
with 5.4%, however, the 5.6% value of AG/AG transition is quite close to it.  

 
 
 
 
 

 
Fig. 6. Differences between the estimated and observed frequencies of Δvr ≥ 0 cases. 

 
 
 
 
 
 
 

The reliability of the model is indicated by the number of accurate estimations, 
i.e., when the observed and estimated signs are the same. Rate of these compared to 
the total number of days in the category is shown in Fig. 7. The highest value is 
72.2% in Szeged at AG/CG transition but values higher than 70% could be observed 
in Gy�r at WE/CG and at CG/CG transitions, and in Pécs at the same and AG/CG 
transitions and also in Budapest and Debrecen at the same transition. Our model 
yields the best results when the present day belongs to a cyclone group. The absolute 
minimum can be found in Szeged with 63.1% at CG/AG transition and close values 
appear in WE/AG and AG/AG categories. Our model yields the least number of 
accurate estimations when the present day belongs to an anticyclone group. 
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Fig. 7. Rate of accurate estimation of the sign of Δvr referred to the total number of days in 
the categories. 
 
 
 
It was also studied, how the consideration of macrosynoptic conditions and 

their transitions modify the number of accurate estimations compared to accurate 
estimations in the complete time series. Fig. 8 presents the difference between 
accurate estimations of six such categories and the complete time series. 

 
 

 
Fig. 8. Differences between the rate of accurate estimations in the macrosynoptic groups 
and the complete time series. 
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Differences vary between 4.2% (Szeged, AG/CG) and –4.9% (Szeged, 
CG/AG). 46.3% (25 cases) are negative, i.e. the number of accurate estimations 
is smaller than in the complete time series. These appear in categories when the 
present day belongs to AG in 18 cases. The number of cases when accurate 
estimations exceed those of the complete time series is 7.4% more (29 cases, 
53.7%). These take place in 20 cases in three such categories where the present 
day is CG. 40.7% of the absolute values of differences are between 2 % and 5%. 

The above are reflected by category averages as well: these are negative in 
the cases of WE/AG, AG/AG, and CG/AG (with values of –0.4, –0.5, –0.5), while 
positive in the cases of WE/CG and CG/CG, and in the case of AG/CG their values 
are 0.6, 0.2, and 2.1. 

Studying by stations, the number of categories with positive and negative 
differences is the same in Szombathely, Gy�r, Pécs, and Szeged (3–3), while the 
number of negative values is higher in Békéscsaba and Miskolc, and the number 
of positive values is higher in Békéscsaba, Miskolc, and Debrecen. 

As a result, taking into consideration the macrosynoptic conditions and their 
transitions makes no significant improvement to the accuracy of the estimation. 
Exceptions could be the 13 cases, when the absolute values of differences reach 
or exceed 2%. These could be read from Fig. 8. 

4. Summary and conclusions  

The process of constructing a mathematical-statistical model is presented in order 
to estimate the amount of wind power produced on the next day. The final version 
of the model is capable of estimating the sign of daily average wind speed change 
for the next day and the magnitude of average wind speed of the next day from 
the average wind speed of the present day. The basis of the model is the time 
series of daily average wind speeds observed in the complete time period and 
transformed into the height of 10 meters. The analyses were carried out for the 
complete time series and for the groups of days belonging to the cyclone and 
anticyclone macrosynoptic conditions (CG and AG) and their transitions (CG/CG, 
AG/CG, AG/AG, CG/AG). 

The average (Δvr) of the relative amount yielding the change of daily average 
wind speed day by day, is always positive, i.e., the average wind speed of the next 
day on average in the long term, is always greater than that of the previous day. 
The regional average is greater when the next day follows a day belonging to AG. 

Values of the variation coefficient applied to analyze the variability of Δvr 
show, that this is a very variable statistical character varying between 30.84 and 
3.24. 

Δvr can be regarded bottom limited, since its minimum values are not below 1. 
These vary between –0.94 and –0.70. Considering maximums, however, almost 
tenfold differences are found. 
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The absolute value of median is zero or close to zero except for three cases, 
between 0.07 and 0.05. In 33.3% of the total number of cases the median is 0, 
while it is positive in 23.8% and negative in 42.9% of the cases. This also means 
that the probability of remaining or increasing average wind speed of the next day 
in national average is greater (57.1%) than that of the decreasing values. Median 
is zero everywhere in the complete time period. 

Skewness and kurtosis coefficients show, that the distribution of Δvr can be 
very close to or far away from normal distribution, and this distance is 
approximately independent of weather and orographic conditions. 

Independent, of weather conditions and their transitions and also from 
location, the most probable value of Δvr mode is –0.1, that enables us to estimate 
the average wind speed value of the next day relatively simple. 

In order to estimate this, the analysis of the distribution of Δvr according to 
its sign is very important. This distribution is characterized in % by dpn showing 
the differences of negative and greater than, equal to zero values of Δvr. The 
probability of greater average wind speed of the next day than that of the previous 
day is greatest with 56.2% in Miskolc and CG/AG transition and smallest with 
53.1% in Szombathely at AG/AG transition. The average probability of the  
Δvr ≥ 0 event is greatest in the AG/AG category with 54.3%, so that the increase 
of average wind speeds of the next day increase at this transition nationwide. 
Smallest values are found at CG/CG and AG/CG transitions in 48.6% and 48.5%. 
The probability of the selected event is greater than 50% in 58.7% of the complete 
series of events (63). 

There are no categories containing only negative dpn values. The probability 
of that the wind speed of the next day is always the same is 57.9% in Kékestet� 
at CG/AG transition. 

On national average, independently of weather conditions, the probability of 
that the average wind speed of the next day is greater/smaller than that of the 
present day is 52%/48%, respectively. 

Δvr is very complex function of the average wind speed of the present day 
(vp) considering that the average wind speed of the next day (vn) is also dependent 
on this. Therefore, it is reasonable to regard the (vp, Δvr) relationship stochastic. 
The closest correlation is logarithmic regression. 

The regression curve crosses the horizontal vp the axis. Let us consider this 
crossing point to be the zero point, vp0. For the points of the regression curve with 
coordinates (x,y) y > 0 before the zero point and y < 0 after the zero point. 
Therefore, the sign of the observed values of Δvr could be associated with zero 
points. Therefore, zero points can be regarded as threshold values in studying the 
sign of Δvr. Detailed analyses proved this, however, the determination of these 
threshold values is not simple, therefore, it is practical to choose a possibly known 
statistical parameter that can be calculated easier. On the basis of previous 
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research it was presumed, that the average wind speeds of the categories could be 
used as threshold values instead of zero points. 

Based on the results of related detailed analyses it can be declared, that if the 
average wind speed of the present day is smaller than the average speed of the 
category, the probability of the increase of the average wind speed of the next day 
is 1.4 – 2.3 times higher – 1.9 times on average – than that of its decrease. If the 
average wind speed of the present day is greater than the average speed of the 
category, the probability of the decrease of the average wind speed of the next day 
is 1.6 – 5.2 times higher – 2.4 times on average – than that of the increase. Thus, 
only [v] depends on weather conditions. 

The sign of the change of the next day average wind speed was estimated 
from the average wind speeds at 10 m of the present day and the categories. The 
reliability of the presented model was tested by comparing the observed and 
estimated signs of the analyzed time series of Δvr. 

The reliability of the model is indicated by the number of accurate 
estimations, i.e., when the observed and estimated signs are the same. They are 
given as the rate compared to the total number of days in the category. The highest 
value is 72.2% in Szeged at AG/CG transition but values higher than 70 % could 
be observed in Gy�r at WE/CG and CG/CG transitions, in Pécs at the same and 
at AG/CG transitions, and also in Budapest and Debrecen at the same transitions. 
Our model yields the best results when the present day belongs to a cyclone group. 
The absolute minimum can be found in Szeged with 63.1% at CG/AG transition. 
Values lower than 65% were found in 10 cases at 6 stations at various transitions. 
The average value varies between 69% (AG/CG) and 66.4%. The latter was 
observed at CG/AG transition, but the values of WE/AG and AG/AG categories 
are close as well. Our model yields the least number of accurate estimations when 
the present day belongs to an anticyclone group. 

Taking into consideration the macrosynoptic conditions and their transitions 
makes no significant improvement to the accuracy of the estimation.  

In order to make the presented model operatively applicable to estimate the 
sign of the change of the next day average wind speed, the following conditions 
have to be set: 

- The long-term average of the wind speed of the location measured at the 
height of 10 m has to be known. This can be determined on the basis of wind 
maps as well. 

- The accurate average wind speed of the present day has to be known. This 
can be determined at the end of the day from, for example, the hourly data. 
In order to use the estimation for constructing a timetable, this data should 
be known before the end of the day. As a result, a calculated approximate 
value, like the so-called (primary) terminus averages have to be used. 

- Then these have to be transformed to 10 m based on the height of the 
anemometer. 
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Abstract⎯Meteorological gridded datasets from the reanalysis ERA-Interim of the 
ECMWF and the objective analysis E-OBSv14.0 of the ECA&D are used to initialize the 
crop model WOFOST. The data is on daily basis with 0.25° horizontal resolution and the 
model domain entirely covers southeastern part of Europe. Hence, the general of the 
authors goal is to investigate the response of the crops system to the averaged weather 
conditions, rather than of a particular year. For this purpose, multi-year daily averages 
from the 30-year period of 1981–2010 are considered. This time-span is often treated as 
“modern climate”, and it is frequently used in many evaluation studies. A special, 
purpose-build software system is designed to perform the simulation, which steers the 
data flow and the exchange between the different modules. The produced outcome, in 
form of three-dimensional digital map of the crop production specific variables, shows 
high spatial and temporal consistency, revealing the relevant features of the geographical 
and chronological variation of the output parameters at the same time. 

 
Key–words: ERA-Interim, E-OBS, WOFOST, crop simulation in grid 

1. Introduction 

Continued pressure on agricultural land, food insecurity, and required adaptation 
to climate change has made integrated assessment and modelling of future agro-
ecosystems development increasingly important. Various modelling tools are 
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used to support the decision making and planning in agriculture, and 
consequently, many common efforts are dedicated to the problem. Thus, for 
example, the ACCELERATES project (Rounsevell et al., 2006) aimed to assess 
the vulnerability of European agro-ecosystems to environmental change in 
support of the conventions of climate change and biological diversity. This was 
based on a study of the impact of environmental change on land use and 
biodiversity (for selected species and habitats) in agro-ecosystems. The 
approach integrated existing models of agricultural land use, species 
distribution, and habitat fragmentation within a common scenario framework, so 
that impacts could be synthesized for different global change problems. The 
results suggest that policy and conservation strategies should not tackle the 
vulnerability of agriculture and biodiversity independently. 

An important component in this is crop modelling. The crop model (CM) 
simulates or imitates the behavior of a real crop by predicting the growth of its 
components, such as leaves, roots, stems, and storage organs as a function of the 
soil and weather conditions and crop-specific parameters. Thus, a CM does not 
only predict the final state of crop production or harvestable yield, but also 
contains quantitative information about major processes involved in the growth 
and development of the crop. Reactions and interactions at the level of tissues 
and organs are combined to form a picture of the crop’s growth processes. In 
crop growth modelling, current knowledge of plant growth and development 
from various disciplines, such as crop physiology, agrometeorology, soil science 
and agronomy, are integrated in a consistent, quantitative, and process-oriented 
manner (Oteng-Darko et al., 2013). 

Meteorological conditions are the main abiotic factors for the development 
of the cultivars, and correspondingly, agriculture is influenced by the prevailing 
weather and climate. Thus, for example, elevated temperature and humidity 
affect the biological processes like respiration, photosynthesis, plant growth, 
reproduction, water use, and other processes. Consequently, the quality and 
reliability of the meteorological input data for the CMs are of primary 
importance. The most modern CMs are one dimensional, namely they use the 
meteorological and soil data measured in certain point of interest. According to 
the meteorological input, the typical and most widely used source of such 
information, the time series are collected in the network of the standard 
measurement stations. Obviously, the resulted CM output is spatially limited 
also to the vicinity of the location of the point of the information source. An 
alternative approach is to use meteorological data from reanalysis (RA) and 
objective analysis (OA) and to run the CM gridcell-by-gridcell independently. 
The main advantage of the RA and OA is obvious: they provide spatially and 
temporally the best estimated picture of the state of the atmosphere in form of 
continuous gridded digital maps. The methods incorporated in every RA model 
maintain also the dynamical consistency between the variables. The OA, which 
is, generally speaking, a multistage procedure of error-detecting and removing, 
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as well as, homogenization and interpolation of the measurements, produces 
output, which is much more reliable in comparison with the row data. 
Consequently, such gridded datasets are widely used and will continue to be 
important for many reasons (see Haylock et al., 2008 for details). The main aim 
of the presented work is to investigate the principal applicability of RA and OA 
datasets for initialization of 'state-of-the-art' CM and to analyze the resulted crop 
model output. For this purpose, a software system is build, which uses data from 
the current reanalysis of the European Centre for Medium-Range Weather 
Forecasts (ECMWF) ERA-Interim and from the version 14.0 of the OA data-set 
E-OBS of the European Climate Assessment&Dataset (ECA&D) for 
initialization of the version 7.1.7 of the CM WOFOST. Multi-annual daily 
averages of the input parameters for the time span 1981–2010 are used, and the 
model domain covers Southeast (SE) Europe entirely. 

The aim of the study is to investigate the crop response to the atmospheric 
conditions, and more specifically, to the climate means, thus, only the 
meteorological input is altered. All other input settings and parameters of the 
CM WOFOST are left on their default values. Thus, generally speaking, the 
work is a preliminary but necessary prerequisite for more realistic simulations. 

The article is structured as follows. Section 2. is dedicated to the concise 
description of the CM WOFOST, the input datasets and the accepted 
methodology. Section 3. presents the performed calculations and the obtained 
results. The conclusion and outlook for the further plans are given in the last 
section. 

2. CM WOFOST, input data and methodology 

2.1. CM WOFOST 

The CM WOFOST (acronym of WOrld FOod STudies) is created by the school 
of C.T. De Wit at the Wageningen University in the Netherlands as a successor 
of earlier simulators. It is a mechanistic model that explains the growth of 
annual crops on the basis of the underlying processes, such as photosynthesis, 
respiration, and how these processes are influenced by environmental 
conditions. The model is intended to facilitate the computation of the annual 
crop production, biomass, water use, etc. for a given location and knowledge 
about soil type, crop type, weather data, and crop management factors, e.g., 
sowing date, cultivation, and fertilization (Eitzinger et al., 2009). 

The major processes are phenological development, CO2-assimilation, 
transpiration, respiration, partitioning of assimilates to the various organs, and 
dry matter formation. Potential production and two levels of limited production 
(water-limited and nutrient-limited) can be calculated. Potential production 
represents the absolute production ceiling for a given crop grown in a given area 
under specific weather conditions, and only this level is considered in the 
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current study. Production-reducing factors (like weed and pests) have not been 
taken into account. 

Like all mathematical models of agricultural production, WOFOST is a 
simplification of the reality. Basically, crop yield is a result of the interaction of 
ecological, technological, and socio-economical factors. In WOFOST, only 
ecological factors are considered under the assumption that optimum 
management practices are applied. Crop rotation and soil cultivation effects are 
not considered. 

The key point is, as stated above, that WOFOST is a one-dimensional 
simulation model, i.e., without reference to any geographic scale. Its application 
to regions relies on the selection of representative points. Nevertheless, the 
WOFOST model was calibrated in Bulgaria and used for prediction of crop 
growing, development, and yields in operational agrometeorological practice in 
NIMH-BAS (Kazandjiev and Georgieva, 2006). We are also familiar with other 
CMs, such as the freely distributed AquaCrop and DSSAT, which is not 
distributed free of charge. We have adapted one and the other, but we have 
stopped on WOFOST, because it is the basis of the EC-Crop Growth Monitoring 
System (CGMS). 

In the last two decades, the successive WOFOST versions and their 
derivatives have been used in many studies around the world including Bulgaria 
(Kazandjiev and Georgieva, 2006). WOFOST is a significant component of the 
BioMA (Biophysical Models Applications) software framework of the MARS 
(Monitoring Agricultural ResourceS, see https://ec.europa.eu/jrc/en/mars for 
details) initiative of the EU Joint Research Centre (JRC). Main aim of the 
initiative is to perform regular crop yield forecasting in order to provide monthly 
bulletins forecasting crop yields to support the EU's Common Agriculture Policy 
(CAP). Crop yield forecasts and crop production estimates are necessary at EU 
and Member State level to provide the EU’s CAP decision makers with timely 
information for rapid decision-making during the growing season. Estimates of 
crop production are also useful in relation to trade, development policies, and 
humanitarian assistance linked to food security (Leo and Baruth, 2013). 

Variation in timing of crop production can be taken into account by varying 
the starting date of the growing season and/or by selecting crop cultivars with 
different growth durations. WOFOST offers several options for positioning the 
crop calendar in the year. The start of the simulation can be at a fixed date of 
crop emergence, at a fixed date of sowing, or at a variable date of sowing. The 
end of the simulated season is determined by crop maturity or crop death, or set 
at a fixed end date, e.g., for crops harvested immature. 

More in-depth information for the model can be found in the user's guide 
(Boogaard et al., 1998), which ships together with the free-available 
distributive. 

Crop growth is simulated using daily weather data of many years and 
different parameters for each relevant soil type within a region. If required for a 



309 

particular study, calculated values, e.g., yields, biomasses produced, or water 
use can be averaged over the simulated years or aggregated over soil types. 
However, the data needed in this procedure are not always available. The 
scarcity of the daily weather data is emphasized in the user's guide (Boogaard et 
al., 1998). It is also stated, that the option included in the model, which uses 
average (monthly) weather data has to be treated carefully: the use of long-term 
mean monthly weather data, mean sowing dates, and averaged soil data as 
model input may lead to a false impression of the agro-ecological potential of a 
region. This implies that original rather than averaged data must be used as 
model input, and that if needed, averaging can be done only after the simulation. 
The temporal and spatial discontinuity of the point measurements is inherent 
weakness of each dataset, containing such data. Further and very relevant 
problem is the absence of such a key agrometeorological parameter from the 
standard (i.e., synoptic) measurements. Usually, to overcome this, empirical and 
semi-empirical relations between various parameters, for example, sunshine 
duration, latitude, longitude from one side, and insolation from the other are 
implemented. Such relations, as a whole, are very schematic, and their 
suitability in the crop modelling is disputable. This fact was an additional 
motivator for the authors to implement OA and RA data for the initialization of 
the CM WOFOST. 

2.2. RA ERA-Interim, OA E-OBS, and used methodology 

The latest operational RA of the ECMWF ERA-Interim (Dee et al., 2011) is the 
global atmospheric reanalysis from 1979, continuously updated in real time. The 
data assimilation system used to produce ERA-Interim is based on a 2006 
release of the Integrated Forecasting System (IFS) (Cy31r2). The system 
includes a 4-dimensional variational analysis (4D-Var) with a 12-hour analysis 
window. The spatial resolution of the dataset is approximately 80 km (T255 
spectral) on 60 vertical levels from the surface up to 0.1 hPa. ERA-Interim 
products are updated once per month with a delay of two months, and are freely 
available via the ECMWF Public Datasets web interface or from the archiving 
system. 

ERA-Interim-driven crop simulations with WOFOST were performed in 
the in-depth pan-European study of de Wit et al. (2010). In this study, two model 
setups are considered using two identical model implementations: one uses 
interpolated observed weather, the other is built from ERA-Interim. Output for 
both sources was generated for the EU27 and neighboring countries and 14 
crops, aggregated to national level and validated using reported crop yields from 
the European Statistical Office (EUROSTAT). The results indicate that the 
system performs very similar in terms of crop yield forecasting skill. The other 
main conclusion of the work is that the ERA-Interim dataset is highly suitable 
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for regional crop yield forecasting over Europe, and may be used for 
implementing regional crop forecasting over data-sparse regions. 

E-OBS is a land-only daily gridded observational dataset for precipitation 
amount, minimum, mean, and maximum temperature, and sea level pressure in 
Europe based on the collected information at ECA&D stations (Haylock et al., 
2008). The current version 14.0 covers the period from January 1, 1950 until 
August 31, 2016. Data is made available on a 0.25 and 0.5° regular latitude-
longitude grid, as well as on a 0.22 and 0.44° rotated pole grid, with the North 
Pole at 39.25N, 162W. In the current implementation, data on the regular 0.25° 
regular latitude-longitude grid are used. Besides the 'best estimate' values, 
separate files are provided containing daily standard errors and elevation. 

The weather dataset, necessary for the initialization of the CM WOFOST, 
must contain the time series of the following six variables: irradiation, minimum 
temperature, maximum temperature, early morning (EM) vapor pressure, mean 
wind speed at 2 m above ground, and precipitation. The time steps of all 
variables, except the vapor pressure, have to be one day, and the latter obviously 
requires sub-daily time resolution. Practically, the only reliable source of such 
information is the state-of-the-art RA, and this fact, in conjunction with the need 
for radiation data, was the main reason to use ERA-Interim. Thus, the data for 
the EM vapor pressure and mean wind speed are taken from ERA-Interim, while 
the minimum and maximum temperature, as well as the precipitation amount are 
from E-OBS. 

Although WOFOST is supplied with additional MICROSOFT 
WINDOWS® graphical user interface, it can be executed as stand-alone console 
application. In the latter case, all initial data have to be in the required format of 
the crop, soil, and weather files. The fact, that the FORTRAN-77 source code is 
freely available is of key importance. Alongside other benefits, this allows the 
model to be recompiled and linked again and integrated in other, purpose-built 
software projects, as described in detail in the next section. 

3. Performed calculations and obtained results 

The main aim of the authors was to exploit WOFOST in Unix-like environment, 
which offers superior opportunities for geophysical modelling. Thus, the model 
is recompiled and linked under Linux Slackware, using the bash shell script 
available in the WOFOST distributive. The WOFOST execution, data flow and 
the linkage between the separate modules are governed from the main, purpose-
build program. It is written by the authors in FORTRAN 90/95, and its skeleton 
is shown as a flow-chart in Fig. 1. 
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Fig. 1. Building blocks, file formats, and data flow in the simulation system. 

 
 
 
 

The main goal of the authors was to investigate the response of the 
agricultural system of averaged meteorological conditions rather than of a 
particular year. Thus, the multi-annual daily averages from the 30-year period 
1981–2010 have been considered. All parameters, which are needed for the 
WOFOST initialization, have been calculated first for every day in the 
considered period, and the climate averages have been obtained afterward. 

The model domain comprises Southeast (SE) Europe and is centered over 
Bulgaria. It is situated between the 15°and 35° eastern longitudes and the 35° 
and 50° northern latitudes and consists of 81×61 0.25×0.25° gridcells. 

To ensure the spatial conformability between the ERA-Interim and E-OBS, 
the ERA-Interim datasets are downloaded with 0.25° resolution. 

The variables, needed for the calculation of the water vapor pressure, noted 
in Fig. 1 with e, namely the temperature T, dew point Td, and surface pressure 
p, are available in ERA-Interim at 00, 06, 12, and 18 UTC, and thus 06 UTC 
data are selected as closest to “early morning”. The vapor pressure is obtained 
with well-known relations, and the results are validated with independent 
humidity calculators. 

From all available ERA-Interim radiation components, the insolation in 
WOFOST is closest to the surface solar radiation downwards (SSRD, ECMWF 
grib code 169, table 128), which is available at 12 and 00 UTC of the next day, 
and the daily sum is the sum of the two terms. 
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The wind module is calculated from the zonal and meridional components, 
and the average from the values at 00, 06, 12, and 18 UTC are taken. 

The E-OBS datasets are suitable for WOFOST initialization, basically 
without modification. Additionally, the E-OBS sea-land mask is used to 
constrain the simulation over the land surface only. 

The suitability of a certain place for planting of selected cultivar depends 
on many factors, but the altitude above the sea level (a.s.l.) is especially 
relevant. Ultimately, over a certain threshold of altitude, the crop productivity 
decreases and makes their cultivation senseless. This threshold depends from 
climatic zone and can vary between 800 and 1000 m. Thus, the lands above the 
mentioned altitudes have to be excluded beforehand from the simulation. The 
ERA-Interim surface geopotential field has been used to calculate the altitude, 
and no calculations have been performed in the regions above 800 m, which is a 
suitable threshold for the available winter wheat cultivars in the model domain. 
Generally, all unsuitable grounds have to be excluded, i.e., calculations should 
not be performed over, for example, forests, internal water sheets, urbanized 
areas, etc. At the current implementation and grid spacing, however, only the 
land-sea and elevation criteria are considered. 

The physical properties of the soil required by WOFOST are often derived 
from soil maps. Boogaart et al. (1998) emphasizes, that the rules applied to 
derive these properties from map units are still rather tentative, and only a small 
number of standard datasets are provided with the model. The absence of 
“WOFOST-readable” soil inventory in the model grid is the biggest obstacle to 
maintain the simulation close to the reality. At this stage, the soil type is set to 
the default one (i.e., as in the model distributive). We have also performed 
simulations with the most common soils on which winter wheat is grown in 
Bulgaria, in our case this are the chernozems (phaezems) and vertisols (pelic 
vertisols) (Koynov, et al., 1998). In the later case, the simplest soil geography is 
assumed: the soils north to the 43rd parallel, which can be defined as the border 
between Southern and Northern Bulgaria, are set to chernozems, and soils south 
to the 43rd parallel to vertisols. Such treatment is based on the available soil 
type measurements. For reasons of brevity, however, these results are not shown 
here. Simulations were made for the winter wheat crops. As in the supplied 
example in the distributive, the sowing date is fixed at the first of January. This 
is also one assumption, which, however, deviates from the agricultural practices 
Southeast Europe, but it is workable in the considered study. 

The work-flow in the modelling system is as follows. The meteorological 
data are passed from the external files into the main program for the current 
gridcell. If, at least one variable is missing, or the altitude of the gridcell is 
above the threshold, the model output is set to undefined value and any other 
processing is skipped. In the opposite case, the meteorological data are 
converted and written in WOFOST-readable format and the WOFOST is 
executed. Afterward the WOFOST-output is intercepted and internally stored. 
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The WOFOST output includes the following time-depended variables: number 
of days since emergence, development stage of crop, thermal time since 
emergence, dry weight of living leaves, dry weight of living stems, dry weight 
of living storage organs, total above-ground production, leaf area index, 
transpiration rate, gross assimilation, maintenance respiration rate, and rate of 
dry matter increase. The process is repeated in a loop for every gridcell in the 
domain. Finally, the output aggregated for all gridcells is stored in external 
three-dimensional (in space and time) binary direct access file, which is a very 
convenient form of storage allowing additional post-processing with powerful 
instruments like GrADS. The meteorological data for the whole simulation 
period are also stored in such a file. This makes the further parallel analysis of 
the meteorological and crop-specific parameters possible. The seasonal average 
of the insolation, minimum temperature, maximum temperature, EM water 
vapor pressure, and wind speed ,as well as the precipitation sum for the spring 
(traditionally accepted as March, April, and May) and the summer (June, July 
and August), which are the two most relevant seasons to the crop development, 
are shown in Fig. 2. 

 
 
 
 
 

 
Fig. 2. Seasonal averages of all meteorological parameters, except for precipitation as 
well as the precipitation sum for the spring (MAM, first row) and summer (JJA, second 
row).  

 
 
 
 
 
 
 
Figs. 3–6 show the spatial distributions of all 11 WOFOST-output 

parameters in approximately equidistant time intervals. 
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Fig. 3. Distribution of the WOFOST potential crop production output parameters on April 19.  

 

 
Fig. 4. Same as Fig. 3, but for May 29. 
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Fig. 5. Same as Fig. 3, but for July 8. 

 

 
Fig. 6. Same as Fig. 3, but for August 17. 
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The obtained results can be generalized in many directions, but thus far, the 
main features of the achieved fields of the output variables seem evident. First, 
these fields are spatially and temporally consistent: the geographical distribution 
looks realistic, with well reproduced general north-south gradient, elevation, and 
coastal effects. The last two effects are especially discernible over the main 
Carpathian ridge and the northwestern coast of Turkey, correspondingly. The 
timeliness of the simulated crop calendar also seems realistic – the maximum of 
the dry weight of the storage organs, which is probably the most important 
parameter from practical point of view, is reached approximately, over the 
plains in the internal part of the domain, in the second half of June. The model 
system simulates also the time lag, i.e., the delay of the wheat development of 
the northern and elevated regions. 

It is important, at least from practical point of view, to map the maximum 
value of, for reasons of brevity, only the 'yield-related' output variables and the 
day of the simulation (which in our case is equivalent to the day of the year 
(DOY)), when this maximum is reached. These maps are shown in Fig. 7.  

 
 

 
Fig. 7. Maximum value of the yield-related WOFOST output variables and the day of the 
year, when this maximum is reached. 
 
 
It is worth mentioning at least two peculiarities of the distributions of the 

maximums. First is the zone of low productivity, which is elongated from the 
northeastern corner of the domain to the center. This zone is most clearly 
expressed in the field of the maximum of dry weight of the storage organs. The 
reasons for appearance of this zone can be manifold, but most important is 
perhaps the reduced precipitation in the spring and summer over there, as shown 
in Fig. 2. 
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The second peculiarity seems at first slightly strange: the productivity over 
the semi-mountainous regions, which are traditionally not considered as suitable 
for crop breeding, is bigger than on the plains. This is especially good expressed 
in the foothill parts of the Carpathians. The plot of the time series of the 
WOFOST over two gridcells – the first over the Thracian valley in Bulgaria and 
the second over the Carpathians shows this clearly. In the first gridcell, the 
maximum is around the end of June and close to 8 t/ha, and in second cell is 
occurs almost a month later with values near 10 t/ha. In the first case, the main 
part of the crop development is in June and in the second – in July. Thus, 
probable explanations for the elevated winter wheat production in the second 
case are the more favorable weather conditions during the period of yields 
formation. More specially, the higher yields in more cooler regions are related to 
a longer growing period (and thus to a longer biomass accumulation period), and 
that there is a lower drought and heat stress frequency. 

The DOY of the maximum of the considered variables and the interrelation 
between them also look realistic – the distribution of the DOY of the dry weight 
of leaving leaves and stems, as well as the DOY of the leaf area index are 
practically identical. The fields of the dry weight of the storage organs and total 
above-ground production are also identical. Most typical difference between the 
two groups is the time lag of approximately one month of the second in 
comparison with the first. 

All of the described findings of the performed numerical simulation of the 
growth and development of winter wheat in Bulgaria and the Balkans, in 
particular, can be explained with physiological and biological lows of plant 
organisms. They go through two main stages of development – the vegetative 
and reproductive stages. During the vegetative stage of growth going on stems, 
leaves, and roots of the plants, the above descibed findings provide the 
necessary conditions for the formation and growth of reproductive organs that 
determines the size of yields. The leaves have the most important function until 
the moment of physiological maturation of plants. They are the photosynthetic 
apparatus that ensure the flow of assimilates for the whole plant. After flowering 
there is no increase of root activity and the root growth is dimishing (in cereals). 
After formation of reproductive organs, function of leaves gradually decreases 
and the function of the stems increases that support the growth of these organs. 
At the same time, a gradual yellowing and dying leaves upwards ensure the flow 
of assimilates only to the reproductive organs. The whole process is described 
by logistic or as it is known in biochemistry, autocatalytic functions. This fact 
justifies the differences in the dates for achieving maximum growth of 
aboveground parts of plants, as it is shown in Figs. 8–9. 
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Fig. 8. Time series of the WOFOST potential crop production output parameters for the 
gridcell in the Thracian valley. 

 

 

 

 
Fig. 9. Same as Fig. 8, but for the gridcell in the Carpathian ridge. 
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4. Conclusion 

The most significant outcome of the performed numerical experiment of the 
application of the crop model WOFOST in grid using meteorological input data 
from the reanalysis ERA-Interim and the objective analysis E-OBS is the spatial 
and temporal consistency of the produced output fields. Our study confirms the 
main conclusion in the work of de Wit et al., (2010) regarding the suitability of 
ERA-Interim for crop modelling. Although such results seem predictable, 
accounting, first, the spatial and temporal consistency of the input data and, 
second, the deterministic nature of the CP WOFOST, only the results of such 
successful simulation can proof this assumption with the necessary rigor. The 
main limitation of the model system is that only the potential crop production 
has been taken into consideration so far, which does not allow direct comparison 
with independent crop yield measurements, therefore, the outcome does not 
contradict basically with any empirically-derived agrometeorological principles. 
The produced three-dimensional digital maps of the crop production related 
parameters offer possibilities of agrometeorological analysis, which would be 
impossible with the picture derived with meteorological data from limited 
number (and as rule randomly spread) of stations. Thus, in particular, interesting 
and significant facts about the spatial and temporal variation of the crop-specific 
parameters are revealed. The simulation outcome proofs the reliability and 
suitability of the datasets originated from RA and OA for crop modelling. This 
is a relevant step ahead in the authors’ general plan for preparing more detailed 
and realistic simulation system. The next step is to include more adequate soil 
inventory and crop calendar. Later, if implementing seasonal weather 
forecasting would allow running the system in forecast mode, a futher step will 
be to predict the future crop production related variables. Such information is of 
significant importance for wide range of experts and for scientific-based 
decision-making. 
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Abstract⎯ This study presents the climatic and bioclimatic conditions at Zlatibor, as 
well as their modification and distribution over the year. Zlatibor Mountain is a popular 
tourist destination in Serbia, and it stands out as a mountain of exquisite natural and 
anthropogenic values. Information about climate and bioclimate is presented by using 
physiologically equivalent temperature (PET), and universal thermal climate index 
(UTCI) over 10-day periods. The Climate-Tourism/Transfer-Information-Scheme (CTIS) 
was also used as it displays climate and bioclimate information for tourism purposes 
based on thresholds of relevant parameters and the frequency of occurrence. The weather 
suitability index (WSI) was calculated as well, because it provides synthetic information 
about suitability of weather for different forms of recreational and tourism activities. The 
results obtained in this study were used to develop a bioclimatological leaflet for Zlatibor, 
which could be very useful to the tourism industry and stakeholders in decision-making, 
but also it will enable tourist to choose the best time for holiday depending on personal 
preferences and requirements.  
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1. Introduction 

The environmental resources that are the foundation for tourism/recreation are 
influenced by weather and climate which also affect the length and quality of 
tourism and recreation seasons, the health of tourists, and even the quality of 
tourism experiences (Scott et al., 2004; Katerusha and Matzarakis, 2015; 
Stojsavljevi" et al., 2016). Information about climate that is provided to tourists 
and tourism industry should include not only its general features (mean monthly 
and annual values of particular climate elements), but also detailed information 
about thermal comfort as well as aesthetic and physical weather factors (de 
Freitas, 2003). Several studies used bioclimate information and focused on 
diverse spatial and temporal distributions (Scott et al., 2006; Scott and Lemieux, 
2010; Matzarakis and Amelung, 2008), but also investigated the ways to 
incorporate them in tourism sector (Hall and Higham, 2005; Matzarakis, 2006; 
Matzarakis and de Freitas, 2001; Matzarakis et al., 2007a; Amelung et al., 2007; 
Gössling and Hall, 2006; Gössling et al., 2010; Jopp et al., 2010). 

During the last three decades, various climate indices for tourism were 
developed. The widely known and applied is the tourism climate index (TCI) 
(Mieczkowski, 1985), which combines seven meteorological parameters but 
without taking human energy balance into account. From a human-
biometeorological point of view, it is necessary to asses the thermo-physiology 
of human organisms, and consequently their comfort and discomfort, because 
they are important factors for tourists and their satisfaction during vacations 
(Matzarakis, 2006). Physiologically equivalent temperature (PET) is found to be 
a very useful bioclimatic index for tourism purposes. PET uses degree Celsius as 
a unit, which makes it a good indicator of thermal stress. It also evaluates the 
thermal conditions in a human physiological manner (Mayer and Höppe, 1987; 
Matzarakis et al., 1999; Höppe, 1999). Another advantage of PET is that it can 
be applied in different climates and all year round (Matzarakis et al., 2007b; Lin 
and Matzarakis, 2008; Zaninovi" and Matzarakis, 2007; Gulyás and Matzarakis, 
2009; Çal>?kan et al., 2011). 

PET was used to estimate bioclimatic conditions in different places around 
the world (e.g., Gulyas et al., 2006; Kovács et al., 2017; Thorsson et al., 2007; 
Grigorieva and Matzarakis, 2011). Additionally, PET was used to evaluate 
bioclimatological potential for tourism and recreation in various destinations in 
different climate zones (e.g., Matzarakis et al., 2013; Katerusha and Matzarakis, 
2015; Çal>?kan et al., 2011; Brosy et al., 2014; Zaninovi" and Matzarakis, 
2009). The first results of biometeorological parameters in Serbia (Vojvodina, 
northern part of Serbia) were given by Basarin, et al., (2014). Respective 
authors presented a detailed analysis of climate and weather conditions for 
tourism purposes (for two special nature reserves “Gornje Podunavlje” near 
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Sombor and “Carska bara” near Zrenjanin), including important parameters such 
as PET and tourism climate index (TCI). The latest study based on PET analysis 
in Serbia is published by Stoji"evi" et al., (2016), which conducted a detailed 
bioclimate analysis of Banja Kovilja@a (Serbia) using PET index. 

Together, with PET, Universal thermal climate index (UTCI) (Jendritzky et 
al., 2012) is being used for the assessment of the physiological thermal response 
of the human body to climatic conditions (B[azejczyk et al., 2012). UTCI has 
been applied in order to determine bioclimatic conditions in cities (e.g., 
Idzikowska, 2010; Lindner, 2011), but also to observe the modification of 
thermal conditions due to the relief features (Kunert, 2010). These results are 
very important for planning different recreational activities, especially at 
mountain tourism destinations.  

The Climate-Tourism/Transfer-Information-Scheme (CTIS) (Matzarakis, 
2007; Lin and Matzarakis, 2008; Zaninovi" and Matzarakis, 2009; Matzarakis, 
2014) is a recent development in tourism climatology. It displays climate and 
bioclimate information for tourism purposes based on thresholds of relevant 
parameters and their frequency of occurrence. Furthermore, it can be adapted to 
different types of touristic activities. According to de Freitas (2003), the three 
facets of tourism are thermal, physical, and aesthetic, which are combined in 
CTIS. The temporal resolution of CTIS is 10 days (Lin and Matzarakis, 2008). 
Another index that gives supplementary information about weather suitability 
for different tourism activities is the weather suitability index (WSI) (Blazejczyk 
and Matzarakis, 2008). The WSI provides information about usefulness of 
weather for different forms of recreational and tourism activities: passive (sun 
and air bathing) and active (mild and intensive) (Blazejczyk and Matzarakis, 
2008). 

Zaninovi" and Matzarakis (2009) developed a climate leaflet containing 
climatological and bioclimatological information for tourists. This scheme is 
valuable for tourists, because it enables them to choose the most suitable time 
period for holidays depending on personal preferences and requirements. 
Climate pamphlet is also useful to stakeholders and decision-makers (Zaninovi" 
and Matzarakis, 2009). It includes thermal indices, but also climate facets such 
as thermal, aesthetical, and physical (Matzarakis, 2006), which represent a 
combination of important factors using mean values and extreme conditions (Lin 
and Matzarakis, 2008; Matzarakis, 2010).  

The bioclimatic analysis in this study concerns Zlatibor Mountain, a 
popular tourist destination in Western Serbia. Zlatibor Mountain stands out as a 
mountain of exquisite natural and anthropogenic values, and as such, it is 
significant for the development of tourism (Jovanovi" et al., 2015). The tourism 
started to develop at the end of the 19th century and in the beginning of the 20th 
century, with the substantial increase of tourists since then (Dragovi" et al., 
2009). The climate of the investigated area is typical subalpine, with more than 
2000 hours of sunshine per year, which makes it one of the most desirable 



324 

tourist destinations in Serbia. It is characterized by relatively warm summers and 
mild winters with abundant snow cover (Dragovi" et al., 2009; Stojsavljevi" et 
al., 2016).  

2. Material and methods 

2.1. Study area 

Zlatibor Mountain is located in Western Serbia. It spreads between 17° 14| and 
17° 28| E and 43° 36| and 43° 48| N. It covers greater parts of the widespread 
plateau of Starovlaška (Fig. 1). The average elevation of Zlatibor is 1000 m. 
Zlatibor Mountain is often called the “Serbian capital of mountain tourism”. The 
touristic center of Zlatibor is in its central part at an average elevation of 
1000 m, and is surrounded by peaks Tornik (1496 m), }igota (1422 m), and a 
number of lower ones. Number of tourists during both the summer and winter 
season, is quite high (Dragovi" et al., 2009; Stojsavljevi" et al., 2016). Tornik 
ski resort is located at an elevation of between 1110 – 1490 m, 9 km from the 
tourist resort of Zlatibor. The total capacity of the ski area is about 5400 skiers 
per hour. Four runs, }igota, Tornik, Ribnica, and Zmajevac are covered by an 
artificial snowing system, so this ski resort no longer depends on snowy weather 
conditions. 

 
Fig. 1. Physical map of Serbia with the investigated area.  
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2.2. Data and methods 

The climatic and bioclimatic conditions of Zlatibor have been analyzed by using 
daily data from the Zlatibor meteorological station (43º44’N, 19º43’E, and 
elevation of 1028 m) during the period between 1992 and 2013. This data is 
recorded and provided by the Hydrometeorological Service of Serbia in 
accordance with standards recommended by the World Meteorological 
Organization (WMO).  

Before the calculation of bioclimatological indices, the homogeneity of the 
meteorological datasets was examined according to the Alexandersson (1986) 
test. The homogeneity analysis indicated that the data for the observed station is 
homogeneous. There are several methods based on the human energy balance 
that have been used for the calculation of thermal comfort for tourism 
(Matzarkis, 2006). Commonly used indices that measure the effect of the 
thermal environment on humans are PMV (predicted mean vote) (Fanger, 1972), 
PET (physiologically equivalent temperature) (Mayer and Höppe, 1987; Höppe, 
1999; Matzarakis et al., 1999), SET (standard effective temperature) (Gagge et 
al., 1986), PT (perceived temperature) (Staiger et al., 2012), and UTCI 
(universal thermal climate index) (Jendritzky et al., 2012). These thermal indices 
require input from the same meteorological variables (air temperature, air 
humidity, vapor pressure, wind speed, short- and long-wave radiation fluxes), 
but having a detailed thermophysiological basis. PET and UTCI are seen as 
preferable to other thermal indices because of their units (°C), which make 
results more comprehensive (Matzarakis et al., 1999). 

The PET values represent several meteorological parameters that influence 
the human energy balance such as air temperature, air humidity, wind speed, and 
short- and long-wave radiation. The calculation of PET also considers the heat 
transfer resistance of clothing and internal heat production (Matzarakis et al., 
1999; Lin and Matzarakis, 2008; Zaninovi" and Matzarakis, 2009). The RayMan 
model was used to calculate PET (Matzarakis et al., 2007b, 2010; Matzarakis 
and Endler, 2010). The threshold values for PET have been developed in the 
form of a graded index (Matzarakis and Mayer, 1996) (Table 1). The PET (°C) 
is based on a complete heat budget model of the human body (Höppe, 1999), 
and it provides the equivalent temperature of isothermal reference environment 
with a water vapor pressure of 12 hPa (50% at 20 °C) and less air (0.1 m/s), at 
which the heat balance of a reference person is maintained with core and skin 
temperature equal to those under the conditions being assessed (Höppe, 1999). 
The variables needed and used for calculation include air temperature (Ta), 
vapour pressure (VP), wind velocity (v), and mean radiant temperature (Tmrt). 
Activity, clothing insulation, height, and weight that are usually standardized in 
Munich Energy Balance Model for Individuals (MEMI) represent human 
parameters that have a great influence on PET values (Matzarakis et al., 2011). 
A typical indoor setting, for the reference person, is selected with work 
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metabolism of 80 W added to basic metabolism and with clothing insulation of 
0.9 clo (Matzarakis et al., 1999; 2007b; Matzarakis and Endler, 2010). The PET 
values are calculated based on meteorological parameters measured at 7.00 a.m., 
2.00 p.m., and 9.00 p.m. 

UTCI is defined as the ambient temperature corresponding to a reference 
environment that provides the same physiological response of a reference person 
as the actual environment (Bröde et al., 2012). The calculation is based on a 
multi-node model of human thermoregulation (Fiala et al., 2001), associated 
with a clothing model. The meteorological reference frame consists of the mean 
radiant temperature that is equal to the ambient temperature and the wind speed 
observed at 10 m above ground set at 0.5 m/s. The reference humidity is set at 
50% for ambient temperatures of the reference �29 °C and at 20 hPa above. The 
non-meteorological reference is set at a metabolic rate of 135 W/m2 and a 
walking speed of 1.1 m/s. Additionally, by adjusting static clothing insulation to 
the ambient temperature reflecting seasonal clothing adaptation habits of 
Europeans, human perception of the outdoor climate is depicted (Havenith et al., 
2012). The UTCI assessment scale is presented in Table 2. It is worth 
mentioning, that while the PET scale represents thermal sensations of thermal 
environment experienced by specific population, the UTCI scale was made to 
represent heat/cold stress intensities regardless the population type. The UTCI 
scale can be applied to a very wide range of temperatures, from –70 to +50 °C 
(Bleta et al., 2014). For the calculations of UTCI, the RayMan model was used. 

 
 
 
 
 
 
Table 1. Physiological equivalent temperature (PET) for different grades of thermal 
sensation and physiological stress on human beings (Matzarakis et al., 1999) 

PET (°C) Thermal sensation Physiological stress level 

<4 Very cold Extreme cold stress 
4–8 Cold Strong cold stress 

 8–13 Cool Moderate cold stress 
13–18 Slightly cool Slight cold stress 
18–23 Comfortable No thermal stress 
23–29 Slightly warm Slight heat stress 
29–35 Warm Moderate heat stress 
35–41 Hot Strong heat stress 
>41 Very hot Extreme heat stress 
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Table 2. UTCI assessment scale: UTCI is categorized in terms of thermal stress  
(Bröde et al., 2012) 

UTCI (°C) Physiological stress level 

< –40 Extreme cold stress 
(–40) – (–27) Very strong cold stress 
(–27) – (–13) Strong cold stress 

  (–13) – 0 Moderate cold stress 
 0 – 9 Slight cold stress 

  9 – 26 No thermal stress 
26 – 32 Moderate heat stress 
32 – 38 Strong heat stress 
38 – 46 Very strong heat stress 
     > 46 Extreme heat stress 

 
 
 
 
 
 
 

The bioclimatic conditions, PET and UTCI values are analyzed by means 
of the annual course of the 10-day mean values of thermal sensation at 
7.00 a.m., 2.00 p.m., and 9.00 p.m. during the year. The likelihood of occurrence 
of mean daily thermal sensation during the year is also included together with 
the likelihood of occurrences in the morning, afternoon, and evening. This 
presents a more complete picture of the bioclimatic conditions, and enables 
everyone to choose the most convenient period for a holiday, considering their 
personal preferences. The presentation using the temporal resolution of 10 days 
is very appropriate for tourism, as holidays usually last a week or two, rather 
than a whole month (Zaninovi" and Matzarakis, 2009).   

All of the above mentioned parameters are calculated for Zlatibor 
Mountain, in order to present the climate and bioclimate information to tourists. 
Furthermore, the results could be presented in a form of bioclimatological leaflet 
(Zaninovi" and Matzarakis, 2009). It is imagined to contain the annual cycle of 
meteorological variables that are important for tourism and recreation based on 
10-day periods (Zaninovi", 2001; Lin and Matzarakis, 2008). Parameters that 
affect tourism on thermal (air temperature, thermal perception), physical 
(precipitation, snow, wind), and aesthetic dimensions (daylight and clouds) were 
treated together and were evaluated in a 10-day time resolution (de Freitas, 
1990; de Freitas and Matzarakis, 2005). Additionally, annual distribution of 
mean, mean minimum, and mean maximum temperatures, as well as the number 
of days with different temperature threshold, representing ice days (Tmax<0 °C), 



328 

frost days (Tmin<0 °C), warm days (Tmax!25 °C), tropical days (Tmax!30 °C) 
were presented. Cloudiness and the number of clear and overcast days, as well as 
number of foggy days are included in the aesthetic part of the analysis. Physical 
factors incorporate the number of days with precipitation, rain, and snow cover. In 
addition to climatological and bioclimatological parameters, CTIS (Matzarakis, 
2007a, 2007b; Lin and Matzarakis, 2008; Zaninovi" and Matzarakis, 2009; 
Matzarakis, 2014) and WSI were used for more successful representation of 
tourism and recreational conditions in the investigated area (Zaninovi" and 
Matzarakis, 2009; Blazejczyk and Matzarakis, 2008). 

CTIS is very useful in providing information on the frequency of various 
features of weather in consecutive 10-day periods of the year. Thus, CTIS makes 
the analysis which weather properties would be useful for specific tourism 
activity very easy. The CTIS diagram includes thermal, aesthetic, and physical 
components of weather as follows:  

 
• Thermal comfort (18.0 °C < PET < 29.0 °C); 

• Cold stress (PET < 0.0 °C); 

• Heat stress (PET > 35.0 °C); 

• Sultriness (VP > 18.0 hPa); 

• Sunshine days (cloud cover < 4 octas); 

• Dry conditions, dry day (precipitation (RR) � 1 mm per day); 

• Wet conditions, rainy day (RR > 5 mm per day); 

• Foggy days (relative humidity (RH) > 93 %); 

• Windy days (v > 8 m/s); 

• Skiing potential (snow cover > 10 and 30 cm). 
 

For parameters 1, 2, 5, 6, 7, 9, greater probability means less favorable 
conditions, while for parameters 3, 4, 8, greater probabilities indicates more 
favorable conditions. 

Additionally, WSI provides synthetic information about the suitability of 
weather for different forms of recreational and tourism activities: passive (sun 
and air bathing) and active (mild and intensive) (Blazejczyk, 2007a; 2007b). WSI 
describes weather conditions using seven digits: thermal sensations (due to 
Subjective temperature – STI), radiation stimuli (due to absorbed portion of 
radiation), physiological strain (due to the physiological strain index – PhS), 
sultriness (due to the heat stress index – HSI), daily thermal contrast (due to the 
temperature amplitude), rain (snow) fall (> 1 mm), and snow cover (> 10 cm) 
(Blazejczyk, 2007a; 2007b). 
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Every weather condition was assigned a specific code based on particular 
forms of recreation: sun baths (SB), air baths (AB), mild recreational activity 
(e.g., walking, light plays, shopping – MR), intensive recreation and summer 
tourism (e.g., football, biking, climbing, jogging, etc. – AR), and ski tourism 
(ST). Every weather condition was estimated using WSI as follows: 0 – 
unfavorable, 1 – favorable with limitations, 3 – favorable without limitations 
(Blazejczyk and Matzarakis, 2008). Calculation of all of the above mentioned 
parameters is adopted from the approach given by Basarin et al. (2014). 

3. Results 

3.1. Air temperature (Ta), humidity (RH), vapor pressure (VP), precipitation 
(RR), snow, and wind (v) 

The frequency distribution of air temperature (Ta) for the period from 1992 until 
2013 is shown in Fig. 2. 
 

 
 

 
Fig. 2. Relative frequency diagrams of mean daily air temperature for Zlatibor for the 
period from 1992 to  2013.  

 
 
 
 

Hottest days occur during the summer months with up to 5% of values 
ranging from 25–30 °C in July and August. The highest percentage was 
observed in the third period of August. Coldest days can be observed from the 
second ten-day period in October until the beginning of April. In December and 
January, more than 50% of days display temperatures ranging between �10.0 
and 0.0 °C. Days <�10 °C are rare and show the highest amount (8%) in the 
third ten-day period in January and February. 
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Air temperature is also analyzed by means of the annual course of the 10-
day mean values measured at 7.00 a.m., 2.00 p.m., and 9.00 p.m. during the year 
(Fig. 3). The mornings and late afternoons are very cold ((–5) – 0 °C) from 
November until the end of February. From the second ten-day period in April 
until the third ten-day period in August, mornings and late afternoons are 
pleasant with temperatures ranging from 10 to 20 °C. During noon in summer 
months, temperatures could be very high with average values ranging between 
20–25 °C. 

 
 
 
 

 
Fig. 3. Annual course of 10-day mean air temperatures at 7 a.m., 2 p.m., and 9 p.m. in 
Zlatibor for the period from1992 to 2013. 

 
 
 
 
 
The same kind of frequency diagram was produced for RH and VP (Figs. 4 

and 5). Values of RH show a high variability with atypical annual cycle. More 
than 50% of the values in the range between 85 and 95 and above 95% RH or 
even higher are observed during the winter months, December, January, and 
February. During the same period RH between 65% and 85% take up 
approximately 50% of values. In the summer months, values of RH between 
45% and 75% occur in approximately 50% of the cases. Values lower than 45% 
as well as values higher than 85% are rare and take up 10 to 15% of all the 
cases.  
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Fig. 4. Relative frequency diagram of relative humidity based on 10-day periods for mean 
daily values for Zlatibor for the period 1992–2013. 

 
 
 
 
 
 
 

Fig. 5 shows the relative frequency diagram for VP. VP values equal or 
higher than 18 hPa, that characterize sultriness, occurs on the average from June 
until August. The highest amounts occur during July with approximately 10% of 
the cases. This number makes sultry events very rare at Zlatibor Mountain 
during the summer months. 

 
 
 
 

 
Fig. 5. Relative frequency diagram of vapor pressure based on 10-day periods for mean 
daily values for Zlatibor for period 1992–2013. 
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Average number of days with RR per year for Zlatibor during the 
investigated period was 178, days with no rain occur on average for 187 days, 
while the days with precipitation higher than 5 mm could be observed for 72 
days. The frequency distribution of RR for Zlatibor was analyzed in order to 
characterize the rainy periods (Fig. 6). Rain events of low intensity (RR 0–
1 mm) occur all over the year in approximately 5–15% of the cases. Heavy 
rainfalls also appear throughout the year, but it seems that they are concentrated 
during late spring and summer months, respectively. The class of most intensive 
rainfall (RR > 20.0 mm per day) was also recorded during the year, but in winter 
months at only 1–3% of the cases. 

 
 
 
 
 

 
Fig. 6. Frequency diagram of precipitation classes for Zlatibor Mountain for the period 
1992–2013. 

 
 
 
 
 
 
A snow cover !1 cm can be expected at Zlatibor Mountain from the first 

half of October until the second half of April. Snowy winter lasts on average for 
more than five months (not with a continuous snow cover). Fig. 7 depicts the 
annual course of the mean monthly number of days with snow cover of different 
depth classes (�1 cm, �10 cm, �30 cm, and �50 cm). It can be seen that autumn 
months (September – November), as well as the first part of winter (December) 
experience a rarer appearance of snow than the second half of the snow season 
(January and February).  



333 

 
Fig. 7. Annual course of mean monthly number of days with snow cover of different 
depth classes for Zlatibor Mountain in the period between 1992 and 2013. 

 
 
 
Wind direction distribution is visualized by the use of wind charts based on 

mean values measured daily at 7 a.m., 2 p.m., and 9 p.m. (Figs. 8a–c). The 
prevailing wind directions are SW for all values. During mid-day, the N 
direction becomes dominant. Wind speeds between 1 and 3 m/s could be 
observed in approximately 20% of the cases registered at 7 a.m. During noon, 
the prevailing winds are N and SW with speeds ranging between 0.5–1 m/s in 
10% of the cases. In the evening, the dominant winds have speeds in the same 
range as the ones in the noon (0.5–1 m/s). 
 
 

 
Fig. 8. Wind roses for Zlatibor Mountain based on daily values, for the period from 1992 
to 2013 (excluding calms); a) values measured at 7 a.m. (calms=9.7%), b) values 
measured at 2 p.m. (calms=3.7 %), and c) values measured at 9 p.m. (calms=11.9%). 
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3.2. Bioclimatological conditions 

The different thermal sensations according to PET and UTCI values at 7 a.m., 
2 p.m., and 9 p.m. in ten-day periods are shown in Fig. 9. An analysis of 
Zlatibor’s 10-day mean PET values between 1992 and 2013 shows, that extreme 
cold stress may be experienced in morning and evening hours during the colder 
part of the year (from the end of October through the second ten-day period of 
March). The extreme cold stress is relatively less observed during afternoons. 
Better thermal comfort conditions are seen during spring and autumn. The 
second half of April, May, September, and the first half of October are 
characterized by PET values that seem to be comfortable mostly throughout the 
day. During summer, June, July, and August experience comfortable thermal 
conditions in the morning and in late afternoon. During noon in these months, a 
hot stress can be experienced (Fig. 9a). Similar thermal sensations concerning 
UTCI were observed (Fig. 9b). The extreme cold stress is observed during 
whole day in November, December, January, February, and even March. From 
the second ten-day period in April until July, and from the third ten-day period 
in August to the end of September, comfortable thermal conditions prevail 
throughout the day. The heat stress is only present during midday in July and 
August (Fig. 9b). 
 
 
 

 
Fig. 9. Annual course of 10-day mean values of thermal sensation a) PET b) UTCI at 
7 a.m., 2 p.m., and 9 p.m. at Zlatibor Mountain for the period 1992–2013. 

 
 
 
 
Relative frequencies for PET values divided into 11 classes are presented in 

Fig. 10a. Special thermal conditions are presented by specific class for ten-day 
intervals at 2 p.m. throughout the year during the period 1992–2013. Similarly, 
the frequencies of UTCI are also shown for ten-day periods at 2 p.m. for the 
entire year during the investigated period (Fig. 10b).  Thermal comfort occurs 
throughout the entire year according to both PET and UTCI. PET values 
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between 18 and 23 °C with highest probability (>25%) occur in the third ten-day 
period in April and May, as well as in the end of September and October. 
Comfortable thermal class of UTCI occurs mostly during spring and autumn 
months with the highest probability of more than 50%. PET classes that indicate 
cold stress (<0 °C) conditions can be observed from October to the end of 
March, with highest frequencies (�50%) from December until the end of 
January. During the same period, the UTCI values lower than 0 °C can be seen 
from September to May. The highest frequencies of extreme cold stress (>50%) 
are present from December until the end of February. Days with strong heat 
stress, defined as PET values >35 °C, can be observed from the third ten-day 
period in April until the end of September with maximum frequencies (~30%) 
during June until August. UTCI values >26 °C are recorded from the end of May 
until the end of September with the highest frequencies in the beginning of 
August (~20%). 

 
 
 

 
Fig. 10. The probability of occurrence of different thermal sensations a) PET and b) 
UTCI at 2 p.m. at Zlatibor Mountain for the period 1992–2013. 

 
 
 
 

3.3. Climate-Tourism Information Scheme (CTIS) and Weather Suitability Index 
(WSI) 

The annual courses of different parameters and factors that are described earlier 
are summarized clearly in the CTIS for Zlatibor Mountain (Fig. 11). Following 
the frequency of thermally unsuitable PET classes, the highest percentage of 
days with cold and heat stress is found in the monthly decades with a high 
proportion of cold or heat stress. Thus, the months with low percentage of these 
unfavorable PET classes are thermally favorable. The highest amount of 
thermally comfortable days is found in June, July, and August. When comparing 
the percentage of days with sunshine duration (>5h) to dry days, it can be seen 
that all over the year there are positive values. The lack of days with high wind 
speed contributes to the suitability of Zlatibor’s bioclimatological conditions 
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during summer months. Snow cover, which is an advantage in touristic terms, 
concentrates mostly at the end of December, during January, and February, 
which is recognized as the month with the highest occurrence of the days with 
snow cover higher than 10 cm.  
 
 
 
 

 
Fig. 11. CTIS for Zlatibor Mountain (frequency of occurrence in the period 1992–2013 in 
percent). 

 
 
 
 
 
 
Weather suitability index (WSI) provides another important clue about 

bioclimatological conditions for tourists and recreationists. It is used to assess 
the usefulness of particular weather conditions for different forms of activity. 
Fig. 12 shows patterns in annual variability of WSI. It can be seen that the 
weather conditions most favorable for passive recreation (sun and air baths, 
WSI_SB and WSI_AB) occur during summer months. However, the conditions 
for mild recreational activity (e.g. walking, light plays, shopping – WSI_MR) are 
best during the warmer part of the year from the 150th day (end of May) until 
the 300th (end of October) of the year. On the other hand, intensive forms of 
active recreation (WSI_AR) can be practiced throughout the whole year. The 
weather conditions for ski tourism (WSI_ST) are favorable during winter due to 
the snow cover and snow cover duration. The ski season is prolonged using 
artificial snowing system installed at Tornik ski resort. 
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Fig. 12. Annual variations of weather suitability index for Zlatibor Mountain based on 
five-day intervals for the period between 1992 and 2013. The abbreviations are as follow: 
WSI_SB - sun baths (right y-axis), WSI_AB - air baths (right y-axis), WSI_ST - ski 
tourism (left y-axis), WSI_MR - mild recreational activity (left y-axis), WSI_AR - 
intensive recreation and summer tourism(left y-axis); index values refer to 0 – 
unfavorable, 1 – favorable with limitations, 3 – favorable without limitations. 

 
 
 
 
 

4. Discussion 

Results of the earlier studies showed that bioclimatological indices such as PET 
and UTCI reflect the thermal condition better than air temperature, relative 
humidity, and other individual meteorological elements.  

This study assesses the bioclimate potential for tourism of one of the most 
important tourism destinations in Serbia. Recently, the leaflet as a mean of 
presenting the climate and bioclimate information for tourists was introduced 
(Zaninovi" and Matzarakis, 2009). Similarly, in this study a climatological and 
bioclimatological brochure was proposed as a “tool” that could help tourists to 
learn more about the climate of the destination and choose the best time to 
travel. It evaluates the aesthetic, physical, and thermal conditions for Zlatibor 
Mountain in order to reveal its potential for tourism and recreation. 

The bioclimatic indexes such as PET and UTCI are more understandable 
for people, which use their experience in an indoor environment to assess the 
outdoor thermal condition. Furthermore, the PET and UTCI frequencies for  
10-day intervals combined with the results of the analysis of aesthetic weather 
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components, as well as physical variables, display the likelihood of certain 
perceptions in detail for the whole year (Lin and Matzarakis, 2008). 

Similarly to Bursa’s (Çal>?kan et al., 2012) and Hvar’s (Zaninovi" and 
Matzarakis, 2009) bioclimatological leaflet for Zlatibor mountain, in the left 
hand column, temperature conditions given in annual course of mean, mean 
minimum, and mean maximum values and annual course of relative humidity 
could be presented. Days with extreme temperature values suppose to be 
classified (hot days, tropical days, frost days, and tropical nights), and their 
annual distribution should be given in 10-day intervals. The components of 
aesthetic weather conditions such as cloudiness, insolation, as well as the 
number of clear and overcast days could be presented as well. Thermal 
parameters must be analyzed using PET and UTCI values in 10-day intervals. 
The number of days with precipitation (snow and rain) should also be included, 
as well as days with different classes of snow depth. In addition, the brochure 
can also include precise information about the mean wind speed and direction 
over the year for the investigated area. For tourists that are fond of different 
recreational activities during their holiday, WSI could be included in the leaflet.  

Lin and Matzarakis (2008) showed that the number of tourists visiting the 
Sun Moon Lake in Taiwan is not significantly affected by climatic and 
bioclimatic factors. They argued that the most frequently visited periods are not 
the best time for visit, as tourists may suffer from cold stress or rainy periods. 
According to the Statistical Office of the Republic of Serbia, more than 106,000 
people, mainly domestic tourists visited The Zlatibor Mountain. As shown by 
Stojsavljevi" et al. (2016), an increase in the number of tourists can be observed 
in the period 2001–2014. Using the monthly data about tourist visits for the 
period between 2000 and 2013 and the average monthly PET values for the 
same period, the correlation coefficient is 0.6, and it is statistically significant 
(p < 0.05) (Fig. 13). Comparing the mean monthly UTCI values, the Pearson 
correlation coefficient is even higher, it is 0.7 (p < 0.05). It could be seen that the 
highest number of tourists visit Zlatibor during May, June, August, and 
September, when the thermal comfort conditions occur on more than 30% of the 
cases for PET and more than 50% for UTCI, as the comfort range for UTCI 
scale is considerably higher.  
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Fig. 13. Annual and seasonal number of tourists who visited Zlatibor during the period 
between 2000 and 2013. 

 
 
 
 
 

5. Conclusion 

The aim of this study was to analyze Zlatibors’s climatic and bioclimatic 
conditions, as well as their variability and distribution over the year in order to 
provide substantial information for the tourism and tourism industry in general. 
The results were the basis for the creation of a bioclimate and tourism climate 
brochure, which is user-friendly and understandable by everyone. It is produced 
to be used as part of tourism promotions, and it is very important for the 
evaluation of various natural resources and alternatives. Since Zlatibor offers 
thermo physiologically comfortable conditions during spring and autumn, but 
also during morning and late afternoons in summer, the mountain resort is 
suitable for different health, recreation, and other tourism activities from May to 
September. The number of days with snow cover higher than 10 cm enhanced 
with artificial snowing system enables the continuous ski-season from 
December until April. One advantage of Zlatibor’s climatology is that insolation 
during the day in summer is higher than 10 hours, which makes it one of the 
sunniest destinations in Serbia. Snowy winters, thermos-physiologically 
comfortable spring and autumn, as well as warm summers, provide favorable 
bioclimatological conditions, thus allowing year-round touristic activities. 
Monitoring of detailed bioclimate parameters and their variability on the local, 
regional, and national level can contribute to the creation of the suitable 
platform for the strategic planning and adaptation of tourist destinations in 
Serbia and neighboring countries as well.  
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Abstract⎯At present, the capacity of the new photovoltaic (PV) systems are growing 
rapidly in Hungary. The limit to growth can be estimated, but it is influenced by several 
things. Even a realistic goal for the next 20–30 years can be to reach the 20–25% variable 
renewable energy ratio in the electricity consumption. The main barrier is the variability 
of these systems, thus the grid integration is a huge challenge in the near future. A new 
dynamic data-driven forecasting methodology is worked out and tested by examining the 
Budapest District Heating Co. Ltd. top installed solar systems. The tested prediction 
method was only for 5 minutes ahead in the expected average performance in a 15-minute 
period. The main elements of the tested methodology and some main results will be 
presented in this article. 

 
Key-words: small scale photovoltaic systems, genetic algorithm, dynamic data driven 

forecast, equivalent peak load hour, power prediction 
 

 

1. Introduction  

The aim of the Hungarian National Energy Strategy  is that the annual final 
energy consumption school dot exceed 692 PJ by 2030 compared to  the 
677 PJ/year in 2012 (Parliamentary Decision 77/2011). According to the 
National Environmental Programme, in the field of renewable energy sources in 
Hungary, it is desirable to put greater emphasis on decentralized, local 
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applications, in particular in relation to solar energy (Parliamentary Decision 
27/2015). In addition, the main national energy target is also fixed in this 
Decision by 2020. Therefore, the targeted share of renewable energy sources is 
14.65%, and the total reached energy savings could be 10% with environmental 
considerations. However, our national commitment towards the European Union 
is ‘only’ 13% share (Directive 2009/28/EC). In Hungary, the share of renewable 
energy has already reached 9.51% in 2014 (Szabó, 2016). For the 13% share in 
the period in 2015–2020 we have already reached 37% increase from the 2014 
level, but for the national target are still need 49% growing, if the country's 
gross energy consumption will not increase until 2020.  

 The individual Member States data of the renewable energy utilization can 
be traced from the Eurostat public databases (Eurostat Database, 2017). At the 
end of 2014, the renewable energy ratio was found to be 9.5% of the total 
energy consumption. Fig. 1 shows the changes in the renewable energy 
consumption achieved in Hungary compared to the 2009 data. Overall, we can 
see that near 10% gross inland renewable energy consumption growth is 
achieved in the previous six years. Now it seems, that at least nearly 30% 
surplus could be needed over the next five years. The obligated amount depends 
on the final energy consumption (FEC) in 2020. If it would be only 15% higher 
than it was in 2014, we would need near 40% growing until 2020. Moreover, the 
national target is higher than the EU obligation. All in all, this seems a serious 
challenge.  

 
 
 
 
 

 
Fig. 1. Changes in renewable energy consumption in Hungary. 
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However, it is important to point out that the share of the renewable energy 
in Hungary has been significantly modified from March 14, 2017, after the 
domestic energy methodologies update (Eurostat Database, 2017). Thus, the 
official share of renewable energies has increased to 14.6% in 2014 from the 
earlier presented 9.51%. Therefore, it seems presently, that Hungary was able to 
reach the renewable target without serious progress or greater emphasis on 
decentralized, local applications. 

Although, in 2015, the volume of electricity in the Hungarian feeding tariff 
system increased only by 1.1% (reaching the 25 MW PV capacity), due to the 
support system restructuring, significant growth is expected in 2016–2017 by 
the PV systems. Thus, more than 1.5 GW PV capacity is possible until 2018 due 
to new local applications. More weather-dependent power plants (variable 
energy resources) and complex development are needed. By the mitigation of 
the growing development and operational costs because of the larger variable 
energy production, one of the key elements is the predictability. 

It is important to see that there are huge differences between the different 
types of variable energy resources. Solar energy utilization is fundamentally 
governed by planetary conditions. Thus, a theoretically expected solar power 
curve as a guideline can be specified. However, the actual differences in 
meteorological conditions can cause significant differences in the power outputs 
from the PV systems. Besides the intensity of the light, the actual spectral 
composition of the sunshine also determines the actual power generation 
capacity of the solar cells. In case of small rooftop systems these effects are not 
measurable cost-effectively because of the relative very small produced energy 
amounts, and the real time data management also would be relatively expensive 
by one or more small PV systems. At the same time, unexpectable changes in 
the spectral composition and other important effects (e.g., air temperature) give 
information, if we have a god theoretical reference curve. So the light also could 
be an information carrier.  

In clear weather, with the greatest direct radiation ratio, the largest part of 
the intensity of the global radiation could produce electricity with photovoltaic 
effect, so this situation is more or less predictable. In cloudy weather, the 
indirect (diffuse) radiation component increases the spectral characteristics of 
the radiation changes, and the predictability declines. The differences in 
meteorological effects (the ratio between the direct and indirect components and 
spectral characteristics in the solar radiation or temperature conditions) from the 
expected values in the near past could give information for the near future. In 
this case, the main task of meteorological measurements can be to sign the huge 
changes in circumstances. Therefore, this could indicate if the information in the 
light from the near past is not or only partly applicable to predict the near future. 
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2. Assessment  

The latest generation of prediction methods works with a number of 
meteorological, temporal, and geographic parameters, such as temperature, 
relative humidity, wind speed, sunshine duration (SSD), day of the year, and 
location (latitude, longitude, and altitude) that affect the global radiation 
modeling values. A recent prediction method is generally based on artificial 
neural networks, where the expected net global radiation could be predicted by 
the values of these parameters (Hussain and Al-Alili, 2015). So the predictions 
are generally based on the experienced data and local knowledge. The so-called 
typical meteorological year is built of many time series parameters. The 
resulting values give a good approach in terms of long-term durability, but in 
terms of a given year, there may be significant inaccuracies. A further 
disadvantage is that the global and local environmental changes are not built into 
the calculations. Thus, analysis of trends and outline additional parameters are 
also required. These are very expensive methods. 

As a new direction, the typical meteorological year is determined only from 
easily and cheaply available data, but this simplified data set can only be treated 
as a first approximation, and the forecast can be based on the variation of this 
data set and some dynamically measured parameters (actual whether 
parameters). In the University of Leeds, the global radiation quantity with one 
minute dividing was predicted in this way (Bright at al, 2015). Developing the 
conditions for determining the accurate prediction of solar power systems 
considered to be a key factor contributing to the integration to the electricity 
network (Lorenz and Heinemann, 2012). By the optimal grid control and 
balancing activities, the relative error of short-term forecasting of energy 
production should be below 10% (Wu and Xia, 2015). A reliable network 
operation requires different forecast horizons (Kostylev and Pavloski, 2011). 
These aims can be categorized as follows:  

1. planning, optimization, network assessment, cost-benefit analysis, 
evaluation of alternatives, verification by supports; 

2. 15 minutes schedule giving an electricity trader; 
3. clarification of the planned schedule before the beginning of the relevant 

period; 
4. clarification of the planned schedule within the relevant 15-minute-long 

period;  
5. prediction for a very short (balancing) forecast, for example only 1 minute 

ahead. 
 

The demand for forecasts for shorter periods first appeared by the larger 
photovoltaic power generation systems. For larger PV plants, the cloud 
migration and its impact on the intensity changes can be followed. The average 
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intensity in an area can be estimated with moving averages of the radiation 
profiles (spatial smoothing effect) (Longhetto et al., 1989). The solar energy 
prediction by the high PV power plants can be managed by a wavelet variability 
model which uses 25 radiometer sensors around the plant (Dyreson at al., 2014). 
Solutions like the wavelet variability model, which are acceptable for multi-
megawatt power plants (Lave et al., 2013) even often do not provide cost 
effective solution for small scale sizes. This paper examines the possibilities 
suggested by the last two points and illustrates some of the results (Kapros, 
2017).  

3. Methods 

3.1. Individual prediction of PV systems 

Modeling the PV predictions could be based on stochastic assessments. 
However, the variability of PV generation does not follow any well described 
distribution. The stochastic models, which use standard or other type 
distributions, can be used for several hours, several days, or even longer period. 
Furthermore, it is not enough to know of the average external temperature 
conditions, because the PV system efficiency is determined also by other 
external parameters (e.g., spectral light irradiation, temporary cloud effects, 
etc.), and by the individual characteristics of the PV systems. For these reasons, 
the genetic algorithm method was applied in this study.  

A genetic algorithm approach is based on the observed mathematical 
regularities of genetic populations. Accordingly, the knowledge on the observed 
capabilities (as genetically determined values) in the starting position can 
determine the possibilities of the future capabilities in the probability space. 
Therefore, performance, which has the highest probability within a given set of 
possibilities, can be precisely defined. 

The genetic method was performed with an encoding process in the 
sampling period and a decoding process in the predicted period based on 
deviations between the typically expected and the measured real performance 
values. Thus, the fundamental part of this methodology was the developing of 
the expected typical performances for every minute in the examined period with 
physically based forecasts achievable free of charge. For getting the expected 
typical data some well-known equations for calculating the amount o electricity 
with relatively few required information and some free public databases were 
used. Therefore, for every minute of a year, the expected performance values 
were determined in a reproducible manner. The amount of electricity, generated 
by a photovoltaic system, is expressed by the following equation based on the 
effective global radiation (Earthscan, 2008): 
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 , PVMel AHq ××= ηβα , (1) 
 
where qel is the photovoltaic power generation capacity [W], Hα,β is the effective 
radiation with α tilt angle and β orientation of the PV modules[W/m2], ηM is the 
PV module efficiency [%], and Apv is the useful photovoltaic solar surface [m2].  

The aim of this study was to find results which are independent from the 
PV generators. For this reason, the equivalent peak load hours were calculated. 
Therefore, the codes which are used in the genetic algorithms were developed 
from the expected equivalent peak load hours based on physical modeling by 
typical conditions. The equivalent peak load hours (Sharma and Tiwari, 2012) 
are characterized by the energy-generating capacity in a given moment. It means 
that, if the same amount of power will produce in one year, the equivalent peak 
load hours are equal to the traditional peak load hours: 
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P
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ekv P

h ζ=  (2) 

 
The dimension of the equivalent peak load hour (hekv) could be kWh/kW or 

hour. This is the ratio of a typical solar electricity generating capacity of a given 
t period (ξreal [kWh]) and the nominal capacity of the PV system (Pp [kWp]. If 
the performance is expressed as an equivalent peak load hour, the expected 
value can be written as follows: 
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where Gpv [W/m2] is the sum of the effective global radiation (effective direct 
normal to the plain) and diffuse solar radiation by south orientation. The 
equivalent peak load hours show a reachable capacity at a given moment. If the 
system is functioning at a given time at specific equivalent peak load hours, then 
in an imagined year with equal continuous output power, the same value would 
result for the peak load hours for that year. This value represents an actual 
capacity of the PV power plant, which is clear, meaningful, and comparable. 
Therefore, in every minute, we can get the expected equivalent peak load hours 
according to the following equation: 
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Therefore, it is enough to make a physically based model for the PV 

generator’ expected alternating current performance at a given time (PAC [W]), 
and this is easy to express this value in equivalent peak load hours. The invented 
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new method is a data-driven determination system, where expected values are 
physically modeled as in the forecasted time (t0), ehen they are dynamically and 
continuously changing depending on the sets of measured data in the monitoring 
period before t0 with Δt1, Δt2, ..., Δtn durations. This continuous changing is 
guided by the encoded metered data contents of the sampling period, which 
express also the currently unique and determinative effects for the electricity 
production. Therefore, the coding system is capable to capture the slightly or 
seriously unexpected behavior (the differences) in the sampling period as 
genetically deterministic properties. In this coding system, there are stock 
defined unique properties, and this gives the approximately parental genetic 
material. Thus, the code most likely and valid in the following short time can be 
determined.  

All in all, the probability of any next value can be calculated within the 
range which is designated by the recorded code set in the sampling period. This 
makes it possible to join different probabilities for different amounts of the 
future performances. However, the chances still remain for the decisive changes 
in extreme weather conditions. These effects are considered as genetic mutation 
effects. The mutation gives a performance, which has zero probability based on 
the genetic material of the sampling period. The above is determined by the 
differences between the observed (measured) and expected equivalent peak load 
hours according to the next equation:   
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where the expected equivalent peak load hours (h*

i) are determined by the 
physical-based modeling and analysis. The real equivalent peak load hours (hi) 
can be calculated from the measured performance values. The difference 
between these two values is the physically based prediction error, from which 
the specific error (Hi) was expressed. The past series of this specific error may 
also be defined in accordance with the Eq. (6) in the sampling period (before t 
time moment, between n and m time moments). From these, the average dH/dt 
change can be determined. In the following equation, the time is in seconds units 
according to the SI system: 
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In Eq. (6), the length of the periods between Hi and Hm are the same 

according to the following equation: 
 

 .... 1211 mmiiii tttttt −==−=− +−−−  (7) 
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Thus, the error factor prediction is described as follows: 
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The 0.4 multiplier exponent was the most favorable during the test of 

Eq. (8). The reason is that the H specific errors during the sampling period are 
not fully independent from each other. Behind the variations of these specific 
error values, more stochastic processes can be assumed in the sampling period. 
Changing of the specific errors between the predicted and measured values in 
the period between m and n is made only partly by those natural effects, which 
occurs similarly after the t-n period in t time. Thus, the predicted equivalent 
peak load hours (κt) for t time at n time can be calculated by the following 
equation: 

 
 )1(***

tttttt HhhHh +×=×+=κ . (9) 
 

In the research, the duration of the predicted period was 1 minute, the n 
exponent was 5 minutes, and the m exponent was 15 minutes. Therefore, during 
the measurement and analysis, the series of ^t was available 5 minutes before 
time t. This gave the opportunity to give a different forecast for the average 
performance in every 15 minutes with 5 minutes before the end of the period. 
During the test, the prediction for average performance (equivalent peak load 
hours) in 15-minute periods based on 5 minutes measured data and 10 minutes 
predicted data from this presented method. Thus, the predicted  
15-minute average data of the average equivalent peak load hours in the given 
Δt period (κq [h]) is illustrated with the following equations: 

 
 .)10()11()12()13()14(1 −−−−− ++++= tttttq hhhhhh  (10) 
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The significance of the error factor is stronger in these times when the 
radiation is more intensive, so the period between 10:00 and 16:00 in local time 
were also separately analyzed. 

3.2. Virtual PV systems group prediction 

The second part of this research examined the prediction possibilities for the 
virtual groups based on the former methodology. The prediction is based on 
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only one real-time monitored photovoltaic (VP) power plant, but the predicted 
performances were made related to the whole virtual PV power system. This 
methodology could be useful for some very small (micro) domestic PV systems 
which are built in a small region. In view of the methodology, the forecasting 
error between the analytical prediction and the real energy production in a 15 
minutes period by a monitored plan could correlate to this error by the other 
power plant. This correlation is determined by the following equation: 
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In the case of virtual a generator built by w+1 number of PV systems, the 

forecasts can be calculated with the weighted (as rated power) predictions by 
systems. So the virtual-group level forecast could be given by the following 
equation:  
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where the IP0 is the rated power of that reference PV power system, which is 
alone monitored directly and in real time by the whole virtual group.  

3.3. Measurement 

The test system was the solar power system of the F�TÁV Ltd., which is built 
on the top of its central office building by 150 pieces of PV panels with 250 WP 
nominal rated capacities per units and eight inverters, which connect it to the 
public grid. The maximum output capacity of one inverter is 5 kW, and in six 
cases there are a ten solar panels formed string and a nine solar panels formed 
string parallel connected, and in two cases there are two parallel connected nine 
panel formed sting behind an inverter. Based on the measurement data of these 
eight inverters we could evaluate eight independent systems. The types of PV 
modules are AS-250 W 60P ECO polycrystalline silicon solar cells. The 
orientations of PV modules are +10.7 degrees (SSW), and their tilt angles are 
20 degrees. The nominal connection capacity of the whole PV plants to the grid 
is 40 kW. The research examined a reference power plant owned by the 
Budapest District Heating Co. Ltd. The PV plant is located in the company’s 
headquarter in Budapest on the top of the ‘D’ building. The research analyzed 
data from seven different days which was randomly selected (Table 1).  
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Table 1. The test days and characteristics 

No. Dates The serial 
number  

of the day 

Sunrise 
in local 

time 

Sunset 
in local 

time 

Azimuth  
at sunrise 

Azimuth  
at sunset 

Potential 
sunshine 

duration [h] 
1. Apr 1, 2014 91 6:23:09 19:13:13   -97.58o   97.89 o 12.84 
2. Apr 20, 2014 110 5:46:32 19:39:56 -108.07 o 108.37 o 13.89 
3. May 1, 2014 121 5:27:32 19:55:15 -113.55 o 113.89 o 14.16 
4. May 20, 201. 140 5:01:25 20:20:01 -121.36 o 121.58o 15.31 
5. Jun 1, 2014 152 4:50:58 20:32:51 -124.80o 124.96o 15.69 
6. Jun14, 2014 165 4:46:12 20:42:09 -126.86o 126.91o 15.93 
7. Jul 20, 2014 201 5:07:10 20:32:34 -122.58o 122.38o 15.42 

 
 
 
 
 

The reference power plant was considered only one part of the whole 
system (one inverter part Eq. (8)). With the same orientation and the same angle, 
19 panel units have a single inverter. The main data of the plant are: 
 

- Latitude: 47.4584oN, Longitude: 19.045oE; 
- PV module type: AS-60P 250 W ECO; 
- Rated power of a panel: 250 Wp; 
- The number of solar panels installed: 150; 
- Position: +10.7 degrees (SSW) (determined by measuring from map);  
- Angle of inclination: 20 degrees; 
- The PV power plant nominal connection capacity: 40 kW. 

 
The group forecast is based on the measurement and forecast data of a 

single system. Two PV generator groups with different characters were made 
virtually. The homogeneous group was the photovoltaic system of the F�TÁV 
in the Kalotaszeg street as a whole (eight independent and measured inverter 
units). The heterogeneous group was built partly from the homogeneous virtual 
group. It contained the number 1, the number 3 (both 4750 WP), and the number 
7 (4500 WP) inverters, but partly it was consisted of two other small scale PV 
systems with different locations and products (both 2160 WP). Table 2 shows the 
main data. 
  



 

355 

Table 2. The homogeneous and the heterogeneous groups 

Homo-
geneous 
group 

Place Rated power Hetero-
geneous 
group 

Place Rated power 

Inv. 1. Kalotaszeg str. 4750 WP Inv. 1. Kalotaszeg str. 4750 WP 

Inv. 2. Kalotaszeg str. 4750 WP Inv. 3. Kalotaszeg str. 4750 WP 

Inv. 3. Kalotaszeg str. 4750 WP Inv. 7. Kalotaszeg str. 4500 WP 

Inv. 4. Kalotaszeg str. 4750 WP HADR  Hadriánusz str. 2160 WP 

Inv. 5. Kalotaszeg str. 4750 WP LEIB Leibstück str. 2160 WP 

Inv. 6. Kalotaszeg str. 4750 WP    

Inv. 7. Kalotaszeg str. 4500 WP    

Inv. 8 Kalotaszeg str. 4500 WP    

Total rated power 37 500 WP Total rated power 18 320 WP 

 

4. Measured data and statistical analysis 

The results of the forecast by a clear sky are demonstrated in Fig. 2. The 
numerical error of the forecast is also important. The uncertainty effects are 
characterized, which are caused by the PV system in the network's stability (Fig. 
2.). The dynamic forecast error in most cases is below 500 hours, and only one 
case was more than 2000 hours with a short oscillation. It seems that if the effect 
which caused the error and its length would be known, the forecast could be 
more accurate by attenuating the errors caused by oscillatio. 

April 1, 2014 was the second least volatile day from the seven tested days, 
which was slightly cloudy, basically sunny, and there were stable light 
conditions. Predictability is difficult for these types of weather, because the bell 
curve is not clearly outlined, and significant differences may occur compared to 
the expected values. However, the changes in the lighting conditions are less 
dynamic, which is favorable in view of the developed genetic algorithm 
methodology. So the relative errors of the prediction between 10 and 16 hours 
were only typically below 5%. Furthermore, we noticed that some major faults, 
which caused by short-acting dynamic changes, can incorporate into the 
forecast. and later can cause an opposite distortion. In Fig. 2 the measured 
values and the experienced prediction errors of the equivalent peak load hours 
also are shown. The forecast distortion and oscillations are well-observed. For 
the oscillation damping. it may be sufficient to use some real-time measurement, 
of the typical conditions (light intensity, wind speed, spectral conditions), 
because the real-time tracking could be useful to filter the mutations effects out 
of their following there lifetime. 
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Fig. 2. AC error of the forecast, calculated by Eq. (9) on April 1, 2014. 

 
Figs. 3 and 4 show the relative error according to the prediction calculated 

by Eq. (12), where the forecast is for a 15 minutes average equivalent peak load 
hour and it was made also 5 minutes earlier, than the end of the period. In a 
highly volatile day, the method was also tested. Even in this case, the forecast 
accuracy was an average of around 9% (Fig. 5.) 
 

 
Fig. 3. AC relative error of the forecast, calculated by Eq. (12) on April 1, 2014. 
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The average relative error between 
10:00 – 16:00 was 1.55%. 
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Fig. 4. AC error of the forecast, calculated by Eq. (12) on April 1, 2014. 
 
 

 
Fig. 5. AC error of the forecast, calculated by Eq. (12) on June 1, 2014. 

 
 
 

Considering the researched seven days, the average relative error was 
below 6%. In three days of seven, all errors by each period between 10 and 

-2500

-2000

-1500

-1000

-500

0

500

1000

1500

2000

2500

3000

3500

4000

4500

5000

5500

6000

6500

7000

0,
3

0,
31

0,
32

0,
33

0,
34

0,
35

0,
36

0,
37

0,
39 0,

4
0,

41
0,

42
0,

43
0,

44
0,

45
0,

46
0,

47
0,

48
0,

49 0,
5

0,
51

0,
52

0,
53

0,
54

0,
55

0,
56

0,
57

0,
58

0,
59 0,

6
0,

61
0,

62
0,

64
0,

65
0,

66
0,

67
0,

68
0,

69 0,
7

0,
71

0,
72

0,
73

0,
74

0,
75

0,
76

eq
ui

va
le

nt
 p

ea
k 

lo
ad

 h
ou

rs
 [h

] 

error
measured data

-2500

-2000

-1500

-1000

-500

0

500

1000

1500

2000

2500

3000

3500

4000

4500

5000

5500

6000

6500

7000

7500

8000

0,
31

0,
32

0,
33

0,
34

0,
35

0,
36

0,
37

0,
39 0,

4
0,

41
0,

42
0,

43
0,

44
0,

45
0,

46
0,

47
0,

48
0,

49 0,
5

0,
51

0,
52

0,
53

0,
54

0,
55

0,
56

0,
57

0,
58

0,
59 0,

6
0,

61
0,

62
0,

64
0,

65
0,

66
0,

67
0,

68
0,

69 0,
7

0,
71

0,
72

0,
73

0,
74

0,
75

0,
76

0,
77

0,
78

0,
79 0,

8

eq
ui

va
le

nt
 p

ea
k 

lo
ad

 h
ou

rs
 [h

] error
measured data



358 

16 hours were below 10%. On average of these seven days, the prediction errors 
remain below 5% with 65% probability.  

Based on the differences between the predicted values and the 
measurement data, the absolute and relative errors for each minutes were 
determined with the following equations. The results of the prediction are shown 
in Tables 3 and 4. The results of the forecast for virtual group in the tested day 
are shown in Table 5. 
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Table 3. 1-minute forecast performance data between 10:00 and 16:00 hours 

 Errors (equivalent peak load hour)  Relative errors  

Date Averag
e error 

Above 
200 hour 

Between 
100 and 
200 hour  

Under 
100 

hour 
Average 

error 
Above 
15% 

Between 
10% and 

15%  

Between 
5% and 

10%  
Under 

5% 
Apr 1. 235 37.95% 20.22% 41.83% 4.34% 4.43% 5.26% 19.11% 71.19% 
Apr 20. 885 55.68% 13.85% 30.47% 20.68% 30.47% 13.02% 16.07% 40.44% 
May 1. 693 55.40% 24.38% 20.22% 17.18% 26.59% 12.47% 22.71% 38.23% 
May 20. 798 29.64% 17.73% 52.63% 34.56% 15.51% 0.55% 4.16% 79.78% 
Jun 1. 1 203 80.33% 9.97% 9.70% 28.74% 54.85% 12.19% 13.57% 19.39% 
Jun 16. 1 880 72.58% 13.02% 14.40% 55.75% 47.92% 5.54% 12.47% 34.07% 
Jul 20. 175 12.19% 16.90% 70.91% 3.87% 3.60% 1.39% 4.99% 90.03% 

 
 

 

Table 4. 15-minute forecast performance data between 10:00 and 16:00 hours (5 minutes 
before the end of the period) 

 
Absolute errors (equivalent peak load 

hour)  Relative errors  

Date Average 
error 

Above 
200 

hour 

Between 
100 and 
200 hour  

Under 
100 hour 

Average 
error 

Above 
15% 

Between 
10% and 

15%  

Between 
5% and 

10%  
Under 

5% 
Apr 1 87 12.50% 25.00% 62.50% 1.55% 0.00% 0.00% 4.17% 95.83% 
Apr 20 302 37.50% 16.67% 45.83% 6.63% 12.50% 0.00% 29.17% 58.33% 
May 1 256 37.50% 29.17% 33.33% 5.92% 12.50% 8.33% 25.00% 54.17% 
May 20 260 29.17% 8.33% 62.50% 4.36% 8.33% 8.33% 4.17% 79.17% 
Jun 1 397 58.33% 20.83% 20.83% 9.29% 20.83% 12.50% 20.83% 45.83% 
Jun 16 694 75.00% 8.33% 16.67% 13.09% 37.50% 12.50% 16.67% 33.33% 
Jul 20 56 8.33% 4.17% 87.50% 0.93% 0.00% 0.00% 8.33% 91.67% 
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Table 5. 15-minute forecast performance data for a virtual power plan (5 minutes before 
the end of the period) 

Date Evaluated 
periods 

Absolute errors  
(equivalent peak load hour) Relative errors 

2014 Homo-
geneous 

Hetero-
geneous 

Homo-
geneous 

Hetero-
geneous 

Apr 1 
7:08-18:36 79 89 3.01% 3.42% 
10:00-16:00 90 102 1.60% 1.77% 

May 20 
6:25-19:09 473 331 9.78% 9.51% 
10:00-16:00 665 466 9.65% 7.67% 

Jun 1 
7:34-19:14 273 429 11.28% 19.55% 
10:00-16:00 402 567 8.94% 14.81% 

Jul 20 
6:32-19:14 61 161 1.86% 4.78% 
10:00-16:00 80 214 1.31% 3.47% 

Average 
whole daytime 222 253 6.48% 9.32% 

10:00-16:00 309 337 5.38  6.93 
 

 

5. Conclusions 

The overall conclusion is that the developed dynamic prediction method appears 
to be an applicable method in case of the small-scale solar systems. It is verified 
that the prediction for each 15-minute period within five minutes before the end 
has a good accuracy even under strongly variable weather. Although the 
measurements were made by a relatively small system, the results get special 
actuality by the expected huge increases of the almost 500 kWP domestic 
photovoltaic systems. Thus, the applicability of this dynamic forecasting method 
for the individual larger system would be useful to test. 

The presented group-level prediction method for the micro PV systems 
could be an essential tool for the so-called aggregator services, because they 
would be able to use this information with their demand side management 
activities for the timetable of the virtual smart grid.  

The presented method is a good example for the less costly dynamic 
forecasting solution demonstrating, that the active measures with reasonable 
accuracy in most cases would be ensured. 
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