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MODELLING OF MULTILAYERED MEDIA BY COMPUTER
PROCESSING OF WELL LOGS

Matyas VERMES*

The determination of the layered model from some well logs recorded in a single borehole is
discussed. The problem is traced back to the determination of step functions fitting optimally to
the well logs. The discontinuities of these step functions are correlated and the average width of the
steps can be regulated. The step functions are given as the realizations of. a multidimensional
Markov chain. Mutual correspondence can be prescribed between the possible states of the Markov
chain and the rocks of the investigated area. Using the transition probability matrix such a priori
information can be introduced to the algorithm wich are characteristic to the combination of the
applied tools as well as the geological circumstances in the borehole. As a consequence when fitting
the step functions the algorithm is able to distinguish between physically sensible and nonsensical
combinations of the parameters. In the last part of the paper models are examined in which the
slow variation of the petrophysical parameters is permitted inside the layers.

Keywords: well logging, models, Markov chain, physical parameters, optimization

1. Introduction

Modelling the stratified earth by a stochastic process is not a new concept
in the technical literature. The Markov chain model seems to be very useful for
certain practical applications [Dowds 1969]. The Markov chain can be regarded
as a simple extension of an independent white noise process, allowing some
dependence of each sample on the preceding sample and only on it [Feller
1978]. This property makes possible the application of simple combinatoric
optimizing algorithms for certain fitting problems [Lawier 1982]. The fitting
of acoustic impedance logs and step functions deduced from the Markov chain
model was reported by Godfrey et ah, using the dynamic programming tech-
nique proposed by Bellman [Godfrey et al. 1980, Lawler 1982]. The results
reported by the foregoing authors will be generalized from several aspects in the
present paper.

The use of multidimensional Markov chains makes possible the common
interpretation of several types of well logs measured in the same borehole. This
fact significantly increases the effectiveness of the interpretation. Certain poss-
ible states of the Markov chain — certain combinations of rock physical
properties — can be related to certain lithological units existing in the given
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presently: Geophysical Department of L. E6tvds University 1083. Budapest, Kun Béla tér 2
Manuscript received: 10 July, 1986
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area. It is stressed in this paper that the application of predefined Markov chain
transition probability matrices gives means to the interpreter geophysicist to use
the a priori information available for a given area.

2., Modelling with step functions

The structure of the collected experimental data and the properties of the
mathematical model of a stack of horizontal layers is described below to explain
the essence of the modelling. Let us suppose that we have L different logs of the
same borehole, for example SP, acoustic log, etc. Denoting the depth sample
interval by Az, the depth of each i-th sample can be expressed as iAz(i = 0,.. TV).
The ~th values of the different log samples are denoted by u}, uf ... u[,
respectively. Thus, the lower index i relates to the depth, the upper index shows
the particular type of logging tool applied. The experimental data can be
denoted in the following compact matrix form:

Mm=K3 (=01,.,M/=12.,L)

u@> u<2)

Fig. 1 The recorded logs
/. dbra. A mérési anyag

Puc. 1. MaTepvan nsmepeHuii

Figure 1 shows a lithological column of a borehole, and two acquired logs

u@@) and ¥ respectively. Initially, the idealized layer stack is assumed as having

the following properties:

a) Each layer is homogeneous, i.e. all physical parameters are constant within
a layer. The theoretical value characteristic for each layer is denoted by *
using the same indices as above. If the lower and upper boundaries of the
layer are ilAz and i2 Az respectively, then vf]is constant in the case of
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b) At least one of the W) functions will change at the layer boundaries. So
rfl, ¢ WI) for one or more / values if there is a layer boundary at depth
iAz. It follows from the above two conditions that the theoretical vP
functions are discrete step functions with possible discontinuities at the
layer boundaries.

Note: These conditions may seem too restrictive and a very poor approach to

reality. The main argument may be that there exist layer sequences where the

layers are not homogeneous and there are geological boundaries where none of
the given logs have discontinuities. Since only L parts of the logs are used in
the modelling of the layer stack, there is no possibility of separating such layers
that are not visible on the logs. Thus the resultant model corresponds to rock
intervals separated on the bases of physical properties rather than lithological
section. An important further aim is to reveal the relationship between physical
properties and lithology. This problem will only be briefly mentioned when
specifying the transition probability matrix.

Figure 2 shows a schematic lithological column and the idealized model of

well logs 1and 2 along the same borehole as in Fig. 1 Functions r(l) and v(2

represent the theoretical values of the physical parameters measured by logging

tools 1and 2. Steps are present only at layer boundaries. Although there are
no steps at every layer boundary, steps of the different functions are correlated.

Fig. 2. The layered model
2. dbra. A rétegmodell

Puc. 2. MnacToBas mMofenb

Until the last part of this paper we accept the concept of homogeneous
layers. Since, it implies neglecting the inner variations and regarding the major
changes only provided by the actual resolution, we take it that the concept of
homogeneous layers is fundamental from several aspects, as related to the
problem of fitting a model to measured data.

The differences between the corresponding functions of Figs. 1and 2 can
be regarded either as measurement errors or the effect of the inhomogeneity
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within the assumed “layers”. The aim of the interpretation is to find those
functions vm, ..., v&=belonging to the measured functions u(\ ..., u() that fulfil
the following requirements:

a) The average length of steps of function v(l) must easily be able to be con-
trolled.

b) The functions v{>of the given average step length must be optimally
fitted in the statistical sense to the original data u(l).

c) The steps of functions vil) must be correlated. Thus, every layer boun-
dary is defined as one or more steps in functions v{). In ideal cases the lithology
can be deduced from values v() as in the case of Fig. 2.

Finally, what, can be done with such layer sequences in which the physical
parameters change gradually within the layers? This problem is faced in the last
part of the paper. It will be shown that the mathematical model (Markov chain)
can also be generalized into the case of inhomogeneous layers. A method will
be given to reduce this general case to the more simple case of homogeneous
layers.

3. Construction of the Markov chain

As was shown above, construction of the mathematical model means a
search for such a step function that fulfils requirements a), b) and c). Now, the
mathematical representation of functions r<Qwill be discussed. These functions
will be regarded as the realization of an L dimension Markov chain. The idea
of modelling with a Markov chain was taken from the paper of Godfrey et al.
[1980]. The generalization of Godfrey’s solution into several dimensions has
proved to be important from practical aspects rather than from the mathemat-
ical point of view.

The alternative formulation of the problem of modelling leads to further
differences. As a consequence, certain parameters of the Markov chain will have
a meaning here that is different from that in Godfrey et al. [1980]. These
difference will be stressed later in the text. Let the Z-th sample of the L dimension

series {y,}fLO be

where vtis an L dimensional column vector. In the case of fixed upper index /,
M')H=ois a function characterizing the /-th physical parameter. For simplicity,
the set of values of step functions v(l) is supposed as being discrete. The possible
values of v>are denoted as x{\ x%\ ..., x*(, which means that the /-th physical
parameter can have m discrete values only. This restriction is hardly critical if
the values x*, ..., x® are dense enough in the range of practically occurring
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parameter values. It can be concluded from this restriction that the set of
possible values of the parameter combinations of models {r.} will also be
discrete. The possible values of vectors vt will be samples of a state space of
M = mim2...mL elements. If the elements of this state space are arbitrarily
ordered, then the possible values of vtcan be assigned (omitting the upper index)
by Xj (j = 1,2 ...M). One combination of physical parameters may be for
example:

o=
F{=}
DI

M=X jl= 1L —»*1 2

Lxu_).
if the state represented by the right hand side column vector of Eqg. (2) comes
to the y-th place during the ordering process.
Let us start with the description of statistical parameters. Denoting the
probability independent from i with <§

q = Pr{Vi=x} ©)

M
where £ aj = 1 The column vector containing the elements a- is denoted as

@ the {/alue of d} shows the probability of state Xj of the physical parameters
of a particular layer. This probability is the parameter of the interpretation
algorithm so it must be specified independently from the actual measured data
U. In the simplest cases the probability distribution & can be regarded as
uniform; a, = M. Of course there are more interesting possibilities.

Up to now {AI)} was considered as the function characterizing the /-th
physical parameter, neglecting its actual meaning. Sometimes the probabilities
of certain lithology and the corresponding parameter combinations are known
a priori in the case of a given set of logging tools based on geological and
geophysical considerations. Similarly the low probabilities of certain unaccept-
able (senseless) combinations are also known. If one has such an unacceptable
measured data set at a certain depth it seems reasonable to regard the data as
“noisy” and take them into consideration with smaller weight.

For example let us suppose that we have used two logging tools, both
sensitive to resistivity (L =2). Obviously the combinations will have
large a priori probability dj, all the others will have a small (§ or zero. In this
way the interpreter can put in the algorithm significant a priori information by
giving the distribution.

Markov chain modelling was introduced by Godfrey et al. as a noise
cancelling procedure. The probabilities a, were estimated by the relative fre-
guencies computed from the measured data. So the distribution ais the param-
eter of the experimental data U in their approach. Here a quite different
approach is used. Let us suppose for example that we want-to detect a thin layer
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between two thick ones. Merely because of the geometrical conditions, the
relative frequencies would result in very small value og for the physical para-
meter combination of the thin layer — which would exclude the data connected
with the presence of the thin layer from the interpretation. It is obvious from
the example that the distribution txmust represent the interpretability of a given
combination Xj as real physical parameters of some lithology rather than the

probability of some lithology.
Fixing the probabilities og and assuming an independent (white) noise

process, the a priori probability of a given realization V = (V0, tg, ...vN) =
= XjO, ..., xjN in the case of equal oq values (cq = /M) would be:

Pr(V) = Pr(vo=xj0)...Pr(vN=xjN) = 1IN

Since Pr(V) is equal for every realization, and the bulk of them represent fast
abrupt variations between states xg, such types of functions do not fulfil the
restriction made on step-like behaviour. To ensure this latter property, some
further statistical properties of the process must be taken into consideration and
the restriction made on the independence of samples must be weakened. The
most general expression of the previous probability Pr(V) is:

N

Pr(V) = DO Pr(Vi\Vi-u Vi-2, ..., tf0)

where the conditional probabilities express that the samples depend on all the
previous samples. We limit ourselves to the case for which each sample iq
depends only on the previous sample

Pr(V) = Pr(vO)Pr(vl\v0)...Pr(vN\vN. 1) ()
This expression takes the form of
Pr(V) = xiPr(vl=xj\Ww0=x1)Pr(v2=xk\v1=Xj)...
N+ 1 factors
using a given realization V = (xt, xp xk, ...) and the notation Pr(vO=xi) = a;.
Expression (4) is just the definition of a Markov chain. Let us introduce the
annotation:
Pk = P® ,=x«Ibamj=X) 5)

Pjkis the probability of state .Y of a random process {n,} with the condition that
the state of the previous sample was Xj-Pjb like the distribution @, is regarded
to be independent from index / (the depth). In other words Pjk is the probability
of the jump of the process from state j to k, thus

M

ik = 6
Zq Pk =1 (6)
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The matrix built up from elements is called a transition probability matrix
and is denoted by P. This matrix gives a means of controlling the average
thickness of “layers”. The more dominant the elements of the main diagonal,
the thicker the layers. For example if Pjj approaches unity, then the process is
able to stay in an Xj state for a long time.

Now we examine some properties of matrix P and fix it to suit our
purposes. Let us regard the following probability distribution to be known for
a given:

Pi(i) = PrivAXj) j - 1,., M (7
It can easily be shown that the probability distribution of the next sample i+ 1
can be computed by pfi)

pT(i+ 1) = pT(i)P )

using the notation p(i) for the column vector built up from elements pf3) and
T for transposition. As expected, the effect of the first state will vanish so the
limit value

r!l%p T(i+n) = ni’% p T(i)P" ©)]
is independent of p(i). This is true and it can be shown that
limpTPn=&aT (10)

FILE:EC53 M: 2-2 YAC920e korr. elgi 39-

for all p and
aTP=aT (n)

According to Egs. (10) and (11), a is the so called invariant distribution of the
Markov chain. Let us specify matrix P in the form;

P = XI+(\-X) (12)

where / is the unit matrix and Xis a scalar. This definition is valid only if P fulfils
Egs. (6) and (11). It can easily be shown that the matrix P defined by Eq. (12)
satisfies (6) and (11). Since Acontrols the magnitude of the elements in the main
diagonal of matrix P, Xis directly related to the average layer thickness. For
example 2=0 is the case of the independent random (white) process with
minimum thickness. In the case of X-* 1 the medium will contain only one
“layer” or, in other words, the process {*} will stay in state Xj for all i-s. This
is the case of maximum thickness. Now taking M=Xj, the probability of the
process remaining in the same (/-th) state along n—1 steps, can be calculated:
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Pr(vi=vi+l = ... =vi+n_1=Xj,vi+ni xj) =

- :II.DJ'j'PJ:]" :ILDJJ 1 ij I_J rJJlr JJ

The average thickness of the layer of state Xj can be expressed by calculating
the expected value of n steps:

o 1 1
Wj-V-Pjj) | nPij 1-Pjj ~ (I-A)(l'aj) '

Hence, Eq. 14 gives a simple tie between Hand the average layer thickness wy
Let us refer again to the paper of G odfrey et al. [1980], where His also regarded
as a parameter of the experimental data U, and the evaluation at Afrom U is
detailed. A in this paper is used as a simple parameter affecting the resultant
average layer thickness only. Since the desired resolution of the model depends
on the aim of the interpretation, { must be chosen independently from the
experimental data U. For seismic purposes resolution between 10 and 500 m
seems desirable.

Summarizing the above concept, ifthe probabilities ogand a parmeter Hare
prescribed, the transition probability matrix P can be constructed and an L
dimension Markov chain can be defined. Functions derived in this way
fulfil requirements a) and c) formulated in Section 2. In other words these are
step functions with controllable step length and the steps are correlated along
different function implementations. These functions {r,} have a priori probabili-
ties according to Eg. 4.

(13)

(14)

4. Matching of step functions

The next step is to select the implementation from set {u,} whose functions
v{) fit best the original experimental data U according to requirement b) in
Section 2. Let us examine the so called additive model of experimental data
[Hottzman 1971]:

U= V+N (15)

where U is the matrix of the measured data, V is the matrix containing the
theoretical values of physical parameters of the possible rock column, and N
is the difference between the previous two quantities. V will be chosen so that
N should be sufficiently small. Elements of N will be regarded as noise and
obviously nP = u\l)- v(land Pr(N) = Pr(U\ V). Elements of TVare supposed to
be independent with normal distribution, zero mean and standard deviation ar
However, it should be noted that there are other acceptable alternatives for the
independence and the distribution type, which could be incorporated in the
following derivations with minor changes. For example n,_j and n, may be
correlated and a, may vary with the depth, or other types of distributions can
be applied [Godfrey et al. 1980].
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The a posteriori probability Pr(V\U) is maximized to find the optimal
solution. This solution matrix V is characterized by large a priori probability
(Eqg.4) and results in small noise N:

V= V{m&xPr(V\U)}. (16)

Using the Bayes theorem
Pr(U\ V)Pr(V)}
Pr(U) ]

Taking into consideration that the maximum does not depend on the denomina-
tor, and by taking the negative logarithm of the terms we may write:

V = F{max Pr(U\ V)Pr(V)} = F{min [-In Pr(U\ V)~ InPr(U)]}. (18)
Using the condition of independence and Eq. (4):

V= Vjmax 7

r r N N "M
V= V{mm “ I E InPr(u\V\l)- X InPrivrvrf 19
{ TE_ InPriuw- X ) (19)
All terms on the right hand side of Eqg. (19) are known and are computable.
The following expression can be derived for the function to be minimized
by taking into consideration the restrictions made on the distribution type of
quantities n\I\ using the annotations a, and Pjk in the case of an actual realiz-
ation V = (X0,Xjl, ...), viz.

L

1N L 0_x()
CV) 21 1 Inao X InA._ (20)
Ai=Ul=

The terms of Eq. (19) independent from V have been omitted since these have
no influence on the position of the minimum. The solution V can be evaluated
by minimizing the cost function (Eq. 20). The following notations are in-
troduced:

1L uP-xfr2
Dix =TI (21)

Z1=1
i= 0, =1,2, M

where Dijti is the cost increment originating from the difference between the
measured u\l) and the theoretical rfl=x§]values at the /-th point. Let us take

Tix = “ In Pk
K= 1., M (22)

where Tj k is the cost increment originating from the transition from state
vi- 1=xj to state Mi=xk. Let us introduce the following recursion scheme:
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g,o -In oij+Dj'0
Cji+i  min{Ck +TL1+D,, ; 23
i 0%, .., N @)

ik 1,2, M

If the end point of Vis fixéd at vN=x,, then the minimum cost computed by Eq.
(20) will be equal to C; N This property of the above recursion can be proved
by complete induction on index N.

In the case N =0 this statement is trivial. Now, if the validity holds for
Qjv-i (K = 1 e M), then the minimum cost value of an implementation of
end points vN_I=.xk and v,=Xj is CkiN_x+ Tkj + Dj<N Since the optimum
implementation with end point vN=Xj is also a member of this set, the cost
belonging to this is the same as the k minimum. Q. E. D.

To find the optimum function {«.} CjA costs must be computed for every
j=1..,Mandi=0, ..., N, while keeping the indices k giving the minimum
in Eq. (23). The optimum {i>} can be found by tracking indices k backwards
from the point having minimum cost Cj N The resultant coordinates give the

step functions {r)'%

5. Examples

A synthetic example is shown in Fig. 3. The idealized step functions A, B,
C and D are four components of a realization of a Markov chain described in
Section 3. The components consist of 1000 samples, each of them with four
possible values. So the state space consists of M = 44= 256 points. The distribu-
tion dwas chosen to be uniform, Adetermining the average step length was 0.97.
Functions E, F, G and H were produced by adding Gaussian, zero mean
independent noise to A, B,C and D. Functions E, F, Gand H were used as input
for the algorithm. Functions /, J, Kand L are the results which can be regarded
as estimates of functions A, B, C and D. The good fit shows — there are only
minor differences — the superior performance of the algorithm.

Figures 4 and 5 show a (four component) field example processed with
different parameters. The four components (A, B, C and D) are compensated
y-y, y-ray, neutron-neutron, and resistivity logs respectively. The length of the
functions is 150 m, with 1 m sampling rate. The result is represented by the step
functions E, F, G and {, with value sets of 3, 5, 4 and 8 respectively. So, the
state spaces consist of 3x5x4x8 = 480 points. In both cases & distribution
was assumed to be uniform and A= 0.98 was used. The difference between the
two results — the model exhibited in Fig. 4 is more detailed than in Fig. 5
—was caused by the different standard deviation term of noise applied. <(was
greater in the latter case. If the parameter is increased, then the weight of the
deviation term (in Eg. 20) becomes smaller, so the solutions of fewer steps
become more probable, or in other words the resolution is decreased. It is quite
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natural that increased noise results in smaller resolution. al is also regarded to

be a parameter of the interpretation similarly to cand A
Figures 6 and 7 show a density and an acoustic log (A, B) and the two
different step function models (C, D) fitted to the input data. The result was used

for seismic interpretation purposes.
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Fig. 3. A synthetic example including four channels
3. dbra. Szintetikus példa négy csatornaval

Puc. 3. CUHTETUYECKWIA MPUMEP C YeTbIPbMs KaHanamu
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/’ldl. 4. Borehole Visonta F-389/0;
step functions fitted to compensated
y-y, y-ray, neutron-neutron and
resistivity logs

4. dbra. Visonta F-389/0 mélyfiras;
kompenzalt y-y, természetes v,
neutron-neutron és ellenallas
szelvényekhez illesztett lépcsds
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Puc. 4. CkBaxkuHa F-389/0 BULLOHTAa,
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Fig. 5. Borehole Visonta F-389/0;
step functions fitted to compensated
y-y, y-ray, neutron-neutron and
resistivity logs

5. abra. Visonta F-389/0 mélyfuras;
kompenzalt y-y, természetes v,
neutron-neutron és ellenallas
szelvényekhez illesztett 1épcsés

fliggvények

Puc. 5. CkBaxkmHa F—389/0
BuLoHTa, cTyneH4YaTble 3aBUCUMOCTH
COBMeLLeHHble ¢ KpmBbiMu T KIT,
'K, HHK un KC
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Fig. 6. Borehole AL-745; step functions fitted to density and acoustic logs

6. abra. AL745 mélyfaras; siirliség és akusztikus terjedési id6 szelvényhez illesztett 1épcs6s
fuggvények

Puc. 6. CkBaxxmHa AL- 745, cTyneHuyaTble 3aBUCMMOCTU, COBMELLEHHbIE C KPUBbLIMU MJIOTHOCTU
N UHTEePBa/IbHOr0 BPEMEHU YNPYroi BOJHbI

A
SN SRS WS WSS S, S— 1 r
C
e Foooeeees r 7
D

Fig. 7. Borehole AL-745; step functions fitted to density and acoustic logs

7. abra. AL-745 mélyfuras; slir(iség és akusztikus terjedési id6 szelvényhez illesztett 1épcs6s
fuggvények

Puc. 7. CkBaxxnHa AL-745, cTyneH4YaTble 3aBUCUMOCTUN, COBMELLEHHbIE C KPUBLIMU MIOTHOCTU
N WHTEPBASIbHOrO BPEMEHW YMNPYroi BOJHbI

6. Slowly varying layer parameters

In this part the restriction of homogeneity is omitted, allowing slow varia-
tions within the layers. The abrupt change of any physical parameter is still
regarded as a layer boundary. It is useful to transform the measured data in
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order to be able to handle them similarly to homogeneous layers, and to apply
the previous methods. To achieve this aim the well log functions are factored
into two terms; a slowly varying term, and a step function. The first will be
described as a piecewise linear continuous function, while the second com-
ponent will be the same step function already discussed. The information
connected with the layering will be carried by the latter. If we remove the slowly
varying component we get secondary experimental data fulfilling the original
three requirements pertaining to homogeneous layers.
Our starting point is a two component Markov chain (see Section 3).

MTI = o, r (24)

The additive model of the experimental data can simply be constructed:

w, = M+ | M+, (25)

7=0
i—0 ..., N

where w{ denotes the values of the well log to be factored. If we choose an
appropriate value set for M "} and {M}, the proper slowly varying and step
function feature of the first two terms on the right hand side of Eq. (25) can be
ensured. The third term is the same difference (noise) component as discussed
earlier. The aim is to find the functions M*} and {2} matched optimally to
the measured data set {w}. The principle chosen is again the maximum a
posteriori probability. Equations 16-20 can be applied with minor changes.

Let us suppose that the i—1-th sample is in the Ath, and the Z-th sample
is in the y-th state of the realization of the process described by Eq. (24). If the
value belonging to the i—1-th sample and A-th state of the slowly varying
component is denoted by Skh], the cost of the difference is:

°ki>= 272 W~ X'~ X2~ Sk'm)?2 (26)

where a is the standard deviation parameter of the noise. The expression of the
total cost now takes the form:

Gt = min{CK,+ Tid+DKj +} @7)

where the term Tki is the same as in Eq. (22). The recursive expression of SHis
simply:

Su=9, ,+M (28)

Ais the index in this case which ensures the minimum in Eq. (27). So the whole
problem has been reduced to the case discussed in the previous sections.

The result is shown on the synthetic example of Fig. 8. Curve A is a step
function burdened by additive noise, curve B is a slowly varying piecewise linear
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function. Curve C is the sum of the previous two functions and it is the input
of the algorithm. The resultant functions D and E correspond to processes {r‘n}
and {\\2)} respectively. The integral of function E would approach function B.
D is practically the same as the noise-free component of function A. (The
vertical scales of the curves are different because of the different normalization

applied.)

Fig. 8. Synthetic example containing inhomogeneous layers
8. abra. Szintetikus példa inhomogén rétegekkel

Puc. 8. CUHTETMYECKWI MPUMEP C HEOAHOPOAHLIMM NAacTamm

7. Conclusions

A method is shown for constructing multilayered models based on arbit-
rary types of well logs measured in the same borehole. The layer boundaries
were assumed to exhibit abrupt changes in one or more logs of the combination
used. The problem was solved by optimum fitting of step functions with cor-
relating discontinuities and controllable step lengths. The step functions were
represented as realizations of multidimensional Markov chains. There is corre-
spondence between the different states of the Markov chain and the possible
lithological units, although this problem is beyond the scope of this paper. The
distribution d and the transition probability matrix P give a means of formula-
ting and using a priori information for the interpreter, characterizing the par-
ticular logging tool combination and the geological conditions. In this way the
algorithm is capable of discriminating between the interpretable and unaccept-
able cases of physical parameter combinations. Specifying the correspondence
between the log combinations and lithology, and the distribution Afor the
frequently used logging tool combinations is an important future research goal
to support routine interpretation.
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RETEGSOR MEGHATAROZAS KAROTAZS SZELVENYEK SZAMITOGEPES
FELDOLGOZASAVAL

VERMES Matyas

A dolgozatban egyetlen mélyfurasban mert tobb karotazs szelvény alapjan rétegmodell szerkesz-
téssel foglalkozunk. A feladatot olyan lépcsés fliggvények illesztésére vezetjik vissza, amelyek
optimalisan illeszkednek a karotazs szelvényekhez, ugrasi helyeik korrelalédnak, a Iépcsék atlagos
szélessége pedig szabalyozhat6. A Iépcsds fliggvényeket egy tobbdimenziés Markov-lanc realizacio-
ként allitjuk el6. A Markov-lanc lehetséges allapotaihoz az adott kutatasi terlileten el6fordulo
kézetfajtak hozzarendelhet6k. Az atmenet-valdszinliségi matrix felépitése révén az algoritmussal
olyan a priori informéaciot kozolhetiink, amely jellemz6 a farasban alkalmazott szonda-kombinacio-
ra és a geoldgiai viszonyokra. Ily médon a lépcs6s fliggvények illesztésekor az algoritmus képes
kilénbséget tenni a paraméterek fizikailag értelmes és értelmetlen kombinacioi kozott. A dolgozat
utolso részében olyan rétegsorokat vizsgalunk, amelyeknél megengedjik a kézetfizikai paraméterek
lassu valtozasat egyetlen rétegen belil is.

OMNPEAENEHWE TEOJIOTMYECKOI O PA3PE3A C NMOMOLWBLIKO OBPABOTAHHbIX
HA 3BM KAPOTAXHbIX JAHHbIX

Martaw BEPMELL

B pa6oTe onuchiBaeTcs onpeaeneHe NnacToBoi MOAENM ¢ MOMOLLbI0 HECKOMbKUX, MOMYYeHHbIe
B OOHO/ CKBaXMHE KapOTaXHbIX KPUBbIX. 3afadya COCTOMT B MOJYYEHUM TakKuX CTyneHYaTbiX
3aBMCMMOCTEi, KOTOpble ONTUMAanbHO anmpoOKCUMUPYIOT KapOTaXHble KpUBbE, MeCTa CKauKoB
KOPPEeNMpYIOTCs, a CPeAHsAN WMpUHa CTyneHel perynupyema. CTynedaTble 3aBUCMMOCTH Onpesens-
I0TCS KaK peanu3auym MHOToMepHoi Lenu MapkoBa. MpeacTaBnseTcs BO3MOXHOCTb COMECTUTh
BO3MOXHble COCTOSIHMA Lienn MapKoBa ¢ TUMamu nopog, AaHHoi Tepputopumn passeaku. CTpoeHue
Nepexo/iHOBEPOATHOCTOM MaTPULLbl AaeT BO3MOXHOCTb anropuTMy COAepXaTb anpuopHYo WH-
(hopmaL Mo, XapakTepHYH ANS Fe0NOTMYECKUX YCNOBUIA CKBXKMHBI M KOMOUHALMM NPUMEHEHHbIX
30HA0B. MpW MOArOHEe CTYMeHYaTbIX 3aBUCMMOCTEN anropuTM MOXET pasnuyaTb UMetoLe uin
HenMetoLme (hN3NYecKniA CMbICT KOMBUHALMM NapaMeTpoB.

B nocneHeit 4acTn pa6oThl UCCNeayoTCs ¥ Takne paspesbl, B KOTOPbIX MPOUCXOANT MefjleHHoe
M3MeHeHMe (M3MUECKMX CBOMCTB B Npeaenax ofHOro naacra.
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PROBLEMS OF SEISMIC MIGRATION WITH ERRONEOUS
VELOCITY

Andrzej KOSTECKI* and Anna POLCHLOPEK*

A thorough analysis is presented on how erroneous velocity affects the character of migra-
tion when several methods arc applied (kX- @migration, kKx- 1 migration and x - | migration using
the finite difference method). The observed change in seismic boundary dip angle and the associat-
ed dispersion phenomenon, both resulting from erroneous velocity, is explained and justified.
Examples are provided of computer aided extrapolation of seismic fields for 0 = 15°, 30°, 45° seismic
boundary dip angle in order to get a better insight into the migration phenomenon and to visualize
the problem.

Keywords: seismic methods, migration, velocity, reflection, dispersion

1. Introduction

In seismic exploration practice it often occurs that seismic migration is
carried out by means of wave equations which are charged with quite incorrect
velocities. As a consequence seismic sections becomes poor in quality, par-
ticularly so far as the transformation of steeply dipping structures is concerned.
The problem of utilizing erroneous velocities has been dealt with in the literature
many times.

Among others De Vries and Berkhout [1984] have considered the possibil-
ity of velocity evaluation by means of held focusing as an ideal zero-phase
pattern whereas Rocca and Satvador [1982] proposed the method of migrated
data correction by residual migration with different velocities. Moreover the
aspect of errors of held displacement as a result of applied velocity was con-
sidered by Hubrar [1977], and by Larner et al. [1981]. The aim of the present
article is to evaluate the influence of incorrect velocity on the quality of seismic
migration transformation.

2. Theoretical considerations and modelling of wave field extrapolation

Let us assume that in a homogeneous medium of velocity v with a reflector
dipping at angle 0 to the axis a, the equation z = z0- x tan 0is the phase surface
of a plane wave moving towards the surface z=0 on which the wave field is
recorded:

Institute of Oil and Gas, Cracow, ul. Lubicz 25a, Poland
Manuscript received: 4. June. 1985
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Fx, 0,0) =6 /-/0+ XSINE (1

\Y

where 0 is the Dirac function and the argument
Ix sinB
t= - (2

presents the time distance curve of the seismic wave field measured by the CDP
method. Let us apply to the surface field F(x, 0, t) kx~u> migration in the
domain of wave numbers kx and frequency to. Let us calculate the spectral
function F(kx, 0, co) from the inverse Fourier transform:

2X Si _
F(kx, 0, 00) = j)A o+ xsin 0 W =

2rce” ld°0[ ©)

In depth z, at the correct velocity v
F(kx, z, to) = F(kx, 0, a))eikz @
where
k, = (k2-k 2 ©)

is the vertical component of the wave number, and K = 2colv is the wave number
module. Let us assume, however, that for the wave field extrapolation in the
lower halfspace the velocity v1jEv has been used. In such a case, at depth z we

obtain:
2cusin 0

F(kx, z, 00 = 2ne W°6 y *ik )22 6)

where

Kz ~ (K\ k22 @)

200
ki = —

The migrated wave field is given by the inequality F(x, z, 0)*0 when

2cosin B
)

which makes it possible to compute the integral in Eq. (6)
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Rz, 0 =y~ F(ke O, of)e(asxkd) aoj dkx =

6 t.t0+ 2xsin0+ 22 (N2 20
=0 t-t0+ ot - \% A{;‘m 9
Setting
sin20 = sin20, (10
then for f=0
: 2xsin0, 2z
F(x, 2, 0) = ' —t0H----s- $--cos B1 (1)

from which it turns out that the migrated field F(x, z, 0) is different from zero
when

z = z0l —x tan (12)

where
= ifo
0l 2cos Oy
which means that the migrated field F(x, z, 0) is transformed on the horizon
dipping at angle Oy to axis /.

It is easy to notice that relation (10) — stating the connection between the
sine of the real dip angle 0, the real velocity v and the velocity assumed for the
migration velocity r, constituted only to denote the value vj/v2msin20 — can
be interpreted as a directional characteristic of the derivative

at 2sinB 2sin0
- ..Zoney s’ (13)

of the CDP travel-time curve recorded on the surface z=0. Therefore the
migration process with the assumption of the erroneous velocity  can be
treated as the extrapolation of the wave field recorded at surface z= 0 originat-
ing from the reflection boundary dipping at angle O, and propagating with
velocity M. One can accept this kind of interpretation if one takes the inverse
case to be the extrapolation of recorded field at the time t=0 at the boundary
dipping at angle 0 of the equation z = zO—x tan 0 towards the surface z=0.

If we start form the wave equation
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where

and apply the Fourier transform

|
F T anp PO KT e dixdkT

we obtain, for the subintegral function F(kx, kz t), the equation
F(kx, k,, t) = F(kx, kn ())e'n

where

w = - 1kl +k2

If we assume that there exists a wave field at the boundary

Fx 1, 0) = 8 {r—rom X80 F
we obtain from the Fourier transform
Fk kTO) = e lax | &f r—roa2X 1N 0yg -k ey
2kTtan O
2fre_ 'V °d (kK
Thence by means of Eq. (16), we get
+ Q@ F oo
r 2k, tan O
Fx, r, ) = I e*l< o) dk, o k -
271 \%
et 2vtan 0t
an
dkx = d (0- t -
v COS o

From Eq. (20) it is evident that F(x, 0, /)*0 when
2Vsin &2

t=r,-

(15)

(16)

(17)

(18)

(19)

(20)

(21)

where 10 = tOcos 0 is the time constant. In the case of wave field modelling,

applying the velocity tq and the same input field



in Eq.(20)
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T bR

is subsituted for the function

Using the condition defined by Eq. (19)

we obtain

If we take

we obtain

SO

where

Therefore modelling the wave field of the input characteristics

_ 2krtan O

r = —_———————

[ +AuT) —e L ]

, tan2@= tan2()!

iKEl 1+—ai0 _V_
e 7 e e cosol

Applying this expression to Eg. (20) we obtain

. 2x tan 0j

A~v0,/) =i lo-
2x sin 0,
t=ty

r0i = r0cos O
ﬂ = ---?'tan 0= — 2tan

dv v r,

t

cos 01

207

(22)

(23)

(24)

(25)

(26)

(27)

(28)
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with erroneous velocity iq we obtain the wave field of the directional charac-
teristics defined by the relation

— = ---Z-t- sin 0, (29)

The above mentioned considerations do not, however, describe the change of
dynamic features which can accompany the migration and seismic modelling
processes.

In order to explain the phenomenon, a computer simulation has been
carried out for the model of reflected wave fields from monoclinal seismic
boundaries enclosing with the axis x the angles 15°, 30° and 45°. The model was
calculated using the method described by Egs. (15-16), with At=0.004 s and
velocity v=2000 m/s. An example for the dip angle 0= 45° is presented in Fig. 1
For the same model, kx-w migration was carried out (Fig. 2), and the migra-

Fig. 1 Unmigrated synthetic time section of reflector inclined at 45 degrees. Ax= 25 m,
At=0.004 s

1 abra. 45°-0s d6lési reflektalo feliilet migralatlan szintetikus idészelvénye, Ax =25 m,
At=0,004 s

Puc. |. CUHTETMYECKMIA BpeMeHHOI pa3pe3 6e3 MuUrpauumu oTpaxkarolleit NoBePXHOCTY
C HaknoHoM 45°. Ax—25 m, di = 0.004 cek

tion in the domain of wave numbers and time (kx-t migration) by means of
the three-coefficient equation method [Sto1t 1978] is presented in Fig. 3. Both
migrated sections direct attention to the high quality of representation of the
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Fig. 2. Time section after (kx—a migration of the synthetic section shown in Fig. 1 using
Ax=25m, At=0.004 s, Ar=0.004 s, v=2000 m/s

2. dbra. Az |. abran lathat6 szintetikus id6szelvény kx~w migracio utan, A\ =25 m, At=0,004 s,
4r=0,004 s, b= 2000 m/s sebesség mellett

Puc. 2. BpemeHHoli pa3pe3 puc. 1 nocne murpauum kx—o, Ax—25 m. At =0.004 cek,
AX= 0,004 cek, p= 2000 m/cek

boundary in the given x interval. The time sections in Figs. 4 and 5 migrated
by the method kx—oco and the method kx~t applying the erroneous velocity
v1= 2,400 m/s are characterized by the presence of a band of waves beside the
main phase. The main phase with a higher amplitude represents the dip angle
6"=58°.05 in accordance with Eqg. (10) (Fig. 4). This phenomenon can be
expressed by an essential distortion of the seismic impulse form and of the
amplitude spectra (Figs. 6 and 7). Together with the boundary dip angle
(0=30°) one can detect a decrease of peripheral phases accompanying the main
phase representing the false dip angle both in the kx—a>migration (Fig. 8) and
in the kx—t migration (Fig. 9). A similar phenomenon accompanies the de-
crease of velocity error used in the migration process (kx-co, v1=2200 m/s)
(Fig. 10). The phenomenon of peripheral phase decay with decrease of the dip
angle can distinctly be seen in Figs. 11 and 12 where, in a similar quality of
representation, the boundary dipping at an angle of 15° with the false velocity
v1=2,400 m/s after kx—a>and kx—t migration is presented. Although the
observed wave dispersion is not a rare phenomenon in the wave extrapolation
process and it accompanies those migrations which apply the simplified wave
equation and approximate calculus operators [Berkhout 1980, Craerbout
1976], in the above mentioned cases one cannot attribute dispersion to the
approximative character of the solutions (both at kx—t migration and x —t
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Fig. 3. Time section after (kx—t) migration of the synthetic section shown in Fig. | using
Ax=25 m. At—0.004 s, Az=40 m, r = 2000 m/s

3. abra. Az I. abran lathat6 szintetikus szelvény (kx-t) migracié utan,. Ax =25 m, At=0.004 s.
Az=40 m, r= 2000 m/s mellett

Puc. 3. BpemeHHoii pa3pe3 puc. 1 nocne murpaummn (ky—t), Ax=25 m, At=0,004 cek, A: =40 m,
y=2000 ™ cek
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Fig. 5. Time section after (kx- t) migration of the synthetic section shown in Fig. 1 using
Ax=25m, At=0.004 s, zlz= 40 m, y= 2400 m/s

5. abra. Az 1 abran lathatd szintetikus szelvény (kx~t) migracio utan, A\=25 m, At~0.004 s,
Az=40 m, y= 2400 m/s mellett

Puc. 5. BpemeHHoi paspe3 puc. 1 nocne murpayum (kx~t), Ax=25 m. At=0,004 cek, A: =40 ™,
V= 2000 m cek

Fig. 4. Time section after (kx-w) migration of the synthetic section shown in Fig. 1 using
Ax=25 m, At=0.004 s, Ax=0.004 s, v=2400 m/s

4. abra. Az 1 éabran lathato szintetikus szelvény (kx-u>) migracié utan, Ax =25 m, At =0,004 s,
Ar=0,004 s, v=2400 m/s mellett

Puc. 4. BpemeHHoI pa3pe3 puc. 1 nocne murpaumm (kx-a>), zZlv= 25 m, At =0,004 cek,
AT=0,004 cek, u=2400 m/cek
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TRACE X -2.15 KM AMPLITUDE SPECTRUM

Fig. 6. The signals and their amplitude spectra after (kx~w) migration of the section shown
in Fig. 1using velocity u= 2000 m/s

6. abra. Az 1 abran lathaté szeizmikus szelvény jelalakjai és amplitido spektrumai (kx—a>)
migracié utdn n= 2000 m/s mellett

Puc. 6. CUrHanm u amnanTyfHble CNEKTPbl CEiCMUYECKOro paspesa puc. 1 mocne murpauuu
(kx—co0) npu r=2000 wm/cek
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TRACE X=2.65 KM AMPLITUDE SPECTRUM
a

Fig. 7. A) Input signal and its amplitude spectrum. B). C) Signals and their amplitude spectra
after (kx-a>) migration of the section shown in Fig. 1 using velocity u= 2400 m/s

7. abra. A) Bemend jel és a hozza tartoz6 amplitad6 spektrum. B), C) Az 1 abran lathaté
szelvény jelalakjai és amplitad6 spektrumai (kx~w) migracié utan, t= 2400 m/s sebesség mellett

Puc. 7. A) BxogHoit curHan n cnektp gMnauTynbl. B), C) curHanm v amnanTygHble CHEeKTPbl
paspe3a puc. 1 nocne murpaymm (K —(0) npu ckopocTu r= 2400 m/cek
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Fig. 8. Time section after (kx-io) migration of reflector inclined at 30 degrees using
)= 2400 m/s, Ax=25 m, At=0.004 s, Az=0.004 s

8. abra. 30°-os dolési reflektald feliilet id6szelvénye (kx-a>) migracié utan, v= 2400 m/s,
Ax=25m, /Ir=0,004 s, Az=0,004 s mellett

Puc. 8. BpeMeHHOI1 pa3pe3 oTpaxatolleii MOBEPXHOCTM ¢ HaknoHoM 30° mocne Murpauumu
(kx~a>) npu y= 2400 m/cek, Ax=25 m, A/ =0,004 cek, zlr= 0,004 cek

Fig. 9. Time section after (kx~t) migration of the reflector directed at 30 degrees using
u= 2400 m/s, zlv=25 m, At=0,004 s, Az=40 m

9. abra. 30°-os d6lési reflektald feliilet id6szelvénye (kx—t) migracié utan, = 2400 m/s,
Ax=25 m, At=0,004 s, Az—40 m mellett

Puc. 9. BpeMeHHOI pa3pe3 oTpaxatolleli NOBePXHOCTM C HaknoHom 30° mocne Murpauun
(kx—t) npn [>=2400 m/cek, Ax= 25 m, At=0,004 cek, Az=40 m
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Fig. 10. Time section after (kx-ai) migration of the reflector inclined at 30 degrees using
r=2200 m/s, Ax=25m, dt=0.004 s, dr = 0.004 s

10. abra. 30°-0s d6lésh reflektald felllet idészelvénye (kx—ee) migracié utan, P=2200 m/s,
Zfv=25 m, At=0,004 s. Az=0,004 s mellett

Puc. 10. BpemMeHHoIi pa3pe3 oTpakarolleid NoBepPXHOCTW ¢ HakfoHoM 30° nocne Murpauum
(kx-w) npmn r=2200 m/cek, Ax=25 m, JI/=0,004 cek, 4r=0,004 cek

migration). This statement is supported by lack of dispersion in the case of the
kx-t migration at the boundary dip angle 0=45° (Fig. 13) when applying a
correct velocity, and with simultaneous occurrence of this phenomenon for
smaller dip angles 0=30° and 0=15° with erroneous velocity Pj and the occur-
rence of dispersion for the kx-co migration applying erroneous velocity. It is
worth while to emphasize that the field extrapolation was carried out at relative-
ly small extrapolating intervals: z1/=zit=0.004 s, Az=40 m which ensured
stability of extrapolation by means of finite difference methods (v—t and kx- t
migrations). One has also to note that the utilization of erroneous velocity is
not a source of aliasing errors.

In fact
N
< -
D A
where
sin0
At = 2Ax >

remains unchanged when relation (13) is satisfied. From the above mentioned
considerations and model experiments it is evident that migration with erron-
eous velocity is accompanied by the dispersion phenomenon. As for kx—mw
migration one can notice that due to the application of erroneous velocity the
extrapolation operator is changed

F(kx, 2, 00) = F(kx, 0, oj)ei(kH,k4Z (30)
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Fig. 11. Time section after (kx-w ) migration of the reflector directed at 15 degrees using
i'= 2400 m/s, Ax=25m, d/=0.004 s, dr = 0.004 s

Il. &bra. 15°-0s délési reflektal6 felllet id6szelvénye (kx—ee) migracié utan, r= 2400 m/s,
Ax=25m, At=0,004 s, Ar=0,004 s mellett

Puc. 11. BpemeHHOI pa3pe3 oTpaxatolleli MOBePXHOCTM € HakfoHoM 15° nocne murpauun
(kx-bl') npu )= 2400 m/cek, Ax =25 M, At =0,004 cek, dr = 0,004 cek

Fig. 12. Time section after (kx-t) migration of the reflector directed at 15 degress using
ii= 2400 m/s. Ax=25 m, At=0.004 s. A: =40 m

12. abra. 15°-0s d6lésl reflektald felulet idészelvénye {kx-t) migracié utan. r = 2400 m/s.
Ax=25m, At=0,004 s, A: =40 m mellett

Puc. 12. BpeMeHHOIi paspe3 oTpaxkatolleil NOBEPXHOCTU C HaKNoHOM 15° mocne mMurpauuu
{kx-t) npun r=2400 m/cek Ax =25 M, 4?=0,004 cek, A:=40 m
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where the increase of the vertical component of the wave number is given by
Akz = kiz-kz = kxcos0,—k cos0 =k  cos Q- cos 0" = kilcos 0, (31)

In this case
(kz+Akz)z = A(cos 0+ A cos 0)z = orrfcos 0+ A cos 0) = acos 0(z +Az) (32)

where

-------- T (33)

Thus, the application of erroneous velocity causes time displacement on the
migrated section increasing with time and proportional to the value of the
relative increase of the cosine of the boundary dip angle (according to definition
A cos 0).

Fig. 13. Time section after (x —t) migration of the reflector directed at 15 degrees using
v=2400 m/s, Ax=25m. At=0.004 s, A: =40 m

13. abra. 15°-o0s d6lés( reflektald felllet id6szelvénye (x—t) migracié utan y= 2400 m/s, Ax =25 m,
d?=0,004 s, A: =40 m mellett

Puc. 13. BpeMeHHOI pa3pe3 oTpaxkaroLleii MOBEPXHOCTU C HaKNOHOM 15° nocne mMurpaymm
(x—t) npn u= 2400 m/cek Ax= 25 m, dr=0,004 cek, A: =40 m

In order to test the possibilities of dispersion elimination from the migrated time
sections an experiment was carried out by means of extrapolating the migrated
field towards the test section by modelling. In order to define the velocity v2 in
relation to the extrapolation of a migrated section in the directional characteris-
tics tan 0Xvl let us transform Eq. (28)

tan 0X tan 02

P, V2 (34)
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and state the condition
sin02 tanO

which means identity of the correct and migrated section by means of the correct

velocity v.
From Egs. (34) and (35) and Eq. (13) we obtain

2= (vi-v2Y (36)

when vi > v.

It should be noted that in the case of residual migration with velocity v2
(instead of modelling), i.e. when vt <v, in Eqg. (36) transposition of velocities vx
and v occurs. Correction of migrated sections by means of residual field ex-
trapolation (modelling or migration) is an interesting proposition for the ac-
curacy correction of migration [Rocca, Satvador 1982, Rothman et. al. 1985].
Using velocity v2in accordance with Eqg. (36), modelling of the section migrated
with velocity =2400 m/s (Fig. 4) was carried out. The section migrated in the
two phases shown in Fig. 14 hardly differs from the migrates section with the

Fig. 14. Time section after residual migration of the section shown in Fig. 4 using velocity
v2= 1327 m/s, Ax=25 m. At=0.004 s

14.  &bra. ld6szelvény, melyet a 4. dbran lathat6 szelvényen v2= 1327 m/s sebességgel
végrehajtott rezidualis migracié eredményeként kaptunk, Ax =25 m, At=0,004 s mellett

Puc. 14. BpeMeHHOI pa3pes3, NOAy4YeHHbI B pe3ynTaTe OCTaTOYHOW MuUrpauumn paspesa puc. 4.
npu v2= 1327 m/cek, Ax =25 M, At=0,004 cek
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proper velocity (Fig. 2). The dispersion phenomenon has disappeared and the
boundary has been represented at the angle 45°, i.e. at the real incident angle.
Therefore the above mentioned experiment proved that the erroneous velocity
applied in the migration process is the source of dispersional disturbances which
can be eliminated in the residual migration process.

3. Conclusions

1 The application of erroneous velocity in the migration process causes seismic
boundaries dipping at improper inclination angles to appear on the profiles.
The dip angle 0 if erroneous velocity is applied is defined by relation (10).

2. The application of erroneous velocity in the migration process is accompanied
by an increase in the dispersion phenomenon together with increasing dips
and increasing error of the applied velocity.

3. A field extrapolation process in two phases or the so called residual migration
removes the dispersion phenomenon and represents the real seismic boundary
dip angle.
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A HIBAS SEBESSEGGEL VEGREHAJTOTT SZEIZMIKUS MIGRACIO NEHANY
KERDESEROL

Andrzej KOSTECKI és Anna POLCHLOPEK

A tanulmany atfogdan elemzi a hibasan valasztott sebességnek a migracio jellegére gyakorolt
hatasat, kiilonb6z8 migracios eljarasok (kx-m migracié, kx-t migracio és véges differenciak modsze-
rével végzett x-t migréacio) esetén. Ertelmezi és bizonyitja a hibas sebességbél szarmaztatott szeizmi-
kus rétegdolésszog valtozasokat és az azokat kisérd diszperzids jelenségeket. Példakat mutat be
0= 15°, 30°. 45° d6lésl szeizmikus rétegek szamitogépes modellezésére, a migracios jelenség jobb
megértése és szemléltetése céljabol.

O HEKOTOPbIX BOMPOCAX CEMCMI/I‘-IECI"(OM MWTPALINN,
OCYWECTBJ/IEHHOW C HEMPABWJ/IbHOW CKOPOCTbLIO

AHpken KOCTELUKW n AnHa MONAXNTOMNEK

[LeTanbHO aHaNU3MpyeTcs BAMUSAHWE HENPABUbHO BbIGPAHHOM CKOPOCTU Ha XapakKTep MUrpa-
UMM NpU pasHbiX Mpouesypax MUrpauun (Mpy MUTPaLMKM KX-Li, Npu MUrpaumm kKx-t v npu murpa-
UMM X i. BbINOMHEHHOW CMOCOGOM KOHEUHbIX Pa3HOCTeR). MHTepnpeTupyoTCs U [0KasbiBaloTCs
M3MEHEHUs YII0B HaK/IOHA CeiCMUYECKUX NNACTOB, 1 COMPOBAXAAIOLLNE UX AUCTIEPCUOHHbBIE AB/e-
HUA, 06Pa30BaLLMXCS U3-32 HEMPaBW/LHOM CKOPOCTMW. LS NyYLIero NoHUMaHUs 1 JeMOHCTPaLMK
ABNEHU MUTPALMM MOKa3bIBAOTCA NMpUMepbl MOJeNMpoBaHus Ha SBM ceiicMuyeckux NiacToB

¢ HaknoHomMm 0= 15° 30°. wn 45°.
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COMPUTING OF TRANSIENT RESPONSE OF LAYERED
HALFSPACE; PROBLEMS IN APPARENT RESISTIVITY INVERSION

Erné PRACSER

This paper deals with the computation of the transient electromagnetic field on the surface
of a layered halfspace for different transmitter-receiver configurations. The version of the spectral
technique used here allows accurate computation of horizontal and vertical magnetic field com-
ponents even at late times. An apparent resistivity computation method will be described, which
is most advantageous because it is fast even for rectangular loops. This method is based on inverting
formulae, expanded in series, that describe the transient field of a homogeneous halfspace; it gives
accurate results at late times.

Keywords: electromagnetic methods, time domain, layered model, apparent resistivity, mathematical
models

1. Introduction

In transient measurements different components of the magnetic field or
their time derivatives are measured after turn-off of the direct currents flowing
in the trartsmitter loop placed on the surface of the Earth. Depending on the
resistivities of the layers in the halfspace, eddy currents are induced and they
penetrate downwards like smoke rings. In the measurements the magnetic field
of these currents is measured and we make attempts to deduce the layer par-
ameters from the measurements. To perform these deductions with certainty,
mathematical modelling of transient measurements over layered halfspace: i.e.
computation of theoretical decay curves, is needed.

In the E6tvOs Lorand Geophysical Institute (ELGI) we have been working
on theoretical problems of the transient method since 1982. Our aim is the
application of transient measurements in bauxite exploration and the develop-
ment of their quick interpretation methods [K akas et al. 1985, 1986, in press].
These computer programs serve as a basis for this work and compute the
transient field on the surface of a layered halfspace for the following three
transmitter-receiver configurations (Fig. 1):

a) Field of a magnetic dipole of vertical axis in the plane of the dipole, at
distance r from the dipole; dipole-dipole array;

b) Field at the midpoint ofa circular loop lying on the surface of the halfspace;
central induction loop (CIL) array;*

* EOtvOos Lorand Geophysical Institute of Hungary, POB 35, Budapest, H- 1440
Manuscript received: 6 June, t986
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c) Field at any point on the surface due to a rectangular loop laid out on the
surface; TURAM array.

Fig. 1 Different transmitter-receiver configurations
/. dbra. Kilonb6z6 add-vevl elrendezések

Puc. |. Pa3Hble yCcTaHOBKM faTymKa-npueMHUKa

An obvious and widely used method for computing transient curves is the
application of inverse Fourier transformation to the frequency domain results.
This is generally known as the spectral technique. In transient measurements
inverse Fourier transformation means sine or cosine transformation. For any
component of the magnetic field:

Hut) = i Re(#,,(cn)) cos (at dco (1a)
0
®

2
#«() = Im(//uco)) sin (at dto (Ib)
0
where
Hu{t) is the time derivative of the magnetic field component of u direction,
(@= 2nf f is the frequency, t is the time after turn-off of the direct current

flowing in the transmitter loop, Huco) is the magnetic field component of u
direction in the freqlilency domain, u is the direction of a component (x,y or

2).

The quick interpretation methods we use are based on apparent resistivity.
Apparent resistivity is defined as the resistivity of a homogeneous halfspace that
would produce a field component equal to the measured one for a given
configuration. This is obtained by solving the following equation for q:

Q = Hup) ()

where
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HI[(t, g) is the value of the transient field component measured over homo-
geneous halfspace of resistivity p, Hft) is the transient quantity to be transform-
ed, measured over any kind of layered halfspace.

2. Computation of the magnetic field strength in frequency domain

For accuracy of transient curves computed by using the inverse Fourier
transformation, adequate accuracy of frequency domain values and a reliable
Fourier transformation technique are required. Therefore we should now briefly
discuss the computation of the magnetic field in the frequency domain. For the
CIL array the field of the electric dipole should be integrated along the circle,
which means multiplication by 2nr because of symmetry. The formula describ-
ing the field of an electric dipole with axis in direction x over a layered halfspace
is known from different sources [Scriba 1974, Kaufman and Keller 1983].
Programs written in ELGI use the following formula:

Ja[ y

H.(co) an r

3,(7j)7e G1 + [20(2))d2 3)

where

J!is a Bessel function of the first kind, first order, r is the height of the
transmitter. For convergence of the integral it is practical to choose a small z
value, but not zero, x, y are the coordinates of the receiver, r = "x2+y2, R0(2)
is the kernel function depending on layer parameters; it could be determined
recursively.

G_ G+i

+ E+i(Ne -
G+GH !

/- = VI.2+ iojpo.

where

dj is the conductivity of the /-th layer, d. is the thickness of the /-th layer,
Rn(2) = 0O, n is the number of layers, / is the current, and d/ is the length of the
dipole.

Flere the response of the homogeneous halfspace having a resistivity equal
to that of the first layer is not separated from the integral. Computation of the
integral in (3) can be performed quickly and accurately using the filter method
developed by Anderson [Anderson 1979, 1982]. From a computational view-
point, the dipole-dipole array represents the same task as the CIL array with
additional complication that the magnetic field has a horizontal component as
well [Koefoed et al. 1972, Kaufman and Keller 1983].
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The case of a rectangular Idop is more complicated because the field of the
electric dipole should be integrated along the loop, and that can be performed
for the Hz (co) component only numerically. This, together with the integral
necessary for the Hankel transformation in equation (3) and the inverse Fourier
transformation, means a threefold integration. By reasonable application of the
filter method used for computing (3) the computation of the integral for all
required values r does noi take a significantly longer time than for only one r.
Thus the computation time of the numerical integration along the loop can be
reduced [Anderson 1982].

To compute the Hx@) component of the field of the loop, the Hx@
component of the field resulting from an electric dipole of direction x should
be integrated along the two sides of direction x. Then the effect of the two sides
of direction y should be added. After performing the (x,y) —=(—y, x) coor-
dinate transformation, the Hy(oo) component of the field resulting from the
electric dipole of direction x should be integrated over x. The horizontal
components of the magnetic field of the electric dipole are:

Idl d2
Hx@) = 4T dxdy | JOrr) — {\ + RO{X))dX (4a)

w o )
Hico) = -, = 1060 — (L+ Ad2))d2 +

(4b)

00

ay JOXDIQ-b{1- AD(2))d2

The primitive function of Hx(e) and the first term of the equation describing
Hy(co) exist in X, but for the second term numerical integration is necessary.
Performing the computations, it should be taken into account that the current
flowing in the opposite sides of the loop is of reverse direction. Details relating
to the computation of the field of the loop in the frequency domain can be found
in Anderson’s paper [1985].

3. Evaluation of the accuracy in computation of the transient field for late
times

Transient curves computed by equations (1) become inaccurate primarily
at late times. This can be recognized from the behaviour of the resistivity curves:
with increasing time they fail to approximate asymptotically the resistivity of
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the lower layer. Therefore in this section we evaluate the comparison and
accuracy of transient computations over different models by means of apparent
resistivity curves.

First, let us examine the CIL array. The TCILOOP program was written
at the United States Geological Survey (USGS) and ELGI received this pro-
gram in 1982 through the scientific cooperation agreement between the USGS
and the Central Office of Geology (KFH, Hungary), lift) in this program is
computed by equation (la) [Anderson 1981], and from it the apparent resisti-
vity, by an iterative method. The cosine transformation is carried out by a
subroutine which is based on filtering and which was written by Anderson.

After adapting this program to ELGI's R-35 computer, test results com-
puted for late times in the case of a resistive basement differed from those
obtained on the VAX 11/780 computer of USGS. The reason for the deviations
possibly lies in the difference in the precision of the two computers. From the
resistivity curve (a) in Fig. 2. it can be seen that computation in the case of a
resistive basement becomes unreliable with increasing time. The end of resis-
tivity curve (b) computed for homogeneous halfspace shows some deviation
from the correct values as well. For this reason our aim was to obtain a form
of equations (1) which is more appropriate from the computational view point.
Since the inaccuracy appears at late times, it could be explained by the behav-
iour of H fto) for low values of . The following series expansions are valid for
homogeneous halfspace:

(5a)
(5b)
where
a is the conductivity of the halfspace and r is the radius of the circular trans-
mitter loop.

The cosine transform of a constant and the sine transform of the co-func-
tion are 0, therefore in the transformation of equations (1), the first terms of
equations (5) theoretically make no contribution to the transient curve. With
decreasing frequency the absolute values of these terms become greater than
those of the other terms of the series which would make a contribution to the
transient field. Because of the limited precision of the computer these other
terms appear with steadily decreasing accuracy in the values of Re”.(co)), and
Im(Hz(co)). As a limiting case it might happen that variables in the computer
program containing the values of Re(tfz(cu)) and 1T1(4;(v) become equal to
the first terms in (5). Therefore one should not expect that transient curves
computed by Eq.(l) have a correct asymptote for late times however accurate
the technique used for inverse Fourier transformation may be. It is most
expedient to remove the first terms of Eq.(5) by derivation. Computer programs
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Q0001 04,01 001 0.1 t(sec)

Fig. 2. Apparent resistivity curves for CIL array
For curves (a) and (d) £2=2000 fim. for (b) and (e) g2= 100 fim, and for (c) g2=5 fim. Curves
() and (b) were computed by Eg. la, curves (d) and (e) by Eqg. 6, and curve (c) is the
coinciding result of computation both by Egs. (la) and.(e)

2. abra. Latszélagos fajlagos ellenallasgorbék CIL elrendezésre
Az () és (d) gorbére s2=2000 fim. (b) és (e) gorbére g2= 100 fim és a (c) gorbére 02=5 fim.
Az (a) és (b) gorbét az (la) egyenlettel, a (d) és (e) gorbét a (6) egyenlettel szamitottuk, a (c)
gorbe mindkét egyenlettel azonosnak adddott

Puc. 2. KpuBble KaxyLLerocs yfiensHoro conpoTUBAEHNUS /1l COOCHOI YCTaHOBKM
Ons kpuebix () un (d) (>=2000 omm, ans (b) un (e) g3= 100 ommMm, ans (c) Q =5 omm. KpuBsble (a)

n (b) paccumtanbl no gopmyne (1a), kpmeble (d) u (e) no dopmyne (6). Kpneas (c) nmeet
O[IMHAKOBbIA X0 NPV NPUMEHEHUN NGO hopmynn

written in ELGI compute components of the magnetic field using a formula
obtained form (Ib) by partial integration.

00

id2
ijj) = — T Huco) sincutaw
fiii) o \ow u 3 (6)
If this form of sine transform is applied to Eq.(5.b.), then the disturbing

first term disappears and the asymptote of the transient curve can be obtained
accurately even for late times. Since the behaviour of H,(w) over layered models
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is similar to that over homogeneous halfspace, and since the asymptotic behav-
iour is independent of the transmitter-receiver configuration as well, Eqg.(6) can
be used for computation of transient fields over layered models. Resistivity
curves (d) and (e) shown in Fig.2 have been constructed on the basis of transient
curves computed in this way. Conductive basement curves obtained by the two
different methods coincide, i.e. curve (c) is obtained both by using Eq.(la) and
by using Eq.(6). For computation of sine transforms, a subroutine written by
W. Anderson is used even if equation (6) is applied.

In the case of dipole-dipole and TURAM arrays, application of Eq.(6)
plays an even more significant role in the computation of horizontal com-
ponents because the accuracy of horizontal component computations using (Ib)
is much lower than that for vertical component computations (Fig.3, curves a
and b). The explanation lies in the less favourable magnitude relations of terms
in the series expansion of the formula describing the field strength in the
frequency domain. For example, for a magnetic dipole

IS E cottar2
3 -

3r \
Im(Hr(co) = — - 64 (Wwr)2+ ... 7

where
IS is the moment of the magnetic dipole.

Fig. 3. Apparent resistivity curves for a magnetic dipole
Curves (a) and (c) are derived from Hz(t), curves (b) and (d) from ftr(t). Curves (a) and (b) were
computed by Eq. (Ib), curves (c) and (d) by Eq. ()

3 abra. Latszélagos fajlagos ellenallasgdrbék magneses dipolra
Az (a) és (c) gorbe # z(?)-b6l, a (b) és (d) gorbe //r(i)-b6l szarmaztatva. Az (a) és (b) gorbét az
(1b) egyenlettel, a (c) és (d) gorbét a (6) egyenlettel szamitottuk

Puc. 3. KpuBble KaxylLerocs yjensHoro conpoTuBieHUs AN MarHUTHOro AMNons
Kpusble (a) n (c) nonyyeHbl No KomnoHeHTy HZz(t), a (b) n (d) no Hr(t). Kpusbie (a) u (b)
paccunTaHbl-no dopmyne (Ib), a kpusble (c) n (d) no dopmyne (6)



228 E. Précser

As o tends to zero, the second term of (7) — which plays a role in determination
of the asymptote valid for late times — approaches zero more rapidly than the
second term of (5b). Therefore this term is less significant compared with the
first term in the value of Im(//r(co)) than is the second term of (5b) for the vertical
component. Resistivity curves a and b Fig.3 have been constructed using
Eq.(Ib), and curves c and 4 using Eq.(6).

d2 d2
The computation of o Hz(co) and & Hr(co) is worth mentioning. The

faster method is to compute values of Hz(cqj) and at given points (cop
j = 1,2,...«) of the frequency band necessary to perform transformation, and
then to determine the values of the second derivative by spline approximation
for every ce required to perform sine transformation. In this case the accuracy
of transient curves improves mainly for the vertical components; for the less
favourable horizontal components the improvement is negligible. A more ac-
curate method is to determine numerically the second w derivative of the R0(2)
kernel function contained in the integral used for Hankel transformation.
Unfortunately, as a consequence the running time of the program increased
significantly. In addition to the plotted resistivity curves, improvements in the
accuracy achieved are also demonstrated by Table I. The transient field values
for a magnetic dipole over a two-layer halfspace are given in the columns of the
table.

21 2/1CT,I5
uatrl Mz UulJ

Integral-finite-

Spectral method Spectral method diflerence method

Spectral method

Goldman 1983. Anderson 1983. Goldman 1983, ELGI 1986.
0.100E0 0.662E1 0.662E1 0.662E1 0.662E1
0.178E0 0.230E1 0.230E1 0.230E1 0.230E1
0.316E0 0.597E-2 0.597E-2 0.597E-2 0.573E-2
0.562E0 —0.293E0 —0.293E0 —0.293E0 —0.293E0
0.100E1 —0.147E0 —0.147E0 —0.147E0 —0.147E0
0.178E1 —0.498E-1 —0.498E-1 —0.498E-1 —0.498E-1
0.316E1 —0.142E-1 —0.142E-1 —0.142E-1 —0.142E-I
0.562E1 —0.376E-2 —0.376E-2 —0.376E-2 —0.376E-2
0.100E2 -0.973E-3 —0.973E-3 -0.971E-3 - 0.973E-3
0.178E2 —0.241E-3 -0.241E-3 —0.239E-3 -0.241E-3
0.316E2 —0.523E-4 —0.523E4 -0.520E"t —0.523E-4
0.562E2 —0.972E-5 -0.971E-5 —0.975E-5 - 0.972E-5
0.100E3 - 0.155E-5 —0.155E-5 —0.155E-5 -0.155E-5
0.178E3 —0.217E-6 —0.216E-6 —0.215E-6 - 0.216E-6
0.316E3 —0.272E-7 —0.270E-7 —0.272E-7 —0.270E-7
0.562E3 —0.316E-8 —0311E-8 —0.312E-8 —0.312E-8
0.100E4 - 0.309E-9 —0.342E-9 —0.340E-9 —0.340E-9
0.178E4 0.198E-10 —0.361E-10 —0.358E-10 —0.358E-10
0.316E4 —0.187E-10 —0.352E-11 —0.369E-11 - 0.370E-11
0.562E4 0.512E-11 - 0.348E-12 —0.375E-12 - 0.375E-12

0.100E5 —0.130E-0 —0.653E-13 —0.379E-13 -0.380E-13
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Using a procedure similar to the method of obtaining formula (6) from
(Ib), formula (1a) could be modified as well.

Given the results of the frequency domain computations, it was possible
to compute the transient field for a rectangular loop in the same way as for the
dipole-dipole and CIL arrays. In this case, there is greater difficulty in concep-
tualizing a computational method for rectangular loops based on the time
domain solution of Maxwell equations than for magnetic dipole and CIL array,
which emphasizes the significance of the spectral technique. In the fourth
column of Table I the results obtained by the time domain solution of Maxwell
equation are listed [Goldman 1983, 1984]. The resistivity curves shown in Fig. 4
are constructed using vertical and horizontal components of the transient field
resulting from a rectangular loop.

Fig. 4. Apparent resistivity curves for TU RAM array
Curves (a) and (b) are derived from Hz(t), curve (c) from lift) and curve (d) from lift). All
curves computed by Eq. 6

4, &bra. Latszolagos fajlagos ellenallasgérbék TURAM elrendezésre

Az (a) és (b) gorbe /1,,(i)-bél, a (c) gérbe A,(/)-b01, a (d) gorbe pedig AMN)-b01 szarmaztatva.
Mindegyik gorbét a (6) egyenlettel szamitottuk

Puc. 4. KpuBble KaxyLuerocs yaenbHOro conpotusneHns gns ycraHosku TU RAM
Kpussble (a) u (b) nonyyeHbl no KomnoHeHTy Hft), (c) - no Hft), a (d) mo lift). Bce kpuBbie
paccymTaHbl Mo dopmyne (6)

Table 1.
<? Comparison of TEM field values computed by different methods for a two-layered section with
2= oo; r/ly =0.25 [after Goldman]

n-| 1. téblazat Kilonbdz6 modszerekkel szamitott tranzines tér értékek kétréteges modell felett
magneses dipdl gerjesztésre <2= 00; r//it = 0,25 [Goldman nyoman]

Tabn. /. 3HaueHWs1 NONsA MepPexXoAHOro npouecca Haf ABYXCNOWHOW Cpeao, Npu BO36YXAeHWM
V-1 MarHUTHbIM AWMONEM, MOMTYYeHHbIe pasHbIMK cnocobamu <T,= oo, /A, =-0,25 [No Mongmany]
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Up to this point, the expression “transient field” has meant time derivatives
of field components Hr(t), //x(f), Hy(t)). The components themselves can
be obtained from derivatives by integration over time.

4. Computational methods for apparent resistivity

It is generally more meaningful to examine the apparent resistivities instead
of the measured or calculated field components. Resistivity can be derived from
the field components, and the resistivity relations of the layers can be deduced
more easily from the apparent resistivities than from the measured quantities,
the decay curves. In apparent resistivity calculation (briefly: resistivity calcula-
tion) known parameters (moments of the transmitter and receiver and their
relative position) are removed from the transient curves.

The solution of Eg.(2) can be obtained by iteration or by inverting the series
expansion of H{(t, @. Spies and Raiche [1980] have applied this latter method
for coincident transmitter and receiver loops. By iterative methods two resis-
tivity curves can be obtained; one is correct for early times and reflects the
resistivities of the near-surface layers, the other is correct for late times, and
reflects the response of deeper layers. This second curve can be obtained in close
approximation by inverting the series expansion of H{(t, q). For dipole-dipole
and CIL arrays the iterative solution is also feasible because the transient field
over homogeneous halfspace is given by a relatively simple formula. The other
advantage of these arrays is that essentially only one transient curve exists over
homogeneous halfspace. In the case of a rectangular loop the situation is
considerably more complicated. Since in this case H{(t, q) is the integral of the
transient field of the electric dipole along the loop, an iterative solution of Eq.(2)
would be extremely slow. It would be possible to calculate H{(t, g) for one
suitably long time interval, in properly dense time moments, and then to store
the results and use it in every subsequent case for the solution of Eq. (2).
However, this way is not expedient because for rectangular loops there are as
many kinds of transient curves over the homogeneous halfspace as there are
transmitter-receiver positions. Only those transmitter-receiver configurations
can be considered as equivalent that are generated by enlargement/reduction.
Therefore the following method, which is based on inverting the series expan-
sion of A{(/, f)) and which provides correct results primarily for late sections
of the transient curve, is advisable.

Let us start from the series expansion of the formula describing the tran-
sient field of the electric dipole over homogeneous halfspace.

H{(t, _y_l_Cﬂ_ (aa.3+bet5+ coll+ch9+ ..) (8)

n24tr3
where
uor2

a b, c are known constants, and a2 11
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The transient field of a rectangular loop can be obtained by integrating the
field of dipoles along the sides of the loop, using the following integral (in this
case for one of the loop sides, parallel to the x axis):

2 K X 2(k-)H
Fixzry2kde 2(k-j)+1  2(k-j)+1) ©)
H{(t, «) = -—-— (aa3+bix6+cotl+da9+...) (10)

n24tr

where
f is a quantity related to the transmitter-receiver configuration:
__rt+r2+r3+r4
r 4
rj is the distance between the midpoint of the y-th side of the loop and the
measuring site,
and

2 - "afl
Coefficients a, b, ¢, ... depend on the transmitter-receiver configuration and.
using (9), may be calculated quickly.

Let us solve (2). Substitute in (10) the transient quantity to be transformed
for the transient value over the homogeneous halfspace:

3
Ti2atrHJt)
B= - ——-j-——-= aa3+bot5+ cotl+ dot9+ ... (11)

To this series there belongs an inverse series giving a as a function of B.

| 1 1
a = AR3+BR+ CR3+ DR3+... (12)

Coefficients A, B, C, ... can be obtained from a, b, ¢ ... using the following
formulae:
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Coefficients of series (12) need be determined only once for each transmit-
ter-receiver configuration. Apparent resistivity values can be attached to the
individual time moments in the following way: H.(t), t, r and | are known, so
at first 3 is obtained from the first equation of (11), then @is obtained from the
series (12) and, using the definition of a, a and g= I/cr can be expressed.

Similarly, resistivity calculation based on fix(t) can be carried out, with the
difference that the series expansion of H{(t,p) is obtainable only by more
laborious computations.

The above method might also be applied to the dipole-dipole and CIL
arrays, with the difference that to obtain the series expansion describing the
transient field over the homogeneous halfspace there is no need for integration
along the transmitter wire.

One possible characteristic of the quality of apparent resistivity calcula-
tions is the accuracy that can be achieved in re-obtaining the resistivity of the
homogeneous halfspace by applying these calculations to the transient curve
calculated over the homogeneous halfspace. This method is worth applying if
the condition oc<1 obtains.

In Fig. 4 it can be seen that apparent resistivity values deviate from the
resistivity of the first layer at early times. It is obvious that on the one hand,
the behaviour of the horizontal components is more favourable from this
viewpoint, and that, on the other hand, deteriorating accuracy of this resistivity
calculation for early times results from moving away from the transmitter.
Disregarding the deviations appearing at early times, field components at dif-
ferent sites provide the same apparent resistivity. Curves ¢, d and e of Fig. 2 and
the curves in Figs. 3 and 4 have been obtained from the series expansion of
formulae describing the field over homogeneous halfspace, using the coefficients
from first to seven. Determination of further coefficients would be useless
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because the expressions describing them become more and more complicated
and their use would ensure only a negligible improvement in the results.
Resistivity curves a, band cin Fig. 2 have been constructed by an iterative
method on the basis of Hz(t) calculated from (la). Thus in those intervals where
the program using formula (la) gives accurate results, the coincidence of the
curves demonstrates that the two resistivity calculations are of equal quality.

5. Conclusions

By applying equation (6) every component of the magnetic field measurable
on the surface of the layered halfspace can be calculated correctly for all three
transmitter-receiver configurations. The resistivity calculation method discuss-
ed above allows calculation and analysis of resistivity curves over different
layered models and this is a great help in interpreting resistivity curves cal-
culated from transient values measured in the field.
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RETEGEZETT FELTER TRANZIENS VALASZANAK SZAMITASA, LATSZOLAGOS
FAJLAGOS ELLENALLAS MEGHATAROZASA

PRACSER Emég

A cikk a rétegezett féltér felszinén kialakul6 tranziens elektromagneses tér szamitasaval
foglalkozik, kilonb6z6 ad6-vevd elrendezések esetében. A spektral modszernek az itt alkalmazott
valtozata lehetdvé teszi a magneses térerésség fiiggbleges és vizszintes komponensének pontos
szamitasat késd id6 értékekre is. A tanulmany egy latszélagos fajlagos ellenallasszamitasi eljarast
is ismertet, amelynek a gyorsasaga folytan a négyszogletes keret esetében van a legnagyobb jelent6-
sége. Ez a mddszer a homogén féltér tranziens terét leird képletek sorbafejtett alakjanak invertalasan
alapul és késdi idéértékek esetén ad pontos eredményt.

PACYET MNOJIA MEPEXOAHOIO NMPOLUECCA HAL C/TIONCTbIM
MOoNYMNPOCTPAHCTBOM, OMNPEAENEHVNE KAXYLWENOoCA YAENBbHOIO
COMPOTUBJIEHNA

OpHé MPAYEP

B aToii cTaTe M3NOXeH pacyeT 3N1eKTPOMArHUTHOrO Noss MepexofHoro mpotecca, o6pasy-
IOLLIErocsi Ha NOBEPXHOCTM CIOMCTOrO MONYNPOCTPAHCTBA, /1S CyYas pasHbIX YCTaHOBOK. Mpume-
HEHHbI 3[1eCb BAPMAHT CNEKTPabHOTo Cnocoba faeT BO3MOXHOCTb TOUHO ONPeAeniTb 3HaUeHUi
BEPTUKAILHOTO 1 FOPU30HTANLHOTO KOMMOHEHTOB MarHWTHOTO MO AaXKe Npu MO3AHWUX Bpeme-
Hax. Take W3N0raeTcs OfH CMoco6 pacueTa Kaxyllerocs yaenbHoOro conpoTUBNEHUs, KOTOPbI,
B CBAA3W CO CBOEH GbICTPOTONA, MMEEeT 3HaUeHne NPex/e BCero Ans cnyvas KBafpaTHbIX pamMmoK. ToT
Cnoco6 O0CHOBaH Ha MHBEPTALMM PA3NOXEHHbIX B P4 (OPMY/, ONUCHIBAIOLLMX NO/E NEPEXOAHOro
npouecca 0AHOPOAHOIO NOMYNPOCTPAHCTBA, U fjaeT TOUHble Pe3ynbTaTbl AN1S MO3AHUX BPEMEH.
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A MODEL FOR THE VERTICAL SUBSURFACE RADON TRANSPORT
IN “GEOGAS” MICROBUBBLES

Andras VARHEGYI*, Istvan BARANYI* and Gyérgy SOMOGY I**

Based on the phenomenon of “geogas”, rising in the form of microbubbles from deeper
regions, the authors have developed a new model for the transport of radon released from deep
sources, and a new method for its detection. The advantage of the new model compared to the earlier
ones is the elimination of the well-known problems of the radon emanation research methods
(penetration depth, reproducibility, etc.), and it provides a qualitative and quantitative description
of the transport mechanism, which is realistic from both geological and physical viewpoints. The
authors emphasize the role of groundwater and gases of deep origin in the movement of radon,
briefly discussing possible sources of these gases. The problems of detecting the radon below the
water-table with track detectors are reviewed and the connection between the rock physical para-
meters (tortuosity, porosity, grain size distribution) and transport characteristics is investigated in
detail. Assuming different geological conditions and rock physical parameters theoretical vertical
radon concentration and track production profiles were calculated. Finally detectability of deep
radon sources depending on geological conditions is analysed and methodological recommenda-
tions are made for the more efficient use of the radon emanation uranium exploration methods.

Keywords: radon, transport, models, uranium ores, emanation method, track-etch method, microbub-
bles, geogas

1. Introduction

A worldwide trend in the exploration for uranium is the growing interest
in mineralization at greater depths, after having discovered the near-surface
deposits. Methods based on the measurement of gamma radiation (gamma level
mapping and gamma spectrometry) are being replaced by other indirect meth-
ods like radon emanometry and geochemistry. There is a large volume of
literature dealing with the versatile application of the radon emanation (briefly
radon) exploration method (detection of uranium ores, prediction of earth-
guakes, exploration of geothermal energy resources, etc.). The state of the art
is well reflected by the review paper of G ingricnh [1984], indicating some of the
problems and doubts in the course of development of geochemical exploration
using radon.

Results obtained by pump-type emanometers applying short-term sam-
pling are not reliable, the anomaly pattern changes in time. Gingrich and
Fisher [1976] listed eight environmental factors that might influence the instan-
taneous radon concentration of the soil air. It is rather difficult or impossible

* Mecsek Ore Mining Enterprise, POB 121, Pécs, H-7614
** |nstitute of Nuclear Research of the Hungarian Academy of Sciences, Debrecen. HMOOI
Manuscript received: 26 March, 1986
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to take all these effects into account. According to our experience the radon
concentration of the soil air can change by one or two orders of magnitude even
within the same day.

The 70’s brought significant changes in the radon detection devices de-
veloped for integrating measurements, first of all the alpha sensitive solid state
track detectors have appeared. Using these monitors the undesirable effects
caused by short-term variations in the radon concentration of the soil air can
be eliminated, although even these integrating measurements indicate long-term
seasonal variations. Emanation measurement with inverted cups placed in 50
to 100 cm deep holes is widespread [Gingrich and Fisher 1976; Fieischer and
Mogro-Campero 1978, Somogyi €t al. 1978; Titov et al. 1985]

2. Problems of integrating radon measurement techniques

The opinion of scientists involved in uranium exploration is not unanimous
concerning the usefulness and reliability of the emanation method, although
most of the technical problems encountered in practice have been properly
solved. The misting over of detector films [Likes et al. 1977], the radon - thoron
discrimination [wara et al. 1977], the distinguishing between deep and shallow
radon sources [Fieischer aNd Mogro-Campero 1978], the depth dependence
of radon detection [Somogyi €t al. 1982; K ristiansson and m almqgvist 1984],
the effect of the detector cup geometry and the detector type [Fieischer and
Mogro-Campero 1978; Ssomogyi €t al. 1982, 1983], the role of the meteorologi-
cal factors [Ciements and witkening 1974]: all have been thoroughly studied
and are mostly solved problems.

The behaviour of radon in the real physical environment determined by
geology, however, raises further specific difficulties. The question of measure-
ment reproducibility in time has not been solved satisfactorily. The reasons for
interpretation problems are the seasonal variation in radon emission [Somogyi
et al. 1978, 1982], and on the other hand the great differences often observed
in field measurements carried out close to each other [Kristiansson and
Maimqvist 1984]. These allow only probability conclusions to be reached in the
interpretation of the results.

The most severe problem is, however, to determine the maximum depth of
Rn sources that can produce concentrations detectable on the surface and
significantly higher than the “background noise”. Several case histories have
been published about the detection of uranium mineralizations at the depth of
100 m or even deeper, using integrating radon measurement [Gingrich 1975;
Beck and Gingrich 1976, Gingrich and Fischer 1976; Fieischer and
Mogro-Campero 1978, Titov €t al. 1985] At the same time under unfavourable
geological conditions even near-surface deposits might remain undetected by
emanation exploration methods.

In the author’s opinion the problems about the emanation method are
seated in the lack of a geological and physical model which properly describes
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the migration of radon from greater depths to near the surface. No unam-
biguous exploration criteria are available for planning the technical parameters
of emanation measurements and the results cannot be interpreted quantitative-
ly. In the present paper after briefly summarizing the existing theories for radon
transport the authors introduce a novel transport mechanism which seems to
be able to solve the long-standing problems. Formulas suitable for the quan-
titative description of the subsurface radon transport and results obtained by
the track detector exploration technique are presented as well. Vertical radon
concentration profiles calculated using the new theory are shown and some
practical methods are recommended.

3. Traditional theories for radon transport

The steady state depth (ID) distribution of radon concentration in a
homogeneous host medium is given by the differential equation [G rammakov
1936]

d(vc)
oz —Ac+ Q —0, (1)

where

c is the radon concentration (atom cm-3)

Dis the diffusion coefficient of radon (cm2s_1)

v is the velocity of the medium carrying the radon in r direction (cm s~ %)

A is the decay constant of radon (s_1)

Qis the intensity of radon generation in the host medium

(atom ecm-3 ¢s“1])

It is noted that in porous media (e.g. in rocks) effective values should be used,
likeD = Deff/eandv = veff/e, where e is the effective porosity of the medium.

Using a wide variety of approximations and boundary conditions different
solutions of equation (1) are given in the literature. Solutions of the equation
for two simple geological models are summarized in Tables I/a and b.

If the transport of radon is due to diffusion only, attenuation of radon
concentration moving away from the radon source is described by the diffusion
length

zd=1im @

and at this distance the Rn concentration is the e-th part of that at the source.
So using the possible highest diffusion coefficient (which is the diffusion coef-
ficient of radon for air: ~0.1 cm2es-1), the radon concentration decreases to

its one thousandth part within 15 m from the source.
To explain the radon movement from greater depths encountered under
natural conditions several authors suggest another transport mechanism, the
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vertical upward flow of the medium filling the pore space. Detectable radon
concentration anomalies from about 100 m deep sources, however, could be
explained this way only if a flow velocity of several m mday-1 is supposed for
the medium filling the pores. In our opinion flow velocities of this order of
magnitude for the pore filling medium (being either gas or fluid) cannot be taken
as realistic ones from the geological viewpoint (excluding some extreme cases,
like active faults, volcanic'or postvolcanic areas).

According to recent investigations [Kristiansson and M aimqvist 1982,
M almqvist and K ristiansson 1984, 1985; Baranyi €t al. 1985; somogyi and
Lenart 1985] it seems reasonable that the buoyant force, the result of the
différences in the density of ground water and gases moving upward, can ensure
the required transport velocities if the upward flow means movement of micro-
bubbles consisting of different gases, including radon. The assumption of up-
ward bubble movement adds new geological, physical and mathematical aspects
to the radon transport model.

4. Origin of subsurface gases and their role in radon transport

Kristiansson and Maimqvist [1982] were the first to suggest that the
upward flow of gases from deep sources in bubble form could be a factor of
decisive importance in radon transport. In a recent paper the same authors
[Malmqvist and K ristiansson 1984] reported on the measurement of the flux
of the upward moving gas bubbles from deep sources (“geogas”) under different
geologic conditions, and on the chemical composition of these gases.

Baranyi et al. [1985] called the attention to the fact that - especially in
the vicinity of radioactive ore deposits — large volumes of gases could be
released by radioiysis as well. If the medium is water-bearing a part of the
radioactive energy, first of all energy released by alpha decay, is used for
decomposition of the water molecules in the close vicinity. According to vovk
[1981] an alpha decay occurring in water can result in 4-8.5 « 103 radiolytically
decomposed water molecules, depending on the energy of the alpha particle.
Thus a radioactive ore deposit could be regarded as a special gas-generating
object. During the complete decay of a 238U atom, besides the gaseous products
of the decay series, one 222Rn and eight 4He atoms, 36,000 water molecules
could be decomposed radiolytically in water-bearing environment, as an av-
erage. The released hydrogen generally forms free H2 molecules, while the
oxygen is usually bonded to organic materials often accompanying the uranium
deposits or it is released as C02.

Several measurements demonstrate the wide range of possibilities for the
existence of an upward gas flow in nature the flux of which may exceed the value
of several thousand cm3em ~2myear-1 [Voytov 1974, Sugisaki et al. 1983,
Maimqvist and K ristiansson 1984]. In case of such a significant gas flow
through water-filled rock pores, movement of gases in the form of microbubbles
and the development of an unusually high vertical component of the gas flow



Table I/b
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Table I/a. Main data and boundary conditions for the idealized radon transport models of
Table I/b

Table 1/b. Solutions for the differential equations describing the radon transport for the two

models of Table I/a. Equilibrium in time and the presence and absence of different physical

mechanisms are assumed, c(z) is the vertical profile of radon concentration for the boundary
conditions of the given models; K, Xj and K2 are constants

I/a. tablazat. Az I/b. tablazatban hasznalt, idealizalt radon-szallitds modellek jellemz6 adatai és
hatarfeltételei
I — I. Modell: ,vastag” fed6; 2 — Il. Modell: ,,vékony” fed6; 3 — porézus kozeg; 4 — felszin;
5 — érctest; 6 hatarfeltételek

I/b. tablazat. A radon-transzportot leird differencidlegyenlet megoldasai az I/a. tablazatban
vazolt két modell esetén, idébeli egyensllyt és kiillonboz8 fizikai mechanizmusok jelenlétét, ill.
hianyat feltételezve. c(z): a radonkoncentracié mélységprofilja az adott modellek hatarfeltételei

kozott; K, X, és X2: allandok
1— bomléas + keletkezés; 2 — diffizi6 + bomlas; 3 — szallitds + bomlas;
4 — diffGzié + bomlas + keletkezés; 5 — szallitds + bomlas + keletkezés;
6 — diffuzio + szallitds + bomlas; 7 — diffuzio + szallitds + bomlas + keletkezés;
8 — Mechanizmus; 9 — Differencial egyenlet; 10 — Altalanos megoldas;
11 — 1. Modell szerinti megoldés; 12 — Il. Modell szerinti megoldas;
13 — hatarfeltétel nem vehet6 figyelembe; 14 — csak az alsé hatarfeltétel vehet6 figyelembe

Ta6n. l/a. XapakTepHble faHHble U rpaHNYHbIE YC0BUSI MOZENeN nepeHoca pajoHa,
npuUMeHeHHbIX B Tabn. I/b

1— Mogenb |. «MOLWHbIE» HaHoCbl; 2 — Mogenb |l «MasioMOLLHbIE» HaHOCbI; 3 — nopucTas
cpefia; 4 — AHEeBHas MOBEPXHOCTb; 5 — pyfa; 6 — rpaHNYHbIe YC/I0BUA

Ta6n. I/b. PeweHnsa auddepeHunanbHOro ypaBHeHUst NepeHoca pagoHa Ans mogeneid Taén. l/a.
NpeAnonoras Hanu4yme BPEMEHHOTO PaBHOBECWUA MPU HaMUYMW N OTCYTCTBUM PasHbIX
thnsmuecknx npoweccosl

1— pacnag + ob6pasoBaHue; 2 — auddysnsa + pacnag; 3 — nepeHoc +
+ pacnag; 4 — guddysmna + pacnag + obpasoBaHue; 5 — nepeHoc +
+ pacnag + obpasoBaHue; 6 — auddysns + nepeHoc + pacnag; 7 — guddysna +
+ nepeHoc + pacnaf + o6pasoBaHue; 8 — npouecc; 9 — anddepeHL,. ypaBHeHME;
10 — obwee peweHve; 11 — peweHvie no mogenn |.; 12 — peweHne no mogenun Il.;
13 — rpaHn4Hoe yC/0BME He/b3sA YUMTbIBATbL; 14 — yUMTLIBAETCA NNLLL HUXHEE rpaHnyHoe
ycnosue
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velocity should be supposed. Gas bubbles passing through the water saturated
uranium ore deposit and those produced by radiolysis could carry away a part
of the released radon [Kristiansson and M aimqvist 1982], and could ensure
the rapid transport (with total time comparable to the half-life of radon) up to
the uppermost level of the continuous pore water system, the ground-water
table. From the viewpoint of radon monitoring this bubble transport mechan-
ism provides favourable conditions only if there is no geological formation (e.g.
clay layer) impermeable to water or gases between the ore deposit and the water
table.

The medium above the water table behaves in a different way in radon
transport, the buoyant force result of specific weight differences between the
gases and the pore fluid ceases to exist, and the movement of radon is deter-
mined by physical laws governing the behaviour of gases filling the pore space
in a solid medium. From among the pore gas components the radon has the
highest relative atomic mass, therefore in this zone the lighter components of
the geogas (H2, He) might have a higher mobility. Above the water table the
diffusion can be regarded as the basic mechanism in upward movement of the
radon. In what follows we make an attempt to give a quantitative'description
of the radon movement in a medium below and above the water table, assuming
two different transport mechanisms, viz. microbubbles and diffusion.

5. Physical model for radon transport in microbubbles

The velocity of the microbubble movement in water is determined by the
Stokes’ law

©)

where g is acceleration due to gravity (cms-2)

gwis dynamic viscosity of water (gcm-1s-1)

gwis density of water (gem-3)

@ is density of the gas in the bubbles (gem-3)

d is diameter of the spherical gas bubble (cm).
The velocity in the differential equation (1) describing the radon transport
should be substituted for velocity given by Eq. (3). As the velocity is a function
of depth (i.e. the coordinate r) too, this equation has no trivial solution. Namely
during their upward movement the bubbles are expanding because the hydro-
static pressure is decreasing, thus the bubble velocity is increasing according to
Eq. (3).

Using Boyle’s gas law (p mV = constant at a given temperature), and the

equation giving the hydrostatic pressure (p = pO+Qugz)

(4)
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is obtained for the velocity of the bubbles as a function of depth, where VO is
the velocity of the bubble at the moment of reaching the water surface (i.e. the
highest value of transport velocity), hO is the piezometric height of a water
column being in hydrostatic equilibrium with atmospheric pressure p0 (practi-
cally 10 m). The equation is valid only in water; in rocks the velocity might be
significantly lower (see Section 9).

In first approximation the terms describing the diffusion and the radon
production (Q) can be neglected in Eg. (1). The validity of this assumption has
already been checked for the first term [varnegyi et al. 1986], and neglecting
the source term Q which describes the local radon generation does not effect
basically the essentials of the solution (the solution including the term Q is
discussed elswhere [Baranyi et al. 1985]. In this case the general solution of Eq.

(1) is

It is noted that z is positive downward and z = 0 at the water table. For negative
z values this equation is meaningless because above the water table the diffusion
is considered to be the basic physical process of radon transport, and here the
general solution of the transport equation is (see Table I)

c = K{exp (z jk/D) +K2exp (- zIW) (6)
K, Kxand K2 in Egs. (5) and (6) are arbitrary constants.

6. The depth function of radon concentration

For quantitative description of the radon transport the rock volume bet-
ween the ore deposit and the surface is divided into two regions: from the
ore-body up to the water table, where the pores are filled with water (medium 2),
and the region between the water table and the surface without continuous
water saturation (medium 1). Parameters of the model are shown in Figure 1
The depth change of radon concentration (radon profile) in medium 1is given
by Eq. (6), while in medium 2 by Eg. (5). Using the relevant boundary con-
ditions we get for the radon profile in medium 1

sh(z J[9D)

sh(h 11/D) )

and in medium 2

(8)
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where
h0+z—h hO+H —h
y = and ys (8a)
b0
If we suppose that cO at the water table (z=h) is independent of the approach
direction, i.e. the same value could be obtained in media 1and 2 (this is not
trivial), then for co we get

_ 3h0A
Cjts 23mexp o (1-yI) (9)

Fig. 1. Parameters used in model calculations for vertical one-dimensional radon transport in
microbubbles and by diffusion

/. abra. A mikrobuborékos és difflzids, vertikalis, egydimenzids radontranszport-modell
szamitasaink soran hasznalt paraméterei

Puc. 1 MapameTpbl, UCNO/b3yeMble HAMM MpU pacyeTax MUKPOMY3bIpbKOBOMA 1 ANGdY3NOHHOM
MOZieneii BepTMKaNbHOro, 0fHOMEPHOTO nepeHoca pagoHa

7. Theoretical radon profiles

Theoretical profiles of the relative radon concentration c/cs can be cal-
culated using equations (7) to (9) for any value of D, vO (or using Stokes’ law
for the maximum bubble diameter d0), h and H.
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Of course, this form of the curves (without including the rock physical
parameters) can reflect only the trend of the expected real changes. They are,
however, suitable for drawing some important—sometimes unexpected and
surprising—conclusions, in Figure 2 theoretical relative radon concentration
profiles are shown calculated for some arbitrarily fixed values of the parameters.
In the figure the concentration range considered as practical detectability
threshold (minimum of signal-to-noise ratio required) is marked. This range is
determined by the radon concentrations always present in the vicinity of the
monitoring site (background).

Figure 2a shows the radon profiles for different dO and D values if the
ore-body is at the depth of 100 m and the water table at 10 m. The most striking
feature of the figure is that the attenuation in the radon concentration does not
exceed three orders of magnitude for bubble diameters over 15 pm if the whole
90 m below the water table is considered (because the radon being in the bubbles
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relatively quickly reaches the water table). Above this level, however, up to the
depth of 1 m below the surface (which is the depth generally applied in tradi-
tional track detector measurements) there is a further attenuation of more than
two orders of magnitude in the radon concentration, even under the most

favourable conditions.

Figure 2b shows the effect of the water table depth on the radon profile for
100 m source depth. A practically important conclusion is that for water tables
deeper than a few m there is a significant attenuation in the near-surface radon
concentration. At the same time in case of shallow water tables anomalous
radon concentrations can be detected from deep sources with an attenuation of
less than two orders of magnitude in the concentration compared to that at the
source. Attempts were made to explain the temporal changes in radon con-
centration obtained in field measurements by the development of global subsur-
face flows; these attempts, however, failed in identifying the real cause of this
phenomenon. A consequence of our model is that the assumption of such a
mechanism is not mandatory, the phenomenon can be explained by changes in
the water table.

Figure 2c shows the effect of the depth to the ore-body on the.radon profile
for a water table at 10m. It can be seen that for the given parameters an
anomalous radon concentration can be detected at the water table even if the
source depth exceeds 150 m. Near to the surface, however, there is no chance
to detect deep sources.

Fig. 2. Theoretical curves of vertical radon transport in microbubbles and by diffusion
a) Attenuation of the relative radon concentration (c/c) for a source at the depth
of 100 m, if the water table is at 10 m. d0 — bubble diameter at the water table; D  diffusion
coefficient of radon for medium 1; cs— radon concentration at the source
b) The effect of the depth to the water table (H on the vertical radon concentration profile,
assuming a maximum bubble diameter dO of 20
¢) The effect of the source depth (A1) on the vertical radon concentration profile, assuming
a maximum bubble diameter of 20 pm

2. abra. A mikrobuborékos és diffizios, vertikalis radontranszport elméleti gorbéi
a) A relativ radonkoncentracio (c/cs) valtozasa egy 100 m mélyen levd forras felett, ha a talajvizszint
10 m mélyen van. d0 — buborékatmérd a vizszintnél; D — a radon diffGziés allanddja a vizszint
feletti kdzegben; cs — radonkoncentracié a forrasnal
b) A talajvizszint (/?) valtozasanak hatasa a mélységi radonkoncentracio-profilra, 20 pm-es
maximalis buborékatmérét (d0) feltételezve
c) A forrasmélység (#) hatasa a mélységi radonkoncentracié-profilra, 20 pm-es maximalis
buborékatmérét feltételezve

Puc. 2. TeopeTUyecKkne KpuBble MUKPOMY3biPbKOBOTO U ANG(Y3NOHHOIO, BEPTUKANLHOIO
nepeHoca pafoHa
a) VIameHeHune OTHOCWUTE/IbHOWM KOHLEHTpauun pafoHa (c/c) Hag UCTOYHUKOM Ha rnybuHe 100 m
npw 3a7eraHuy YpoBHS FPYHTOBOW BOAbl Ha rny6uHe 10 M. d,— AmameTp Ny3bips Ha YpOBHe
Bofbl; D — mocTosiHHaA Audhy3nm pajoHa B Cpefie Haf YPOBHEM BOAbI; €S — KOHLEHTpaLus
paZioHa y UCTOYHMKA
b) BANAHWE U3MEHEHWS1 YPOBHA TpyHTOBON BoAbl (M) Ha Npodunb rNyO6UMHHON KOHLEHTpaLmm
paZioHa Npu MpesnofoXeHU MaKCMMabHOTO AuvameTpa ny3sbips, paBHoro 20 Mkm (d0)
C) BAUAHME rNy6uHbI UcTouHMKa (H) Ha npodnab rNy6UHHOW KOHLEHTpauun pagoHa npu
NpeAnonoXeHNN MaKCUManbHOro AuameTpa nysbipsi, paBHOro 20 MKM
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8. Theoretical track production profiles for radon measurements with track
detectors

Theoretical vertical concentration profiles from the ore-body up to the
water table have been shown for radon carried by “geogas™ bubbles for different
boundary conditions. Using the track detector radon measuring technique,
however, the track production is not proportional to the radon content because
of the pressure changes in the cup placed into the water. The pressure in the
sensitive volume of the cup is obviously in equilibrium with the sum of the actual
hydrostatic (p) and atmospheric pressures. Consequently the track production
efficiency of the detector changes according to

R _Ps_ ho+H-h
Rs P  hOo+z-h

because of the pressure dependence of the range of alpha particles in air (R).
The relationship between the measured track density and the radon concentra-

tion is

(10)

)

Finally, using Egs. (11) and (8), the theoretical track density profile for the
configuration of Figure 1is

B s o 3ligA
One of the remarkable features of Eq. (12) is that it has a minimum at a depth
of zmn if certain boundary conditions are met. The minimum can be found at

the depth of

v h+h0 (13)

below the surface.

This equation is valid only between h and H. 1f vO < 0.23 mh-1 no minimum
might be expected. We have observed a minimum in the track density profile
measured ina 270 m deep borehole [Somogyi and Lénart 1985].

Figure 3a shows a typical set of track density profiles calculated using
equation (12) and assuming different bubble diameters at the water table. It is
worth mentioning that for fixed initial conditions (water depth, bubble size) the
track density profiles depend on water temperature through viscosity as well.
Results of calculations about this phenomenon are shown in Figure 3b. It is
obvious from the figure that our model results in higher radon concentrations
at the surface of thermal springs.
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Fig. 3. Theoretical track density (o/cs) - depth (z) profiles below the water table for an
alpha-sensitive track detector and for vertical radon transport in microbubbles
a) assuming "geogas” bubbles of different diameter and a water temperature of 10 °C
b) as a function of water temperature, if the initial diameter of “geogas” bubbles is identical
(15 //m)

3. abra. Alfa-részecskékre érzékeny nuklearis nyomdetektorral mérhetd relativ nyomsiriiség
(o/Qs) elméletileg varhatd valtozasa a vizszint alatt mért mélység fiiggvényében, mikrobuborékos,
vertikalis radontranszport esetén
a) Kulénboz6 atmérdji ,,geogaz” buborékokat és 10°C-os vizet feltételezve
b) Kiilonb6zé hémérsékletl vizekben, ha a ,,geogdz” mikrobuborékok kezdeti atmérdje azonos
(15 fim)

Puc. 3. TeopeTuueckn 0Xnaaemoe U3MeHeHWe OTHOCUTENIbHON NNOTHOCTM CneaoB (g/qs),
N3MepseMbIX MPU MOMOLLM YYBCTBUTENIbHOIO K a-yacTuuam fAepHoro getekropa
B 3aBMCUMOCTWN OT rNy6VHbI NOL YPOBHEM BOAbl NP MUKPOMY3blpbKOBOr0 BEPTUKANILHOIO
nepeHoca pagoHa
a) Npu NpeanonoXKeHUN My3blpeil «reorasa» ¢ pasMYHbLIMU JuameTpaMn U TemnepaTypbl BOAbI,
paBHoi 10°C
b) B BOoAax Npu pasniMyHbIX TemnepaTypax npy OA4WHAKOBOM WCXOAHOM AuameTtpe
MUKPONY3bIpbKOB «reorasa» (15 MKM)
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9. Role of petrophysical parameters in radon transport

In order to describe the radon transport in microbubbles under realistic
geological conditions using Egs. (7) to (9) some connection should be found
between the variables in the equations and the rock physical parameters. Be-
cause of the significant spatial changes in the rock physical parameters this
connection could be a trend only, established by statistical approach. In this
way, however, it is possible to determine clearly the direction and measure of
the effects of the individual rock properties on the radon transport. Rock
physical parameters can be introduced into the equations describing the radon
transport through the diffusion coefficient D, the concentration at the source
cs, and the maximum bubble velocity vO (or using Stokes’ law through the
maximum bubble diameter d0). The role of D and csis not dealt with in the
present paper, these topics have already been thoroughly and widely discussed
in the literature [e.g. Tanner 1964]. In what follows we make some comments
of conceptual importance only concerning the connection between the rock
structure and bubble velocity.

9.1 Role of tortuosity and porosity

In our description of the radon transport the diameter of the microbubbles
d and their upward flow velocity v have been connected in first approximation
by Stokes’ law (3). The Stokes’ law, however, in this form applies only to the
flow of bubbles in a fluid, and therefore it cannot take into account that in rocks
this flow might occur along forced trajectories only, namely through the inter-
connected fissure and pore system of rocks. The sinuosity of actual flow paths
in rocks is expressed by the rock physical parameter of tortuosity (t). Using the
tortuosity the upward component of the bubble velocity is given by

St Jr (14

It should be noted, however, that because of the narrowing of the flow paths
at several places and adhesion forces between the pore wall and the bubble some
of the bubbles might get stuck for longer times, their flow might slow down or
they might be disintegrated into smaller bubbles. These effects might cause a
further significant decrease in the resulting velocity. Therefore a wide distribu-
tion of velocities should be visualized, where Eq. (14) gives the upper limit of
velocities only.

The vertical bubble velocity can be expressed by the porosity e, which can
be measured more easily than t. For loose sediments the relation between the
tortuosity and porosity is given by a simplified form of Archie’s formula

(1
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Thus the vertical velocity component can be related to that obtained by using
Stokes’ law by

nT < fe 1 V. (16)

9.2 Role of grain size distribution

There is a parameter of more or less unknown value in Stokes' velocity
function, the bubble diameter. The maximum value of that is somehow related
to the texture of the rock. It is obvious that the narrowest cross section of the
pore paths provides an upper limit for the bubble diameter. In fractured rocks
(where the bulk of pore volume consists of an interconnected system of fractures
and fissures, e.g. in fault zones) the size of the bubbles is determined supposedly
by the minimum spatial dimension of the interconnected fracture system.

For porous rocks consisting of grains (e.g. sand, sandstone) an idealized
model of the matrix structure should be used in the theoretical investigation of
this question. Let us suppose an equigranular grain size distribution, i.e. it might
be characterized by a single parameter, by grain diameter Dm(Dmmay be called
mean grain size as well). For this case the two extreme states, the possible loosest
and most dense fills are shown in Figure 4. The real case might be somewhere
between these two extremes. Anyway, the two limits of the largest bubbles that
can pass through the grains and the two concrete values of rock porosity shown
in Figure 4 can be assigned to these two extreme cases [Egerer 1977]. Taking
the origin of the e-d coordinate system as a third point to the previously
mentioned two points (obviously, if there is no porosity there are no bubbles)
a parabola can be fitted arbitrarily to these three points which is described by

d= 1.26 &7 r(r +0.21). (17)

Using equations (16) and (17), and the Stokes’ formula (3) — accepting the
idealized conditions and other assumptions — a relationship could have been
derived between the velocity vO in Eq. (s) describing the radon transport, and
rock physical parameters. After all, for porous water-saturated rocks the bubble
velocity (or its maximum value) could be traced back to two simple rock
properties, the porosity and the mean grain diameter Dm

V0 < 0.088 — (Qw-Qg) esz (e+0.21)2 DB (18)

Two comments should be made on equation (18):

(1) The velocity determined this way should be considered only as a maximum
value, because of the reasons mentioned above. Only the “most lucky”
bubbles may gain this velocity, but these might carry the bulk of the radon.

(2) We have investigated the effect of the mean grain diameter Dmonly for
equigranular grain distribution, and this can be found only rarely in nature.
The relation between Dmand the actual grain size distribution is very
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difficult to investigate theoretically. It is probable, however, that in case of
a wide grain size distribution Dmis shifted towards the finer grain sizes (the
space between the larger grains is filled in with the smaller ones, thus the
cross section available for bubble flow is reduced).

Fig. 4. The relationship between the possible maximum bubble diameter (d) and rock porosity
(e) for
a) the most dense; b) the loosest fill, assuming an equigranular grain size (Dn) distribution;
c) parabolic approximation of the d(e) function

4. abra. A lehetséges maximalis buborékatmérd (d) és a kézetporozitas (e) kapcsolata
a) legszorosabb és b) leglazabb szemcseilleszkedésnél, ekvigranularis szemcseméret (6 m)-eloszlast
feltételezve; c) a d(e) fiiggvény parabolikus kozelitése

Puc. 4. CBsA3b MeXay MaKCcMManbHbIM AnameTpom ny3bips (d) U NopucTOCTbI0 NOPOAbI («) Mpw
CcamMOM MOTHOM a) M CaMOM pbIX/I0M b) npuneraHnn 3epH Npu NPeanonoXKeHUN
3KBUTPaHYNsApHOW 3epHuctoctn (/),); €) annpokcumauua gyHkuum d(e) napabonoi
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10. Theoretical radon profiles in porous rocks

The concentration profile calculated using equations (s) and (18) is shown
in Figure 5. Here only the water saturated rock region (below the water table)
is discussed.

The effect of rock porosity on the radon profile can be studied in Figure
5/a. In calculation of the curve set the following parameters were fixed: depth
to the ore-body below the water table is 100 m; the mean grain diameter iso.2 mm.
It can be seen clearly that the radon profile is practically insensitive to variations
in porosity for the given parameters and for porosities over 35%. For porosities
lower than 20%, however, the radon concentration significantly attenuates with

distance from the source.
Figure 5/b shows the effect of the grain mean diameter Dmon the radon pro-

file (fixed parameters: //= 100 m, e= 0.3) For grain diameters above 1 mm varia-
tions in Dmhave no effect on the radon profile (this includes the extreme case
of Dm—pgo, i.e. the medium is water alone, if there is no other factor reducing
the bubble size). It can be seen that down to Dm=0.2 mm the decrease in the
grain diameter does not effect significantly the radon concentration. Any further
decrease in Dm however, dramatically reduces the radon transport.

Based on the diagrams shown it seems that — assuming a radon transport
in microbubbles — there is no practical possibility for detection of radon
concentration anomalies due to deep sources if the overburden has a low
effective porosity (e<20%) and/or a small mean grain diameter (Dm<0.1 mm)
(e.g.- mud, silt, clay, loess, etc.). Exceptions are the cases when other favourable
properties of the rock structure (vertical fracturing, fault zone, etc.) provide
other channels for radon transport. In porous (e>25%) rocks of coarse grain
size (Dm>0.2 mm) and/or in rocks with macrofractures, along fractured and
water saturated fault zones — at least at or near to the water table - - the chances
for detecting deep radon sources are excellent.
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I1. Practical recommendations

No doubt, coincidence of several favourable geological conditions is re-
quired for effective operation of radon transport in microbubbles from the
viewpoint of uranium exploration. The presence of a high enough geogas flux
and water saturated, loose porous rocks and the absence of layers impermeable
to gases are all prerequisites. In favourable cases, however, mineralizations at
depths of a few hundred meters can be detected by radon measurements, as has
been demonstrated by several case histories.

According to our model calculations the radon, as one of the components
of geogas flowing upward in microbubbles, reaches the water table at relatively
high velocity. Its further movement towards the surface is, however, controlled
by the “slow” diffusion. Therefore when the water table is at depths of several
meters below the surface, detectors traditionally placed near to the surface
cannot detect the radon from deep sources (Figure 2). Nevertheless, using
shallow drill holes the radon monitors might be placed near to the water table
and the detectability of deep radon sources could be improved by several orders
of magnitude. The increase in exploration costs and a better chance for detecting
deeper mineralizations are factors of opposite effect and an optimum should be
found by strategical considerations.

The authors have developed a research technology and exploration tools
based on the transport theory described. This technology has been routinely
applied in uranium exploration in Hungary since 1983. Baranyi et al. [1985]
have also published some practical results in addition to an experiment directly
demonstrating the validity of the “geogas” bubble model [Somogyi and Leénart
1985].

Fig. 5. A theoretical approach to the connection between the vertical radon transport in
microbubbles and petrophysical parameters, assuming a porous rock matrix consisting of grains.
a) Effect of effective rock porosity () on radon concentration profiles
b) Effect of the mean grain size (Dm) on radon concentration profiles

5. abra. A mikrobuborékos, vertikalis radontranszport és a kézetfizikai paraméterek
kapcsolatanak elméleti megkdzelitése, szemcsés-porézus kézetstruktarat feltételezve,
a) A kézetek effektiv porozitasanak (e) hatasa a radonkoncentracié-profilra
b) A k6zetek mértékadd szemcseatmérdjének (D) hatasa a radonkoncentracié-profilra

Puc. 5. TeopeTuyeckass annopoKcMMaLlis CBSA3W MUKPOMY3blpbKOBOIO BEPTUKANbLHOIO NepeHoca
paZoHa ¢ (PM3MUYECKUMU NapamMeTpamiy Nopoj Npy NPeanonoXeHU 3epHUCTO-NOPUCTON
CTPYKTYpbl NOpOZbl
a) BANHAHWE 3(h(heKTUBHOM NOPUCTOCTM (€) NOPOA Ha NPOUAb KOHUEHTpauum pagoHa
b) BnusiHKe npeo6najarollero guamMeTpa 3epH (Dn) nopof Ha Npodub KOHLEHTpaUuM pafjoHa
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GEOGAZ MIKROBUBOREKOK SEGITSEGEVEL MEGVALOSULO FELSZINALATTI,
VERTIKALIS RADON-SZALLITAS MODELLJE

VARHEGY| Andras, BARANYI Istvan és SOMOGYI Gyérgy

A nagy mélységekbdl mikrobuborékok formajaban felaramlé ,,geogaz" jelenségére alapozva
a szerz6k a mélységi forrasb6l szarmazo radon szallitasanak és kimutatasanak egy 0j modelljét
dolgoztak ki. Az 4j modell el6nye az eddigiekkel szemben, hogy segitségével feloldhatdk az emanéci-
0s kutatomodszer ismert problémai (lehatolasi mélység, reprodukalhatosag stb.), és a szallitasi
mechanizmusra foldtani-fizikai szempontbol redlis, kvalitativ és kvantitativ leirast ad. A szerz6k
utalva utobbiak lehetséges eredetére. Attekintik a vizszint alatti nyomdetektoros radonkimutatas
problémait, és részletesen megvizsgaljak egyes kdézetfizikai paraméterek (tortuozitds, porozitas,
szemcseméret-eloszlas) és a szallitasi jellemz6k kapcsolatat. Kilonbozé foldtani koriilmények és
kézetfizikai paraméterek feltételezésével elméleti Gton szamitott mélységi radonkoncentracié és
nyomdektoros alfa-nyoms(riiség szelvényeket mutatnak be. Végil elemzik, hogy milyen foldtani
kortilmények esetén van esély nagy mélységl radonforras kimutatasara, és Uj mddszertani ajanlaso-
kat tesznek az emandcids uran kutatdmddszer hatékonyabb alkalmazasara.

MOJE/Ib MOA3EMHOIO BEPTUKA/IbHOIO NMEPEHOCA PALOHA,
OCYWETB/IAEMOIO C NOMOLLbKO MUKPOMY3bIPEW FEOFA3A

AHpgpaw BAPXEAW, NwTtBaH BAPAHW wn Oépos LLOMOAN

ABTOpaMu pa3paboTaHa HOBas MO/E/b NepeHoca 1 AeTeKTUPOBaHNS pagoHa, 06pasoBaBLue-
rocs U3 rny6oKMX WCTOUYHWMKOB, HA OCHOBAHMIA ABNEHWS «reorasa», NoAHUMAIOLLErocs ¢ 60/bLINX
rny6uH B BUe MMKpOMNysbipeil. [OCTOMHCTBO HOBOW MOJENM 3aKNiouaeTcs B TOM, YTO C ero
NPUMEHEHMEM UCUE3AI0T M3BECTHbIE MPOGIEMbI IMAHALMOHHOrO cnocoba (rNy6GUMHHOCTL WUccneno-
BaHUs, NMOBTOPSAEMOCTb U Aip.) @ MO/ENb MepeHoca AaeT C reosnoro-reoduanyeckoin TOUKM 3peHus
peafibHOe KauecTBEHHOE W KOMMUYECTBEHHOE OMMCaHHWe MPOLeCCOB. ABTOpaMU NoAYepKMBAETCS
pofb B MMIpauuu pafloHa Mof3eMHbIX BOJ W 06pasoBaBLIMXCS B rNy6uHe rasoB, C KPaTKoii
CCINIKOI Ha X BO3MOXHYHO FeHeTUKY. PaccmaTpmBaroTcs npo6iemMbl 1eTEKTUPOBAHUS PafoHa nog,
YPOBHEM BOfbl, M A€TaNbHO U3YUAETCA CBA3b MEXAY XapaKTepUcTMKaMu nepeHoca 1 NeTpoguanye-
CKUMU napameTpaMu (M3BWAUCTOCTb, MOPUCTOCTb, pacrpefeneHne pasMepoB 3epH). MokasaHbl
pacumMTaHHble rNy6UHHOE COAePXKaHue paaoHa 1 NPoduamn rycToTsl anbga-cnefos Npyu Npeanosno-
YKEHUM Pa3HbIX reoNoryecknx 06CTaHOBOK M NETPOMM3MUECKMX NapaMeTpoB. AHaNN3NpyeTcs, YTo
NPy KaKoii reonornyeckoii 06CTaHoBKe NMEETC BO3MOXHOCTb fleTEKTUPOBATh FYGUHHbIE UCTOY-
HUKW pafioHa, [aloTCs HOBbIE METOAMYECKME PEKOMEHAAUMW AN MOBbIWEHUS (EKTUBHOCTY
3MaHaLMOHHOIO0 MoMCKa ypaHa.
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EARTHQUAKES IN THE REGION OF KOMAROM, MOR AND
VARPALOTA

Gy6z6 SZEIDOVITZ*

Based on the observations of the last few centuries the direct surroundings of Komarom, Mér
and Varpalota proved to be one of the most active areas of Hungary. With the assumption that
the average seismicity of the area under investigation will not change significantly in the future the
seismic risk of the area has been calculated using the method of Cornel [1968].

Keywords: earthquakes, seismicity, seismic risk, Hungary

1. Introduction

The reason for investigating the three settlements mentioned in the headline
together is that the earthquakes in this region have often occurred very near
(within a year) to each other (for locality names see Fig. ). During the last
hundred years the region was not exposed to earthquakes. However, if a longer
period is considered, it can be concluded that this is one of the most active
regions of Hungary. Thus in the light of the most recent progress in earthquake
re-evaluation [Szeidovitz 1984] it isjustified to discuss the intensity, magnitude
and frequency of earlier and expected earthquakes in the region.

The earthquake causing devastation in Koméarom in 1599 originated most
likely in the area of our investigation. Not too much is known on that earth-
guake and even the epicentre is uncertain. After about 150 years of seismic
inactivity two smaller earthquakes, hardly causing any damage to buildings,
were observed in Komarom in 1757 and 1759. The activity of seismic source(s)
in the region of Koméarom had been increasing and reached its peak in 1763,
when the earthquake causing the biggest devastation ever observed in Hungary
broke out. This paper does not discuss the damage in detail, but refers to such
descriptions [Réthly 1952, Szeidovitz 1984]. The main shock was introduced
by continuously repeating foreshocks from 2 o’clock in the morning of 28th
June 1763 and probably this was the reason for the relatively low number of
casualties (63) compared to the devastation caused by the main shock between
5°°and ¢* in the morning (local time). The biggest damage was caused near
Komarom in the settlements of theTriangle between the rivers Vg and Danube
(Fig. 1). The intensity of the earthquake in the epicentre reached 8.5° on the

* Department of Seismology, Geod. and Geophys. Res. Inst. Hung. Ac. Sei.
Meredek u. 18, Budapest H-1112, Hungary
Manuscript received (revised form): 15 April, 1986
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MSK scale. The earthquake was detected on a large area (Fig. 2) and smaller
or bigger building damages were caused even in Buda and Pest. Mainly dwelling
houses and churches were damaged in the Castle district of Buda. Damaged
buildings are marked with numerals in Fig. 3, and in the Appendix of the paper
a short description of the damages is given. The main shock was followed by
several aftershocks, but not too much is known on the intensity and source of
them. They probably cau'sed further damage to some of the buildings.
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Fig. 1. Epicentral area of the Komarom earthquake of 28 June, 1763 with the 6" and 7° isoseism
Ac5 1.75 — damage to one taxpayer’s house, in Forint
4 total damage to one building, in Forint

1 abra. Az 1763. junius 28-i komaromi féldrengés epicentralis teriilete a 6°-0s és 7°-0s
izoszeiztak feltiintetésével
~Nes 1,75 — egy ad6z06 hazra es6 kar (Ft)
4 — egy épliletre es6 dsszes kar (Ft)

Puc. 1 3nuueHTpanbHas 4acTb KOMapOMCKOro 3eMeTpsaceHus 28-oro uioHa 1763 T.
1 nsoceicol 6° n 7°
Ac3 1,75 — cpegHuii yuiepb Ha 0gHOr0 goMa-Hanoronnatenwmka (hopuHT)
4 — cymMMapHbIii yuiep6 Ha ogHOro 3gaHua (hopuHT)
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PRI

8-9 MSK 64
-0 6-7
-3 5-6
0 5
-e- 4-5
w 4
b 3-4
o 3

0 not detected

Fig. 2. Isoseisms of the Komarom earthquake of 28 June, 1763
2. dbra. Az 1763. junius 28-i komaromi foldrengés izoszeiztai

Puc. 2. M3ocelicbl KOMapOMCKOro 3eMneTpsiceHns 28-oro mtoHs 1763 T.

The activity of the source gradually decreased then, after a few years of
seismic inactivity, an earthquake causing a major devastation occurred in 1783,
ruining 500 houses in Komérom [Szeidovitz 1984], however, the intensity of
this earthquake was not as high as that of the 1763 one. The earthquake was
detected on a relatively large area (isoseisms are shown on Fig.4). The region
of Komarom remained active for some time and some smaller earthquakes
causing damage to buildings were registered until 1851. From the middle of the
last century the seismicity reduced and in our century only a few smaller
earthquakes showed the activity of the region.

Mor and its surroundings — mainly Isztimér — is not as active as the
region of Komarom, but earthquakes causing heavy damage to buildings and
casualties have already been observed. The first earthquake in the region of Mor
was observed in 1763. This earthquake did not cause damage to buildings, the
intensity in the epicentre probably did not exceed 5°. After 47 years without any
seismic event, an earthquake of 8° intensity occurred in 1810. As has been
proven by recent investigations, the epicentre of the earthquake was nearer to
Isztimér. Several papers have been published on this earthquake [Rethi1y 1952,
Simon 1932, Szeidovitz 1984] but in spite of this hardly anything is known on
the numerous aftershocks. Isoseisms of the earthquake are of a deformed ellipse
shape with the principal axis parallel with the line connecting Mor and Isztimér
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Fig. 3. Building damages at Buda caused by the Komarom earthquake of 28 June, 1763
3. dbra. Az 1763. junius 28-i komaromi fdldrengés altal okozott épiletsériilések Budan

Puc. 3. PaspylieHune 3gaHnii Ha Byne B CBSI3M C KOMapOMCKUM 3eM/IETPACEHNEM 28-0r0 MIOHA
1763 .
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(Fig. 5). After the big earthquake the source remained active but since 1810
only smaller earthquakes were observed without any damage to buildings.

The wider environs of the Komarom and Mor source area are also active
(Fig. 6). In the £5 km band along the line between Véarpalota and Komarom,
where the settlements of Nagyigméand, Szend, Dad, Bakonysarkéany, Aka, Mor
and Isztimér are situated, smaller or bigger shocks were observed.

oBdrtfa

0 3

(o} 2

0 not detected

Fig. 4. Isoseism of the Komarom earthquake of 22 April, 1783
4. dbra. Az 1783. aprilis 22-i komaromi foldrengés izoszeiztai

Puc. 4. N3oceiicbl KOMapOMCKOro0 3eMeTpsAceHns 22-oro anpens 1783 T.
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Fig. 5. Isoseisms of the M6r earthquake of 14 January, 1810
@ m— damage to one taxpayer’s house, in Forint

5. dbra. Az 1810. januar 14-i méri foldrengés izoszeiztai
@ — egy ad6z6 hazra es6 kar (Ft)

Puc. 5. N3ocelicbl MOpCKOro 3emneTpsiceHns 14-oro siHeaps 1810 T.
@ — ywepb Ha ogHOro goma-Hanoronnatenwunka (GopuHT)
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6. abra. Varpalota-Mér-Komarom szeizmicitasa

Puc. 6. CelicMM4HOCTb OKpecHoCTM IT. BapnanoTta-Mop-Komapom

2. Theory of calculating seismic risk

According to accepted and proposed procedures [Cornell 1968], it is
assumed that the seismicity of a region is more or less constant, i.e. the seismic
activity observed in the past is not going to change significantly in the future.
However, it has to be noted that in spite of prognoses made from earthquake
observations of several hundred or even of several thousand years surprising
seismic events may occur. On less active areas, like Hungary, long term predic-
tion cannot be given from short term observations, however, short term predic-
tions reflect the seismicity to be expected in most of the cases. As the source and
time of expectable shocks are not known exactly, these are probability variables
and are assumed to tbe independent. It will be shown that when investigating
smaller areas the independence of input parameters (time of the earthquake,
intensity in the epicentre) cannot be ensured. Some of the calculation methods
assume that the number of earthquakes within a time interval « show Poisson
distribution. In spite of the fact that this distribution does not reflect the
processes of accumulation and release of stress, the frequency of earthquakes
is well described by it in many cases.
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Calculation of the seismic risk of the region was carried out by the method
of Cornert [1968]. Without discussing the method let us consider the basic
relations. Intensity can be determined from the magnitude (M) and focal dis-
tance (A) of the earthquake using the following equation

/= c¢,+ c2M -c3 In/f? (1)

Coefficients c; can be determined by root mean square methods. The probability
that intensity / of the earthquake, having occurred at focal distance R = r,
exceeds a random / value at surface point S can be given by the following
expression

P(I1> /1R =r1) = P[(cx+c2M -c3Inr > /1R =1)] ()

where P(A/B) is the conditional probability of event A on event B. Assuming
that M and R are independent

I+GInr—ct [+CzInr—Q
PO>ilR=n=P[M > - 2Inr—=g
12 / \ L2
where Fn(m) is the distribution function of the magnitude. The connection
between the number of shocks nMwith a magnitude equal or exceeding M is

lognm = a~ bM €]

Coefficients a and b can be determined by adjustment of points in a log-normal
scale.

Assuming that seismic events follow a Poisson distribution and their yearly
frequency is low, the average repetition period of earthquakes and their yearly
expected intensity can be calculated. It shall be noted, however, that in spite of
the widespread use of the Poisson distribution for risk calculation, it does not
reflect the stress accumulation preceding the earthquakes.

3. Seismic risk of the investigated region

After the above theoretical considerations it has to be examined if the
observed data on earthquakes are suitable for risk calculations. The first ques-
tion is the length of the observation period. Since regular observation of
earthquakes in Hungary actually started in 1757, it would be expedient to
process data from that date until now. It is a fact that since the introduction
of instrumental observations at the beginning of the 2o0th century more reliable
data are available, but as was mentioned before, during this relatively short
time, no significant seismic event occurred, except at Varpalota. It is obvious
that the longer the observation interval, the more reliable the results will be.

Earthquakes are usually followed by several aftershocks which cannot be
regarded as independent seismic events. Since 1757 there have been several
hundreds of earthquakes in the area, and main shocks had to be selected from
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them. Lacking a better solution researchers consider a new earthquake as main
shock after a certain inactive period (months, years). Thus the separation of
main shocks and aftershocks is rather subjective. As a first approximation,
events were considered main shocks if further earthquakes were not observed
within an area of 10 km radius during the next year. Considering the fact that
aftershocks may occur even years after the main shock, in the one year time span
after the main shock aftershocks with several years of time delay may be
represented. During the last 226 years only 44 earthquakes, satisfying the
conditions, were identified. Distribution of the earthquakes during this time is
shown in Fig. 7. As it can be seen, earthquakes occurred sometimes very shortly
after each other. In the case of independent events, the probability of this is
rather low, its order of magnitude can be estimated by the following considera-
tion: let us separate the region to a northern and a southern part by halving the
number of shocks. The partition line will fall between Bakonysarkany and Aka.
The probability of the occurrence of 5earthquakes within 1year from 22 shocks
on the northern and 22 on the southern part during 226 years can be calculated
by the following relationship:
(N—k)\
P = (=N (N-n)) = 56 106

n\(N—n)I

where n = the number of earthquakes (22)
N = the time span under investigation (226)
K = number of earthquakes on both source areas within the same year
(5).
As the value of p is rather low, the two source areas cannot be regarded
independent.

Fig. 7. Main earthquakes from 1763 till the present in the Komarom-Varpalota region
| Komarom sources; 2 — other sources

7. dbra. 1763-t6l napjainkig Kipattant f6rengések" Komarom-Varpalota kdrnyezetében
1 komaromi forrasok; 2 — egyéb forrasok

Puc. 7. «[naBHble» TpsiceHmsi ¢ 1763 r. A0 Hawwmx gHein okpecHocTn Komapom-BapnanoTa
1 KomapoMmcCKue ouaru; 2 — fpyrue ovaru
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The cause of the interaction of earthquakes is not known exactly, it is
possible that there is some connection between the Mor trough and the fault
lines near Komarom, however, no obvious geophysical or geological evidence
supports it. The Veértes hills were uplifted during the last 1-2 million years
[Ronai 1973] and as a result, significant stresses have been accumulated in the
region, which are released periodically. It is possible that the energy release in
one of the sources disturbs the accumulation of stresses in the other one.
Irrespective of the reason for the connection between the sources it is quite
probable that an earthquake in one source area will be followed by another one
on the other side.

It has been mentioned that the number of earthquakes during a time unit
will be of Poisson distribution. We have checked the assumption with the y 2 test
for our selected data. They followed the Poisson distribution with such low
significance level (Po.os) that the justification of our assumptions is doubtful.
It is obvious that the assumptions made on independent earthquakes were
incorrect — as was proven by the previous reasoning. If we impose stricter
conditions by regarding events independent only if their spacing is at least one
year on the whole area, for the 35 earthquakes selected on this basis the
assumption of the Poisson distribution can be regarded justified (Po.s)-

For the calculation of the seismic risk the constants of a, b and c; in Eqgs.
(1) and (3) should be determined from sufficient number of nM, M, /, and R
values. Before the introduction of instrumental recording, the magnitude of
earthquakes could not be determined directly from seismograms, therefore we
have determined the magnitudes of these shocks from their intensity in the
epicentre and the source depth using the well known expression:

M = k0+k110+k2log h.

The constants were determined from the magnitudes (M), source depths (h) and
epicentral intensities (/0) of 14 well documented earthquakes in Hungary:

M = 0.53+0.63 /,, + 0.09 log h. 4

Magnitudes of the earthquakes were determined by the method of Bisztricsany
[1974], the depth of source with that of Sponheuer [1960]. Intensities of earth-
guakes were always given in the MSK scale. Sometimes, however, the depth of
the source could not be determined; in these cases, calculations were carried out
with 7 km average depth value. This focal depth was taken partly because
statistics show that earthquakes along faults never exceed this value and partly
because a significant part of the earthquakes in Europe originates at a depth of
7-8 km [Karnik 1968]. Focal depths of 91 earthquakes in Hungary were
determined by csemsr and Kiss [1958, 1962]. The most common focal depth
was found to be between 4 and 7 km. Regarding the problem of focal depth it
should be mentioned that the coefficient of the third member in Eq. (4) is
significantly less than that of the first and second members thus the few kil-
ometers error made in the calculation of focal depth causes only o.1-0.2 dif-
ference in the magnitude. Although the coefficients in K arnik’s [1968] equation
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for Czechoslovakia differ from those given in Eqg. (4), this causes only minor
differences in the magnitudes being important in engineering practice.

If the magnitudes of earthquakes and the number of shocks are known,
constants a and b in Eg. (3) can be determined. As earthquakes below mag-
nitude 3 are observed on limited areas only, these are often not reported to the
authorities — especially in the case of historical earthquakes. This might be the
reason for knowing much less earthquakes of lower magnitudes than theoretic-
ally expected. For this reason earthquakes of magnitudes lower than 3 were not
taken into account for the calculation of constants a and b. As it is known the
value of a depends on the duration of the observation period, on the size of the
investigated area and on the level of seismic activity. Coefficient b is more
constant and varies according to the geological age of seismotectonic zones
[Miyamura 1962]. It is obvious that, depending on the size of the area and the
source geometry (line source or point source) chosen for the basis of the
calculations, the values of constants a and b will also change. For the calculation
of the seismic risk two models were selected. According to the first one, any
earthquake in the future will originate along the fault parallel with the line
connecting Komarom and Varpalota at a depth of 7 km. Although this model
is not in concordance with the observations it takes into account unexpected
seismic events resulting from the structure of the region. According to the
second model future earthquakes are to be expected mainly in the region of
Mor-lIsztimér and Koméarom. Constants a and b for both models are shown
in Figs. 8 and 9.

Constants G in Eg. (1) were determined from the /, M, R values of the
earthquakes observed in Hungary, i.e. the relation was supposed to be valid for
the whole country. The values used for the determination of constants c, are
shown in Fig. 10. It is clear that earthquakes of the same magnitude can result
in two or three times higher intensity — especially in the range of smaller
magnitudes — even for equal focal distances, which shows the high degree of
uncertainty of the determination of isoseisms and magnitude. For Hungary the
c*values determined from 99 sets of data gave the following relationship:

/ = 2.80+ XJIAM—150 In R )

It is interesting to note that, comparing the above relationship with that for
California [Esteva and Rosenbiueth 1964], intensities belonging to magnitude
5 for the whole range of local distances in question of engineering problems
exceed the values calculated from (5). To determine the seismic risk, the biggest
earthquake to be expected in the given area has to be known. On the basis of
the observations in the Caucasus, Borissoff, Reisner and Shoipo [1976] deter-
mined the active zones of Hungary too. For the region under investigation they
have predicted earthquakes of maximum 6.5 magnitude. This magnitude gen-
erally corresponds to a shallow source earthquake of about 8.5° epicentral
intensity, in agreement with our observations.

In calculating seismic risk we divided the area to a 10 x 10 km grid and
computed the intensity of earthquakes (probabilities: 0.02; 0.013; 0.01; 0.007
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etc.) to be expected with 50, 75, 100 and 150 years frequencies in the intersection
points. Points with the same expected intensity were connected. Thus the
isolines do not mean the effect of an earthquake occurring somewhere along the
fault is represented by isoseisms of this shape.

According to the first model, intensity of 7° is expected with 0.02 probabil-
ity on 1600 sq. km area, wyhile that of s ° is expected with 0.013 probability on
1000 sg. km area (Fig. 11). As these values are not supported by observations
the results should be considered with some reservations. For example, an
earthquake with an intensity of s°in a 10 km region of the fault will reach s.5°
epicentral intensity (see Fig. 11, frequency 75 years). Thus calculating for further
frequencies (100 Yyears or more) has no reason at all.

Fig. 8. Relation between the number and magnitude of earthquakes originating between
Varpalota and Komarom, Model |
nM = number of earthquakes with magnitudes M ; r = correlation coefficient

8. abra. Varpalota és Komarom kozott kipattant foldrengések szama és magnituddja kozotti
oOsszefliggés, 1. modell
nM = rengések szama, amelyek magnitidéja StM; r = korrelacios koefficiens

Puc. 8. CBfA3b MeXy KOMMYECTBOM W MarHUTYAOW 3eMIETPSACEHUIA B OKPeCHOCTU
Bapnanota -Komapom, mogens |
MM = KOMMYECUBO 3eM/ETPACEHUIA ¢ MarHuTygol ~iM\ 1 = koeth(hMUMEHT Koppenaumm
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According to the second model, two sources are assumed on the area under
investigation: one at Komérom and the other at Mor-Isztimér. This latter one
at the midpoint between the two settlements and both sources at 7 km depth.
For this model the areas of equal intensities were determined even for the

Fig. 9. Relation between the number and magnitudes of earthquakes originating from the
Komarom and the Mar-Isztimér sources, Model Il
nM = number of earthquakes with magnitudes 2: A/; r = correlation coefficient

9. abra. Komaromi és mor-isztiméri forrasokban keletkezett foldrengések szama és magnitidoja
kozotti 6sszefiiggés, 11. modell
= rengések szama, amelyek magnitddéja i M ;r = korrelacios koefficiens

Puc. 9. CBA3b MeX[y KONMYeCTBOM M MarHUTY/oi 3eMNeTPsCeHNiA, 06pa3oBaBLIMXCA
B KOMapoMCKOM W MOP-UCTUMEPCKOM ouarax, mogens Il
nM = KOMMYECTBO 3eMNETPSACEHNI i ¢ MarHUTy o r = KoepUUMEHT Koppenauuu
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Fig. 10. Relation between earthquake magnitudes (M) and intensities (/) versus source
distance (R)

10. a&bra. Foldrengések mérete (Ai) és intenzitasa (/) az R forrastavolsag fliggvényében

Puc. 10. Pasmep (Af) N MHTEHCMBHOCTL (I) 3eMNETPACEHWIA B 3aBUCUMOCTU OT yaaneHus
ncroyHuka (R)

I «TatabAnya

+OroazlAny

»Varpalota

Fig. 1. Expected intensity according to Model I, with 50 years (a) and 75 years (b) frequency

11. abra. Koméarom és Varpalota kozott 7 km mélységben feltételezett térésvonal kornyezetében
varhaté megrazottsag 50 éves (a) és 75 éves (b) gyakorisaggal

Puc. 11. Oxugaemas noTpscaeMocTb ¢ YacTtoToin 50 neT (a) v ¢ yactoToli 75 net (b), B CBA3N
C NpeAnosoraeMbiM pa3fioMoOM Ha rny6uHe 7 KM, Mexxay Komapom v BapnanoTa
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frequencies of 100 and 150 years (Fig. 12). The area of intensity of 7° exceeds
2000 sg. km for the 150 years case. This value has to be considered also with
reservation because it follows from Eqg. (5) that an earthquake of M= 6.5
magnitude — regarded as expected maximum magnitude  will cause lower
than 7° intensity at 30 km distance from the source. Thus we cannot expect
simultaneous effect of both sources — being some 45 km apart — on some parts
of the area. Therefore the size of the area with an intensity of 7° should be

0 50km

Fig. 12. Expected intensity according to Model 1I, with 50 years (a), 75 years (b), 100 years (c)
and 150-years (d) frequency

12. &bra. Komaromi és mor-isztiméri forrasok kornyezetében varhaté megrazottsag 50 éves (a),
75 éves (b), 100 éves (c) és 150 éves (d) gyakorisaggal

Puc. 12. Oxunpgaemas noTpscaemocTb ¢ Yactotoin 50 net (a) 75 net (b) 100 net (c) n 150 net (d)
B OKPECHOCTV KOMapOMCKOI0 U MOP-UCTUMEPCKOro 04aroB
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considered slightly overestimated. In the surroundings of Koméarom, intensity
of s° can be expected with a frequency of 150 years. Determining the seismic
risk of this area the Mor-Isztimér source shall not be taken into account.

Results follow observations as much as the special features of local earth-
quakes could be taken into account. As the effect of the Mor trough, the
isoseisms are elongated in its direction — as can be seen in Fig. 5 In our
calculations we have not taken this effect into account but utilized Eq. (5). The
intensity modifying effects of the frequency dependent subsurface, were not
considered either. Therefore our results are of informative nature only and
on-site investigations are required before any new constructional project is sited
on the area.

4. Reliability of the results

For the reliability of the results the following apply:
- Errors in the calculation of constants a, b, ¢, cause +£0.5° uncertainty in the
isoseisms.

— Selection of independent events is subjective.
The Poisson distribution does not reflect the process of accumulation and
release of strain.
The models assumed significantly influence the results of the calculation.
The seismicity of the area is not stable, seismic periods are followed by
aseismic ones.

Considering the fact that the results of the above calculations are of limited
reliability, it is necessary to try to estimate the seismicity of the area by some
other method based on simple considerations. It is known that the time depen-
dent subtotal of the Benioff number (SB is characteristic of the stress accumula-
tion processes of an area [Benioff 1951]. The characteristic SB values for
Hungary and separately for the Transdanubian area — from earthquakes
observed between 1880 and 1956 — were calculated by cssmsr and Kiss [1958,
1962). It was established that during period of investigation the accumulation
and release of the energy in Transdanubia was a uniform, continuous process.
Contradicting this statement, large steps can be observed in the values of SB
before 1851 because of the earthquakes of Komarom and Mér (Fig. 13). Most
probably between 1599 and 1757 only smaller earthquakes occurred, which were
not recorded. From 1757 the seismicity of Komérom increased: several earth-
quakes, causing significant devastation, were registered until 1851. After that
an inactive period followed when earthquakes of smaller energy were recorded
only. This inactive period was probably not characterized by equilibrium but
by the accumulation of stresses. To estimate the rate of stress accumulation let
us assume that after the earthquake of 1599 the area became balanced and the
building-up of stresses started, which lasted till 1757 (no earthquakes were
experienced between the two dates).

An alternating stress accumulation and release process can be observed
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Fig. 13. Released energy, characterized by the Benioff number (S8)

13. dbra. A harom forréasterlletr6l felszabadult energia Benioff-szammal (SB)jellemzett
értékének véltozasa

Puc. 13. /i3MeHeHMe 3Ha4YeHMst OXapaKTepu3oBaHHOW uncnom bBeHbodda (SB) 0cBo6OXAEHHOI
C TPex 04aroB 3Hepruu

from 1757 till 1851, when — after 252 years — the source became inactive again.
During this period the average increase of the Benioff number was:

SB= 194 « 100 ergl/2/year
while from 1851 to the present days:
SB = 0.05 m10s ergi/2/year.

Assuming that the rate of stress accumulation has not changed from 1599 until
now, 1.89 ¢ 100 ergl/2lyear stress is accumulating since 1851. This means that
the SB value corresponding to an earthquake of magnitude s accumulates
during 123 years.

The weakest point of our reasoning is the assumption of the state of
equilibrium in 1599. As was mentioned earlier there was an earthquake causino
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damages to buildings in Komérom in that year. The epicentre of the earthquake,

however, is not known. In connection with that earthquake Reéthiy [1952]

mentioned three possible alternatives:

— The earthquake occurred in the surroundings of Komarom.

— The earthquake was detected on a large area and the source was probably
beyond the borders of Hungary, perhaps in Austria.

— It was an earthquake of double source.

The facts that chimneys collapsed in Komarom, the earth was quaking for a

longer time and springs broke forth lead to the conclusion that the source of

the shock could not be in Austria, otherwise it should have been detected on

areas nearer to the hypocentre, e.g. in Pozsony or Gyér, but damages were not

reported from these settlements. Most probably the source must have been

somewhere between Komérom, Esztergom and Ersekujvar (N6vé Zamky),

because damages to buildings were reported from these towns.

Drawing long range conclusions from uncertain data is rather risky. If it
is assumed that the earthquake of 1599 occurred within a stress accumulation
period, and not all the stresses were released, the above considerations are not
valid. This means that the rate of stress accumulation from 1851 to the present
days is lower than estimated. It cannot be stated that the accumulated energy
will be released in one single big earthquake, but most probably, as in the past,
several smaller earthquakes will be experienced in the future too.

Appendix

Extracts from the report on the damages caused by the Komarom earth-
quake of 1763 at Buda (to be found in the National Archives, Loc. ant. 2724)
translated from the latin original: “Memorabile de terrae motu Consilio Locum-
tenentialy per Magistratum Budense 29 Julii, 1763”.

In the Water Town (Fig. 3 — in the following, reference will always be
made to this figure) most of the population detected earthquakes, early in the
morning: three o’clock a smaller one and at quarter past five a bigger one, but
neither of these caused damages. A quarter of an hour later an earthquake
lasting for about one minute caused building damages mainly in the Castle
District and in the Upper Town:

The crucifix of the Franciscan church fell down ().

Stones fell down from the arches of the church of the Jesuits and walls of
the rooms and corridors of the Monastery cracked (2).

Stones fell out from the walls of houses marked (3) and tiles fell down from
the roofing.

In the Monastery of the Carmelites frames of the doors shifted in the walls,
walls cracked (4).

Arches were damaged in the houses marked 5, s, 10.

In the Water Town roofing of the houses were damaged, on the first floor
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the covering of the ceiling fell off to the girders, some of the buildings are in the
danger of collapsing (s).

Rooftiles fell down from the roofing of the church of Franciscans (7).

One of the crucifixes of the Parish church bent down together with the orb,
walls were cracked and the upper part of the chimney fell down (s).

The stone ball fell down from the top of the Capuchin church (9).

The flow of water in the bath of Taban has increased and sprays far (11).

Water flow of the Gellért Bath increased: the flow is spurting far with a
diameter of a man’s leg (12).
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FOLDRENGESEK KOMAROM, MOR ES VARPALOTA KORNYEZETEBEN
SZEIDOVITZ Gy6z6

Komarom, Mér, Varpalota szilkebb kornyezete az elmult néhany évszazad megfigyelései
alapjan hazank egyik legaktivabb teriiletének bizonyult. Feltételezve, hogy a vizsgalt kdrnyezet
atlagos szeizmicitasa a jov6ben sem fog lényegesen valtozni, Cornell eljarasaval kiszamitottuk a
teriileten varhat6 foldrengés kockazatot.

3EMJIETPACEHUSA B OKPECHOCTU I'T. KOMAPOM, BAPIMA/IOTA, MOP

[Obése CENOOBUL,
OkpecHocTb r. Komapom, Mop, Bapnanota no faHHbiM HabnogeHwid 3a npollefuive
HECKO/IbKO BEKOB ABNAETCA OAHUM M3 CaMblX aKTUBHbIX Yy4aCTKOB BEHrpVIVI. I‘Ipe,qnonoraﬂ, yTo

CpefiHAs CEMCMMUYHOCTL MUCCeAyeMOro yuacTka He 6ydeT B 6yayLieM U3MeHSTbCs, MeTooM Kop-
Henna pacunTaH 0XWAaeMblii PUCK 3eMNETPSCEHWIA.



	187-202
	203-220
	221-234
	235-254
	255-274

